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Abstract
This thesis is dedicated to the engineering of the emission energy of quantum dots embedded

in core-shell GaAs-AlGaAs nanowires. The goal is to redshift the quantum-dot emission energy

in resonance with a gas of Rb atoms.

Segregation processes on the nanowire surface account for the formation of the quantum

dots as Ga-rich nanoclusters that behave as optically active single-photon emitters. The study

presented in this thesis shows ways to enhance the control on the composition of semiconduc-

tor alloys, in order to form homogeneous compounds or to direct segregation and diffusion

phenomena at the atomic scale.

The first part of this thesis elucidates the role of crystal defects, namely rotational twins in the

nanowire structure, in tuning the diffusion-driven quantum-dot formation. The combination

of high-resolution cathodoluminescence and transmission electron microscopy evidences

that the quantum-dot occurrence increases in presence of crystal defects, while the quantum-

dot emission energy decreases. Simulations of the emission energy of quantum dots crossed

by crystal defects as well as the twin-driven adatom-diffusion dynamics on the nanowire

surface account for the observed correlation. The control on the occurrence of crystal defects

in the nanowires turns into an important parameter to master the composition and light

emission of the nanowire shell.

The second part of this work describes two mechanisms used to redshift the quantum-dot

emission energy to match the D2 emission line of Rb. By the first mechanism, a silicon-oxide

coating deposited on the nanowires applies tensile stress to the embedded quantum dots

and redshifts their emission-energy distributions by more than 100 meV. The anisotropy of

the strain is evinced from Raman-spectroscopy measurements and correlated with the oxide

microstructure. The application range of this simple, yet effective, straining device is expanded

by testing further materials and deposition techniques.

The second redshifting mechanism consists in alloying the nanowire shell with indium to form

a quaternary AlGaInAs shell. This mechanism redshifts the quantum-dot emission-energy

distributions by about 300 meV. The spatially-resolved compositional analysis of the nanowire

cross sections reveals that Ga, Al, and In segregate in the quaternary alloy according to a facet-

and polarity-driven 3-fold symmetry. Wedge-shaped In-rich segregates, not observed before,

form as the result of the competitive diffusion of the group-III adatoms on the nanowire facets.

Preliminary measurements on the optical coupling between quantum dots and Rb demon-

strate the achievement of the target emission energy, which is the first fundamental step

towards the integration of these single-photon emitters into a quantum network.
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Keywords: nanowires · quantum dots · III-V semiconductors · single-photon emitters · elas-

tic deformations · alloy segregation · cathodoluminescence · photoluminescence · Raman

spectroscopy · transmission electron microscopy

xii



Résumé
Cette thèse est dédiée au contrôle de l’énergie d’émission de boîtes quantiques incorporées

dans des nanofils coeur-coquille de GaAs-AlGaAs. L’objectif de cette thèse est de baisser l’éner-

gie d’émission des boîtes quantiques jusqu’à la résonance avec un gaz d’atomes de Rb.

Des procédés de ségrégation à la surface des nanofils expliquent la formation de boîtes quan-

tiques comme des nano-agglomérats riches en gallium, qui sont actifs au niveau optique et

ont des propriétés d‘émetteurs de photons uniques. L’étude exposée dans cette thèse montre

des stratégies utiles au contrôle de la composition d’alliages de semi-conducteurs, lesquelles

servent à former des mélanges homogènes ou à diriger les phénomènes de ségrégation et de

diffusion à l’échelle atomique.

La première partie de cet écrit clarifie le rôle des défauts cristallins, tels que les macles par

rotation dans la structure des nanofils, dans le réglage de la diffusion de surface qui guide la

formation des boîtes quantiques. La combinaison de cathodoluminescence et de microscopie

électronique en transmission à haute résolution démontre que le nombre de boîtes quan-

tiques est augmentée par la présence de défauts cristallins tandis que leur énergie d’émission

diminue. Les simulations de l’énergie d’émission des boîtes quantiques traversées par des

défauts cristallins ainsi que la dynamique de diffusion des adatomes sur la surface des nanofils

en fonction des macles expliquent la corrélation observée expérimentalement. Le contrôle de

la présence des défauts cristallins dans les nanofils est donc un important paramètre pour

maîtriser la composition et l’émission lumineuse de la coquille d’AlGaAs des nanofils.

La deuxième partie de cet exposé décrit deux mécanismes utilisés pour baisser l’énergie

d’émission des boîtes quantiques jusqu’à s’accorder avec la ligne d’émission D2 du Rb. Dans

le premier mécanisme, une couche d’oxyde de silicium, déposée sur les nanofils, exerce une

contrainte de traction aux boîtes quantiques incorporées dans les nanofils et baisse leur distri-

bution d’énergie d’émission de plus de 100 meV. L’anisotropie de la déformation est déduite

de mesures de spectroscopie Raman et corrélée avec la microstructure de l’oxyde. La gamme

d’applications de ce dispositif simple, mais efficace, est étendue par la caractérisation de

matériaux et méthodes de déposition supplémentaires.

Le deuxième mécanisme de décalage vers le rouge repose sur l’ajout d’indium dans la coquille

des nanofils pour former un alliage quaternaire d’AlGaInAs. Ce mécanisme baisse d’environ

300 meV la distribution d’énergie d’émission des boîtes quantiques. L’analyse de la composi-

tion des sections transversales des nanofils, résolue spatialement, révèle que Ga, Al et In se

séparent dans l’alliage quaternaire en suivant une symétrie de rotation ternaire, fonction des

facettes et de la polarité de la surface du nanofil. De nouvelles typologies de ségrégation en
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forme de coin et riches en indium résultent de la compétition entre les adatomes du groupe

III pendant la diffusion de surface sur les facettes du nanofil.

Des mesures préliminaires du couplage optique entre les boîtes quantiques et le Rb dé-

montrent l’obtention de l’énergie d’émission souhaitée, un pas essentiel vers l’intégration de

ces émetteurs de photons uniques dans un réseau quantique.

Mots-clefs : nanofils · boîtes quantiques · semiconducteurs III-V · émetteurs de photons

uniques · déformations élastiques · ségrégation d’alliages · cathodoluminescence · photolumi-

nescence · spectroscopie Raman · microscopie électronique en transmission
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Riassunto
Questa tesi è dedicata al controllo dell’energia di emissione di punti quantici incorporati in

nanofili coassiali di GaAs rivestiti di AlGaAs. L’obiettivo è ottenere il redshift dell’energia di

emissione dei punti quantici fino alla risonanza con un gas di atomi di Rb.

Processi di segregazione sulla superficie dei nanofili determinano la formazione dei punti

quantici come nano-agglomerati ricchi di gallio, i quali mostrano attività ottica e si comporta-

no come emettitori a singolo fotone. Lo studio presentato in questa tesi individua strategie

utili al controllo della composizione di leghe di semiconduttori, le quali servono a formare

composti omogenei o a dirigere i processi di segregazione e diffusione su scala atomica.

La prima parte di questa tesi chiarisce il ruolo di difetti cristallini, quali twin di rotazione della

struttura dei nanofili, nel regolare la diffusione superficiale che guida la formazione dei punti

quantici. La combinazione di catodoluminescenza e microscopia elettronica a trasmissio-

ne ad alta risoluzione prova che l’osservazione dei punti quantici aumenta in presenza dei

difetti cristallini, mentre decresce la loro energia di emissione. Simulazioni dell’energia di

emissione dei punti quantici attraversati da difetti cristallini, nonché la dinamica di diffusione

degli adatomi sulla superficie dei nanofili legata ai twin, rendono conto della correlazione

osservata sperimentalmente. Il controllo della presenza di difetti cristrallini nei nanofili si

rivela un importante parametro per padroneggiare la composizione e l’emissione luminosa

del rivestimento di AlGaAs dei nanofili.

La seconda parte di questo lavoro descrive due meccanismi usati per abbassare l’energia di

emissione dei punti quantici fino a coincidere con la linea di emissione D2 del Rb. Mediante il

primo meccanismo, un rivestimento di ossido di silicio, depositato sui nanofili, applica uno

sforzo di trazione ai punti quantici incorporati nei nanofili e ne abbassa le distribuzioni di

energia di emissione di oltre 100 meV. L’anisotropia della deformazione è dedotta da misure di

spettroscopia Raman e correlata con la microstruttura dell’ossido. La gamma di applicazioni

di questo semplice, ma efficace, dispositivo è ampliata dall’esame di ulteriori materiali e

metodi di deposizione.

Il secondo meccanismo di redhsift consiste nell’aggiunta di indio nel rivestimento dei nanofili

per formare una lega quaternaria di AlGaInAs. Questo meccanismo abbassa di circa 300 meV

le distribuzioni di energia di emissione dei punti quantici. L’analisi della composizione delle

sezioni trasversali dei nanofili risolta spazialmente rivela che Ga, Al e In si separano nella

lega quaternaria seguendo una simmetria di rotazione tripartita, funzione della facce e della

polarità della superficie del nanofilo. Nuove tipologie di segregazione a forma di cuneo e

ricche di indio risultano dalla competizione tra gli adatomi del gruppo III durante la diffusione
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superficale sulle facce del nanofilo.

Misure preliminari dell’accoppiamento ottico tra punti quantici e Rb dimonstrano il raggiun-

gimento dell’energia di emissione prefissata, passo essenziale per l’integrazione di questi

emettitori a singolo fotone in una rete quantica.

Parole chiave: nanofili · punti quantici · semiconduttori III-V · emettitori a singolo fotone ·
deformazioni elastiche · segregazione delle leghe · catodoluminescenza · fotoluminescenza ·
spettroscopia Raman · microscopia elettronica a trasmissione
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1 Introduction and motivation

Semiconductors establish health and prosperity in our lives: the access to clean electricity,

efficient lighting, smart energy consumption and the Internet relies on the steady progress in

the understanding and manufacturing of semiconductors. In the wide panorama of semicon-

ductor materials, silicon has a pivotal role thanks to its abundance and low cost as well as the

deep comprehension and wide control achieved on its properties.

III-V semiconductors, such as GaAs, AlGaAs, and InGaAs, outperform silicon at least in two

aspects: higher carrier mobility and brighter light emission. The combination of silicon with

III-V semiconductors is thus appealing to fabricate low-cost and high-performance devices for,

e.g. light emission. Yet, the on-chip integration of the two is not straightforward; in particular,

the mismatch in lattice constant and polarity hinders the epitaxial growth of one class of

semiconductor on the other. Nanostructures tackled this challenge: for instance, the epitaxial

growth of GaAs elongated nano-crystals, i.e. nanowires (NWs), on silicon is demonstrated by

several growth methods [1, 2, 3, 4, 5] and is reaching a mainstream level nowadays .

In addition to enabling the fundamental integration of direct-bandgap semiconductors with

silicon, NWs are a versatile platform to study novel semiconductor properties and to fabricate

solid-state devices with wider or improved functionalities. NWs demonstrate an unprece-

dented elastic response to external stress: thanks to their high surface-to-volume ratio, NWs

stand impressively high strain before plastic relaxation takes place [6]. This property makes

strain-tuning a highly desirable mechanism to modify the bandgap of a semiconductor in the

NW form [7]. For similar reasons, the integration of highly mismatched alloys is facilitated in

NW heterostructures [8]. An original NW property is to induce the growth of III-V semicon-

ductors in crystal phases, like wurtzite (WZ), different from the zinc-blende (ZB) phase found

in the bulk under normal growth conditions [9]. By the control over the formation of different

phases (polytypism), homostructures are demonstrated on the NW axis. The band alignment

between the two phases may localize the semiconductor charge carriers; if the size of the

segments of different phases is shorter than the charge-carrier de Broglie wavelength, they

undergo quantum confinement. Such a homostructure is a crystal-phase quantum dot (QD)

[10] that would be virtually impossible to achieve in the bulk. Not limited to homostructures,
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Chapter 1. Introduction and motivation

QDs are embedded in NWs also as heterostructures of different materials in several forms,

e.g. along the NW longitudinal axis or on the NW sidewalls [11, 12, 13, 14]. QDs as light

emitters embedded in NWs can take advantage of improved functionalities with respect to

the bulk. NWs of engineered photonic design overcome one of the main limitations in planar

light-emitting diodes (LEDs): the reduced light outcoupling due to total internal reflection.

NWs can act as waveguides that enhance the transmission of light outside the NW [15] and

increase the brightness of embedded quantum emitters by broadband coupling with the NW

waveguiding modes [16]. By further engineering the NW tip geometry, the intensity of the

light emitted by an embedded QD can be tuned to an ideal Gaussian profile for the optimal

collection by commercial optics [17].

Inside a QD, quantum confinement has a profound impact on the semiconductor electronic

bands and density of states: charge carriers can only have discrete energies, the manipulation

of which is achieved through the engineering of the size and composition of the solid-state QD.

Thanks to their peculiar electronic structure, QDs have found application into lasers, LEDs,

and photovoltaic panels as well as into fundamental research on quantum mechanics.

As light emitters, QDs are envisioned as the future source of single and entangled photons that

are required in certain quantum-technology implementations [18]. Quantum technologies

revolve around the manipulation of matter according to the laws of quantum mechanics.

For instance, a quantum computer processes a superposition of quantum states as input in

order to speed up algorithms that involve the analysis of many cases in parallel. This capacity

promises to revolutionize some specific problems, such as factoring large numbers, searching

extensive datasets and simulating complex physical systems. By analogy with classical com-

puting, the fundamental information unit in quantum computing is called qubit. Although the

distribution of quantum computers into the market is still at a seminal stage, few-qubit quan-

tum computers are currently sold or available to academic and industry users. For instance,

IBM has demonstrated 20-qubit and 16-qubit computers that, through cloud-based platforms,

are available to its clients and to the public respectively [19]. Concomitantly, the governments

invest in quantum research for competitive health, security and energy applications. The

European Union has supported quantum research with a cumulative investment of e550

million over the past 20 years [20] and, in the frame of the program for Future Emerging

Technologies, will dedicate further funding for e1 billion to enable the transition of quan-

tum technologies from the research level to the market [21, 20]. The goals are ambitious: in

the Strategic Research Agenda of the European Union on quantum technologies, quantum

computing is predicted to outperform classical computing within the next 10 years [20].

The realistic implementation of quantum technologies relies on the interconnection of several

components that define the nodes of a so-called quantum network. For instance, quantum

cryptography relies on the distribution of a quantum key between two physically distant actors,

while quantum computers can connect and cluster together: a sort of quantum Internet is

also foreseen to operate over long distances exceeding 1000 km [20]. So-called flying qubits

carry the information between the nodes of a quantum network. Single photons (SPs) are
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envisioned as the physical carriers of flying qubits, with QDs as the ideal source. Over long

transmission lines, quantum communication would benefit from brighter sources. With this

regard, QDs in NWs would represent a significant step forward. Furthermore, the operation of

a quantum network relies on the synchronization of all its components; quantum memories

would harmonize the functioning of a quantum network by storing and releasing on demand

flying qubits without affecting their quantum state. Gases of alkali atom, such as Rb or

Cs, match the physical and technological requirements of a quantum memory, as already

demonstrated in the laboratories [22, 23].

The goal of this thesis is to engineer the emission energy of self-assembled QDs embedded in

core-shell GaAs-AlGaAs NWs (NWQDs) by taking advantage of the degrees of freedom and

improved performance offered by the NW host. The target is to redshift the NWQD emission

energy in resonance with the D2 transition of a gas of Rb atoms as a proof of principle of the

use of these quantum emitters in a realistic quantum network.

This thesis is structured as follows:

Chapter 1 frames the topic of this thesis in the wide perspective of semiconductor quantum

technologies.

Chapter 2 provides an overview on NWs and QDs; a description of the combination of QDs

in NWs follows, with details on the specific (Al)GaAs NWQDs that are the object of analysis

in this thesis. Theoretical details on the mechanisms of tuning a semiconductor bandgap by

strain and composition engineering are given. A description of the working principle of Rb

as a quantum memory concludes this introductory chapter.

Chapter 3 describes the main experimental techniques and setups used in this thesis, includ-

ing photoluminescence (PL), Raman spectroscopy, cathodoluminescence (CL), transmission

electron microscopy (TEM), and energy dispersive X-ray spectroscopy (EDX).

Chapter 4 to Chapter 7 report the experimental work conducted in this thesis:

Chapter 4 is dedicated to the study of the NWQD occurrence and emission energy as a

function of the density of crystal defects along single NWs.

Chapter 5 is dedicated to the strain tuning of the NWQDs by the deposition of a SiO2

shell, which allowed to redshift the NWQD emission energy by more than 100 meV.

Chapter 6 is dedicated to the alloying of the AlGaAs shell with different amounts of

indium, a strategy that allowed to redshift the NWQD emission energy by about 300

meV.

Chapter 7 is dedicated to the preliminary experimental proof of optical coupling

between the emission of the engineered NWQDs and the absorption of a gas of Rb

atoms.

Chapter 8 concludes this dissertation with a summary of the experimental work described

in the previous chapters and outlooks for future developments.
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2 Quantum dots in nanowires

In this chapter, the growth methods and optical properties of NWs and QDs are described.

The integration of QDs in NWs is then addressed, the advantages are discussed and the state-

of-the-art properties are reported. Specific focus is given to SP emitters embedded in NWs

and to the system studied in this thesis. The mechanisms employed to redshift the NWQD

emission energy are discussed from a theoretical point of view. The description of atomic

gases as slow-light media concludes this chapter.

2.1 Nanowires

NWs are elongated crystals with length usually exceeding by at least one order of magnitude

the diameter: NWs have a diameter in the nanometer range, up to few hundreds nanometers,

while the length is generally in the micrometer range. In the 60’s, Wagner and Ellis [24] reported

the first vapor-liquid-solid (VLS) growth of NWs, here discussed in subsection 2.1.1, and laid

the basis of the research that was to exponentially grow during the last twenty years. NWs

offer advantages and additional degrees of freedom with respect to their bulk counterparts.

For instance, NWs can act as waveguides and thus tackle one of the main drawbacks of light

emitters in the bulk: the low light extraction efficiency into the outer environment. More

details on the optoelectronic and photonic properties of NWs and emitters embedded in

NWs are provided in subsection 2.3.3. NWs also have interesting mechanical properties:

they can strikingly support stress yields much higher than the same materials in the bulk

[6, 7]. This is of particular interest because crystals with large differences in lattice constants

can be combined by epitaxy without or with minimized stress-induced defects and plastic

relaxation [25, 8]. A wider range of material combinations is thus available, which opens to

a variety of heterostructures and provides additional functionalities to the NWs [26]. These

heterostructures include quantum wells (QWs) as well as QDs defined on [27, 28, 29, 30, 31, 32,

33, 34, 16, 35, 36] and off [13, 14, 2, 37, 38] the NW longitudinal axis, as discussed in section 2.3.
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Chapter 2. Quantum dots in nanowires
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Figure 2.1 – Sketch of the main components of an MBE chamber.

2.1.1 Nanowire growth

Epitaxy is a method of growing crystals: two crystals have an epitaxial relation if the lattice of

the first is in a well-defined spatial relation with the lattice of the second [39]. Metal-organic

chemical vapor deposition (MOCVD) and molecular beam epitaxy (MBE) are the two main

methods of epitaxial growth. They both rely on providing fluxes of the grown material to a

substrate placed into a chamber under controlled temperature and pressure. In particular,

MOCVD and closely related variants, such as metal-organic vapor-phase epitaxy (MOVPE),

are based on the decomposition of organic precursors at the growth surface. MOCVD is more

common in industrial applications with respect to MBE because of less strict constraints on

the growth pressure and consequently easier scalability. A drawback that affects MOCVD is

that parts of the organic precursors can be incorporated in the deposited material. Organic

contamination is a concern in some applications that require highly pure materials. On the

contrary, MBE supplies material to the growth substrate by molecular beams of the pure

elements; at the same time the growth chamber is kept in ultra-high vacuum: thanks to

cryopumps and liquid-nitrogen-cooled cryopanels on the chamber walls, the base pressure

is in the order of 10−10 Torr [39]. At this pressure most contaminants are taken away and the

molecular beams are highly directional: they can reach the growth substrate in almost ballistic

conditions. A sketch of an MBE chamber and its main components is presented in figure 2.1.

MBE growth rates are low (often less than 1 Å/s), which facilitates the growth of sharp interfaces

between layers of different materials and finely tuned thickness. NWs are crystals with a high

aspect ratio: in the work described here, they are typically between 4- and 10-micron long and

less than 200 nm in diameter. MOCVD and MBE have been extensively used for the planar

deposition of semiconductor layers and thin films; more recently, they have been successfully

adapted to grow NWs. The transition from planar to NW growth is possible if the deposition is

constrained only in specific areas of the substrate. One method to achieve this is to deposit

a mask that prevents the material deposition on the substrate and define openings where

the supplied material is in contact with the substrate; the material grows in epitaxial relation
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Figure 2.2 – Steps of the VLS growth of a GaAs NW coated by an AlGaAs shell. From top to bottom and left to
right: Ga-droplet formation and supersaturation with As; precipitation of solid GaAs at the liquid-solid interface
and NW vertical growth; droplet consumption by As supply; droplet consumed and interruption of vertical growth;
Al supply in addition to Ga and As to deposit an AlGaAs shell on the GaAs core sidewalls.

with the substrate and, under adequate growth conditions, forms an elongated crystal with

diameter constrained by the opening size. This NW-growth method is known as selective area

epitaxy (SAE) or selective area growth (SAG) [40]. Another strategy was defined by Wagner

and Ellis in 1964 [24]. The material deposition is localized by catalytic sites in the form of

liquid droplets on the growth substrates. In their seminal work, Wagner and Ellis used gold

droplets. From the vapor phase, the material supply preferentially diffuses into the catalytic

droplet, where it reaches supersaturation conditions. Therefore, the supersaturated species

precipitate at the droplet-substrate interface as a solid crystal. Layer by layer, the materials

precipitation under the liquid droplet grows a filamentary crystal. The growth time determines

the NW length: the longer the growth time, the higher the NW aspect ratio. Being based on the

transition of the growth materials from vapor to solid through a liquid solution in the catalytic

droplet, this process is known as the VLS growth method. The material that composes the

catalytic droplet is not limited to gold. It is in general a metallic seed that is liquid at the growth

temperatures and defines a preferential site where the growth material diffuses [41, 42]. Metal

atoms in the droplet can be incorporated in the semiconductor precipitate. The incorporation

of metals, gold in particular, is detrimental for the semiconductor optoelectronic properties
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5 μm 1 μm 1 μm

a) b) c)

Figure 2.3 – a) 20°-tilted SEM micrograph of highly dense as-grown self-assembled GaAs-AlGaAs core shell
NWs: the shell is tapered, thicker at the top and thinner at the bottom. b) Close-up side-view SEM micrograph of
as-grown self-assembled GaAs NWs: the Ga droplet is visible at the NW tops. c) 20°-tilted SEM micrograph of an
as-grown GaAs-NW array with Ga droplets at the NW tops.

because they form deep bandgap levels.

New materials have been exploited as a catalyst of the VLS NW growth in order to replace

metals. This is the case of the method known as self-catalyzed VLS growth. It consists in using

one of the components of the semiconductor NW as a liquid catalyst. A noticeable example

is the Ga-assisted growth of GaAs NWs [43, 44], for which Ga is used as a liquid catalyst. The

GaAs cores of the core-shell GaAs-AlGaAs NWs studied in this work are grown by this method

in a DCA P600 MBE machine following the steps sketched in figure 2.2. The growth begins

with the formation of liquid-Ga droplets on the growth substrate. In this thesis, Si (111) wafers

were used as growth substrates, while GaAs wafers were used in the past [43]. They were

covered by a thin layer of native oxide. Pinholes are naturally present in the oxide and define

sites where the Ga droplets form and the NWs can grow in epitaxial relation with the growth

substrate. A specific oxide thickness slightly thinner than 1 nm ensures the highest yield of

vertical NWs [5, 45]. NWs obtained in this way are referred to as self-assembled, because their

distribution on the growth substrate depends on the distribution of pinholes naturally present

in the native oxide. Alternatively, a 10-nm-thick oxide mask can be patterned to induce the

catalytic droplets to position in the e-beam-defined openings of an ordered array [46, 4, 47, 48].

In this thesis, the NWs have been grown both as self-assembled and in order arrays.

In both cases, the Ga droplet acts as a catalyst of the GaAs NW axial growth: As diffuses through

the droplet until supersaturation and precipitation of the GaAs crystal underneath (upper left

panel in figure 2.2). The growth temperature of the substrate is about 630°C; the Ga beam

equivalent pressure (BEP) is about 1 x 10−7 Torr and the As4 BEP is about 4 x 10−6 Torr. In these

conditions the typical growth rate is about 2.8 nm/s for the self-assembled NWs and 1.4 nm/s

for the array NWs. Once reached the desired length of the core (upper mid and right panels

in figure 2.2, the growth is interrupted by closing the Ga supply and consuming the catalytic

droplet with As (lower left panel in figure 2.2). This allows to proceed with the engineering of

the NW by depositing a shell of a different material on its surface (lower mid and right panels

in figure 2.2). This can be used to define radial NW heterostructures, such as QWs on the NW

sidewalls [26] or QDs [13], but can also be used to passivate the NW surface [49, 50, 51, 52]. In

the NWs studied here, the GaAs core of about 80 nm in diameter is surrounded by an AlGaAs

shell. The shell deposition is the equivalent of planar MBE growth using the NW-core sidewalls
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Figure 2.4 – a) 3D model of the unit cell of GaAs in the ZB phase. b) 3D model of the unit cell of GaAs in the WZ
phase.

as a deposition substrate. The shell grows in epitaxial relation with the NW facets [53, 54].

The substrate temperature is lowered to about 460°C, with Al BEP of about 2 x 10−7 Torr, Ga

BEP of about 1.4 x 10−7 Torr and As BEP of about 1 x 10−5 Torr. These conditions result in

a radial growth rate of about 0.2 Å/s and nominal Al content of 33%. An outer 5-nm GaAs

capping is deposited to prevent oxidation of the Al in the AlGaAs shell. The shell thickness

can be controlled by the deposition time. In this work, we report on NWs with 30 nm-, 50

nm-, and 100 nm-thick shells. We also engineered the shell alloy by adding indium to obtain a

quaternary-alloy shell. The indium content in the AlGaInAs shell was varied between 0 and

25%. More details are reported in chapter 6. Illustrative scanning-electron-microscope (SEM)

images of GaAs and GaAs-AlGaAs NWs are reported in figure 2.3.

SAE and VLS are bottom-up growth methods: they assemble new nanostructures on the

substrate. On the opposite, a top-down approach defines the desired structures by removing

material from a pre-existing bulk, by means of, e.g., lithographic methods. A top-down growth

is in general more expensive and complex than the bottom-up one, since it involves several

processing steps that are unnecessary to define bottom-up nanostructures. In addition, the

surface quality can be lower in top-down structures because of the roughness and damage

introduce by the lithographic steps. Having a high surface-to-volume ratio, NW properties are

very sensitive to the quality of the surfaces. In particular, dangling bonds at the etched surface

and adsorbed species such as oxygen can introduce surface states whose energy levels lie in

the GaAs bandgap. These levels may act as efficient non-radiative recombination centers and

hinder the PL response of NWs and other nanostructures with a high surface-to-volume ratio.

2.1.2 Nanowire crystal structure

Top-down NWs inherit their crystal structure from the one of the bulk material from which

they are formed. ZB is the only crystal structure observed in bulk GaAs in normal conditions:

its unit cell is face centered cubic (FCC), with a two-atom base set occupied by Ga and As

(figure 2.4a). It is energetically unfavorable to form the WZ phase during the growth of bulk

III-arsenide crystals. In NWs, the high surface-to-volume ratio and the VLS growth method
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Figure 2.5 – a) Scheme of the atom stacking of Ga and As atoms along the (111) direction in (a) GaAs ZB, (b) GaAs
WZ and (c) GaAs ZB in presence of a rotational twin. d) HRTEM micrograph of ZB rotational twin in a core-shell
GaAs-AlGaAs NW.

allow the formation of GaAs WZ crystals. In general, the occurrence of the WZ phase has

been related with the NW diameter, the supersaturation of the catalyst droplet and its contact

angle at the liquid-solid interface [9, 55, 56]. WZ has a four-atom-base hexagonal unit cell

fully determined by the two lattice constants a and c (figure 2.4b), while the ZB unit cell is

described by a single lattice constant a. WZ and ZB segments can coexist in the same NW,

a characteristic that is referred to as polytypism. The similarity between ZB and WZ GaAs

is appreciated by applying a rigid rotation that orients the ZB [111] direction as the WZ c

direction. The difference between the two crystal structures is the atom stacking in the ZB

<111> direction, that is the growth direction in the NWs described in this thesis: ZB alternates

atoms with an A-B-C-A-B-C stacking, while WZ shows an A-B-A-B stacking. Figures 2.5a and b

sketch the atom stacking in defect-free GaAs ZB and WZ, respectively.

Stacking defects are also common in NWs. A simple stacking fault is the interruption of the

ideal sequence by skipping one layer followed by immediate recovery of the ideal atomic

ordering: e.g. in A-B-C-B-C-A-B-C, A is skipped at the fourth position. Rotational twins

correspond to a 180° rotation of the lattice cell around the <111> direction. In the NWs studied

in this thesis, rotational twins in the ZB phase were commonly observed. The twin perturbs the

ZB stacking in the <111> direction and results in the A-B-C-B-A-C atomic sequence. Farther

in the sequence, the repetition of the same defects brings the stacking back to the original

one A-B-C-B-A-C-B-A-B-C. Figure 2.5c shows the atomic sequence of a twin in GaAs ZB. By

comparison between figures 2.5b and c, one can notice that the twin plane has the stacking of

the WZ phase. Different crystal phases (ZB and WZ) and stacking defects can be detected by

TEM. In order to image the NW crystal structure by TEM, a practical configuration consists

in aligning the electron beam parallel to the <110> crystal direction, that is, perpendicular to

one of the six facets on which a NW typically lies on a TEM grid. High-resolution (HR) TEM

micrographs in this configuration as said to be in the <110> zone axis and allow to observe

the atom stacking sequence in the <111> direction. An illustrative example of a twin in a ZB

NW observed by HRTEM in this is configuration is reported in figure 2.5d: the twin plane is

indicated by an arrow aligned with the sketch in figure 2.5c. The fast Fourier transform (FFT)

of HRTEM micrographs and selected-area electron diffraction (SAED) images can be routinely
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Figure 2.6 – Sketch of the band-edge alignment between GaAs ZB and WZ. Twins are shown in the ZB regions.
The possible radiative transitions are sketched.

used to undoubtedly distinguish the NW crystal phase and the presence of stacking defects.

Although the control of the NW crystal structure has been demonstrated by several groups

to form defect-free NWs and embed homostructures in NWs [10, 55, 57, 58], this is not the

primary interest in this thesis. Here, the focus is on the impact that crystal defects and different

crystal phases have on the NW electronic structure [59, 60, 61] and on the deposition of a

shell around the NW core [62, 54]. A sketch of the band alignment in a polytypic NW is

presented in figure 2.6. In particular, it sketches the effect of different phases and twins on

the charge-carrier localization and recombination energy. WZ and ZB have a staggered band

alignment; most experiments and simulations agree that the WZ band edges are upshifted

with respect to the ZB, while the bandgap in the two phases are similar or equal [59, 60, 61].

This alignment favors the localization of electrons in ZB and holes in WZ. Electrons and holes

that radiatively recombine across the WZ-ZB interface emit photons at lower energy with

respect to the WZ or ZB bandgap. Electrons in short ZB segments and holes in short WZ

segments may undergo quantum confinement. Twins behave as very localized perturbations

of the band edges and provide bound states for holes to which electrons can recombine. This

topic is further developed in chapter 4.

2.2 Quantum dots

QDs are nanostructures that define a potential well where charge carriers undergo quantum

confinement in all three spatial directions. QD research was initially supported by the interest

in their optoelectronic applications and in fundamental research. For instance, as laser gain

medium [63], QDs ensure low and almost temperature-independent lasing thresholds. With

the growth of light-based schemes of quantum computing and encryption, another character-

istic rising from the peculiar QD electronic structure attracted much interest: QDs are ideal

sources of on-demand SPs. A solid-state QD is formed by the inclusion of a semiconductor

inside a matrix made of a different semiconductor of larger bandgap. In all three spatial

directions, the surrounding matrix acts as a barrier that localizes electrons and holes inside
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Chapter 2. Quantum dots in nanowires

the lower-bandgap semiconductor inclusion. Solid-state QDs often range between 10 nm and

30 nm, which is small enough for electrons and holes to undergo quantum confinement in all

spatial directions. Colloidal QDs are widely used for biological labeling [64] and light emission,

including lasing [65]. They are often less than 10 nm in size and the trapped charge-carriers

undergo strong confinement. The fabrication of colloidal QDs by chemical synthesis is less

expensive than the growth of solid-state QDs by epitaxy; it is also quicker and allows to obtain

a wide range of compositions. However, the solid-state QD growth comes with the great

advantages of material purity and the direct integration in solid-state devices.

2.2.1 Quantum-dot epitaxial growth

The most common strategy to obtain semiconductor solid-state QDs is the Stranski-Krastanov

(SK) growth mechanism. In SK QDs, strain is the driving force for the QD formation. In the

exemplary case of InGaAs QDs in a GaAs matrix [66], few monolayers of InAs are deposited on

GaAs; the lattice mismatch between the two materials builds up strain; at a critical thickness,

the strain is plastically released by the formation of 3D InAs islands. The increase in the surface

energy of the system due to the island formation is compensated by the energy released by

the strain relaxation. A layer of InAs, the wetting layer, is left below the QDs. It is thinner than

the critical thickness and behaves as a QW. The InAs QDs are then capped again with GaAs

that provides the barrier to confine the excitons. Residual strain propagates through the GaAs

capping and is used to guide the formation of another layer of SK InAs QDs: stacks of aligned

SK QDs can form in this way. The QDs can then be encapsulated between Bragg reflectors or

placed in the active region of a diode. As an alternative approach, droplet epitaxy allows to

grow QDs in semiconductor systems that are lattice matched [67, 68]. This case is exemplified

by GaAs-AlGaAs QDs: a Ga droplet is deposited on AlGaAs; a GaAs crystallite is formed by As

supply and finally capped with AlGaAs. SK QDs also lack an easy control on their site position

and feature rather broad emission-energy distributions due to the inhomogeneity among the

single QDs. MOVPE-grown QDs defined by the segregation of different species in pyramidal

recesses lithographically obtained on the growth substrate naturally solve these challenges.

Symmetric QDs of finely tuned size and composition can be obtained at the positions defined

by the substrate pattern [69, 70, 71, 72]. The control on the QD position is a fundamental

step towards realistic on-chip QD photonics and industry scale-up. Alternatively, complex

methods must be implemented to track the position of SK QDs during top-down post-growth

processing [73].

2.2.2 Quantum-dot optics

Quantum-dot energy levels

The band structure of a direct-bandgap semiconductor, like GaAs, is described by the electron

(e) and hole (h) dynamics at the Γ point (wave vector k equal zero) of, respectively, the

conduction and the valence bands (CB and VB). The focus is here on ZB GaAs, as a meaningful
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Figure 2.7 – a) Sketch of the bright-state occupation of a 2-level QD (not all the possible spin combinations are
shown) and b) corresponding PL emission.

case for the NWs studied in this thesis. The GaAs VB is composed of the heavy-hole (HH), light-

hole (LH), and split-off bands: while in relaxed GaAs the HH and LH bands are degenerate, the

split-off band is downshifted by 340 meV at 300 K. The electronic structure of a GaAs QD results

from the quantization of the electronic structure of bulk GaAs. In a similar fashion as atoms,

each quantized level is described by a radial quantum number n = 0, 1, 2, . . . and an angular

momentum quantum number l = 0, ±1, ±2, . . . The level with lowest energy has n = l = 0 and

is referred to as the QD s-shell to recall the symmetry of the s-shell in atoms. Following the

same analogy, the levels at higher energy form the QD p- and d-shell. For realistic values of the

confinement barrier for GaAs-AlGaAs QDs, the split-off band is delocalized and not confined.

GaAs LHs are about 6 times lighter than HHs: since the energy of quantized levels depends on

the mass of the charge carrier, quantum confinement lifts the LH and HH degeneracy in a QD

and leads to the LH delocalization out of the QD barrier.

A priori, electrons and HHs can be hosted on s-shell and higher states. However, here only

the s levels are considered: there is no evidence of population of higher levels in the QDs

studied in this thesis [74]. Moreover, low-energy acoustic phonons mediate the fast relaxation

of electrons and holes from excited states to the ground state. Therefore, unless in conditions

of high excitation, electron-hole primarily recombination between s-shell levels. This leads

to the representation of the QD electronic structure as a 2-level system, shown in figure 2.7a.

On each electron (hole) level 0, 1 or 2 electrons (holes) can be loaded. When two fermions

are on the same level, they must obey the Pauli principle. Electrons and holes can recombine

by emission of a photon. Since the photon does not carry spin, electrons and holes can

radiatively recombine only if they have antiparallel spins, that is, the sum of their spins is

zero: | e 〉 =↓ with | h 〉 =⇑ or | e 〉 =↑ with | h 〉 =⇓. The QD levels can be loaded in four

possible configurations (or excitonic complexes) that can emit light, as shown in figure 2.7a:

exciton (X), that is: 1 e + 1 h; positive trion (X+), that is 1 e + 2 h; negative trion (X−), that is

2 e + 1 h; biexciton (XX), that is 2 e + 2 h. The e-h Coulomb attraction is known as exciton
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binding energy; the free-X binding in bulk GaAs is ∼ 4 - 5 meV [75] and reduces the X energy

with respect to the non-interacting e-h pair. Coulomb and exchange interactions among

the charge particles on the QD levels are responsible for lifting the energy degeneracy of

the four excitonic complexes described here. The Coulomb interaction causes the largest

shift, that is measured as the energy difference between the emission line of one complex

from the X emission line; it is repulsive or attractive according to the relative charge of the

particles involved, which respectively increases or decreases the overall energy of the excitonic

complex. In simple terms, tightly confined particles in a QD cannot freely rearrange their

wavefunctions to minimize their interactions, but details on the QD shape and size must be

known to accurately calculate the Coulomb interactions. In figure 2.7b an illustrative emission

spectrum from a single (Al)GaAs NWQD studied in this thesis is presented; the X, XX lines are

distinguishable as well as a charged-X line (CX, either X+ or X−). In the specific case reported

in figure 2.7b, the Coulomb interaction reduces the CX and XX emission energy by 5 meV at

most with respect to the X line.

The exchange interaction between the e and h spins brings an additional shift to the X energy

levels into the bright (e and h with antiparallel spins) and the dark (e and h with parallel spins) X

states. The hybridization of the bright states further splits their energies. This is known as fine-

structure splitting (FSS) or anisotropy exchange interaction, since its magnitude depends on

the asymmetry of the QD potential. Since some quantum-information protocols [18] require

to cancel the FSS, there is interest to grow highly symmetric QDs with FSS = 0. Considerations

on the NW symmetry and growth direction predict a vanishing FSS for QDs embedded on the

main NW axis [76]. This topic will be discussed in more details in subsection 2.3.4. In the bulk,

the symmetry of the pyramidal recesses mentioned in subsection 2.2.1 provides an excellent

template to limit the FSS of the QDs grown at the pyramid bottom. The average FSS value

reported is 2.9 μeV, with records of 0.7 μeV, 0.4 μeV, and 0.2 μeV [71]. In a similar way, highly

symmetric GaAs QDs grown by MBE in circular holes etched in AlGaAs show an average FSS

of 3.9±1.8 μeV, with the lowest measured FSS of 1.2±0.5 μeV [77]. Alternatively, post-growth

treatments can reduce or cancel the FSS in anisotropic QDs. For instance, annealing was

shown to reduce the FSS of InGaAs QDs to 8 μeV [78].

Quantum dots as single-photon emitters

A two-level QD can host only one of the four excitonic complexes at a given moment; each

excitonic complex can emit only one photon. Therefore, QDs can only emit a SP at a given

moment in time, that is, QDs are ideal SP sources. In addition, they can be controllably

excited and emit SPs on demand. Experimentally, the QD emission consists of a stream of anti-

bunched photons and the time spacing between two photons depends on the lifetime of the

emitting excitonic complex. SP emission is fundamental to encode information in photons as,

e.g., flying qubits and implement any photon-based quantum scheme. The experimental test

of the SP nature of the QD emission is performed by measuring the second-order correlation
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function (g2(τ)) of the light, which correlates the light intensity in time:

g 2(τ) = 〈I (t )I (t +τ)〉
〈I (t )〉〈I (t +τ)〉 =

〈n(t )n(t +τ)〉
〈n(t )〉〈n(t +τ)〉 (2.1)

where t is time, I is the light intensity, equivalent to the number of photons n, and τ the

time delay between two detections of consequent photons. g2(0) < 0.5 is possible only for SP

emitters, where g2(0) = 0.5 is the upper limit, corresponding to the case of uncorrelated SP

emitters. The g2(τ) measurements in usually performed in the Hanbury-Brown-Twiss (HBT)

experimental setup, as further discussed in section 3.1. The SP emission is not restricted to

QDs. Attenuated lasers can be used to generate de facto a stream of SPs, while the first proof of

SP emission was demonstrated on real atoms [79]. Spontaneous parametric down-conversion

in non-linear crystals is the most common mechanism to produce entangled photon pairs with

large entanglement fidelity and brightness [77]. Yet, a great advantage of QDs is that they are SP

emitters on demand; they are solid-state emitters, which facilitates the technology scalability

and the engineering of desired optical properties; in addition, the typically long lifetime (∼ 10

ns) of the atomic excitation limits the repetition rate of the atomic emission [80, 81]. Recent

advancement in QD engineering improved the purity, indistinguishability and entanglement

fidelity of the SP QD emission. The second-order correlation function of the QD emission can

be near to the ideal case, that is, g2(0) = 0. Background-subtracted g2(0) of about 0.007 and

0.002 from the X and XX lines of GaAs QDs respectively are reported [77]. These values are

longer than the state-of-the-art background-subtracted g2(0) of 3 x 10−4 obtained with trapped

atoms [82]: the QD SP emission suffers from multi-photon contributions. In GaAs QDs, the

efficient suppression of multi-photon emission resulted in the state-of-art value of g2(0) =

7.5±1.6 x 10−5 [81]. This record value was achieved under two-photon excitation matching

XX absorption in order to suppress background recombination; in addition, superconducting

SP detectors were used to suppress noise and false-coincidence counts. The reported values

demonstrate that QDs are excellent sources of SPs and that a large part of the improvements

in the measurements of the autocorrelation function of the emission in state-of-the-art QDs

is actually related with the detector performance and excitation scheme. The deposition of

electron- or hole-injection layers allows to observe QD electroluminescence. An interesting

g2(0) = 18.5% is obtained from pyramidal QDs electrically excited. After removing overlapping

events due to the QD re-excitation by long electric pulses, the g2(0) reduces to 7.8% 1.

The light emission from the NWQDs studied in this thesis is visible at temperatures below

∼ 50 K [74]: at higher temperatures, the thermal energy of the charge carriers prevents to

trap excitons on the QD electronic levels. The spectrum reported in figure 2.7b was acquired

from a sample kept at 4 K. In many III-V QDs, light and SP emission is possible only at

temperatures achieved by liquid-helium (LHe) cooling [14, 77, 81]. The QD brightness and

SP purity gradually degrade as a function of temperature. Yet, QD optics at liquid-nitrogen

or higher temperatures is cost effective and technologically simpler. QD optical activity is

1Oral presentation at the 34th International Conference on the Physics of Semiconductors (ICPS 2018 - Mont-
pellier) by Gediminas Juska from Emanuele Pelucchi’s group, Cork - Ireland)
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demonstrated up to room temperature in semiconductors of wider bandgap, where the exciton

binding energies are typically larger. As an example, nitride-based QDs showed promising

characteristics as room-temperature SP emitters in the UV range (room-temperature g2(0) =

33%) [83].

Quantum dots in microcavities

A common way to affect the QD optical properties without any modifications to the QD

structure or composition is to modify the QD surrounding environment. In subsection 2.3.3,

more details are provided on the way a NW modifies the emission of an embedded QD by acting

as a waveguide or an antenna. Here, more focus is given to the physics of QDs positioned in

cavities [84]. Microcavities such as Fabry-Perot resonators, whispering galleries and photonic

crystals are used to confine the light emitted by a QD. Microcavities in particular are employed

to tune the directionality of the QD emission and increase the rate of its spontaneous emission.

This second phenomenon is called Purcell effect [85]: the cavity supports an increased density

of final states for the QD spontaneous emission.

This strategy is often used to enhance the QD brightness and to shorten its lifetime. Brighter

emission was demonstrated for QDs positioned in cavities, also thanks to the increased

extraction efficiency [73]. A microcavity can also be exploited to facilitate the QD manipulation

by, e.g., applying an external bias to reduce the charge noise [73]. Record QD lifetimes of 22 ps

were recently reached by Purcell effect [86]. Yet, strong Purcell effects only work in a narrow

bandwidth of photon energies, which represents a limit for, e.g., room-temperature broad-

linewidth emitters and poses a fabrication constraint to precisely match the QD emission

energy with the cavity mode.

The plethora of additional degrees of freedom that come with QDs as solid-state SP emitters

involves an important drawback: the QD states can couple with the surrounding environment

or with additional degrees of freedom present in the QD. This coupling can be represented by

the interaction between the QD charge-carrier spins and the spins of the nuclei that constitute

the QD matrix. The QD-state coherence is destroyed. In order to avoid the decoherence

of their states, QDs are put in microcavity to shorten their radiative lifetime τR below their

coherence lifetime τC and allow the collection of the emitted photons in the desired state.

The ideal threshold is defined by the fundamental radiative limit that corresponds to τC =

2τR [87]. An alternative approach tackles the strength of the spin coupling by engineering

the QD composition. SK In(Ga)As QDs are common as bulk semiconductor QDs, but the

ensemble of randomly oriented nuclear spins of the indium atoms that constitute the QD can

strongly couple with the spins of the charge-carriers in the QD excitons [88]. To extend the

exciton coherence, more attention was recently devoted to GaAs QDs buried in AlGaAs [77]:

these materials avoid the use of indium in favor of Ga and Al that have weaker nuclei-spin

interactions.
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Figure 2.8 – Steps to form InGaAs QD in a GaAs NW as an illustrative case of the formation of an axial NWQD: a)
Ga-droplet formation and supersaturation with As; b) VLS growth of a GaAs NW segment; c) indium supply to the
catalyst droplet to grow an In-rich segment; d) interruption of the indium supply and growth of GaAs segment; e)
elongation of the GaAs NW; f) passivation by a shell of higher bandgap, e.g. AlGaAs, after interruption of the axial
growth.

2.3 Quantum dots embedded in NWs

QDs in NWs or NWQDs come in two main configurations. They are referred to as axial and

radial NWQDs and are described in the following. The advantages of NWQDs are discussed,

especially with respect to their optical properties, and an overview on the relative state of the

art is provided. Specific space is dedicated to describe the NWQDs used in this thesis.

2.3.1 Axial nanowire quantum dots

The VLS NW-growth method offers a natural way to tune the NW composition in the axial

direction. The composition of the catalyst droplet can be controlled during the growth to

change the NW composition in a short segment and form a Z-Y-Z heterostructure along the

NW, where Z and Y are different materials. Y has a smaller bandgap than Z, ideally with a type-I

band alignment that confines both holes and electrons in the segment Y. If this segment is

short enough to show charge-carrier quantum confinement, then Y is an axial QD in a NW of

material Z. Laterally, the confinement is given by the NW diameter or an outer shell of a higher-

bandgap material. The growth steps necessary to form an axial NWQD are sketched in figure

2.8. Several combinations of Z and Y materials have been reported for III-V semiconductors

grown by both MBE and MOCVD. In the case of binary compounds, they can be grouped

17



Chapter 2. Quantum dots in nanowires

in those that change the group-III [28] or the group-V element [30, 29]. More combinations

are possible when either Z or Y is a ternary alloy, such as GaAs QDs in AlGaAs NWs [31, 32],

InAsP QDs in InP NWs [16, 33, 34, 35] and InGaAs QDs in GaAs NWs [36]. In spite of the wide

range of axial-NWQD examples, the element solubility in the catalyst droplet hinders the

formation of a short lower-bandgap segment with sharp interfaces. Elements that should

only compose material Z are still present in the catalyst droplet when material Y is supplied.

The same may happen while moving from Y to Z again. This phenomenon is called reservoir

effect [89, 90]: it forms shallow Z-Y interfaces and increases the length of the lower-bandgap

segment. Nevertheless, it is possible to form sharp interfaces and control the QD length and

emission energy [29, 36]: slow growth rates, and even the interruption of the growth, were used

to abruptly switch material. Close-to-atomically sharp interfaces are demonstrated by using

this expedient and switching group-V material rather than the group-III [29]. The reservoir

effect is limited for the group-V element because of their high vapor pressure and lower

solubility in the catalyst droplet: upon interruption of the group-V supply, these elements

quickly precipitate in the solid phase and deplete the catalyst. Recently, a theoretical proposal

envisioned to take advantage of the presence of a miscibility gap to sharpen the transition

between different group-III materials [91]. In the case of the miscibility gap between InAs

and GaAs, not all the InGaAs compositions in between the two binaries are achievable. In

particular, the composition of the NW crystal is not directly proportional to the one of the

catalyst. The indium content of an InGaAs NW is expected to be below 20% for a large range of

indium concentrations in the liquid catalyst. A sudden increase above 80% is simulated as

soon as the indium concentration in the liquid crosses a specific value that depends on the

growth temperature. Two NW segments with low and high indium content can be obtained

with a sharp interface. Turning to top-down methods, an alternative approach to embed QDs

in NWs consists in etching NWs from a bulk material with buried QD, such as SKQD layer [92].

Depending on the QD density, one or more QDs may be positioned within the etched NW.

While the precise QD alignment on the NW main axis is straightforward in bottom-up NWs,

the top-down approach is more challenging: it requires the accurate localization of the QD in

order to precisely etch the NW waveguide around it.

2.3.2 Radial nanowire quantum dots

Although axial QDs represent the most common NWQD configuration, the NW sidewalls offer

a substrate for the growth of QD offset with respect to the NW axis. This configuration is

referred to as off-axis or radial QDs. The formation of radial QDs does not rely on the control of

the liquid catalyst. Two cases are presented in the following: InAs [13] SKQDs and the Ga-rich

AlGaAs QDs employed in this thesis. Optically active InAs SKQDs are demonstrated on the

sidewalls of GaAs NWs by MBE [13]. This approach is not the direct translation of planar

SKQDs to the NW sidewalls. The SK method works on (001) GaAs substrates. NWs grown in

the <111> direction have {110} and {112} facets that are not energetically favorable to the SK

method. A 5-nm thick AlAs layer was predeposited on the {110} NW facets to allow the SK

growth of InAs QDs, as in planar growth [93]. The presence of both the X and XX emissions
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Figure 2.9 – a-c) Candidate NWQDs for the GaAs-AlGaAs core-shell NWs studied in this thesis. a) HAADF
STEM micrograph of a corner of NW cross section. The false-color HAADF contrast shows an Al-rich pyramidal
nanostructure that surrounds an Al-depleted region. b) Sketch of the two candidate nanostructures observed in the
NW shell that may account for the observed QD-like emission. c) Atom-probe-tomography (APT) reconstruction
of a portion of the NW shell. The red arrow indicates an Al-depleted nano-cluster. d) HAADF STEM micrograph of
a NW cross section. The red arrows indicate the layering of the AlGaAs shell on the sidewalls highlighted by the
HAADF contrast. Adapted from a) [97] and b) [95].

was confirmed in these QDs. On the contrary, InAs SKQDs are reported on the sidewalls of

GaAs NWs grown by MOCVD without the predeposition of AlAs [2, 37]. Interestingly, a wetting

layer is observed, which confirms the SK method, and is reported to be thicker than in the

case of SKQDs grown on planar substrate. This difference may depend on the efficient strain

relaxation on the NW facets thanks to the high surface-to-volume ratio of the NW geometry.

Figure 2.9 illustrates the specific type of self-assembled GaAs-AlGaAs NWQDs studied in this

thesis [14]. Being self-assembled QDs embedded in bottom-up NWs, these QDs need minimal

post-growth processing. However, the spontaneous QD formation also requires extensive

characterization to understand and control the QD properties. The signature of QD-like

emission from GaAs-AlGaAs core-shell NWs was initially represented by sharp emission lines

in the shell PL spectra. The physical origin of the lines was originally debated. Point-like

defects were proposed as a candidate [94], as well as Ga-rich nanoclusters at the ridge between

two facets [14] (figure 2.9a) or randomly dispersed in the shell [95] (figure 2.9c). The first option

could be discarded: the PL mapping of the QD emission-energy and occurrence distributions

supported the fact that the QD-like emission originates from nanoscale shell clusters [96]. CL

maps, some of which are reported in chapter 4, further support this conclusion by showing

the shape and size variability of the emitters. The two NWQD candidates are sketched in

figure 2.9b.

In the GaAs-AlGaAs core-shell system considered here, the segregation of different adatoms

during the shell deposition is well documented. In particular, Al-rich planes form at the

ridge between two NW sidewalls both in MBE-grown [94] and MOCVD-grown [98] NWs. Two

factors concur to this result. On the one hand, aluminum has a lower surface mobility than

gallium and arsenic [99, 100]. On the other hand, the surface chemical potential μ is not

uniform on the prismatic surface of the NW. The increased curvature at the ridge between two

{110} NW sidewalls locally alters μ; in addition, {112} nanofacets were found at this position,

which, because of their different crystalline direction, also affect μ [101]. The Al-rich planes
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have an overall constant thickness, but do not precisely follow a unique crystal direction.

In ref. [98], it is shown how the profile of the Al-rich planes is indented and not perfectly

stable. This detail may support that the formation of the Al-rich planes continuously slightly

deviates from a perfectly straight <112> direction. Larger deviations from the <112> crystalline

direction may account for the opening of the Al-rich planes into two {11 2} and {2 11} branches

[14]. Figure 2.9a reports the HAADF scanning TEM (STEM) micrograph of one of these local

openings of the Al-rich planes. This bifurcation hosts a Ga-rich alloy and is closed by a (121)

Al-rich plane. Such a configuration defines a pyramidal Al-rich barrier that surrounds a Ga-

rich nanocluster of very few nanometers in all three spatial directions. Such a structure can

host and confine excitons and may account for the observed QD-like emission stemming

from the AlGaAs shell. Atom probe tomography (APT) is a destructive technique that allows

to reconstruct the 3D distribution of different atomic species in small volumes 104-107 nm3.

The analysis of the alloy components is based on mass spectroscopy and is very sensitive also

to diluted amounts of atoms in the alloy. APT shows a different kind of Ga-rich nanoclusters

with respect to those observed in ref [14]. An example of the reconstruction of a 3D volume of

the shell is reported in figure 2.9c. Their size is in the few-nanometer range and can confine

excitons. These clusters are in positions that do not correlate with the Al-rich planes and

their formation seems independent from the branching of the Al-rich features [95, 102]. The

formation of these clusters may be related with variations of the shell composition in laminar

features along the 〈110〉 direction, that is, perpendicular to the NW sidewalls. These features

are highlighted by red arrows in the HAADF STEM micrograph of a NW cross section in

figure 2.9d. They appear as bright and dark lines parallel to the sides of the NW hexagon.

Similar features in HAADF STEM micrographs were regarded as possible fluctuations in the

Al-to-Ga ratio [94] and were correlated with the enhanced compositional fluctuations also

observed in planar systems on the (110) crystal direction [103]. This was proposed to result

from a miscibility gap in AlGaAs. In particular, atomic ordering of Al and Ga was observed

in both MBE- and MOCVD-grown planar layers [104]. The reported nanoscale composition

fluctuations in NWs are probably related with similar phenomena in the bulk, but the NW

prismatic surface enhances this Al-Ga segregation. It is important to notice that NWs can

show polytypism and recent reports show that Al tends to concentrate on the ZB segments

of WZ NWs [62]. This finding provides a further source of Al-Ga segregation in NWs and in

chapter 4 is related to the experimental results on the NWQDs studied in this thesis.

2.3.3 Advantages of quantum dots in nanowires

NWs are a natural connection between the nano- and the microscale thanks to their diameter

ranging between few to hundreds nanometers [48] and length in the micrometer range. This

characteristic is advantageous for the manipulation of nanostructures embedded in the NW,

such as NWQDs. With proper control on the composition of the catalyst droplet, p-n or p-i-n

axial junctions can be formed along NWs and an axial QD placed in the active region of the

device. The whole current injected or collected at the end tips of the NW goes through the

NWQD, ideally with no possibility of losses along different paths. III-V NWQDs have been
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Figure 2.10 – a) Scheme of the coupling of the light emission of a NWQD with the fundamental NW-waveguide
mode and higher-order leaky modes. The light transmission is limited by back-reflection at the NW top end. The
abrupt change in refraction order between the NW and the surrounding environment scatters the transmitted light
at large angles θ. Adapted from [15]. b-c) Schemes of the light outcoupling through expansion of the fundamental
photonic mode in the needle- (b) and (c) trumpet-shaped NWs [92, 16].

demonstrated as components for electronic devices, such as LEDs [34], avalanche photodiodes

[105], and single-electron transistors [106].

All the components necessary for integrated photonics purely based on Si are available, with

the significant exception of a light source [107]. On the contrary, III-V semiconductors, such

as (Al)GaAs and In(Ga)As, have excellent optoelectronic properties and QDs grown with these

materials are attractive as triggered SP sources. The integration of III-V direct-bandgap light

emitters on Si is not straightforward. One challenge concerns the lattice-constant mismatch

between Si and III-V semiconductors. NWs and NWQDs can effectively tackle this issue

by reducing the interface area between the two lattice-mismatched semiconductors and by

offering a high surface-to-volume ratio to relax the accumulated stress.

Turning to NW photonics, the large difference of refractive index between the NW semicon-

ductor and the surrounding medium turns the NW into a light waveguide. An axial NWQD

can be precisely positioned on the NW axis by VLS growth. In this position, the QD emission

can strongly couple with the fundamental HE11 mode of a NW waveguide (figure 2.10a). The

coupling between the QD emission and the NW-waveguide modes affects the rate of the spon-

taneous emission of the embedded QD. A convenient way to describe the coupling efficiency

is to consider the fraction β of emitted photons that is channeled into the desired mode, as the

HE11 mode for an axial NWQD [15]. The interesting aspect of this outcoupling scheme is that

it is broadband: the coupling efficiency is relatively high in a wide range of emission energies

of the embedded QD. In quantitative terms, the QD emission in a NW waveguide has been

simulated at different emission wavelengths λ in vacuum by considering a dipole positioned

on the main axis of a waveguide of diameter D and calculating the fraction β of photons

coupled to the HE11 mode [15]. These simulations show that β is above 90% for a broad range

of values of D
λ ranging between 0.20 and 0.29. This result is almost wavelength-independent

and only relies on the efficient coupling of the dipole emission into the HE11 mode. The

highest coupling corresponds to D
λ of about 0.22. In thinner waveguides the coupling effi-

ciency is hindered by the leakage into a continuum of nonguided modes [108], sketched as
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leaky modes in figure 2.10a. On the contrary, for thicker diameters higher-order modes are

supported by the NW waveguide and subtract photons from the targeted HE11 mode. The

broadband operation of the NW waveguiding effect is particularly advantageous if compared

to the Purcell effect. A waveguided mode is established in the NW as a consequence of the

total internal reflection of light in the NW, which, in turn, relies on the difference of refractive

index between the NW material and the surrounding. The refractive index is a function of

the light wavelength with a smooth dependence. On the contrary, the Purcell effect relies on

interference phenomena that are strictly sensitive to the wavelength-dependent formation

of a resonant mode in the cavity. Therefore, the coupling with waveguide modes allows to

enhance the whole spectrum of relatively broadband quantum emitters, while in the Purcell

effect only a small fraction of the light stemming from a broadband emitter can couple to the

cavity mode and be enhanced. Experimentally, the QD lateral size can be tuned independently

from the NW diameter, by growing an outer shell around the NW after the QD formation.

The shell growth can either happen by enhancing the lateral overgrowth during the axial NW

growth [16] or by a two-step process in which the axial growth of the NW is stopped and a

shell is deposited on the NW sidewalls [35]. With both strategies it is possible to tune λ and D

independently. PL measurements on InAsP QDs positioned on the axis of InP NWs of different

diameters confirm that the best coupling of the QD emission lies around D
λ = 0.24 [16]. The

estimated enhancement of the spontaneous emission corresponds to a quantum efficiency of

about 92%.

Because of total internal reflection, only ∼ 2% of the light stemming from an emitting dipole

in the bulk escapes from a solid cone of limited aperture; the rest of the light is trapped inside

the device. On the contrary, the waveguiding effect of a NW is used to enhance the light

outcoupling and overcome the low light extraction from planar devices. However, the light

inside the NW is constrained within a sub-wavelength space and, when it crosses the flat end of

the NW, the abrupt decrease in refractive index makes it scatter at large angles θ (figure 2.10a).

The broad scattering prevents the efficient collection by optics with small numerical aperture

(NA). In order to overcome this issue, the shape of the NW tip has been engineered to gradually

expand the waveguide mode into the surrounding medium. Resorting the concept of refractive

index, the engineered shape of the NW tip slowly decreases the effective refractive index of the

NW until it matches the one of the external environment. This effect is currently achieved by

two methods: by reducing the NW diameter in a needle-like tip [35, 92] or by expanding the NW

into a trumpet-like shape [109]. These two configurations are reported in figures 2.10b and c,

respectively. In the needle-like tip, the photon transmission is a function of the tapering angle:

the smaller the angle, the better the transmission. Tapered NW needles were demonstrated by

both top-down [17] and bottom-up [35] engineering of the NW diameter. In the bottom-up

approach, it is easier to obtain very small angles: 1.5°±0.2° tapering angles were demonstrated

in this way and a first-lens extraction efficiency of 0.42 is reported [35]. The NW tapering is

not the only factor to consider to enhance the light extraction. A bottom mirror is useful to

collect the light travelling to the opposite NW end. Gold is an optimal material for the light

reflection at near-infrared (NIR) wavelengths, with a thin SiO2 layer to prevent the dissipation
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of the photon into plasmonic coupling with the metal [92, 15]. In presence of the bottom

mirror, the NW becomes a half-cavity, which brings further constraints to optimize the light

extraction. In particular, the mirror sets a stationary wave in the NW and the QD must be

precisely positioned at a wave antinode [17], which means accurate control on the QD position

along the NW. Light extraction efficiency of 0.72 is reported for a needle-tip NW obtained by

top-down etching and integrated on a SiO2-Au mirror [92]. A very high external efficiency of

0.75±0.1 is also reported for the trumpet geometry [109].

A further concern is that the light should outcouple with an intensity profile that optimizes

the collection by commercial optics. In the ideal case, the light intensity should decrease

from the center of the beam to the edges with a Gaussian profile. From both trumpet-like

[109] and needle-like NWs [110] the emitted light closely matches the intensity profile of a

Gaussian free-space beam. Thanks to this effect, a record coupling of 0.93±0.03 was achieved

between the light emission from a needle-like NW and a single-mode optical fiber [110]. As

a demonstration of the importance of the shape engineering of the NW tip, the intensity

profile of the light emitted from an InP NW with a flat top facet has a maximum at an angle

of 49° from the direction of the NW longitudinal axis [111]. This may depend on the fact that

the NW environment selects the outcoupling polarizations and favors the dipoles aligned

along its longitudinal axis [111]. By engineering the NW cross section, the NW is used to

tune the polarization of the emitted light. Only the light polarized along the major axis of an

asymmetric NW cross section can outcouple if the short axis is small enough not to support

an electromagnetic mode. The polarization selection has been demonstrated by growing NWs

with anisotropic cross sections by both the top-down [112] and bottom-up [113] methods.

Off-axis NWQDs weakly couple with the fundamental mode of a NW waveguide. However,

their peripheral position offers interesting opportunities. Radial QDs can couple to higher

order modes, air modes and the continuum of the radiation modes of the NWs [17]. For

instance, the NW TE01 mode, a peripheral mode, has been coupled into SiO2 waveguides to

obtain III-V NW lasers integrated on Si chips. The same mode can couple strongly with radial

QDs, which suggests the possibility of coupling the radial-QD emission into the waveguide

[114]. The luminescence of radial QDs was observed in NW cross sections of controlled

thickness obtained by ultramicrotomy [115]. These NW cross sections support peripheral

cavity modes that could be coupled with the optically active QDs. A further advantage of radial

NWQDs is that they offer enhanced sensitivity to external fields, thanks to their proximity to

the NW surface. NWs are attractive probes to scan external fields [116], such as electric fields,

with spatial resolution defined by their diameter. Radial NWQDs add further functionalities,

such as the possibility to read out the local electric field at the QD position by the emission

Stark shift. As mechanical resonators, NWs have ideal characteristics: small masses, high

resonance frequencies and low dissipation. Radial QDs strongly couple to strain fields induced

by the static bending [117] or by oscillations of the NW [118]. Large optomechanical coupling

between radial QDs and a NW oscillator are reported for the same kind of NWQDs studied in

this thesis [118]: the NWs were clamped at a piezoelectric actuator and the emission energy

of the embedded radial QDs shifted as a function of the oscillation frequency. The QD-NW
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optomechanical coupling offers a way to read out the mechanical status of the NW; if the NW

displacement is driven by an external field, the same read-out scheme is a protocol to map the

external field.

2.3.4 State of the art in nanowire-quantum-dot optics

In this subsection, a brief overview of the state of the art of the performance of NWQDs as SP

emitters is provided. Specific focus is dedicated to discuss the NWQD emission purity, g2(τ),

and FSS. A conclusive paragraph reports on the NWQDs studied in this work.

Surface states in semiconductors can very efficiently act as non-radiative exciton recombina-

tion centers. The passivation of the NW surface through the deposition of a semiconductor

shell of higher bandgap can largely enhance the intensity of the NW luminescence: the larger-

bandgap shell keeps the charge carriers farther from the surface [1, 49]. The semiconductor

surface can host carrier traps and adsorbates that induce charge space fluctuations: the charge

capture and escape from traps induces a time-dependent variation of the electric field in the

surroundings of the trap. Crystal defects, such as rotational twins, can have a similar effect:

the twin plane limits the charge movement along the main NW axis, but does not constrain

the charges in the NW cross section and the moving charge generates a varying electric field in

the surroundings [11]. The electric field affects the position of the energy levels of a nearby

NWQD by Stark effect. Integrated over time, this time-dependent Stark effect results in the

broadening of the NWQD linewidth. The degradation of the spectral purity of the QD emission

is detrimental for the implementation of SP-based qubits. At high excitation power the QD

emits at the highest rate and its emission intensity saturates. However, in these conditions

the charge fluctuations also increase and the QD emission linewidth undergoes an additional

broadening. This effect is known as power broadening. An additional broadening to the

Fourier-limited emission linewidth of QDs and NWQDs is the interaction with phonons [119].

This can be suppressed by acting on the phonon population at very low temperatures or by

selecting the emission modes in a cavity [120].

The research on NWQDs tackled these challenges. The NWQD emission linewidth has regularly

narrowed during the last decade. Initial reports on (Al)GaAs NWQD systems grown by MOVPE

show linewidths in the meV range [32]. A reduction to less than 100 μeV was later reported for

the MBE-grown (Al)GaAs NWQDs studied in this thesis [14]. Charged states at the interface of

the core-shell structure were considered at the origin of the linewidth broadening. Recently,

emission linewidths down to 30 μeV were reported for InAsP QD in InP NWs [11]: a thick shell

was used to push the surface charges farther from the axial QD in the NW core and the WZ NW

was free of crystal defects. InAsP QDs in defect-free InP NWs hold a record emission linewidth

of less than 4 μeV [121]. The NW was not coated by a thick shell: in this case, the charge

traps were saturated by tuning the excitation power and the exciton-phonon interaction was

suppressed by measuring at 300 mK. The state-of-the-art linewidth of NWQDs [121] and bulk

QDs [71, 77] are nowadays comparable.
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Poor control on the NW crystal phase does not only degrade the purity of the NWQD emission,

but also their performance as SP emitters. In III-V binaries, such as InP [122] and GaAs

[14, 61], WZ and ZB have a type-II band alignment that favors the localization of electron in

ZB segments and holes in WZ segments in polytypic NWs. The energy of the spatially indirect

e-h recombination across the ZB-WZ interface ranges between the ZB and WZ bandgaps,

as detailed in subsection 2.1.2. These photons are a background source that increases the

zero-delay counts of a g2(τ) measurement [11]. Zero-delay coincidence counts below 1%

were demonstrated in defect-free InP NWs [11]. Polytypism and stacking faults are common

in bottom-up NWs, but are naturally absent by the top-down approach. Bulk InAs SKQDs

positioned in NWs by post-growth etching of a needle-like NW structure show g2(0) below

0.8% [92]. Cutting-edge detectors are used to suppress background and false counts in the

g2(τ) measurements of bulk QDs; together with the implementation of excitation schemes

that suppress multi-photon emission, bulk QDs have the best performance as SP emitters (see

subsection 2.2.2). However, the state-of-the-art g2(0) values in bulk QDs [77] and NWQDs [92,

11] are similar if measured in comparable conditions, that is, without schemes of background-

emission reduction and with traditional SP detectors.

As a final figure of merit, the FSS of NWQDs is discussed. Axial NWQDs with hexagonal cross-

section and positioned in NWs grown along the 〈111〉 crystal direction are expected to have

a vanishing FSS thanks to the high symmetry of this configuration [76, 123]. The absence of

FSS is necessary to emit entangled photons for quantum-information processing [18]. FSS = 8

μeV [11] and below 2 μeV [123] are reported in NWQDs. These FSS values are small enough to

obtain highly polarization-entangled X-XX photon pairs with no need of signal post-processing

[123, 124]. The measurement of the FSS is performed by analyzing the NWQD emission in

two orthogonal linear-polarization bases. Therefore, the influence of the NW dielectric on

the emission polarization must be taken into account and the polarization basis should

compensate for the asymmetry of the NW cross-section aspect ratio [123, 124]. Considering

both entanglement fidelity and source efficiency, NWQDs have a very high performance [124]:

the fidelity of entangled states is competitive with other technologies, including bulk QDs and

parametric down-conversion, while the efficiency of photon-pair generation is supported by

the waveguided photon outcoupling. The improvement of the NWQD emission linewidth,

g2(0), and FSS has been considerable in the last years. This evolution, together with the

superior properties offered by the NW acting as a waveguide, show the potential of NWQDs to

be a standard for the solid-state generation of SPs on demand.

To conclude, the optical properties of the NWQDs studied in this thesis are summarized

hereafter as obtained from measurements performed at 4 or 12 K. These NWQDs show X, CX,

and XX emission lines [125]. The XX binding energy is about 4-6 meV, with the CX and XX

emissions that are in general at lower energy than the X one (figure 2.7b). Polarization-resolved

PL measurements provide cautious evidence of the positive charge of the CX emission [74].

Their SP emission is supported by g2(0) < 0.5 (figure 2.11a), with extrapolated values at zero

delay of about 2% [14]. The X emission linewidth is typically below 100 μeV down to 29 μeV

[14]. Space charge fluctuations and anisotropic-exchange splitting are responsible for the
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Figure 2.11 – a) Autocorrelation function of one of the NWQDs studied in this thesis that shows a g2(0) < 0.5. b)
Polarization plot of two NWQDs at different positions along the NW, as indicated by the NW sketch underneath.
Adapted from [14].

linewidth broadening: in particular, the anisotropic exchange interaction was estimated to

be also in the order of 100 μeV [125]. These values are comparable with those reported for

GaAs QDs grown by droplet epitaxy [126]. In that case, the anisotropic shape of the QDs, with

an in-plane aspect ratio between 10% and 25% accounted for FSS between 50 μeV and 250

μeV. Polarization-dependent PL shows that most of the NWQDs studied here are probably

elongated with a high aspect ratio, which correlates with their large anisotropic-exchange

energy. These quantum emitters emit light that is preferentially polarized along a single

direction, although this direction has a random relation with the main axis of the NW and

changes from QD to QD [14]. Figure 2.11b reports the polarization plots of two QDs at different

positions along the NW. In view of the manipulation of these quantum emitters as a source of

photon qubits, it has been proved that these NWQDs can couple with an external magnetic

field. The strength of the coupling varies according to the orientation of the external field with

respect to the QDs [127].

2.4 Light-emission engineering

The goal of the work in this thesis is to engineer the light emission energy of self-assembled

NWQDs in resonance with the absorption energy of a gas of Rb atoms. Rb cells are considered

as promising building blocks for fundamental components of future quantum networks, such

as quantum memories and repeaters. The NWQDs considered in this thesis emit in an energy

range between 1.6 eV and 1.9 eV, while the targeted Rb D2 transition is at 1.589 eV (780 nm).

For this reason, we studied different means to redshift the NWQD emission.

Collaborators in Martino Poggio’s group at the University of Basel showed the strong coupling

of the emission of these radial QDs with the NW mechanical modes under dynamic strain

[118]. The QD emission energy was observed to shift by about 10 meV. Given the oscillating

nature of the applied field, the QD emission varies over time according to the frequencies of

the mechanical resonances of the host NW. Because of the limited and time-dependent energy

shift, this strategy is not considered suitable to reach the goal of this thesis: a larger energy
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redshift is necessary and a steady energy shift is desired. In a time-dependent scheme the

majority of the photons is emitted out of resonance with the Rb absorption.

In the same group at the University of Basel, the effect of an external electric field was tested,

too. The static Stark shift due to the external field was accompanied by a Stark shift variable in

time, probably as a consequence of space charge fluctuations in the QD surroundings. The

overall emission shift was not easily controlled and finer control on the dielectric environment

around the QDs is necessary. In addition, an external electric field reduces the overlap of

the electron and hole wavefunctions in a QD, which weakens the QD oscillator strength and

emission brightness [128]. The effect of an external magnetic field on the studied NWQDs

is extensively reported in refs.[125, 127]: these measurements allowed to observe the Zee-

man splitting of the QD energy levels, calculate the QD diamagnetic coefficient and collect

information on the coupling efficiency with the magnetic field.

As demonstrated in ref. [129], electric and magnetic fields represent excellent ways to finely

control the QD emission over few-meV energy ranges and tune it in resonance with the

Rb absorption. However, these energy shifts are insufficient to match QD emission and

Rb absorption. Temperature has a large impact on semiconductor bandgaps [130], but the

emission of the QDs studied here is suppressed above 50 K - 70 K [74].

In this thesis, static strain and composition engineering have been used to tune the bandgap

of self-assembled AlGaAs QDs. Both methods are interesting because of the large redshift

of the emission energy that can be achieved. GaAs PL redshift of about 300 meV is reported

upon the elastic NW deformation: tensile strain values up to 3.5% are reported [131]. NWs

are an excellent platform to apply large strain fields: bulk GaAs cannot stand such high values

of strain without undergoing plastic relaxation. The composition engineering of the NW

semiconductor ideally tunes the NW bandgap and NWQD energy levels over hundreds of

meV. In this thesis, the QD emission energy was redshifted by about 300 meV by alloying

the AlGaAs-shell matrix with indium. In the following, a description of the effect of strain

and composition on the bandgap of a semiconductor alloy is provided from a general and

theoretical point of view.

2.4.1 Bandgap engineering by static strain

GaAs phonon modes and Raman spectroscopy

The lattice dynamics in a semiconductor supports a number of modes equivalent to the

vibrational degrees of freedom of the unit cell. For ZB GaAs, two different atoms compose

the unit cell, which corresponds to six total degrees of freedom. These degrees of freedom

are associated with the translation of the center of mass of the unit cell. They correspond to

modes of vanishing energy (frequency) for zero k vectors (Γ point) and are usually referred to

as acoustic modes. The three remaining degrees of freedom are associated with distortions of

the unit cell with no movement of the center of mass. These modes have non-zero energy for
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Figure 2.12 – Phonon dispersion in ZB GaAs: the dots are experimental data obtained by neutron scattering and
the solid lines a theoretical derivation [133]. The red dashed square highlights the optical phonon modes at the Γ

point. A Raman spectrum from a GaAs wafer corresponding to this region of the reciprocal lattice is reported on
the right.

k vectors equal to zero: their interaction with photons at the Γ point is visible as a change in

the photon energy. These phonon modes are thus referred to as optical modes. Figure 2.12

shows the acoustic and optical phonon branches of GaAs. The atoms involved in the optical

modes can oscillate along directions parallel or perpendicular to the k vector of the phonon

wave. In the first case the mode is called longitudinal optical (LO), while in the second case it

is called transversal optical (TO). Ga and As form a dipole that generates an electric field in

the direction on the phonon k. Therefore, the LO modes have additional energy with respect

to the TO modes: the TO-LO energy difference is referred to as piezoelectric splitting of the

TO-LO modes. In bulk GaAs ZB, the energies of the two modes are ET O = 268 cm−1 and ELO

= 292 cm−1 [132, 133], in good agreement with the values reported for GaAs NWs [134, 135].

The WZ unit cell has a four-atom base. The increase in the number of atoms brings additional

degrees of freedom to the atom vibrations with respect to ZB. Nine optical phonon modes are

possible in WZ GaAs and partially overlap in energy with the ZB modes. No further details on

the phonon modes in the WZ phase are provided in the following, since ZB is the phase of

interest in the NWs studied here.

The phonon frequencies of any lattice depend on the average distances and relative positions

of the atoms. When external stress deforms a semiconductor unit cell, the atom vibrations and

phonon energies are modified. The study of the modified phonon modes provides information

about the entity and nature of the strain. Raman spectroscopy is a non-destructive technique

to study the phonon modes in strained semiconductors. Raman scattering is an inelastic

interaction between light and matter. In classical terms, Raman scattering can be described

considering the polarization of a material upon the interaction with an incident light wave. In

Einstein’s tensor notation, the polarization P induced by the external field E depends on the

material susceptibility χ by:

Pν =χνμEμ, (2.2)
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χ describes the material response to an external electromagnetic field. This response depends

on the position of the atoms in the material and is modulated by their displacement W. It is

thus convenient to split the overall material susceptibility into a static contribution X0 and

one that varies with W:

χνμ =χ0
νμ+

∂χνμ

∂W
W. (2.3)

By substituting equation 2.3 into equation 2.2, the elastic and inelastic terms of the polarization

are made explicit. These two terms respectively oscillate at the same or at a shifted frequency

with respect to the driving field:

Pν =χ0
νμEμ+

∂χνμ

∂W
WEμ = P el asti c

ν +P i nel ast i c
ν . (2.4)

The dipole induced in the material that oscillates at a lower (higher) frequency with respect

to the incident light emits at lower (higher) energy: the two energy shifts are respectively

known as Stokes and anti-Stokes shifts. The dipole vibration at the same frequency as the

incident light is responsible for the appearance of the Rayleigh peak, in between the Stokes and

anti-Stokes peaks, in the Raman spectra. In a quantum description of the inelastic nature of

Raman scattering, the energy is provided or subtracted to the incident photon by, respectively,

annihilation or creation of a quasi-particle excitation in the matter, such as a plasmon or

a phonon. The scattered photon undergoes an energy shift to lower or higher frequency

(Stokes and anti-Stokes respectively). In typical Raman spectra, only a small portion of the

incident photons undergoes inelastic scattering, while most photons generate an elastically

scattered peak at the same energy as the incident photons, that is the Rayleigh peak. In the

quantum picture of the process, one can observe that the Raman scattering involves a third

quasi-particle that is not necessary in the elastic scattering. This difference is at the origin of

the low probability of the Raman scattering process and its low brightness.

In both the classic and the quantum description of the Raman scattering, it is possible to

compute the intensity of the scattered signal as a function of the polarization of the incident

and scattered light and the orientation of the probed crystal. Together with the presence

of crystal-phase-dependent modes, this relation can provide structural information on the

phase and orientation of the probed crystal. For instance, in the classical picture of light-

phonon Raman scattering, it is possible to consider a plane-wave form for both the incident

electromagnetic field E and the atomic displacement W:

W = W0cos(q Rl −ωp t );

E = ei E0cos(Ki r−ωi t ),
(2.5)

where ei is the polarization of the incident light, E0 is the amplitude of the electromagnetic

field and W0 is the amplitude of the atomic-displacement wave. Equations (2.4) and (2.5) give

a form of Pi nel ast i c from which the intensity of the scattered light is calculated as a function of
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the material susceptibility and the polarization of the incident (ei ) and scattered (es) light:

I i nel ast i c ∝
∣∣∣es ·Pi nel ast i c

∣∣∣2 =
∣∣∣∣esν

1

2

∂χνμ

∂W
W0eiμ

∣∣∣∣
2

E 2
0 . (2.6)

By defining a second-order Raman tensor:

Rwi
νμ = 1

2

∂χνμ

∂wi
, (2.7)

the scattering intensity is written in a compact way as:

∣∣esRwi ei
∣∣2. (2.8)

R describes how the material susceptibility varies upon interaction with a phonon mode. Light

is composed of transversal electromagnetic waves. Therefore only some phonon modes can

interact with light of a certain polarization and incident direction. In particular, the product

of R with some directions of ei and es is zero, meaning that a specific phonon mode has

no effect on the light polarized in certain directions. These configurations define a set of

selection rules specific for each crystal structure and orientation. In the work presented here,

the NWs have always been studied in backscattering configuration: the incident and scattered

light propagate along the same direction in opposite senses; this direction is perpendicular

to the {110} side facet of a horizontal NW. In the case of a ZB NW, the LO phonon mode is

forbidden for any choice of the polarizations es and ei . Since visible photons carry negligible

momentum with respect to phonons, Raman spectroscopy provides information about the

phonon branches near the Γ point. When the lattice periodicity is interrupted by surfaces,

like in nanostructures with high surface-to-volume ratio, the loss of periodicity relaxes the

conservation of momentum and phonons farther from the Γ point can contribute to the

Raman spectra. This effect results in a broadening and downshift of the Raman peaks [136],

but it is negligible in GaAs NW with diameters larger than about 20 nm such as those studied

in this work.

Band structure and phonon modes under deformation

In this thesis, Raman spectroscopy is used to determine the strain in NWs through the mea-

surement of the phonon modes. The NW response to strain depends on its crystal phase:

here the focus is on ZB NWs [137]. For simplicity, we consider the cube shown in figure 2.13a.

The body mechanics can be described by the application of forces to the cube facets. At

equilibrium conditions, only the three forces F1, F2, and F3 are necessary; they correspond

to the forces applied to the cube faces with normal vectors n1, n2, and n3. Each force Fi can

be decomposed into the three component Fi j , with j = 1, 2, 3 along the axis system defined

by the vectors ni . Stress is defined as the ratio between a force and the area of the surface

to which it is applied. The stress component σi j is the ratio between the force component

Fi j and the area of the face normal to ni . σi j > 0 corresponds to tensile stress. Imposing the
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Figure 2.13 – a) Sketch of a cube subject to forces F1, F2, and F3 depicted in blue. In orange the vectors normal
to the faces n1, n2, and n3. The ij indices correspond to the indices of the stress components σi j . b) Deformation
of the reference cube: illustrative positions X and X+dX as well as the transformed X’ and X’+dX’ are indicated and
linked by the displacement vectors u and u+du, respectively.

mechanical equilibrium, the sum of forces and momenta is zero and σi j =σ j i . Figure 2.13b

helps to analyze the body deformation by means of the component ui of the displacement

vector u that links each component xi of each point x of the body with its new coordinates x ′
j .

x ′
j =

∑
i

(1+ei j )xi , (2.9)

where ei j are the components of the displacement tensor defined as

ei j = ∂ui

∂xi
. (2.10)

The displacement tensor describes both rigid rotations and deformations of the body, respec-

tively by components εi j = 1
2 (ei j −e j i ) and εi j = 1

2 (ei j +e j i ). The interest here is for the second,

whose components constitute the strain tensor. Under small forces, a linear relation exists

between stress and strain, which defines the elastic compliance S and stiffness C tensors as

follows:

εi j = Si j klσk l , (2.11)

σk l =Ci j klεi j . (2.12)

Uniform stress in all directions is called isotropic stress: it is also called hydrostatic because a

body under a column of liquid is subject to the same pressure and stress in all directions. The

strain tensor is diagonal, with components:

εi j =
⎧⎨
⎩εh =−P/3B for i = j

0 for i �= j
(2.13)

P is the hydrostatic pressure and B the bulk modulus that describes the ratio between the

relaxed and stress volumes of the body. Being diagonal, hydrostatic stress changes the volume

of the lattice unit cell without deformation of the interatomic-bond angles. The bond length

varies by Δr = r0εh , where r0 is the unstrained bond length. The hydrostatic mode Grüneisen
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Chapter 2. Quantum dots in nanowires

parameter γi links the shift in the phonon energy of the i -th mode with the applied strain εh :

γ=−d lnωi

d lnV
=− Δωi

3εhωi
, (2.14)

where V is the volume of the unit cell and ωi is the frequency of the i -th phonon mode.

Hydrostatic stress is mathematically the simplest case. It is used in chapter 6 to approximate

the strain rising in the GaAs core from the lattice mismatch between the core and the shell

materials of the studied NWs.

In more general cases, the applied stress is anisotropic. In chapter 5, uniaxial stress is used

as a theoretical frame of the experimental results. Uniaxial stress is applied along a single

direction that, in the case of the NW studied here, corresponds to the <111> NW longitudinal

axis. Therefore,

σi j =
⎧⎨
⎩σ= for i = j = 3,

0 otherwise.
(2.15)

Strain results in the following tensor [131]:

εi j =

⎡
⎢⎣
ε⊥ 0 0

0 ε⊥ 0

0 0 ε∥

⎤
⎥⎦

The Poisson ratio ν is the ratio between ε⊥ and ε∥:

ν=−ε⊥
ε∥

, (2.16)

which can strongly depend on the crystalline direction in which the uniaxial stress is applied.

It is always possible to separate a strain tensor into hydrostatic and deviatoric contributions.

The hydrostatic term is the average of the εi i components of the strain tensor; it is therefore

isotropic and corresponds to the volume variation of the lattice unit cell without deformation

of the bond angles between atoms. The term that remains by subtraction of the hydrostatic

strain from the total one is called deviatoric strain. It describes the deformation in the bonding

angles without changing the overall volume of the unit cell.

Tensile stress is used in this work to lower the bandgap of the studied NWs. Strain alters the

periodicity of the lattice potential and the energy position of the edges of the CB and VB. With

specific focus on the HH and electron bands at the Γ point, it can be demonstrated that, under

uniaxial stress [131]: the CB edge linearly decreases in energy with increasing tensile strain;

the HH VB edge linearly increases in energy with increasing tensile strain; uniaxial stress lifts

the LH and HH degeneracy; the energy separation between the HH and LH bands increases

with strain; the HH band is at higher energy under tensile strain. Overall, the semiconductor

bandgap decreases linearly with increasing tensile strain, as a results of the decreasing energy
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2.4. Light-emission engineering

distance between the CB edge and the HH VB edge:

ΔE cb−hh =ΔEhydr o +ΔEshear =
[

3ah +
�

3

2
dv (1−h)

]
ε∥, (2.17)

where a and d are the hydrostatic and shear deformation potentials andν is the Poisson ratio in

the [111] direction. Equation (2.17) is composed of hydrostatic and deviatoric contributions

to the energy shift of the bandgap. The factor h = 1−2ν
3 weights these two terms with the

portion of elongation that is converted into isotropic volume change or shear deformation,

respectively.

The deviatoric component has a different effect on the modes parallel and perpendicular to

the axis of strain application. In the case of uniaxial strain along the [111] direction of a ZB

crystal, a singlet TO mode (TOS) is identified in the [111] direction of the applied strain, while

the LO and TO modes along the two orthogonal directions perpendicular to [111] compose a

doublet (LOD and TOD ). Therefore the TO modes vibrate at two different energies TOS and

TOD according to their direction of vibration. Thanks to the Raman selection rules, these two

modes can be distinguished by selecting the linear polarization of the collected signal: linear

polarizers parallel and perpendicular to the stress direction allow to observe the TOS and TOD

modes respectively. Without any selection of the polarization of the scattered light, the TOs

dominates the Raman spectra [131]. This effect is probably a consequence of the elongated

NW geometry that favors the outcoupling of the light polarized along the NW longitudinal axis.

It can be demonstrated that all the phonon frequencies undergo a linear decrease with the

applied tensile strain, according to the following equations [131]:

ΔωT OS

ωT OS

= [−3γT h + r ′
T (1−h)

]
ε∥, (2.18)

ΔωT OD

ωT OD

=
[
−3γT h − 1

2
r ′

T (1−h)

]
ε∥, (2.19)

ΔωLOD

ωLOD

=
[
−3γLh − 1

2
r ′

L(1−h)

]
ε∥. (2.20)

γT and γL are the hydrostatic mode Grüneisen parameters (γT = 1.35 and γL = 1.07), while r ′
T

and r ′
L are the deviatoric mode Grüneisen parameters (r ′

T = -0.88 and r ′
L = -0.53) [131]. These

two sets of Grüneisen parameters highlight that each equation is composed by a hydrostatic

and a deviatoric term.

2.4.2 Bandgap engineering by composition

As a second strategy to redshift the emission energy of the NWQDs studied in this thesis, the

AlGaAs NW shell was alloyed with indium. To illustrate the effect we searched, we consider two

semiconductors A and B and a property P, such as the bandgap or the lattice constant: A and B

are characterized by PA and PB , respectively. Mixing A with B results in a new semiconductor

AB with an intermediate property PAB . The simplest way to calculate the value of PAB is by
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Figure 2.14 – Illustration of the composition variables for ternary (x, y, z) and quaternary (u, v, w) alloys. Based
on a scheme similar to the one of ref. [138].

linear interpolation between PA and PB in proportion with the relative concentration of A and

B in A1−x Bx , the so called "Vegard’s law". This simple case was used to describe the lattice

constant of ternary semiconductors and is known as Vegard’s law [139]. It is especially valid

when the atomic size of the constituents A and B is similar. A proportionality often exists

between the lattice constant of a semiconductor and its energy bandgap. Therefore, if Vegard’s

law is valid, a linear interpolation between the bandgaps of A and B is also valid to calculate a

rough approximation of the bandgap of a compound of intermediate composition.

In real materials, alloy disorder perturbs the perfect linearity of the interpolation [140]. Alloy

disorder is present in ternary arsenides, like AlGaAs, because two different group-III atoms

can randomly take the same positions in the ZB lattice. For larger lattice mismatch between

the extreme components A and B, the deviation from perfect linearity is roughly reported to

increase [141]. A quadratic interpolation is often preferred to describe the bandgap of ternary

alloys [142]:

E A1−x Bx
g = (1−x)E A

g +xE B
g −x(1−x)C , (2.21)

where the bowing parameter C defines the deviation from the linear behavior. In III-V semi-

conductors, C is usually positive, that is, the quadratic interpolation gives a smaller bandgap

than the linear one. The case studied in this work corresponds to the quaternary alloy Al-

GaInAs; with respect to a ternary alloy, the addition of a further element provides another

degree of freedom to engineer the alloy properties. Alv Inw Ga1−v−w As is a quaternary alloy of

the Bx Cy D1−x−y A type, resulting from the combination of the three ternary arsenides AlGaAs,

AlInAs, and GaInAs [138]. Figure 2.14 reports in a visual way the composition-variable space of

a quaternary compound of three components B1, B2, and B3 with properties T12, T13, and T23.

Following the same approach as in equation 2.21 , one can derive the following equation for
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2.5. Slow light in gas vapors

the bandgap of quaternary Alv Inw Ga1−v−w As [143]:

Eg =
w vE In Al As

g + v(1−w − v)E AlGa As
g +w(1−w − v)E InGa As

g

w v + v(1−w − v)+w(1−w − v)
, (2.22)

with the room- and low-temperature Eg of the constituent ternaries available in ref. [143].

These are the values used in the present work (chapter 6). Although in theory one can consider

a mixture of three components in any proportion, often miscibility gaps are observed: differ-

ent constituents do not mix and segregate in the quaternary alloy forming regions that are

predominantly composed of binaries or ternaries. Long-range ordering can also be observed,

even in strain-free systems [94]. Strain and surface-energy gradients can further enhance the

segregation of different species in different positions of the growth substrate. This topic is

further discussed in chapter 6.

2.5 Slow light in gas vapors

The purpose of a photon-based quantum network is (i) to produce a controlled information

flux encoded in the properties of the generated photons; (ii) manipulate this information;

(iii) distribute it to the receivers. One of the practical barriers to the realization of a quantum

network is the increasing error probability with the length of the channel connecting the

nodes of the network. The implementation of quantum repeaters in the network is a strategy

to overcome this limitation [144]. Atomic vapors are used as coherent slow-light media to

implement quantum repeaters [23, 145]. A coherent slow-light medium receives a photon as

input in a specific quantum state and releases it in the same state after a certain time delay

with respect to its propagation in vacuum. Several slow-light protocols exist [145]. A central

concept in slow light is the control of the light propagation by means of its group velocity vg

in a dispersive medium [146]:

vg = c

n +ω(dn/dω)
, (2.23)

where n is the refractive index and ω the light angular frequency. By controlling the dispersion

of light dn/dω, one controls vg : the more steeply n increases, the lower the group velocity

becomes.

Large light dispersions are observed in proximity of a frequency-resonant gain or light ab-

sorption in given media. This property can be artificially obtained by electromagnetically

induced transparency (EIT). EIT relies on a control optical field at frequency ΩC to make

a medium transparent to a signal field at frequency Ωs . The transparency is achieved in a

narrow spectral range within an absorption interval. The combination of a spectrally narrow

transparency within an opaque region produces a positive refractive index for the signal, with

a steep variation as a function of the light frequency in the narrow spectral range around Ωs .

The signal is therefore slowed down when passing through the medium. The light pulse that

acts as signal is spatially compressed to a length l smaller than the initial one as a consequence
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of slowing down. If the compression is significant, the light pulse is completely contained

within a medium of length L, that is L > l, as sketched in figure 2.15a. If the control field is

turned off in this condition, then the signal is completely trapped inside an opaque medium

and, in principle, it can be stopped. By turning off the control field, the input light is then

released and collected with a certain time delay with respect to the transmission in vacuum.

EIT has been used in the first proofs of slow light that used atomic vapors as a suitable medium

[22, 23, 147]. The interesting feature in EIT on atomic vapors is that the signal is stored as

atomic excitation in a coherent way: the quantum state of the light and its phase are preserved.

The output light has therefore the same characteristic as the input [23, 147]. In the real case,

atomic collisions degrade the coherence of the quantum states superimposed to the atoms

and limit the storage time to fractions of ms in ultracold atom gases [23, 147].

More recently, atomic gases have been used as slow-light media with no need of EIT. In this

case, the rapidly varying refractive index is an intrinsic property of the atomic system within

two absorption resonances at a small energy distance from each other. The hyperfine levels of

the ground state of alkali atoms represent the ideal case, although a similar configuration of

energy levels is offered by any other system, such as QDs or photonic crystals, characterized

by two absorption resonances close to each other. The hyperfine splitting of the ground level

of an alkali atom generates two Lorentzian absorption resonances. Figure 2.15b is a scheme of

the D2 transitions of 87Rb atoms in resonance with the emission of a NWQD. The complex

refractive index in proximity of the resonances is approximated as follows [145, 146]:

n(ω) = 1− A

2

(
g1

ω−ω1 + iγ
+ g2

ω−ω2 − iγ

)
, (2.24)

where ω is the photon angular frequency, ω1 and ω2 are the resonant frequencies, 2γ is the

full width at half maximum of the resonances, g1 and g2 are the respective weights of the

possibly different strengths of the two transitions and A is the total strength of the photon-

atom coupling. A is proportional to the density of atoms in the gas phase in the cell: since

Rb in a sealed cell is in thermodynamic equilibrium with its liquid phase, its gas density is an
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Figure 2.16 – Sketch of the transmission delay of SP through a Rb cell. Based on ref. [146].

exponential function of the cell temperature. Through equation 2.24 the real-part refractive

index n and group velocity vg can be calculated. Their qualitative behavior is shown in the

two plots on the right of figure 2.15b: the refractive index n steeply increases between the two

resonances, giving minimum vg in proximity of the resonant frequencies.

Slow light has been reported with this method by using, e.g., Cs atoms [145] and Rb atoms

[146]. The case of ref. [146] is very interesting: the signal field was a stream of SPs emitted

from GaAs-AlGaAs QDs tuned in resonance with the D2 line of the Rb absorption at 780 nm

[129]. The SPs were delayed by 15 times their temporal width, which was limited only by

the repetition rate of 12.5 ns of the excitation laser used for the experiment. The delayed

signal maintained its SP nature, with only one photon excitation in the Rb vapor at a time. In

addition, the polarization of the photons used as input could be retrieved after the delay. This

represents a fundamental proof of concept of quantum storage of SPs in a gas of Rb atoms.

Interestingly, this demonstration was achieved even though the QD emission linewidth (80

μeV) is broader than the linewidth of the Rb absorption (28 μeV): only the photons within

the high-dispersion region underwent the delay, while the off-resonant photons could be

spectrally filtered, with no degradation on the maximum delay achieved.
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3 Experimental techniques

3.1 Luminescence

Spectroscopy techniques were largely used in this thesis to study the NW and NWQD lumi-

nescence. Luminescence is the emission of light by a physical system upon relaxation from

an excited state: the photon emission allows the system to transit to a state of lower energy,

e.g. its ground state. Luminescence is primarily used in this thesis to determine the emission

energy of the engineered NWQDs and NWs. In the following, the experimental aspects of the

study of NW luminescence are discussed by distinguishing between laser and electron-beam

excitation, that is, PL and CL, respectively.

3.1.1 Photoluminescence

PL is the incoherent and spontaneous emission of radiation from matter excited by an electro-

magnetic wave. In a semiconductor, an electron is photoexcited to the CB, leaving an empty

state in the VB, i.e. a hole; the electron stays in the excited state for an average time interval τr ,

the characteristic lifetime of the transition after which it can release its energy by recombining

with the hole and emitting a photon, i.e., by spontaneous photon emission. Electrons and

holes can also recombine through non-radiative channels, characterized by decay times τnr .

The characteristic PL decay time τPL is therefore:

τ−1
PL = τ−1

r +τ−1
nr (3.1)

The photon emitted by radiative recombination constitutes the signal studied by PL spec-

troscopy. The goal is to spectrally study the light emission, that is, to study the light intensity as

a function of its wavelength. In this thesis, non-resonant PL was excited by means of laser light:

in this process, the laser photons carry energy larger than the one of the observed photon

emission. Figure 3.1a sketches the process in the case of the PL emission from the bandgap
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Figure 3.1 – Scheme of non-resonant PL in a) direct-bandgap bulk semiconductors and b) QDs with type-I band
alignment with the host matrix.

of a bulk semiconductor with direct bandgap. An incident photon promotes an electron

from the VB to the CB at higher energy than the CB edge. The electron releases part of its

energy by interaction with the lattice phonons in a quick process of thermalization to the

CB edge at the Γ point. From this position in the energy-momentum space, the electron can

radiatively recombine with a hole in the VB with conservation of energy and momentum. In

indirect-bandgap semiconductors, the radiative electron-hole recombination is assisted by

phonons. The need of the phonon as a third particle to complete the transition reduces the

recombination rate in this class of semiconductors. On the contrary, direct-bandgap semicon-

ductors, such GaAs and AlGaAs up to about 45% Al [132], can show bright luminescence. Yet,

non-radiative recombination channels can hinder the PL brightness also in direct-bandgap

semiconductors. As an example, surface states may not only generate a local electric field that

separates electrons and holes, but they may also introduce intra-bandgap states that provide

a preferential path for non-radiative electron-hole recombination. In nanostructures, the high

surface-to-volume ratio makes unpassivated surface states detrimental for the PL intensity

[148].

In figure 3.1b, the process of non-resonant PL is detailed in the case of a QD: the laser photons

excite electron-hole pairs in the continuum of states in the shell matrix; some charge-carriers

reach the QD and thermalize to the lowest QD levels. The thermalization process is mediated

by phonons on characteristic time scales of several ps. From the ground state, a single electron-

hole pair can recombine by releasing energy as one photon. The QD barriers localize the

electron and the hole and their wavefunctions usually have a larger overlap in the QD than in

the bulk. This effect typically reduces the lifetime of the excited state in the QD with respect

to the bulk and increases the brightness of the QD emission. The radiative electron-hole

recombination has characteristic time scales of few-hundred ns in the NWQDs studied in this

thesis [14].
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Time-integrated photoluminescence setups

In the following, the key components of the PL setups used in this thesis are described. Two

in-house setups were used for the experimental work of this thesis: they are constituted by

the same main components, but slightly differ for the laser, cryostat and detection systems. A

simplified sketch is reported in figure 3.2. In the following, the two setups are distinguished

as setup A and B, when necessary. The purpose of both setups is to collect the luminescence

spectra (photon intensity vs photon energy) of the samples at different temperatures (from

LHe to room temperature) without resolving the time-dependence of the light emission: the

signal detection happens over integration times (100 ms to 1s) that are longer than the sample

recombination lifetime (∼ 500 ps) by few orders of magnitude.

The components are described following the light path in figure 3.2, from the source to the

detection. Continuous-wave (CW) lasers are used as an excitation source. CW lasers have a

constant-power output in time. The laser light path is represented in blue in figure 3.2. The

non-resonant excitation process, described in the previous section 3.1, requires the use of

lasers at photon energies larger than the bandgap of the studied semiconductors. Setup A

features a He-Ne gas laser emitting at a fixed wavelength of 632.8 nm; setup B features two

optically-pumped semiconductor lasers emitting at the fixed wavelengths of 532 nm and 488

nm. The maximum output power is less than 5 mW from the He-Ne laser, while it is of 100 mW

from both semiconductor lasers. Neutral-density (ND) filters along the optical path reduce

the laser intensity to the desired values.

Lasers are optimized for emitting photons at a specific wavelength determined by the res-
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onance of the laser cavity and the device design. Nevertheless, the gain medium can emit

at different wavelengths and additional modes can resonate in the cavity together with the

one chosen by design. Furthermore, in gas lasers, the plasma emits a broad background. In

order to improve the spectral purity of the laser emission, narrow-bandpass filters suited for

the specific laser line absorb the unwanted wavelengths. The laser light is typically linearly

polarized. The control and manipulation of the laser polarization is performed with half-wave

plates, quarter-wave plates, and linear polarizers: the first rotate the linear polarization of the

light by a chosen angle, the second generate circularly polarized light from a linearly polarized

beam and the third select a specific linear polarization.

A beam splitter sends part of the laser beam to a power-meter to monitor its power. The rest of

the laser light reaches the sample through an objective. Since the objective focuses the laser

light into a spot of less than 1 μm in diameter, the equipment described here is more precisely

referred to as a micro-PL setup. An important figure of merit to characterize an objective is its

NA. This is defined as:

N A = n sin(θ), (3.2)

where n is the refractive index of the medium that surrounds the objective (either air or

vacuum in the setups used in this thesis) and θ is the largest half-angle at which the objective

can transmit or collect light. Large-NA objectives increase the brightness of the optical system

by increasing its collection solid angle. Setups A and B respectively have objectives with

NA equal to 0.85 (about 1 rad of maximum acceptance angle) and 0.75 (about 0.85 rad of

maximum acceptance angle).

A crucial advantage of large-NA objectives is the increase in spatial resolution, that is, the

minimum distance between two objects at which they are imaged as distinct. The Rayleigh

criterion defines d , the spatial resolution of a microscope, as:

d = 0.61
λ0

N A
(3.3)

where λ0 is the wavelength of the considered light in vacuum. From Equation 3.2 and Equa-

tion 3.3, d ∼ 0.71λ0 in setup A and d ∼ 0.81λ0 in setup B.

To perform low-temperature PL experiments, the samples are mounted in cryostats. Both PL

setups are characterized by cold-finger cryostats: in this type of cryostats, LHe or helium vapor

cool down the sample stage by direct contact; the sample indirectly cools down by contact with

the cold stage. Setup A features a closed-cycle cryostat, while setup B features an open-cycle

cryostat. A closed-cycle cryostat recovers the exhausted helium in a closed circuit and, by

re-compressing and dissipating the heat, uses it to cool down the sample stage, cycle after

cycle. In an open-cycle cryostat, the exhausted gas is dispersed and a constant supply of new

LHe from an external Dewar is necessary. The lowest temperatures reached in the cryostats in

setup A and B are about 3.7 K and 7 - 10 K, respectively. The objective is positioned outside

the open-cycle cryostat of setup B and features a cover-glass correction to compensate for
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the image distortion due to the light passage through the cryostat window. The closed-cycle

cryostat in setup A hosts the objective inside the cryostat chamber. This design avoids the

need to correct the objective focus and reduces the relative drift between the samples and the

objective because the two are mounted onto the same hardware frame and kept at the same

temperature. For imaging the sample, a white-light source illuminates the sample surface: the

objective conveys and collects the light that is captured by a camera to observe a magnified

image of the sample surface and to navigate the specimen. Flat substrates predominantly

back-reflect the white light and NWs are usually recognized by darker contrast because their

faceted surface backscatters only a small amount of light.

The objective collects the sample luminescence, depicted as the orange optical path in fig-

ure 3.2. The same type of optics used to manipulate the laser light allows the analysis of

the polarization of the PL emission. This signal enters a grating spectrometer with the same

focal length of 500 mm in both setups. Diffraction gratings with 300 lines/mm, 600 lines/mm,

and 1200 lines/mm are available in each setup to disperse the different photon energies that

comprise the PL emission: higher-density gratings have higher spectral resolution, but nar-

rower detection bandwidth and, usually, lower intensity. All gratings feature blazed angles to

enhance the signal brightness in the low-energy visible and NIR range. In order to detect the

dispersed luminescence, setups A and B rely on silicon charge-coupled-devices (CCDs) cooled

by liquid nitrogen and a Peltier cell, respectively.

The spectral resolution of an optical setup depends on several factors, such as the line density

of the gratings, the slit width, and the size of the CCD pixels. They affect the best spectral

resolution that can be achieved. The spectrometer is characterized by an instrument response

function that broadens the linewidth of the peaks measured in PL spectra towards a gaussian

profile: the narrower the intrinsic peak linewidth is, the more important the instrumental

broadening becomes. Broad peaks may prevent to resolve PL lines closely spaced in energy.

A simple way to estimate the instrument linewidth broadening is to measure the linewidth

of Dirac-like signals, e.g. stabilized CW lasers. According to the manufacturer, setup A and B

respectively mount lasers with linewidths of 2 MHz and less than 1.5 MHz or, equivalently,

0.0083 μeV and 0.0062 μeV. However, the minimal measured linewidth of the laser lines are re-

spectively 118 μeV and 315 μeV. The actual emission linewidth of the lasers are negligible with

respect to the measured ones, i.e. the lasers are Dirac-like sources. Therefore, the experimental

linewidth are a reasonable approximation of the instrumental linewidth broadening.

A third micro-PL setup (NA = 0.77) was used for the NWQD-Rb coupling experiments, carried

in the group of Prof. Richard Warburton, at the University of Basel. The working principle

and optical components in this setup are the same as those described for setups A and B. The

main difference is the cryostat, of the bath type. In this case, the sample is cooled down by

immersion in LHe contained inside a Dewar. An optical fiber guarantees the coupling of the

laser and PL light with the sample. For the NWQD-Rb coupling experiments, high spectral

resolution around the Rb resonance is required. For this reason, the spectrometer has a grating

with higher groove density (1500 lines/mm).
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Hanbury-Brown-Twiss interferometer

In this thesis, the study of the photon-emission statistics was necessary to prove the SP nature

of the emission from engineered NWQDs (chapter 6). As already mentioned in subsection 2.2.2,

the test of SP emission consists in measuring the second-order correlation function g 2(τ) of the

studied emitter: a g 2(0) < 0.5 is a signature of SP emission. The g 2(τ) function correlates light

intensities (equation 2.1); its measurement relies on the interference of measured intensities by

a Hanbury-Brown-Twiss (HBT) interferometer. On the contrary, in a traditional interferometer

(e.g. Michelson and Fabry-Perot interferometers), the amplitudes of overlapping light waves

are allowed to interfere: this mechanism measures their correlation that is mathematically

described by a first-order correlation function. In both kinds of interferometers, the measured

quantity is always the same: light intensity or, equivalently, photon counts. However, in a

Michelson or Fabry-Perot interferometer, the intensity fringes result from the constructive

and destructive interference of light-wave amplitudes, whereas in a HBT interferometer the

characteristic pattern results from the interference of the light intensities measured at two

distinct detectors.

A HBT setup counts time-correlated SPs: it detects light down to the SP level, resolve the SP

events in time and correlate them with each other as a function of their detection time. By a

modification in the detection path, setup A is also equipped for HBT interferometry (figure 3.3).

With respect to time-integrated PL, the signal is not sent to the spectrometer but is sent to

a home-made monochromator composed of a grating (1200 lines/mm, blazed at 750 nm)

mounted on a rotating stage. From the grating, the PL signal reaches a 50:50 beam splitter.

Each branch (transmission and reflection) of the beam splitter is coupled with a single-mode

optical fiber. The fiber cores accept a narrow energy bandwidth (about 0.8 meV at 680 nm) so

that only the chosen emission energy, e.g. the X line of a QD, is coupled to the fiber: all the lines

at different angles are discarded. Each optical fiber guides the signal to a silicon SP avalanche

diode (SPAD). A timing-correlation card calculates the time difference τ between two events

in the two detectors: one detector acts as a start signal when triggered by a photon, while the

other detector acts as a stop signal when triggered by a successive photon. For this thesis, the

SPADs were operated in the time-binning mode: the time difference between start and stop is

binned into a histogram (the available time bins range from 4 ps to 512 ps). Shorter time bins

increase the time resolution of the histogram, but reduce the intensity of the collected signal.

Classical light fields emit photons randomly in time: τ equal zero has the same probability

as any other time delay. Thermal light emits photons in bursts: the photons are bunched in

time and a zero-delay peak forms in the time-delay histogram. For a SP source, only one SPAD

is triggered at a time: at the beam splitter, a SP can either couple with the transmission or

reflection path, but not both at the same time. Therefore, a SP emitter cannot trigger both

SPADs simultaneously: the delay between start and stop signals is always larger than zero. SP

light emission is said to be anti-bunched: a dip around zero delay forms in the time-delay

histogram. In real measurements, SP emitters still have g 2(0) > 0. Reasons for additional

counts at zero delay include: unfiltered background emission stemming from the sample,
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Figure 3.3 – Scheme of the detection branch of setup A equipped for measuring the g2(τ) function of a spectrally
selected QD emission line.

but not from the studied quantum emitter; dark counts from the SPADs (10 - 50 cps in setup

A); and card and SPAD timing jitter (30 - 40 ps for the SPADs of setup A). Figure 3.3 shows an

illustrative sketch of a g 2(τ) in CW mode: the histogram is usually normalized between 0 (at τ

= 0) and 1 (for τ→∞).

3.1.2 Cathodoluminescence

In excitation, light diffraction limits the spatial resolution of the optical setups used in this

thesis to 400 nm - 500 nm in the best conditions (Equation 3.3). In order to map self-assembled

NWQDs within the typical lengths of a NW diameter (100 nm - 200 nm), a higher spatial

resolution is necessary.

Some purely optical techniques beat the diffraction limit by using diffraction-limited light

in appropriate configurations. This category includes super-resolution techniques such as

stimulated emission depletion microscopy (STED) and super-resolution optical fluctuation

imaging (SOFI). The drawback with these techniques is to work only under specific assump-

tions on the electronic transitions of the studied system. For instance, STED relies on the

selective deactivation of excited fluorophores and SOFI relies on the temporal-dependent

fluctuation of fluorophores between two on-off or bright-dim states. Other optical techniques

employ light in the near-field: differently from far-field spectroscopy, near-field luminescence

is intrinsically not limited by diffraction. Typically based on the detection of the evanescent

component of an electromagnetic field in proximity of a metal tip, near-field spectroscopy

lacks sensitivity to probe the bulk of the sample, is often affected by weak throughput and only

function at short working distances [149].

In this thesis, CL was used to surpass the diffraction-limited resolution of PL. CL is the process

of light emission from a sample excited by electrons. Although coherent processes, such as

plasmon generation, may contribute to the light emission, the CL signal considered in this

thesis originates from the same incoherent electron-hole-pair generation and recombination

processes as those discussed for PL [150]. CL is a sub-diffraction imaging method of the

sample luminescence with a few advantages with respect to super-resolution techniques and

near-field spectroscopy. Like PL, CL is applicable to a wide range of physical systems, without
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the restrictions imposed by STED and SOFI. A single CL electron can generate thousands of

electron-hole pairs, while a single incident photon only generates one pair. Therefore, with

respect to PL, and near-field spectroscopy in particular, CL can benefit from high throughput.

Through the control of the acceleration voltage, CL guarantees an easy way to probe a sample

at different depths with a freedom that neither far- nor near-field PL can offer. A recognized

limitation of CL is the electron-beam-induced damage of organic samples; however, for

inorganic-semiconductor samples, such as the NWs studied in this thesis, atom displacement

is negligible up to electron energies in the order of 100 keV [151] and sample degradation has

not been observed even after prolonged exposure.

Incident electrons interact with a semiconductor through elastic and inelastic scattering.

The first generates high-energy backscattered electrons (relativistic Rutherford scattering

cross-section); the second comprises a wide range of processes (such as the generation of

secondary electrons, X-rays, and electron-hole pairs) that, in a series of scattering events,

gradually transfer the electron-beam energy to the specimen. Among these processes, the

generation and recombination of electron-hole pairs is the one responsible for the CL emission.

A fundamental difference between PL and CL is that a single accelerated electron can generate

thousands of electron-hole pairs, while a single photon only generates one pair. The generation

factor G gives the amount of electron-hole pairs generated by an incident electron [151]:

G = Eb(1−γ)

Ei
, (3.4)

where Eb is the beam energy and γ accounts for the fraction of electron energy dissipated with

backscattered electrons. Ei = 2.8Eg + M is the ionization energy required to generate a single

electron-hole pair in a material with energy gap Eg ; M is a material-dependent parameter,

ranging between 0 and 1 eV. For most semiconductors 1 eV < Eg < 2 eV; it is easy to observe that

already a low-energy electron (e.g. 1 keV) generates at least hundreds of electron-hole pairs.

The intensity of the CL signal scales with G that, in turn, is proportional to Eb ; at the same time,

at higher probe currents, more electrons interact with the specimen, each with a generation

factor G . Therefore, the brightness of the CL signal increases with increasing probe current

and acceleration voltage. The details of this relation are beyond the scope of this work and

largely vary as a function of parameters such as the quantum yield of radiative recombination

in the studied material. The overall CL intensity also depends on the total internal reflection

and emission reabsorption in the specimen, modulated by the light collection efficiency of

the microscope.

CL can be performed in both SEMs and TEMs. Although single spectra at defined positions

may be acquired, the full potential of CL comes from using the electron beam as a scanning

probe according to a grid of pixels across the sample and collecting the luminescence from

each pixel. If an intensity-wavelength spectrum is collected at each pixel, the technique is

usually referred to as hyper-spectral imaging. The CL map is then conveniently compared

with the SEM or (S)TEM micrograph of the same region of interest to combine morphological,

structural and compositional data with the information on the electronic bands provided by

46



3.1. Luminescence

20

40

60

80

0

0-20
Lateral size (nm)

D
ep

th
 (

n
m

)

100 nm

50
nm

a) b)

Core

Shell

1.5 keV 3 keV c)

20

3 keV

Energy
(%)

90
75
50
25
10
5

Figure 3.4 – Monte Carlo simulations of the electron-beam interaction with core-shell GaAs-AlGaAs NWs (core
diameter 100 nm, shell thickness 50 nm). The beam diameter at the impact point is 5 nm. The simulations are
performed with the software CASINO [152] on 5000 electrons in each case (1000 trajectories shown). NW cross
section showing the electron trajectories for initial beam energy of a) 1.5 keV and b) 3 keV. c) 2D-projection of
released energy relative to the maximum sample excitation in the interaction volume of an electron beam with
initial energy of 3 keV. The scale bars in a) and b) correspond to 50 nm.

CL.

The advantage of CL is its shorter electron wavelength in comparison with the wavelength of

visible light employed in PL. The electron wavelength is inversely proportional to its energy

that, in an electron microscope, depends on the intensity of a controlled electric potential U .

Therefore, one can write the relativistic de Broglie electron wavelength λ as:

λ= h

p
= h�

2m0eU 1√
1+ eU

2m0c2

(3.5)

where h is the Planck constant, c is the speed of light, m0 is the electron rest mass and e is

the electron charge. Normally, a SEM operates between 1 kV and 30 kV, while a TEM operates

between 80 kV and 300 kV. The term 1√
1+ eU

2m0c2

highlights the relativistic correction to λ, which

gives significantly more accurate results especially in the range of TEM operation voltages.

For this thesis, a SEM-CL microscope was operated at 1.5 kV and a TEM at 200 kV; from

Equation 3.5, the corresponding electron wavelengths are about 32 pm and 3 pm, respectively.

According to Equation 3.3, the related spatial resolutions are better than 2 nm at 1.5 keV and

better than 2 Å at 200 keV: in excitation, diffraction does not limit the microscope spatial

resolution. Other factors need to be considered: they are discussed hereafter in the case of

SEM-CL.

In order of increasing characteristic lengths, the spatial resolution of CL is determined by the

electron-beam diameter, the electron interaction volume, and the charge-carrier diffusion

length. In a SEM, the electron beam can be focused within very few nanometers at the sample

surface. From this position, elastic and inelastic scattering events randomize the electron

trajectories deeper in the sample. The Kanaya-Okayama model [151] expresses in μm the
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electron penetration Re as a function of the beam energy Eb in keV:

Re = 0.0276A

ρZ 0.889 E 1.67
b , (3.6)

where A is the atomic weight in g/mol, ρ is the material density in g/cm3, and Z is the

atomic number. Re corresponds to the depth to which the electron-beam energy is dissipated.

Equation 3.6 shows that, by controlling Eb , one can tune the electron penetration and gain

depth-dependent information on the sample luminescence. The Kanaya-Okayama model

agrees well with experimental data for a wide range of atomic numbers and typical SEM

acceleration voltages.

The overall shape of the interaction volume depends on Z . For elements of intermediate Z ,

such as those that compose the semiconductors studied in this thesis, the interaction volume

is fairly spherical. This holds for bulk specimens. In thin samples, such as nanostructures and

electron-transparent samples prepared for TEM (usually thinner than 80 nm), the interaction

volume is much smaller: most electrons undergo only few scattering events before exiting the

sample from the side opposite to the incident face. The smaller interaction reduces the spread

of the incident beam and keeps the interaction volume closer to the initial diameter of the

electron beam. A similar conclusion holds for nanostructures when the theoretical interaction

volume exceeds the dimensions of the nanostructures.

Beyond the incident-electron interaction volume (Equation 3.6), the minority-carrier diffusion

further extends the region where the CL signal generates. The intensity of the CL signal linearly

scales with the number of photons emitted per unit time; in turn, the photon emission rate

depends on the radiative recombination rate Δn
τr

, where Δn is the stationary excess carrier

density and τr is their radiative lifetime. Therefore, by integration over the whole volume of

minority-carrier diffusion, the CL intensity IC L is:

IC L ∝
∫

V

Δn

τr
d 3r. (3.7)

A reasonable approximation to describe the carrier density is to assume that (i) the carrier

generation takes place uniformly at a constant rate g0 inside a sphere and is zero outside and

(ii) the generated carriers can only diffuse or recombine. Under these conditions, it can be

demonstrated [151] that the stationary density of excess carriers follows an exponential decay:

Δn(r ) = C si nh(r /L)

r
+τg0 (3.8)

where τ is the overall carrier lifetime (including radiative and non-radiative recombination)

and L is the minority carrier diffusion length (L =�
Dτ, with D the carrier diffusivity). The

CL intensity is essentially proportional to Δn
τr

(Equation 3.7). Thus, the actual volume from

where the CL signal stems expands beyond the interaction volume of the incident electrons

because of the charge-carrier diffusion. However, the carrier density exponentially decays
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with the distance from the interaction volume where they are generated and similarly the CL

intensity does. For nanoscale emitters, such as QDs, the overlap between the electron and

hole wavefunctions shortens the characteristic time of the electron-hole recombination; at

the same time, the QD potential limits the charge-carrier diffusion process. These two factors

effectively shorten L. Therefore, the CL-intensity contrast inside and outside a QD may be

even more pronounced.

The diffusion length L largely varies in different materials and can change within the same

material depending on the density of recombination centers, such as defects or surface states.

The latter case is particularly important in nanostructures with high-surface-to-volume ratio.

For instance, the exciton diffusion length of GaAs QWs is in the μm range at 25 K [153], while it

reduces to less than 1μm in GaAs NWs at similar temperatures (7 - 10 K) [154]. In addition, L

increases by almost one order of magnitude (from 100 nm to 900 nm) upon the passivation of

the recombination centers on the surface of GaAs NWs.

Analytical methods often require to approximate the physical system to derive solution (e.g.

the uniform-generation sphere for Equation 3.8). As a complementary approach, Monte Carlo

simulations are commonly used to predict stochastically the shape and size of the interaction

volume as well as its energy distribution. A Monte Carlo simulation reproduces successive

scattering events to calculate an electron trajectory: the electron travels a straight distance

between random scattering events. Elastic scattering changes the direction of the electron

trajectories; inelastic scattering subtracts energy to the electron. A random number generator

defines the probability of a certain type of scattering for each event. The accuracy of the

simulation increases with the number of simulated electrons: statistically robust calculations

require about 1000 electrons. Figure 3.4 shows illustrative cross sections of simulated electron

trajectories in core-shell GaAs-AlGaAs NWs at 1.5 keV and 3 keV.

Figure 3.4c shows the energy isosurfaces in a simulated interaction volume at 3 keV. Together

with experiments, this sort of simulations clarifies that the energy distribution of the inter-

action volume is not uniform: in particular, a large part of the beam energy is dissipated

in proximity of the impact point of the beam with the sample surface. Most of the charge

carriers and hence CL intensity originate from this region. To take this effect into account,

non uniform generation-rate functions have been proposed, including polynomial [155] and

Gaussian distributions [151], with good agreement with experiments and simulations.

In a CL microscope, the electron beam scans the sample surface according to the positions of a

pixel grid. The electron beam impacts the sample at each pixel position for a finite integration

time (usually ranging from ms to s). During the integration time, the system collects the CL

signal and the software associates the acquired signal with the x−y position of the beam in the

pixel grid: the CL map is an excitation map (the software owns the information on the position

of the beam, that is, the excitation). Because of the extension of the interaction volume and

the charge-carrier diffusion process, electron-hole pairs can recombine and generate the

CL signal far from the point of impact of the electron beam with the sample surface. In far-
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field detection, the luminescence generated at any position during the integration time Δt

is collected and associated with the coordinates of the electron beam during Δt . Therefore,

the distance travelled by the incident electrons and the generated electron-hole pairs defines

the resolution of CL mapping. The characteristic size of a focused electron probe is in general

several times or orders of magnitude smaller than the dimensions of the interaction and

diffusion volumes; it has negligible influence on the overall spatial resolution. Nevertheless,

the probe size may contribute to define the spatial resolution of the CL map at low operation

voltages and high currents: on the one hand, the low voltage minimizes the beam size that

becomes comparable with the interaction volume (e.g. 20 nm at 1.5 kV in GaAs); on the other

hand, the electromagnetic lenses of a SEM are typically less efficient to focus the electron

beam in a small surface spot at low acceleration voltage and large probe current.

Overall, when also including the effect of the interaction and diffusion volume, the CL spatial

resolution overcomes the diffraction limit associated with PL and allows to map with nanoscale

resolution bulk and nanostructured samples. Common to any scanning microscopy technique,

the influence of the pixel size on the spatial resolution of the final image is not secondary.

Ideally, the pixel size should be comparable with the physically-determined spatial resolution:

larger pixels miss details, while smaller pixels are a useless use of resources (acquisition time).

However, weak CL emission requires long acquisition times per pixel; the trade-off between

acquisition time of the overall map and the desired resolution may result in CL maps at pixels

densities insufficient to accurately reproduce all the resolved features.

Cathodoluminescence setup

In this thesis, the CL measurements were performed on a dedicated SEM-CL microscope,

equipped with a LHe-cooled sample holder for temperature-dependent measurements down

to 5 K - 10 K. Being fully dedicated to CL, this microscope greatly facilitates the alignment

of the electron and light optics and features components optimized for the excitation and

collection of CL. A scheme of the CL setup is reported in figure 3.5. The microscope head is

characterized by a Schottky thermal field-emission gun: in this type of gun, an external voltage

(about 5 kV) promotes the electron thermionic emission by lowering the surface barrier of the

gun. Schottky thermal field-emission guns guarantee high beam current, which is useful to

enhance the CL signal. Depending on the microscope configuration, the probe current can be

as high as 10 - 20 nA. In normal conditions, it is kept at about 1 nA. The electron-beam energy

ranges from 1 keV to 10 keV. Electromagnetic lenses collect the gun emission, convey it into

the microscope column and focus it onto the sample in a spot of less than 10 nm in diameter.

The sample is positioned on a cryostat stage equipped with a piezoelectric actuator for moving

through the sample. The design of the stage minimizes the sample drift and vibrations over

long acquisitions (30 min) and during operation with LHe cooling. An Everhart-Thornley

detector collects the secondary electrons for imaging the sample morphology. The light optics

is embedded in the microscope column. It is pierced with a hole, in order to transmit the

electron beam to the sample. The embedded optics consists of an achromatic (wavelength
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Figure 3.5 – Scheme of the dedicated SEM-CL setup used in this thesis.

between 180 nm and 1.6 μm) reflective objective with NA = 0.71. The objective has a constant

collection efficiency over a wide (at least 300 μm) field of view. When the sample is in the

objective focal plane, it is also at the optimal working distance (2 mm below the pole piece)

for the electron microscope; the microscope design facilitates the optics alignment. Non-

dedicated common solutions for CL microscopy consist of add-ons to install on independent

SEMs or TEMs. A parabolic mirror is the standard component for the collection of the CL

signal. An aperture in the mirror allows the electron beam to reach the sample. With add-on

solutions, often the alignment of the optics is technically challenging, especially in the small

chamber of a TEM. The point-like focus of the parabolic mirror easily introduces aberrations

in the collected images if the alignment is not optimized (off-axis) and limits the field of view

to few microns.

The reflective objective collects the CL signal and focuses it at the entrance slit of a spec-

trometer with focal length of 32 cm. The spectrometer is equipped with several diffraction

gratings of different resolution power and optimized for the NIR and the visible and ultraviolet

(UV) energies. Two different detectors cover this energy range from about 0.7 eV to 6 eV: a Si

CCD for the UV-visible range and an InGaAs photodiode array for the NIR interval. The best

spectral resolution achievable in the visible range is about 0.4 nm. Thanks to the diffraction

gratings, the CL signal collected at each position of the scan is converted into a spectrum

(intensity vs wavelength). Each pixel is associated with its 2D coordinates and a full spectrum

(hyperspectral imaging).

The electron-beam releases to the sample a large energy (keV) in a relatively small volume (nm
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to μm). The large amount of fluctuating charge carriers and incident electrons are supposed

to broaden the CL peaks in comparison with PL. Similarly to the excitation by a laser at high

power in PL, charge carriers may pile up in the available states of the semiconductor electronic

bands (band filling): electrons and holes also recombine from levels at higher energy than the

CB and VB edges: in this conditions, the CL peaks broaden and blueshift. Sample heating is

another consequence of the high and localized power of the electron beam [122], but it has not

been observed in the samples studied for this thesis. With respect to photons (PL), electrons

also bring momentum: this facilitates the electron-hole pair formation at exotic wave-vectors

different from the Γ point.

3.2 Raman spectroscopy

In addition to PL measurements, setup A is also equipped for the acquisition of Raman spectra.

Figure 3.2 shows a scheme of the setup: the only difference between the PL and Raman

configurations of setup A is in the detection segment of the optical path: the position of a

flipping mirror allows to send the signal to one of the two segments. PL and Raman spectra

can be acquired one after the other on the same sample. Before the flipping mirror, the Raman

setup shares the same lasers, cryostat and optics of the PL setup B shown in figure 3.2. In the

following, the Raman detection branch is outlined.

In direct-bandgap semiconductors, the PL emission is rather intense: acquisition times rang-

ing from few ms up to few tens of seconds are usually sufficient to reach the desired signal-

to-noise ratio. As discussed in subsection 2.4.1, Raman scattering is a three-particle process

and has a lower probability to take place than elastic scattering and PL: the Raman signal is

weak and requires longer acquisition times to enhance the signal-to-noise ratio. On average,

about 30-minute acquisitions were necessary for the spectra reported in this thesis. Long

acquisition times benefit from a stable cryostat and sample holder: during low-temperature

measurements, the thermal equilibrium between all the cryostat components and the sample

was a fundamental prerequisite.

In non-resonant PL, the signal is spectrally distant from the excitation. For instance, in setup

B the lasers emit at ∼ 2.33 eV (green laser) and ∼ 2.54 eV (blue laser). The energy difference

between the GaAs PL at LHe temperature (about 1.51 eV) and the two available excitation

energies is therefore 820 meV for the green laser and 1030 meV for the blue laser. Thanks to

such a large spectral distance between the laser and the PL signal, the laser line is in general

outside the energy range projected on the detector already when using diffraction gratings

with low density of lines (e.g. 300 lines/mm). The low-energy tail of the intense laser line often

still disturbs the acquisition of the PL spectrum, but commercial longpass filters placed before

the spectrometer (figure 3.2) usually suffice to clean the PL spectrum from laser contributions.

On the contrary, the phonon energies of the GaAs lattice are just slightly more than 32 meV

(i.e. about 260 cm−1): this corresponds to the energy distance between the Raman signal and

the laser. A common solution to filter the laser line from the Raman spectra is to utilize notch
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filters adapted to each of the laser wavelengths used in the setup.

A more versatile solution is represented by the subtractive triple spectrometer used for the

Raman measurements of this thesis (figure 3.2). A multiple spectrometer is composed of

several monochromators aligned along a common optical path. The entrance slit of each

monochromator accepts a finite bandwidth that filters the collected light in a chosen energy

range and excludes the laser wavelength. A flipping mirror in setup B redirects the sample

emission to the PL or the Raman detection branch. In the Raman branch, the light continues

to an achromatic lens that focuses the signal on the entrance slit of the first monochromator.

Each monochromator is equipped with diffraction gratings (900 lines/mm and 1800 lines/mm).

The horizontal spread of the different wavelengths offsets the laser energy range with respect

to the slit of the successive monochromator and only the Raman signal is transmitted. At each

step, the width of the slit and the diffraction power of the chosen grating define the bandwidth

that is transmitted to the next monochromator. At the last step, the signal is dispersed onto a

liquid-nitrogen-cooled silicon CCD to acquire calibrated intensity-vs-wavenumber spectra.

The lasers in setup B were chosen with a narrow emission linewidth (< 1.5 MHz) in order to

facilitate the filtering of the intense Rayleigh scattering of the laser.

Polarization filters in the excitation and collection paths enable to select the incident and

collected polarization of the light with respect to the NW orientation. In the measurements

reported in this thesis, the polarization of the incident light is parallel to the NW longitudinal

axis in order to take advantage of the antenna effect on the light absorption. In collection,

the scattered light is either unfiltered or alternatively filtered in the directions parallel or

perpendicular to the NW longitudinal axis (more details are given in chapter 5).

For supplementary material, ref. [156] reports on Raman spectroscopy as an analytical tool

for semiconductors. It can be combined with the reading of ref. [157] for further details on

the vibrational properties of semiconductors and nanostructures and with the reading of refs.

[158, 159] and references therein for an extended study of GaAs NWs by Raman spectroscopy.

3.3 Transmission electron microscopy

Different TEMs were utilized in this thesis: the NW crystal structure was studied by SAED

and HRTEM, while the NW composition was analyzed by STEM-based EDX and electron

energy-loss spectroscopy (EELS). These results are reported in chapter 4 and chapter 6. NWs

are thin enough for TEM imaging with no need for further processing. They easily transfer

on TEM grids by gentle friction of the grid on the as-grown substrate: the NWs tend to break

towards their bottom and lie on the TEM grid on one of their six {1-10} facets. A few-degree

rotation of the TEM grid in the microscope is usually sufficient to align the NW along the

<1-10> zone axis. This configuration is ideal to map the NW properties along its longitudinal

axis (chapter 4). The incident electrons have the appropriate wavelength to be diffracted by

the atomic crystal lattice: the contrast that they produce in bright-field (BF) TEM micrographs

provides useful information on the NW crystal structure (phase and defects).
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Chapter 3. Experimental techniques

The inner structure of core-shell NWs is studied more easily in transversal cross sections.

NW cross sections are electron-transparent (40 - 80 nm) NW segments are cut along planes

perpendicular to the NW growth axis. The segments are imaged along the growth direction

(<111> zone axis) in either TEM or (S)TEM mode. In this thesis, the goal was to map the

composition of the NW cross sections by STEM EDX and EELS. The cross sections for EDX

were cut by ultramicrotomy: a piece of hardened epoxy, usually containing hundreds or

thousands of NWs, is mounted in an ultramicrotome where a diamond knife cuts thin slices of

the epoxy and embedded NWs. Each slice contains hundreds of NW cross sections. As soon as

they are cut, the slices fall into a water bath, where they are fished with a loop tool and laid on

a TEM grid. The cross sections for EELS were cut by means of focused-ion beam (FIB). The

NWs were transferred on silicon wafers and coated with 30 nm of SiO2 by plasma-enhanced

chemical vapor deposition (PECVD). A TEM-lamella is FIB-cut from the coated sample, with

few embedded NW cross sections. Compared with ultramicrotomy, this technique produces

fewer cross sections per sample and is more expensive. However, it facilitates the alignment of

the cutting planes in the direction perpendicular to the NW growth axis, it avoids the use of

epoxy and it allows better control on the cut surfaces and on the cross-section thickness.

STEM EDX was chosen as the primary method of compositional analysis of the NWs studied in

this thesis. Other techniques were used, such as APT, X-ray fluorescence (XRF), and EELS. They

differ for the spatial resolution, sensitivity to trace elements and size of the total volume that

they can probe. In the following, STEM compositional analysis is discussed in more details.

In STEM, a focused electron beam scans the sample according to a defined pixel grid. For

each pixel a wide range of signals can be collected, each by a dedicated detector. In this thesis,

HAADF, EDX and EELS detectors provided compositional information on the studied NWs

and NW cross sections. HAADF and EDX are discussed in the following.

The HAADF detector collects electrons incoherently scattered at large angles. The intensity of

the HAADF signal is proportional to the sample thickness and the atomic number Z of the

constituent elements. Therefore, for a specimen of constant thickness, the HAADF contrast

provides information on the Z of the elements in the specimen, that is, its composition. As

an example, the black stripes observed at the six corners of the hexagonal cross section of

a GaAs-AlGaInAs core-shell NW (figure 2.9 and chapter 6) indicate Al segregation at these

positions. Al is the lowest-Z element in the shell (ZAl = 13, ZGa = 31, ZAs = 33, ZIn = 49): low Z

corresponds to a low probability of scattering at large angles. However, the HAADF intensity

contrast may not be enough to recognize less important composition fluctuations; also, in

ternary and quaternary alloys, different compositions may result in the same average Z and

HAADF intensity.

STEM EDX analysis brings essential benefit to the compositional mapping of the specimen.

X-ray emission is the process of photon emission due to electronic transitions to ionized inner

atomic orbitals. A scheme of the process is presented in figure 3.6. The electron beam interacts

with the specimen atoms, to which it delivers enough energy to promote an inner-orbital

electron to the continuum of vacuum states. An electron from an outer orbital loses part of its
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3.3. Transmission electron microscopy
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Figure 3.6 – STEM EDX spectrum from a quaternary-alloy (AlGaInAs) NW studied in this thesis. The two insets
zoom in the Bremsstrahlung radiation at low energy and the weak Kα line of indium.

energy to occupy the vacant position in the inner orbital. The energy difference between the

two orbitals is characteristic for each atom species and for each possible transition between

two orbitals in the same atom species. If the energy difference is lost by the emission of a

photon, the transitions can be detected. Given the specific correlation between the transition

energies and the atomic species, the photon energy is used to identify the atom species that

compose the atom.

Typically observed transition energies range from few to few tens of keV, equivalent to X-ray

photons. The conventional labelling, assigns a letter (K, L, or M) to the transitions according

to the principal quantum number n of the arrival orbital: K for n = 1, L for n = 2, and M

for n = 3. Only heavier elements have high-energy outer orbitals and emit L and M lines.

A subscript letter from the Greek alphabet is traditionally used to identify the variation of

principal quantum number involved in the transition: α denotes Δn = 1 and β denotes Δn = 2.

In figure 3.6 an illustrative STEM EDX spectrum of a NW is reported. Several discrete peaks

are visible: they correspond to the discrete transition energies between atomic orbitals. For

instance, the Kα line of Al is visible at 1.486 keV; Ga, As, and In are heavier elements and show

both K and L lines (Ga: Kα = 9.251 keV and Lα = 1.098 keV; As: Kα = 10.543 keV and Lα = 1.282

keV; In: Kα = 24.210 keV and Lα = 3.286 keV). Each peak may be composed of few closely

spaced lines corresponding to the possible transitions involving the sub-levels of each orbital.

Additional lines correspond to the characteristic X-ray emission of the materials that compose

the TEM grid (copper and carbon) and of the oxygen incorporated into the NW as a surface

oxide. The typical spectral resolution of EDX spectra is of few tens of eV. The energy difference

between successive orbitals decreases from the inner to the outer levels. Consequently, the

energy spread among the peaks in the EDX spectrum of figure 3.6 increases with the peak

energies: the low-energy L peaks have all similar energies and are more difficult to resolve; the

high-energy K lines are more spaced in energy, thus easier to resolve. The deconvolution of
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overlapping peaks requires advanced algorithms and peak-fitting procedures. An additional

deconvolution concerns the low-energy continuum of the Bremsstrahlung emission (inset in

figure 3.6): this emission is produced by the deceleration of the electrons interacting with the

specimen and does not carry compositional information.

During a sample scan, each pixel is associated with an EDX spectrum. The signal is acquired

by dedicated X-ray detectors. For this thesis, the used TEM column is equipped with four

silicon drift detectors (SDDs) that form a collection solid angle of 0.9 srad. For the acquisition

of a STEM EDX map, the signal is integrated for several minutes until the signal-to-noise ratio

of each element allows a significant peak deconvolution. The intensity of the X-ray signal is

proportional to the electron-beam current. In this thesis, high current values of about 2 nA

were used. The signal intensity also increases with the concentration of an element in the

sample. This relation provides quantitative information on the composition of the specimen.

The detection efficiency depends on the characteristic energy of the X-ray: the SDD sensitivity

decreases at higher energies. Therefore, the low-energy peaks (L lines) may better probe the

presence of elements in low concentrations.

In first approximation, the spatial resolution of the STEM map depends on the beam diameter.

However, the EDX signal often requires long acquisition times for each pixel. The probability

of sample drift increases with the acquisition time and results in the degradation of the

spatial resolution of the mapping. In order to maintain the total map acquisition time within

reasonable limits, the total number of pixels may be reduced. Therefore the size of each pixel

increases beyond the optimal resolution if the size of the region of interest cannot be adapted.

The spatial resolution of STEM EDX is a trade-off of these different factors, but nanoscale

resolutions were normally achieved for the measurements shown in this thesis.

Further detailed readings about TEM and its application for structural and compositional

analysis can be found in ref. [160, 161, 162].
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4 Twin-driven emission-energy redshift
along single nanowires

In order to control the properties of self-assembled nanostructures, it is essential to control

the factors that influence their formation. The self-assembled NWQDs considered in this work

form by spontaneous segregation of Al and Ga on the NW sidewalls. Ga and Al segregation is re-

ported for the deposition of AlGaAs on planar (110) GaAs substrates by both MBE and MOCVD

[103, 104]. Plate-like Al- and Ga-rich segregates form with a variable thickness, ranging from

few nm [103] down to monolayers [104]. They tend to form sheets alternatively enriched in

Ga or Al. The presence of a miscibility gap between AlAs and GaAs has been proposed to

explain the separation between the two; exchange reactions between Al and Ga at the growth

surface represent the mechanism for the adatom reordering [103]. Small deviations from the

(110) orientation are observed in the plate-like nanostructures and define the lateral size of

the Ga- or Al-rich sheets. The random occurrence of impurities can explain these deviations.

Importantly, Al and Ga do not segregate if the deposition is performed on (100)-oriented GaAs

or by methods of epitaxial deposition with a higher growth rate (i.e. liquid-phase epitaxy)

[103]. The <110> crystal direction of the GaAs substrate is thus fundamental to form Al/Ga

segregates. The NW sidewalls are indeed of the {110} type. As observed in subsection 2.3.2,

HAADF micrographs of core-shell GaAs-AlGaAs NW cross sections (figure 2.9d) show bright-

ness contrast in laminar features parallel to the NW sidewalls. These segregates may develop

into the Ga-rich QD nanoclusters considered in this thesis.

The NW surface further enhances the segregation processes typical of AlGaAs by providing an

uneven surface chemical potential μ. This is modulated by the variable curvature of the faceted

NW surface, the occurrence of {110}-type facets together with {112}-type polar nanofacets

and the alternation of ZB, WZ, and crystal defects along the NW. The influence of {110}- and

{112}-type facets on the Al/Ga segregation is well documented in the literature, as well as

the role of the polarity of the {112}-type nanofacets. The increased surface curvature at the

ridge between two NW sidewalls is commonly taken into account, too [163, 98, 14, 102]. The

combined effect of these factors on the adatom surface diffusion explains the formation of

Al-rich planes with a 3-fold symmetry along the <112> directions.

In addition to the Al/Ga segregation throughout the NW cross section, Al and Ga can also
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Chapter 4. Twin-driven emission-energy redshift along single nanowires

segregate along the NW length. The intercalation of crystal defects and different phases along

the NW can drive the adatom diffusion. The work exposed hereafter (section 4.2) originates

from the need to better understand these phenomena: it links the adatom diffusion along the

NW length with the occurrence of crystal defects and the QD properties. The background to

this study is found in ref. [96], where the PL emission from large ensembles of the same NWs

used in the following (section 4.2) is analyzed. That study showed that the NWQD occurrence

and emission energy is tuned by the shell thickness: more QDs can form in the larger volume

of a thicker shell; at the same time, if the shell is thicker, some QDs can grow and emit at

lower energy. In the same work, complementary PL measurements were conducted along

single NWs. The thickness of tapered NWs was measured by SEM and correlated with the local

QD occurrence and emission energy extracted from PL spectra. This study on single NWs

agrees with the analysis on larger NW ensembles: where the shell is thicker, the QD occurrence

increases and the QD emission energy redshifts. A summary of this PL-based correlation

between QDs and shell thickness is given in section 4.1. However, the single-NW PL mapping

also showed a more abrupt trend together with the smooth thickness-dependent variation

of the QD properties. An abrupt increase in the QD occurrence consistently showed few μm

below the NW top and was systematically accompanied by a sudden redshift of the average

QD emission energy at the same position.

Non-systematic previous observations on the NW crystal structure lead to the formulation of

the following hypothesis about the origin of the abrupt variation of the QD properties: the QD

formation may be influenced by a sudden increase in the occurrence of crystal defects in the

NW few μm below the NW top.

In several core-shell NWs of different materials, stacking faults and alternating ZB and WZ

segments in the core are reported to influence the local growth rate and composition of the

shell [164, 165, 166, 167, 54, 168, 169]. Stacking faults and different crystal phases modulate

the surface energy of the sidewalls of the NW core: the local surface-energy gradients drive

the migration of different adatoms and, consequently, the composition of the shell. These

reports show that the NW crystal phase is an important factor to tune the composition of the

NW shell. With specific focus on GaAs-AlGaAs core-shell NWs, APT measurements recently

demonstrated that the core crystal phase drives the segregation of Al and Ga in the shell [62].

This work specifically suggests that Al-rich rings develop around the short ZB segments in NW

mainly composed of WZ.

In order to verify the hypothetical correlation between QD formation and crystal-defect

occurrence in the AlGaAs shell, a systematic correlation between the structure and the optical

properties of identical NWs was required. The SEM-CL and TEM analysis along the same single

NWs was chosen as the appropriate methodology to enable this correlative study with high

spatial resolution. This work is reported in the following section 4.2. It shows that the sudden

redshift of the NWQD emission energy and the abrupt increase in the NWQD occurrence are

linked with a swift increase in density of rotational twins along ZB NWs. A model is proposed

to account for the experimental observations: the effect of a non-uniform crystal phase on
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4.1. Preliminary correlation with the shell thickness

the surface energy of the NW sidewalls is discussed and linked with the deposition of an

AlGaAs shell of heterogeneous composition. Composition fluctuations in the AlGaAs shell

may facilitate the formation of the self-assembled NWQDs and account for their increase in

occurrence and redshift in emission energy. Furthermore, finite-element simulations of the

NWQD electronic band structure show that the presence of rotational twins in the ZB phase

decreases the NWQD exciton emission energy. A similar redshift was already reported for the

band-edge emission energy in defected GaAs NWs as a function of the density of twins [59].

This effect depends on the type-II band alignment of the CB and VB edges between pure-ZB

and twinned NW segments; the assumption is that the band edges of a twin align like WZ to

the surrounding ZB. Assuming control on the formation of defects, the twin-driven NWQD

formation allows to tune the NWQD-property distributions. For instance, ref. [170], reports

on the growth of defect-free as well as defected core-shell NWs similar to those studied here.

The emission of the QDs embedded in the NW shell is analyzed by CL and a difference in the

emission between the two groups of defect-free and defected NWs is found.

4.1 Preliminary correlation with the shell thickness
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Figure 4.1 – a) Median of NWQD-occurrence distributions (1st and 3r d quartiles as width) vs the nominal shell
thickness as in [96]. The solid line is a 4th -order polynomial fit of the data, as justified in the text. The inset is the
QD energy-vs-occurrence of the whole set of spectra from the sample with 100-nm shell. The dashed line is a
guide to the eye. PL experimental conditions: laser power of ∼ 100 W/cm2 in a spot of 1 μm in diameter; sample
temperature of 12 K. b) Low-energy tail of the NWQD emission-energy distributions vs nominal shell thickness.
The shaded area corresponds to simulations of the exciton emission energy for QDs of different dimensions and
compositions. c) QD emission energy (left axis, full black dots) and occurrence (right axis, open blue dots) along
a single tapered NW (from bottom to top). The dashed lines are guides to the eye. An SEM image of the NW is
reported on top of the plot. Thin and thick refer to the NW diameter.

A summary of the work of ref. [96] is presented here. This work links the properties of the

NWQDs in the AlGaAs shell with the shell thickness. It is based on the automatized analysis of

micro-PL spectra acquired on ensembles of several tens of NWs. The routine described in ref.

[96] extracts the number of QD lines/spectrum and records their energy. The number of QD

lines/spectrum is a measurement of the QD occurrence: in figure 4.1a, the QD occurrence is

plotted as a function of the nominal shell thickness of the NWs. The QD occurrence is plot as

59



Chapter 4. Twin-driven emission-energy redshift along single nanowires

the median of the ensemble distributions; the error corresponds to the 1st and 3r d quartiles of

the distributions.

Figure 4.1a shows that the QD occurrence increases for an increasing shell thickness until

saturation. In order to interpret this observation, one can assume that QDs form in the

NW shell at a constant rate per unit of shell volume. Therefore, the overall amount of QDs

increases for an increasing shell volume (i.e. a thicker shell). Concomitantly, the QDs can

grow larger in a thicker shell and merge: therefore, the probability for two or more QDs to

merge increases with the shell thickness. This process can be modelled by: (i) a constant QD

formation rate F per unit of shell volume V , that is dF
dV is a constant; (ii) a QD merging rate M

increasing as a function of the shell volume. For simplicity, M can be modelled as a function

linearly increasing with the shell volume. Integrating dF
dV − d M

dV in the NW volume, it can be

demonstrated that the QD occurrence vs shell thickness has the form of αR2 −βR4 for NWs of

both cylindrical or hexagonal cross section (α and β are positive constants). The solid curve

in figure 4.1a is a fit of the experimental data according to this polynomial form. Although

the specific functional dependence of the QD formation and merging rates is probably more

complex, this simple model captures the essence of the trend of QD occurrence vs shell

thickness: an initial increase followed by saturation for thicker shells. Importantly, in the PL

spectra, physically distinct QDs can spectrally merge because their emission lines overlap in

energy: this spectral merging sums to the physical one considered in the model.

The shell of these NWs is tapered: the shell thickness decreases from the top to the bottom

of the NW. The tapering is enhanced in nominally thicker NW shells. This shell-thickness

gradient is expected to influence the QD properties at a local level. Where the shell is locally

thicker, more QDs form and can grow larger; larger QDs emit at lower energy. The inset in

figure 4.1a reports on the QD emission energy. It is derived from the whole dataset of the

NWs with a shell of nominal thickness of 100 nm. Each data point is the average QD emission

energy from a single spectrum vs the QD occurrence (i.e. the number of QD lines) in the same

PL spectrum. The plot shows a correlation, indicated by the dashed line as guide to the eye:

the spectra where the local QD occurrence increases also tend to emit at lower energies. This

trend confirms that when the QD occurrence increases their emission energy redshifts.

Results on the QD emission energy from the whole ensemble of NWs are shown in figure 4.1b.

For this analysis, only the 5% of QDs with lower emission energy is considered. The plot in

figure 4.1b reports the average emission energy of this low-energy sample as a function of the

nominal NW shell thickness. In first approximation, low-energy emitters correspond to larger

QDs. From figure 4.1b one can observe that the emission energy of these low-energy QDs

redshifts for an increasing shell thickness. This can be interpreted considering that large QDs

can grow larger in thicker shells. The emitters at higher energy are excluded from this analysis

because small QDs of high emission energy can form at any moment during the shell growth:

only the larger ones are indeed observed to correlate with the thickness of the shell [96].

The shaded area in figure 4.1b corresponds to the exciton emission energy simulated (software
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Nextnano) in pyramidal QDs based on the Ga-rich pyramidal nanoclusters reported in ref.

[14] and shown in figure 2.9a. In the simulations, the QDs are surrounded by an Al0.33Ga0.67As

matrix and contain Al between 0% and 15%. Only the QD dimensions and compositions that

overlap with the experimental energies are shown. Figure 4.1b indicates that an increase of

about 20 nm in the QD size can account for the whole interval of the experimental emission

redshift.

Following these findings on large NW ensembles, the combination of SEM images and PL lines-

cans on single identical NWs revealed that the shell thickness controls the NWQD properties

also at a local level [96]. SEM images showed that the NWs are significantly tapered: assuming

that the core has a constant diameter, the shell thickness increases by about 50 nm from the

bottom to the top of the NWs [96]. The NW tapering is only due to the gradient of material

supply along the NWs during the shell growth: neighbor NWs close to each other screen the

molecular beams. In figure 4.1c, the NWQD emission energy and occurrence are shown for

an illustrative PL linescan as a function of the position along the NW . A SEM image of the

NW is shown on top of the plot. Moving along the NW, from the thinner bottom towards the

thicker top, the QD emission energy gradually decreases, while the QD occurrence gradually

increases. These inverted trends correlate well with the increasing shell thickness from the

NW bottom to the top [96]. However, at about 7 μm an abrupt upturn of the already increasing

QD occurrence is observed; similarly, a sudden drop of the already decreasing QD emission

energy is found at the same position. This observation suggested that a further analysis with

higher spatial resolution was necessary; it is presented in the following by a direct-correlation

study between CL and TEM mapping of identical NWs.

4.2 Tuning adatom mobility and nanoscale segregation by twin for-

mation and polytypism

Luca Francaviglia 1, Gözde Tütüncüoglu 1, Federico Matteini 1 and Anna Fontcuberta i Morral
1,2.
1Laboratoire des Matériaux Semiconducteurs, Institut des Matériaux, École Polytechnique Fédérale de

Lausanne, 1015 Lausanne, Switzerland.
2Institut de Physique, École Polytechnique Fédérale de Lausanne, 1015 Lausanne, Switzerland.

Reproduced with permission from L. Francaviglia et al., Tuning adatom mobility and nanoscale

segregation by twin formation and polytypism, Nanotechnology, 30 5, 054006 (2019) - https:

//iopscience.iop.org/article/10.1088/1361-6528/aaefdd ©IOP Publishing. All rights reserved.

With unchanged content, the layout and the bibliography of this article are integrated with the

rest of this thesis.

For the work here presented, I conducted the experimental characterization that includes PL,

TEM, and STEM EDX measurements and performed or coordinated the acquisition of the CL

maps; I performed the Nextnano simulations; I interpreted and modelled the experimental
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results. I wrote the draft version of the manuscript.

Abstract

Nanoscale variations in the composition of an Alx Ga1−x As shell around a GaAs nanowire affect

the nanowire functionality and can lead to the formation of localized quantum emitters. These

composition fluctuations can be the consequence of variations of crystal phase and/or nanoscale

adatom mobility. By applying electron-microscopy-related techniques we correlate the optical,

compositional and structural properties at the nanoscale on the same object. The results indicate

a clear correlation between the twin density in the nanowire and the quantum-emitter density

as well as a significant red-shift in the emission. We propose that twinning increases nanoscale

segregation effects in ternary alloys. An additional red-shift in the emission can be explained by

the staggered band-alignment between wurtzite and zinc-blende phases. This work opens new

avenues in the achievement of homogeneous ternary and quaternary alloys in nanowires and

in the engineering of the segregation effects at the nanoscale.

Introduction Semiconductor nanowires (NWs) and quantum dots (QDs) provide a suitable

platform for photodetection and emission at the single-photon and classical level [171, 15, 109]

as well as for classical and quantum computing [172, 173, 174, 175, 176]. In addition, it is

well-known that NWs can host crystal phases otherwise unstable in normal conditions in

the bulk form. Hexagonal wurtzite (WZ) phase can be achieved both in III-V and group IV

semiconductors, which otherwise typically exhibit a cubic zinc-blende (ZB) or diamond phase

in the bulk [9, 177, 178]. This unique property has allowed to access the WZ GaAs band gap

and the alignment of its band edges with respect to those of the ZB phase [179, 59, 61, 180, 181].

In addition to its value in fundamental studies, the tuning of the NW crystal phase is exploited

to define QDs in NWs [10, 55, 57, 58]. On the other hand, uncontrolled variations in the crystal

phase, along with the existence of stacking defects (through twins and stacking faults) can be

detrimental for the functionality of the NWs. Improved optical and electrical properties are

demonstrated in defect-free NWs [11, 182].

In addition to a different electronic band structure, WZ and ZB exhibit slightly different

surface properties that impact the adatom mobility during growth. The coexistence of WZ, ZB

and twins in the same NW is thus an excellent platform to study how the NW crystal phase

impacts the adatom incorporation on the NW sidewalls under the same growth conditions

[167, 180, 169, 54]. Adatom mobility and sticking coefficient determine the formation of radial

heterostructures, like core-shell NWs [54]. Here, we study GaAs-Al0.33Ga0.67As core-shell NWs

grown by molecular beam epitaxy (MBE). It has been shown that AlGaAs exhibits spontaneous

segregation of Al and Ga at the nanoscale. Ga-rich clusters can form [14, 95] and act as QD-like

single-photon emitters in the 1.72-1.90 eV emission range [14, 96]. While the exact formation

mechanism for these QDs is still unknown, the differentiated adatom mobility in the facets

and corners of the NW core is one of the key elements in the explanation.

A sketch of the structure of the studied NWs and NW-based QDs is provided in figure 4.2(a).

In a previous publication [96], we reported on a correlation between the shell thickness and
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Figure 4.2 – (a) Simplified 3D representation and cross-sectional sketch of the core-shell GaAs-AlGaAs NW
structure. The possible Ga-rich emitters are depicted in red and orange in the shell, depicted in blue [14, 95, 96].
(b) On the left: contour plot of normalized PL spectra in the 1.72 eV - 1.90 eV energy range from the bottom to
the top of a NW on a TEM grid (1μm steps between consequent spectra). The grey band indicates a NW segment
covered by the TEM-grid carbon film, as revealed by the SEM image in figure 4.3(c). No emission was detected in
this region. On the right: PL spectra (not normalized) from the positions indicated by the dashed vertical lines in
the contour plot.

the QD emission energy, which we confirmed also by CL maps (figure S6 in the Supporting

Information). Both on large NW ensembles and at the single-NW level, the QDs redshift for

an increasing shell thickness, probably because of the occurrence of larger QDs in a thicker

shell. However, together with this smooth energy shift related to thickness, a more abrupt

decrease of the emission energy was caused by some other factor. In this work, we study the

possible role of structural defects in the core to trigger the Ga segregation, providing clues

on the QD formation mechanism. In particular, we consider the effect of stacking defects on

the electronic band alignment in the QDs and on the self-segregation process that forms the

Ga-rich QDs of the shell. We study the optical properties of the QDs on a grid for transmission

electron microscopy (TEM) in order to correlate the local emission characteristics at the

nanoscale with the information on the structure and the shell composition obtained by

electron microscopy. Similarly to the work of Heiss et al. [59], we study identical NWs by

photoluminescence (PL), cathodoluminescence (CL), scanning electron microscopy (SEM),

TEM and energy-dispersive X-ray spectroscopy (EDX). We then provide a simple model to

explain and support the experimental data. We first simulate the QD emission energy as a

function of the density of twins, which alters the band edges of the QD potential well. We then

discuss how the crystal phase of the GaAs core can perturb the compositional profile of the
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(Al)GaAs matrix epitaxially grown around the GaAs core. We recall that the inhomogeneous

composition of the NW shell is at the origin of the formation of the NW-based QDs studied in

this work. A single factor, the crystal structure of the NW core, has a large impact on the QD

optical emission acting on both the semiconductor band gap and the QD composition itself.

Experimental methods A schematic representation of the structure of our NWs is presented in

figure 4.2(a). We start by growing GaAs NWs by the Ga-assisted method on a Si (111) substrate

covered by native oxide as explained in detail in Refs [43, 5]. The NWs have a hexagonal

cross-section. Once the GaAs NWs are about 10-μm long, we stop the NW vertical growth by

interrupting the Ga supply and consuming the Ga droplet. We switch then to planar epitaxial

conditions for {110} surfaces and grow an AlGaAs shell [183]. For the samples investigated

here, the Ga and Al deposition rates were set to 0.6 Å/s and 0.3 Å/s respectively, which results

in the stoichiometry Al0.33Ga0.67As. Scanning TEM (STEM) EDX measurements indicate an

average composition of the NW shell of 27±2% of Al; Raman measurements conduct to a

comparable average of 29±8% of Al in the NW shell [134]. The Al shell content has been

extensively reported to be spatially non-uniform, with Al-rich planes at the ridge between

two NW facets [14, 95, 96, 102]. By changing the deposition time of the AlGaAs shell we grew

three different samples with nominal shell thickness of 30 nm, 50 nm, and 100 nm. Here, we

report on the samples with a 50-nm thick shell. Data on the 30 nm and 100 nm samples are

consistent with the ones on the 50 nm and are shown in figures S5 and S10 in the Supporting

Information. We always complete the AlGaAs shell growth with the deposition of 5 nm of

GaAs to avoid oxidation. We transfer few NWs from the three samples onto three different

carbon-coated TEM grids by gently scrubbing the grid on the as-grown sample. The observed

NWs lie horizontally on one of their six side facets, supported by the carbon film. Markers

on the TEM grids facilitate the localization of the same NWs for each of the measurements:

PL, SEM-CL, TEM and (S)TEM EDX. For the current work, we perform TEM after the optical

characterization in order to avoid the deterioration of the NW optical properties by interaction

with accelerated electrons of high energy. Nevertheless, we observe that the NW emission is

not affected by long CL mappings. No evidence of e-beam-induced heating is found, therefore

no preventive measure is implemented to disperse heat [122].

We perform the PL measurements in a close-loop liquid-helium Attocube cryostat cooled

down to 4.2 K. We use a continuous-wave HeNe laser as an excitation source with wavelength

equal to 632.8 nm. Through an objective with NA = 0.85, we focus the laser light on the sample

in a spot of 1 μm in diameter. The power density at the sample is less than 100 W/cm2. We

collect the PL signal through the same objective, disperse it with a 300 l/mm grating and

detect it with a nitrogen-cooled charge-coupled device (CCD). The integration time for each

spectrum is 1 s. For PL linescans, the Attocube piezo-positioner ensures the movement along

a NW in 1μm-long steps. Together with SEM images, the step distance allows to define the

absolute position of the PL spectra on the NW.

We perform the CL measurements in an Attolight Rosa SEM-CL microscope. The TEM grids

are mounted in the microscope on a stage cooled down to 12 K by liquid helium. We excite

64



4.2. Tuning adatom mobility and nanoscale segregation by twin formation and
polytypism

the luminescence with a current in the order of 1 nA and an acceleration voltage of 1.5 kV.

This produces a small interaction volume of primary electrons in the NW (figure S1 in the

Supporting Information). A reflective objective (NA 0.71) embedded within the electron optics

collects the emitted light to a 32-cm focal-length spectrometer, where a 600 l/mm grating

disperses the signal onto a Peltier-cooled CCD. For each NW, we acquire several 128 x 128

pixels CL maps and merge them into a unique map after the acquisition. The exposure time of

each pixel is 100 ms. In the same setup and right before each CL map, we acquire the SEM

images of exactly the same sample regions by means of an Everhart-Thornley detector.

We use an FEI Tecnai OSIRIS TEM operated at 200 kV (point resolution of 0.24 nm) to study

the NW crystal structure, both in conventional bright-field (BF) and high-resolution (HR) TEM

modes. We tilt the NWs to observe them along the ZB 〈110〉 direction or equivalent WZ 〈11-20〉,
as confirmed by the diffraction patterns. The NW growth direction is 〈111〉. Only the edges of

the NWs are thin enough for performing HRTEM without further sample preparation. For this

reason we solely show HRTEM micrographs of the shell. However, one should note that the

shell grows epitaxially around the GaAs core and its crystal phase follows the structure of the

core [53, 54]. We acquire EDX maps in STEM mode in the same microscope at a probe current

of 2 nA. The TEM image acquisition relies on a Gatan Orius CCD camera, while four silicon

drift detectors (SDD) at a 0.9-srad solid angle collect the X-ray signal for the compositional

mapping.

We calculate the QD emission energy by 1D simulations of an 8-nm GaAs potential well with

Al0.2Ga0.8As barriers. We iteratively solve the Poisson and Schrödinger equations by means

of the commercially available software Nextnano [184, 185]. The reported exciton energies

include the contribution of the charge-carrier confinement and the exciton binding energy.

The QD potential well is simplified as pure GaAs in order to use the experimental values in Ref.

[59] and because the exact band structure of WZ AlGaAs is still a matter of debate [60, 186, 187].

The potential barrier is set by Al0.2Ga0.8As, in agreement with the experimental Al fluctuations

in the shell away from the Al-rich ridges [95, 102]. The QD width is chosen in agreement

with previous studies [14, 125, 95]. We use the software material parameters for ZB GaAs and

AlGaAs, while we overwrote the software library for the WZ GaAs by upshifting the conduction-

and valence-band (CB and VB) edges by respectively 53 meV and 76 meV with respect to ZB

[59]. In figure S8 in the Supporting Information we show more simulations for different WZ

band offsets available in the literature, which confirm the findings shown here.

Results Figure 4.2(b) shows a contour plot of the PL spectra acquired at 1-μm steps from

the bottom to the top (increasing NW position) of a GaAs-Al0.33Ga0.67As core-shell NW. The

3D NW sketch in figure 4.2(a) is aligned with the PL linescan reported in figure 4.2(b). The

grey band in figure 4.2(b) indicates a segment with no emission at the very bottom of the

NW. This segment is covered by the carbon film of the TEM grid, as later revealed by the

SEM image in figure 4.3(c). Two spectra are extracted from the linescan and are reported on

the right in figure 4.2(b). They correspond to the positions indicated by the vertical dashed

lines in the contour plot. In both the extracted spectra and the contour plot, the reported
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range of the emission energy (1.72 eV - 1.90 eV) corresponds to the QD emission. Given the

diffraction-limited spatial resolution of PL, the single QDs appear to stretch over few μm in

the linescan. Each spectrum in the contour plot is normalized between 0 and 1, in order to

primarily appreciate the position in energy of the QD emission. We observe that some lines

group together both in space and energy. In particular, one group is visible in the bottom part

of the NW at energies between 1.85 eV and 1.90 eV, while a second one can be found at lower

energies (between 1.80 eV and 1.85 eV) in the top part of the NW. Therefore, the NW results to

be divided into two regions according to two groups of different emission energy. In addition

to some isolated lines, the two main groups define a spatially abrupt transition at 7±1μm. The

uncertainty comes from the 1 μm steps of the linescans and the spatial resolution of micro-PL.

The comparison of the two selected spectra on the right confirms a redshift of the groups of QD

lines when moving towards the NW top. The two spectra also show that more QD lines appear

towards the NW top, which reflects an increased amount of optically active QDs. We turn

now to a detailed analysis of the spectral features and statistical occurrence of the QDs along

the NW. Figure 4.3(a) illustrates the occurrence of QD lines per PL spectrum in two selected

energy intervals centered at 1.830±0.007 eV (upper red histogram) and 1.870±0.007 eV (lower

green histogram). The number of QD lines per spectrum is indicative of the number of QDs

per spectrum. Each histogram column corresponds to one PL spectrum. The selection of the

QD lines is performed automatically as described in Ref. [96]. An example of the QD-peak

detection procedure is shown in figure 4.3(b). We show the PL spectrum at 3 μm (identical to

the one reported on the right of figure 4.2(b)). The red- and green-shaded stripes correspond

to the chosen energy intervals and the red and green circles to the selected QD peaks. We

note that we chose to monitor the occurrence of the emission at the lower and higher energy

range, but that there are other peaks in between these two energies. The plot in figure 4.3(a)

indicates that the number of QDs emitting around 1.83 eV increases from 1 QD/spectrum to 5

QDs/spectrum in the direction of the NW tip. Concomitantly, the occurrence of QDs emitting

at 1.87 eV decreases from a maximum of 5 QDs/spectrum at 3 μm from the base to no QDs at

8 μm. Surprisingly, 4 QDs/spectrum appear again in this energy range at the tip of the NW.

Yet, the overall count of PL QD lines shows that the low-energy (1.83 eV) emitters become

more frequent towards the NW top, while the opposite happens with those emitting at high

energy (1.87 eV). We now turn to a higher spatial resolution of the luminescence by providing

the CL mapping on the same NW. CL measurements can improve the spatial resolution of

luminescence mapping beyond the PL limits. The size of the electron beam, the volume of the

exciton generation and the minority-carrier diffusion length define the CL spatial resolution

(figure S1 in the Supporting Information) [188]. In addition, the CL resolution can be improved

by selecting only one emission-energy range at a time, which may rule out the detection of

multiple, spatially close emitters. The spectral selection [189] improves the spatial resolution

in the energy-filtered CL maps. Figure 4.3(c) shows the SEM image of the NW. Figure 4.3(d)

corresponds to the panchromatic (all-wavelength) map of the CL emission, where brighter

pixels correspond to more intense CL signal. Figure 4.3(e) and (f) show only selected emission

energies from the panchromatic maps. The color coding is the following: 1.910±0.007 eV in

blue in both (e) and (f), 1.830±0.007 eV in red in (e) and 1.870±0.007 eV in green in (f). Red
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and green encode the same energy ranges

chosen in figure 4.3(a). The scale bars in

figures 4.3(c) to (f) correspond to 1 μm.

The histograms in figure 4.3(a) and the CL

maps in figures 4.3(c-f) are aligned. The

SEM image revealed that the very bottom

segment of the NW is covered by a portion

of carbon film from the TEM grid. Our

measurements indicate that it weakens

the signal from this portion of NW with

respect to the rest by light absorption and

reflection. In all the reported CL maps

we can recognize bright emission over the

full length of the NW, besides the carbon-

covered base. The CL emission at 1.91 eV

corresponding to the band-edge emission of AlGaAs (shown in blue) is found through the full

NW length. It does not exhibit spatial localization features as for the other emission peaks.

On the contrary, the emitters at 1.83 eV and 1.87 eV (figures 4.3(e) and 4.3(f) respectively) are

clearly spatially localized. The emission zones exhibit different shapes and dimensions. Some

extend over very few pixels (each pixel is about 20 x 20 nm), while others are larger and appear

as stripes across the full NW diameter. An example is indicated by the arrow in figure 4.3(f)

at about 6 μm from the NW base. Especially in figure 4.3(e) and (f), SEM-CL allows to clearly

resolve localized emitters not only along the NW long axis, but also within the 200-nm thick

NW diameter. We recognize the bright and localized emitters in the CL maps as the shell QDs

revealed by the PL spectra. This correlation is also corroborated by the similar trend in the

occurrence of high- and low-energy emitters in the upper and lower portions of the NW as

illustrated here below. The CL mappings of figures 4.3(e-f) clearly illustrate that most of the

emission at 1.83 eV stems from the upper part of the NW (above about 7 μm in figure 4.3(e)).

Reversely, the emission at 1.87 eV mainly stems below 7 μm (figure 4.3(f)), with the exception

of a rather large emitter at the very tip of the NW. Interestingly, there are almost no low-energy

(1.83 eV) emitters below 7 μm (figure 4.3(e)). Similarly, the upper region of the NW shows

almost no emission at high energy (1.87 eV - figure 4.3(f)). The transition between the two

spectral regions in the CL maps is quite abrupt and in good spatial agreement with the PL

linescan (figure 4.2(b) and 4.3(a)).

Figure 4.3(g) reports a single-pixel CL spectrum acquired at about 7 μm on the NW, while

figure 4.3(h) reports a single-pixel CL spectrum acquired at about 3 μm on the NW. These

positions are indicated by circles in figures 4.3(e) and (f) respectively. By comparison with the

PL spectra acquired at the same positions, one can observe that the CL spectra are consistent

with the PL. In particular, the CL spectrum acquired towards the NW top (figure 4.3(g)) emits

at lower energy than the one acquired in the lower part of the NW (figure 4.3(h)).

We proceed now to correlate the QD emission characteristics with the local structural proper-
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ties of the NW. For this, we show the TEM data from the identical NW. Figure 4.3(i) corresponds

to the low-magnification (scale bar 1 μm) BF TEM image of the NW. We use this full-length

image to locate the position of the higher-magnification TEM images taken from the NW

bottom to the top and reported in figures 4.3(j) to (q), as indicated by the corresponding letters.

In particular, figures from 4.3(j) to (m), framed in green, are BF TEM images at the same

intermediate magnification (scale bars equal to 200 nm); figures from 4.3(n) to (q), framed in

blue, are HRTEM images (scale bar 10 nm). The insets in figure 4.3(n) to (q) are the diffraction

patterns (scale bar 4 nm−1) taken at the positions of the corresponding HR micrographs.

In figures 4.3(j) to (m) we observe brightness contrast as radial stripes along the NW. From

the HRTEM micrographs in figures 4.3(n) to (q) we recognize that this contrast stems from

twins in a ZB crystal. We find only one extended WZ segment at the very top of the NW

(figure 4.3(q)). As a general trend valid on few-μm-long NW segments, we quantify less than

20 twins/μm in the lower part of the NW and about 200 twins/μm in the upper NW, with

an abrupt increase above 7 μm (figure S2 in the Supporting Information). As an illustrative

case, figure 4.3(n) shows a 50-nm NW segment of pure ZB phase at the NW bottom. Moving

towards the NW top, more rotational twins are visible: first isolated, like in figure 4.3(o), then

with increasing density, like in figure 4.3(p). Such a trend in twin density has already been

reported for similar GaAs NWs [59]. Excluding the WZ region at the very top of the NW (figure
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4.3(q)), each twin-free segment in the rest of the NW follows the ZB atomic stacking. The

plane of a twin between two ZB segments results in a WZ-like atomic stacking [190, 122]. In

principle, an increase in twin density can be regarded as an increase in the insertion of WZ

planes along the NW. In the upper NW, the density of twins is high and the distance between

two defect interfaces can reduce to one lattice constant, that is, the thickness of the defect

itself [59]. We move now to the correlation between the QD occurrence and density with the

crystalline structure of the NW. CL provides indeed enough spatial resolution to count single

bright emitters along the NW. The number of bright QDs visible in the CL as a function of the

position along the NW is plotted in figure 4.4. On top of the graph we include a sketch of the

NW with an illustration of the twin density along the axis, as obtained by HRTEM. The data

are grouped in 1-μm steps to smoothen the curve and facilitate the reading. The error bars are

the standard deviations of the distributions of QD occurrence in each μm. We observe that

the lower part of the NW hosts about 20 QDs/μm. At positions between 7 and 10 μm about 40

QDs/μm are observed. We thus conclude that, also considering the QD density, the NW seems

to be split into two differentiated regions. These, in turn, correlate well with the two regions of

different density of twins.

Discussion In the following, we discuss the spatial correlation between (1) the increasing twin

density and increasing QD density and (2) the increasing twin density and decreasing QD

emission energy. First, we discard the presence of an average gradient in the NW composition

along its main axis. For this, we provide an analysis of the average chemical composition in

the shell by EDX STEM. The two black arrows in figure 4.3(i) indicate the position where we

acquired EDX STEM maps (figure S3 in the Supporting Information). Within the experimental

error, there is no difference of Al/Ga average concentration in the two positions, which would

affect the shell bandgap along the NW at the microscale [191]. Equally important, we do not

observe any variation in the NW diameter, which would hint to a gradient in the shell thickness

[96]. We consider two hypotheses: i) the ZB-WZ band alignment and ii) the anisotropic

deposition of different adatoms on the NW sidewalls. As already mentioned, a rotational twin

in ZB can be considered as a WZ plane [192]. Thus, we first address the modification of the

band alignment in the QD by the existence of WZ inclusions in a ZB structure, similarly to Ref.

[59]. In spite of some disagreement about the exact values, it is widely reported in the literature

that GaAs WZ and ZB have very similar band gaps at low temperature and a staggered band

alignment [60, 179, 59, 61, 192, 180, 181]. In particular, both the VB and CB edges are upshifted

in WZ, which favors the accumulation of holes in the WZ region and electrons in the ZB. When

electrons and holes radiatively recombine across the WZ-ZB interface, the emitted photon is

redshifted with respect to both the WZ and the ZB band gaps [59, 179, 60]. This transition is

sketched in the inset of the main graph of figure 4.5. We can consider a similar band alignment

in the AlGaAs shell, where twins are the epitaxial continuation of those of the core. The CL

data consist of excitation maps of the NW luminescence and the bright emitting stripes that

sometimes we observed across the whole NW diameter (see for example the region indicated

by the arrow in the CL map in figure 4.3(f)) can provide evidence of the presence of type-II

band alignment in the AlGaAs shell. Their alignment along the NW radial direction suggests a
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tight link with twins: the twin-induced staggered band alignment in AlGaAs (similar to the one

in GaAs) may account for the electron and hole localization at a ZB-WZ interface [179, 192].

Twins epitaxially propagate from the NW core to the shell [193, 53]. A QD is defined by a

nanoscale change in the composition of the AlGaAs matrix. Both pure ZB and twins can

propagate through the Ga-rich segregations that act as the observed QDs. Given the high

density of twins in the upper part of the NW, the occurrence of twins in the crystal structure of

a QD is highly probable in this NW region. An increase in the twin density has been correlated

with an increased probability of thicker WZ-like segments [59]. We have calculated the exciton

recombination energy for several configurations where an increasing amount of thicker WZ

segments is included in a QD. The thicknesses are consistent with the HRTEM observations.

The alignment of the VB (red) and CB (blue) of these mixed-phase QDs is sketched in figure

4.5 (the gray bands represent WZ) and overlapped to the calculated hole (red) and electron

(blue) density probabilities. We consider configurations ranging from pure ZB to pure WZ. We

have ordered them by energy of the exciton (decreasing from left to right). Each configuration

is numbered to help the reader to link it with the energies reported in the main graph in figure

4.5. The emission energy of the QD of pure ZB is taken as the reference zero (configuration #1).

We first observe that any inclusion of WZ in the QD results in a decrease of the exciton energy,

up to a maximum redshift of about 32 meV. In part, this depends on the fact that the WZ

bandgap that we used in our simulations is smaller than the ZB one by 23 meV [59]. Yet, this is

not the only contribution to the redshift of the exciton energy. This consideration is confirmed

by the fact that the pure-WZ QD (configuration #10) has not the most redshifted emission.

In addition, the only extended WZ segment experimentally observed at the NW top (figure

4.3q) is not correlated with a local redshift of the QD emission (figures 4.2 and 4.3). We rather

highlight that the staggered WZ-ZB band alignment plays a key role in the emission-energy

reduction [61, 59, 179, 60]. Such a band alignment localizes electrons and holes in ZB and WZ

segments, respectively, which favors their recombination across the ZB-WZ interface. Such a

spatially indirect transition is redshifted with respect to the direct recombination at the ZB and

WZ band gaps because of the VB and CB offsets. From the density probabilities in figure 4.5,

we qualitatively observe that the carrier localization is more evident in the WZ segments where

holes are confined. This is a direct consequence of the larger hole effective mass with respect

to electrons. Since the localization of electrons and holes in spatially separated segments is

the cause of the redshifted indirect recombination, we conclude the heavy holes take on the

main contribution of the emission redshift. We remark that the carrier localization in different

regions reduces the exciton binding energy. This results into a blueshift of the emission that is

revealed in our simulations (not shown). However, it is limited to 1 meV at most and is minor

if compared to the redshift due to the spatially indirect transitions.

Our simulations clearly point to the fact that a mixed phase can induce a large redshift of

the exciton recombination energy. Nevertheless, the occurrence of a mixed crystal phase

has not only an influence on the QD electronic bands. The formation of our QDs relies on

the segregation of Al/Ga [102] in a ternary alloy. It is accepted that this should depend on
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Figure 4.6 – Sketches of the side-view section of core-shell NWs. They illustrate in a cartoon style two scenarios
of twin-driven Al-Ga segregation in the NW shell. The core is in gray: darker regions represent twins. The AlGaAs
shell is depicted in light-blue: the darker the color, the larger the Al content. (a) Al depletion at the twin positions
due to surface roughening. (b) Al depletion at the twin positions driven by different preferential incorporation of
Al and Ga on the facets exposed by twin and pure ZB.

the nature of the NW core facets: (110), (112) as well as the polarity of the latter [98, 103].

Therefore, we have to consider that the crystal phase of the core can directly influence the QD

formation and composition, and, as a consequence, the QD occurrence and emission energy.

For instance, the facilitation of the QD formation at an early stage of the shell deposition

allows each QD cluster to grow larger and emit at lower energies [96]. We highlight that Ga-rich

clusters should grow to a diameter of at least 4 nm to contribute to the PL spectra [102]. An

evidence that the occurrence of twins may facilitate the QD formation is the increase of the

QD density in the upper part of the NW (figure 4.4), where the twins are significantly denser

(from about 7 μm to the top of the NW). Further support to the correlation between defects

and segregation comes from the recent observation that Al is preferentially incorporated on

the stacking faults and short ZB segments of WZ GaAs-AlGaAs core-shell NWs [62].

In the following, we elaborate on the twin-induced enhancement of the Al/Ga segregation and

propose two mechanisms. In a first case, we base our discussion on the fact that, for several

material combinations in core-shell NWs, the growth rates of the shell are reported to depend

on the core facets, as well as on the crystal phase and the presence of defects in the NW core

[164, 165, 166, 167, 54, 168, 169]. As a result, the shell morphology becomes rough, even in the

cases in which the underlying NW facets are originally flat [54]. In particular, the positions of

discontinuity in the growth rate correspond to the stacking defects [54, 165]. We adapt this

scenario to the ternary alloy in our GaAs-AlGaAs NWs. In figure 4.6(a) we sketch a side view of

a NW cross-section: the GaAs core is in gray, with the twins in a darker color; the shell is in

blue, with lighter shades corresponding to Al depletion. We depict the shell growth front as

irregular: in regularly twinned core-shell NWs with anisotropic shell growth rate, prominent

features as high as about 10 nm are observed on the shell surface [54]. A rough shell surface

has a variable curvature, which introduces local gradients in the surface chemical potential (μ).

We highlight that surface roughness at the atomic scale already defines an uneven μ profile

for the adatom diffusion. Therefore, a net flux of different adatoms forms according to the

Nernst-Einstein equation and because of the different diffusion lengths of the adatom species

involved in the growth (S4 in the Supporting Information) [101]. In the case of AlGaAs, Ga

has a longer diffusion length with respect to Al [100]. We expect that Ga concentrates where

the shell is concave because these are the positions where the surface curvature lowers μ. We
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illustrate this phenomenon in figure 4.6(a) by showing that Ga enriches the concavities formed

on top of the twins (white in the light-blue shell matrix).

We also propose a second mechanism of segregation enhancement in which we neglect

the roughening of the NW surface. We propose this scenario to highlight that other factors

can alter the NW surface energy. For instance, twins are expected to introduce a different

configuration of bonding sites at the surface [194, 195]; similarly, simulations and experiments

have shown that the surface energy of the GaAs NW sidewalls depends on the NW crystal phase

[180, 169, 196, 195]. Therefore, Al and Ga can be incorporated at a different rate in different

positions of flat NW facets according to the presence of twins and WZ or ZB segments. To

support this consideration, we remind that Al enrichment has been reported on the stacking

faults in WZ GaAs-AlGaAs NWs [62]. In the upper part of our NWs we observed high density

of twins in ZB. Therefore, in comparison with Ref. [62], we have the opposite phase and we

then assume that the formation of Ga-rich clusters is enhanced in the upper part of our NWs.

This, in turn, may promote the formation of QD-like emitters. In figure 4.6(b) we represent

the side-view section of a core-shell NW with the same color coding as in figure 4.6(a). In

agreement with our discussion, we depict a flat shell growth front and illustrate that the Al

depletion happens at the twin positions (lighter color in the shell).

It is often observed that the sidewalls of twinned NWs are composed of alternated {111}A-

and {111}B-type facets rather than the flat {110} type [194]. In our case, like in Ref. [62], our

measurements cannot prove that the NW facets become atomically rougher in presence of

twins and stacking faults. For simplicity, we neglected the surface roughness in the discussion

of the second mechanism of segregation enhancement. However, the real case is probably

a combination of the two mechanisms: the twins induce a roughening of the NW sidewalls,

but also have intrinsically a different surface energy with respect to the surrounding phase.

Overall, the twins facilitate the Al/Ga segregation.

Figure 4.6(b) also suggests an alternative explanation for the bright emission observed across

the whole NW diameter in the CL maps (exemplified by the one indicated by the white arrow

in figure 4.3(f)). We already proposed that the WZ-ZB type-II band alignment can propagate

into the shell and localize excitons along the NW longitudinal axis. Here, we also consider that

Ga-rich rings may form on top of a twinned core and radially grow with the shell. The lower

bandgap of Ga-rich rings can confine excitons according to a type-I band alignment. Similar

rings were predicted for the Sb segregation on ZB-WZ GaAs NWs [169], while Al-rich rings

have been observed in the shell of twinned WZ GaAs-AlGaAs NWs [62].

Conclusion In conclusion, we combined different experimental techniques at high spatial

resolution to demonstrate that QD-like Ga-rich clusters in the shell of GaAs-AlGaAs core-shell

NWs correlate in occurrence and emission energy with the NW crystal structure. With the

support of simulations, we concluded that the band alignment inside a twinned QD redshifts

the exciton recombination in agreement with PL and CL observations. We also discussed

the further impact of the NW crystal phase on the QD composition and formation during
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the MBE growth. Our results can apply to other NW systems, where a ternary alloy is grown

around a core and alloy segregation is observed [163]. The control of the crystal structure is

then crucial to optimize the optical properties of quantum wells (QWs) and QDs obtained

on the NW sidewalls [170], acting on their composition and band alignment. Defect-free NW

cores guarantee the highest homogeneity in the composition of a NW shell made of a ternary

alloy for, e.g., avoiding exciton localization in a shell QW [197]. Alternatively, by tuning the NW

nucleation and growth conditions, several examples in the literature show that it is possible

to engineer the insertion of WZ-ZB segments in the NW core [9, 177, 55, 164, 195, 198]. The

control of these segments translates into the control of the properties of the shell QDs reported

here by promoting their formation and tuning their emission energy. This is in agreement

with ref. [62], where segments of alternated crystal phase have been used to locally engineer

the shell composition.
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5 Redshifting mechanisms: oxide shell
as a static straining device

The goal of this thesis is to engineer the emission energy of NWQDs in resonance with the

absorption of a gas of Rb atoms. The target energy is the D2 transition of Rb, at 1.589 eV;

the natural distribution of the QD emission energies ranges between 1.6 eV and 1.9 eV [96].

A large tuning of the NWQD emission energy is required, approximately between few tens

to few hundreds of meV. Electric and magnetic fields are often used for tuning the emission

energy of single QDs [128, 129, 125, 127], but usually within an interval of several hundreds

of μeV. Preliminary measurements carried in Martino Poggio’s group at the University of

Basel also showed that a time-dependent Stark shift disturbs the static shift of the NWQD

emission energy. On the contrary, strain-tuning is convenient and particularly appealing

in NWs. It is common to reach large tuning slopes in the order of several tens of meV per

strain % [199, 200, 201]. Furthermore, NWs can sustain large strain before they undergo

plastic relaxation, which expands the achievable tuning range with respect to the bulk [6, 200].

Interestingly, the strong coupling between the shell QDs similar to those studied in this thesis

and the mechanical modes of the host NWs has been already demonstrated [118].

In the work reported in this chapter, static strain is used to redshift the NWQD emission

energy. A technologically simple device is chosen to apply strain: it consists of the conformal

deposition of a SiO2 coating on the NW surface by PECVD. This straining device has been

applied for the first time to NW and NWQDs by Bavinck et al. [202]. The dielectric envelope is

deposited on bottom-up InP NWs hosting an axial InAsP QD. The device is particularly efficient:

ref. [202] reports a redshift of the NWQD emission energy by more than 100 meV. At the same

time, no degradation of the optical properties of the embedded NWQDs is observed. Using

the same straining methods, a study on the core strain distribution in top-down core-shell

NWs followed few years later [201].

Nevertheless, the origin of the stress was still unclear. The work presented here elucidates on

this important aspect: only understanding the working principle of the straining device, one

can extend the device applications and control its functionalities. Several physical processes

generate stress when a thin film is deposited on a substrate and may be considered to explain

the presence of stress also in the SiO2-NW device. Some causes of stress originate from the
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Chapter 5. Redshifting mechanisms: oxide shell as a static straining device

difference of the mechanical properties between the materials that constitute the film and the

substrate. For instance, stress may arise from the difference in thermal expansion coefficient

(TEC) between the oxide and the substrate. A standard temperature for SiO2 PECVD is 300°C.

While cooling down to room or cryogenic temperatures, the NW and the oxide shrink at

a different rate. SiO2 has a smaller TEC [203, 204] than GaAs and AlGaAs [205, 206, 132].

Therefore the oxide is expected to apply tensile strain to the NW.

Other sources of stress directly depend on the stress state in the deposited film. This intrinsic

stress tightly depends on the microstructure of SiO2, that is controlled by the deposition

conditions, such as the deposition temperature. In the work reported hereafter, it is clarified

that stress related with TEC plays a minor role in the functioning of the NW straining device.

The major contribution to the applied stress is related with the intrinsic stress state of the

oxide. The mechanisms that induce intrinsic stress in thin films are discussed in section 5.1.

They mainly depend on the grain structure of the thin film.

In section 5.2, the experimental work is presented. PL and Raman spectroscopy show clear

evidence of the increasing strain in the NWs for an increasing thickness of the applied SiO2

coating. A maximum redshift of the QD emission-energy distributions of more than 100 meV

is achieved. Section 5.2 also reports the TEM analysis of the microstructure of the SiO2 coating.

This is directly controlled by the deposition temperature. By Raman spectroscopy, the oxide

microstructure is correlated with the strain in the NWs, which is found to clearly decrease

when the oxide is composed of large loosely-connected grains. This grain structure is obtained

by a deposition at lower temperature (100°C). On the contrary, a compact oxide is deposited

at 400°C, which enhances the strain. By polarization-resolved Raman spectroscopy, the work

provides the first experimental evidence of the significant anisotropy of applied strain: the

strain component parallel to the NW main axis is larger than the one in the perpendicular

direction. The strain anisotropy was predicted theoretically [201], but not demonstrated

experimentally. In the work here presented, the structural study of the coating provides an

explanation of the pronounced strain anisotropy: the SiO2 grains are visibly elongated in

the direction of impingement of the atoms, in a direction that agrees with the main axis of

application of stress. The anisotropy of the applied strain may be exploited to act on the shape

and FFS of a NWQD [207].

5.1 Intrinsic stress in thin films

In the experimental work presented in this chapter, SiO2 is deposited on core-shell GaAs-

AlGaAs NWs by PECVD. The oxide is composed by grains oriented in the direction of the

impinging atoms. Figure 5.1a reports a sketch of the mechanism of formation of grains in

a thin film. The deposition material first gathers into clusters that grow with the supply

of impinging atoms; consequently, the clusters increase in size, coalesce and form grain

boundaries. With low-diffusivity materials, the structure initially formed is immobile: the

further material deposition mainly results into the epitaxial growth on the lower clusters
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Figure 5.1 – a) Sketch of the formation of grains in a polycrystalline film. b) Schematic stress-vs-thickness curve;
the sketches indicate the mechanisms responsible for the observed stress.

and the formation of grains elongated in the direction of impingement of the atoms. For

the same material, an increase of the substrate temperature increases the atom diffusivity,

which, in turn, enlarges the initial grain size. By further material supply, the gaps between the

clusters are filled in a continuous film. The interaction among the grains is responsible for the

generation of stress in the deposited film.

In a typical setup for the measurement of stress in thin films, a thin slab of known mechanical

properties acts as a deposition substrate and is monitored during the film growth. Because

of stress, the film-substrate system bends. From the measurement of the curvature of the

bent structure, one can unambiguously derive the stress in the film. Figure 5.1b reports the

stress curve in a thin film as a function of the film thickness: the stress is initially slightly

compressive, becomes tensile for thicker films and compressive again upon further deposition

of material, asymptotically reaching a negative constant value. This trend is valid for a wide

range of materials, in spite of small differences in the details [208, 209].

The appearance of compressive stress at an initial deposition stage is ascribed to the smaller

lattice spacing in a nanocrystal with respect to the bulk: this would generate interface com-

pressive stress that is applied to the substrate [209]. The onset of tensile stress in thicker films

is markedly more relevant. The compressive stress in the film reverses when the clusters

become large enough to be in contact with each other (first sketch in figure 5.1b). In order to

reduce the energy related with the surface area of the clusters, adjacent islands may elastically

deform to close the gaps that separate them: part of the surface energy is converted into elastic

energy. A simple analytical framework is to imagine regularly spaced clusters that stretch to

bridge the gaps among them and form a continuous and stressed film. In the second sketch

in figure 5.1b, the deformation of two crystallites with respect to the initial shape (dashed

profiles) reduces the gap in between them and generates tensile stress in the interior. In thicker

films, the transition from tensile to compressive strain is indicative that, beyond the simple

relaxation of the previously accumulated tensile stress, the generation of compressive stress

starts again. Compressive strain may arise from the supply of further atoms that fill in the grain

boundaries of the film: although the lack of complete understanding on the driving forces for

the incorporation of excess atoms, their presence may account for the onset of compressive
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stress in thick films. A sketch of the incorporation of excess surface atoms is presented in

figure 5.1b.

Some aspects of the origin of stress in thin films are still unclear. Nevertheless, it is widely

shown that thin films comprise a conspicuous amount of intrinsic stress. This characteristic

is exploited in the work presented in this chapter to fabricate a simple straining device and

apply large tensile strain (up to about 1.6%) to the NWs and embedded NWQDs.

5.2 Anisotropic-strain-induced bandgap engineering in nanowire-

based quantum dots

Luca Francaviglia, Andrea Giunto, Wonjong Kim, Pablo Romero-Gomez, Jelena Vukajlovic-

Plestina, Martin Friedl, Heidi Potts, Lucas Güniat, Gözde Tütüncüoglu and Anna Fontcuberta i

Morral.

Laboratoire des Matériaux Semiconducteurs, Institut des Matériaux, École Polytechnique Fédérale de

Lausanne, 1015 Lausanne, Switzerland.

Reproduced with permission from L. Francaviglia et al., Anisotropic-strain-induced bandgap

engineering in nanowire-based quantum dots, Nano Letters, 18(4), 2393 - 2401 (2018) - https:

//pubs.acs.org/doi/abs/10.1021/acs.nanolett.7b05402 ©American Chemical Society. Further

permission requests related to this material should be directed to ACS. With unchanged

content, the layout and the bibliography of this article are integrated with the rest of this

thesis.

For the work reported here, I performed the Raman, TEM and STEM EDX measurements and

part of the PL measurements and PECVDs. I analyzed the Raman, TEM and STEM EDX data

and contributed to the analysis of the PL spectra. I modelled the strain and wrote a draft of the

manuscript.

Abstract

Tuning light emission in bulk and quantum structures by strain constitutes a complementary

method to engineer functional properties of semiconductors. Here, we demonstrate the tuning

of light emission of GaAs nanowires and their quantum dots up to 115 meV by applying strain

through an oxide envelope. We prove that the strain is highly anisotropic and clearly results in a

component along the NW longitudinal axis, showing good agreement with the equations of uni-

axial stress. We further demonstrate that the strain strongly depends on the oxide thickness, the

oxide intrinsic strain, and the oxide microstructure. We also show that ensemble measurements

are fully consistent with characterizations at the single-NW level, further elucidating the general

character of the findings. This work provides the basic elements for strain-induced bandgap

engineering and opens new avenues in applications where a band-edge shift is necessary.

Semiconductor nanowires (NWs) are very versatile building blocks for optoelectronic devices.

As an example, NWs can host material or phase combinations otherwise difficult to obtain
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Figure 5.2 – (a) Sketch of the NW on growth substrate, uncoated (left) and coated by SiO2 (right). The cross
sections above show the QDs in the shell of the NW [14, 95]. (b) TEM X-ray energy-dispersive-spectroscopy (EDX)
map of the top of a GaAs-AlGaAs NW coated with SiO2. (c) Low-magnification TEM micrograph of a NW coated
with SiO2 deposited at 300°C. (d) Low-magnification TEM micrograph of a NW coated with SiO2 deposited at
100°C.(e)-(f) SEM images at 20° tilting of the same NWs in an array, respectively before and after the coating with
180 nm of SiO2. Scale bars: (b) 100 nm, (c)-(f) 2μm.

in the bulk or in thin films [210, 164]. In this way, a plethora of heterostructures including

quantum dots (QDs) can be obtained within NWs. The optical performance of the embedded

QDs benefits from the tailored shape and size of a NW, e.g. by an enhanced photon extraction

[211, 35, 17, 212] or detection [105, 213] and the potential for an efficient electrical excitation

[34]. Several research groups have tried to tune the emission energy of QDs for different

purposes. Tuning energy levels involves tuning the absorption/emission which may be used

for sensing, for the storage of information, as well as to facilitate the coupling to cavity modes

[214, 215, 216, 146]. Strain has shown to be a valuable approach to largely and reversibly tune

the emission of QDs [217]. The particular structure and mechanical properties of NWs provide

an extended elastic regime in which strain can be applied [6, 118, 7, 200]. The approaches

used to apply strain to NW structures include a flexural tensile set-up, the use of nanowires as

cantilevers, the application of surface acoustic waves, and the deposition of an oxide envelope

[7, 200, 118, 218, 202, 201]. So far, the latest approach has produced the largest tuning of the

emission energy, but the origin of the shift is not clear yet.

Here, we report on a NW-oxide system with QDs embedded in the shell of core-shell GaAs-

AlGaAs NWs [14, 95]. We provide the first experimental evidence for the presence of strain

independently from the redshift of the semiconductor bandgap. To do so, we use non-resonant

Raman spectroscopy. We also provide experimental support to the fact that the applied strain

mainly results in a uniaxial component along the main axis of the NW, in agreement with

previous simulations [202, 201]. We univocally correlate the strain and the redshift on large

and variable ensembles of NWs and QDs and at the single nanowire level, in order to prove the

reliability and reproducibility of the chosen technique. We provide understanding on the role

of the microstructure and deposition temperature of the oxide. This last result, together with

the reproducibility of the straining method, opens the possibility to engineer the bandgap

and the surface properties of NWs and QDs in NWs. The combination of the two degrees of

freedom and the application of different materials suggests the potential of this technique
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in photo-electrochemical or optoelectronic applications where a bandgap modulation and

surface protection by an oxide is needed.

The NW-oxide straining system We start by explaining how to perform strain engineering in

NWs and core-shell QDs by applying an external amorphous shell. Figure 5.2a depicts the

schematics of the experiment and the system studied. We can grow NWs both in a self-ordered

way [5, 96] and in patterned arrays [47]. In both cases we grow the NWs on silicon to ensure

there is no light emission from the substrate. We begin with a GaAs NW obtained by the

Ga-assisted method [43, 219, 47] and then follow up with the growth of an AlGaAs shell that

intrinsically contains self-assembled QDs [14, 95]. The QD emission is then tuned by applying

a static straining device (Figure 5.2a), which is a layer of silicon dioxide obtained by plasma

enhanced chemical vapor deposition (PECVD). Figure 5.2b corresponds to the chemical

analysis of the III-V/oxide NW-coating structure, indicating a sharp interface between the

semiconductor and the oxide.

Figure 5.2c and d correspond to typical transmission electron microscopy (TEM) micrographs

of NWs respectively coated with SiO2 at 300°C (Figure 5.2c) and 100°C (Figure 5.2d) as a sub-

strate temperature. One observes that PECVD is highly conformal and the oxide layer follows

the geometry of the NW (more details in Supporting Information). However, a microstruc-

ture formed by longitudinal grains is visible in Figure 5.2d and pronounced tapering is also

observed in Figure 5.2c: the oxide thickness gradually decreases from the top to the base

of the NW. This gradient is due to both electric-field enhancement at the NW tip and the

mutual shadowing of the precursors by neighbor NWs during the deposition. The thicker

the nominal oxide thickness is, the more important the tapering becomes. For this reason,

we have calibrated the real-vs-nominal oxide thickness along the NW length (more details in

Supporting Information). In the following, we will refer to the SiO2 thickness as the average

value measured at the top of the NWs, unless differently specified. The arrows in Figure 5.2c

indicate what we consider as the NW top. We could recognize and address the single NWs

before and after the oxide deposition when core-shell GaAs-AlGaAs NWs [14] were grown

on site-selected positions on a silicon substrate [47]. Figures 5.2e-f show scanning electron

microscopy (SEM) micrographs, from exactly the same NWs at the corner of an array, before

and after the deposition of 180 nm of oxide. It is interesting to notice that the tapering is

absent in the array NWs, as demonstrated by the one in Figure 5.2d. This is most probably due

to the fact that the length of these NWs is shorter (4 μm) than in the case of the self-assembled

NWs (10 μm), like the one shown in Figure 5.2c. For a given inter-NW distance, a smaller NW

length causes less mutual shadowing and the resulting tapering is reduced or even eliminated.

We characterized the light emission from the QDs by micro-photoluminescence (μ-PL) spec-

troscopy performed on each individual NW, while we studied the oxide-induced strain by

means of Raman spectroscopy. Unless differently stated, both PL and Raman spectra were

always taken at the same top position indicated in Figure 5.2c in order to discard any spread

in the results related to the variation of the oxide thickness along the NW axis. This choice

equally allows to discard any variations of the QD emission energy along the NW axis [96].
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Impact of strain on NWs and QDs First, we elucidate the controlled strain by Raman spec-

troscopy. In particular, we demonstrate that the SiO2 provides a tensile strain along the NW
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Figure 5.3 – From top to bottom: optical measurements
on single NWs respectively uncoated (a, b), coated with 180
nm of SiO2 (c, d) and with additional 180 nm of SiO2 (e, f),
as represented in the sketches in the right corners of (b, d,
f). (a, c, e) Micro-Raman at 12 K of single NWs. The peaks
are fitted by Lorentzian curves. Color-coding legend in (e).
The pentagon in (a) labels the 2nd -order Raman scattering
of the Si substrate. The dashed vertical line corresponds
to the position of the GaAs TO peak in the uncoated NW
as a reference. (b, d, f) μ-PL spectra at 4.2 K of exactly the
same array NW. The dashed vertical lines correspond to the
emission from the core and the QD line 3 in the uncoated NW.
Raman (g) and PL (h) spectra of the very same vertical array
NW before and after SiO2 coating. The star in (g) indicates
the GaAs LO mode. The color coding is the same as in (e).
The dashed vertical line corresponds to the GaAs TO mode
in the uncoated NW (g). Four QD PL lines are labelled in (h).

direction. It is well known that an ap-

plied stress field results in a change of the

phonon energies of an (Al)GaAs crystal,

which can be assessed by Raman spec-

troscopy [220, 158, 159, 7, 200]. The Ra-

man measurements shown in Figure 5.3a,

c and e were performed at 12 K, on NWs

transferred on a Si substrate in the same

backscattering configuration as in ref. [7].

We consider the Lorentzian fit of the peaks

in the spectrum of the uncoated NW as a

reference. The spectra are composed of

two groups of peaks. At high wavenum-

bers we find the AlAs-like peaks from the

AlGaAs shell (TO 359.5 ± 0.3 cm−1 and LO

376.7 ± 0.2 cm−1). At lower wavenumbers,

we find the GaAs TO mode at 266.4±0.1

cm−1 [158] and the GaAs-like modes from

the AlGaAs-shell (TO 260.3± 0.5 cm−1 and

LO 277.9 ± 0.1 cm−1) [157, 221]. The GaAs

LO mode is not present, due to the selec-

tion rules [158, 157]. The position of the

AlAs and GaAs-like LO modes of 5 NWs is

consistent with an average Al composition

of 29±8% [132].

All the Raman modes downshift upon

both the oxide depositions shown in Fig-

ure 5.3a. In particular, the GaAs TO mode

downshifts by 2.31 ± 0.21 cm−1 after the

deposition of 180 nm of SiO2 and by 4.41

± 0.14 cm−1 after the deposition of 360

nm of SiO2. This trend follows a linear

correlation between downshift and oxide

thickness. We thus deduce that the oxide

has a clear impact on the strain and that it

can be assessed by Raman spectroscopy.

Previous works suggested that the oxide

provides anisotropic response along the

longitudinal axis of the NW, even under
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the assumption of isotropic properties of the oxide [202, 201]. Here, we provide additional

arguments of why the strain should be uniaxial. The TEM micrograph of the NW coated with

SiO2 shown in Figure 5.2d provides some insight. The micrograph clearly shows a granular

structure, with oriented grains tilted towards the NW axis. The TEM micrographs of all the NWs

show this feature, even when the grains are less pronounced. We believe that this structure

results from the impingement direction of atoms and ions during the oxide deposition (Figure

5.2d and more details in Supporting Information). Similar structures have been observed

before on NWs coated with permalloy by sputtering [222]. Given this structural anisotropy of

the oxide shell, we deduce that the exerted strain is probably anisotropic, as well. In particular,

a net longitudinal contribution should be considered along the NW growth axis.

We proceed now with the quantification of the strain by evaluating the Raman shifts. For this

we use the model from ref. [7]. In this work, Signorello et al. applied a controlled uniaxial

stress along the longitudinal axis of GaAs NWs, which corresponds to the (111) direction of the

zinc-blende (ZB) crystal. This direction is the same as in our case. Eq. 5.1 relates the shift of

the GaAs TO mode (ΔωT O) with the strain along the NW longitudinal axis (εzz ):

εzz = ΔωT O

ωT O

1

[−3γT H + r ′
T (1−H)]

with H = 1−2ν

3
(5.1)

ωT O is the relaxed phonon frequency in cm−1 for the GaAs TO mode, γT = 1.35 and r ′
T =−0.88

are respectively the hydrostatic and deviatoric mode Grüneisen parameters [7] and ν= 0.16

is the Poisson ratio for GaAs (111). We use the same Grüneisen parameters as for bulk GaAs

because a minor difference was reported [7, 159], while we utilize the Poisson ratio found for

GaAs NWs in the (111) direction [7]. We use the same parameters for all temperatures, as no

substantial difference has been reported for measurements at lower temperatures [7]. The

shift of the GaAs TO mode is consistent with a tensile strain of 0.54±0.06% and 1.04±0.08%

upon, respectively, the first and second deposition of 180 nm and 360 nm of SiO2. Given

the brittle behavior of GaAs at low temperature, it is remarkable that the NWs do not break

under such a high strain [223]. Probably, the high surface-to-volume ratio and the absence

of bulk and surface defects increase the fracture stress in the NWs [6]. Further support to

the calculation of strain by means of Equation 5.1 will be provided in the following by the

measurements on NW ensembles.

We address now the impact of strain on the optical properties of the NWs and QDs. Figures

5.3b, d anf f report the μ-PL spectra performed exactly on the same NW upon successive

coatings with SiO2. The top spectrum (Figure 5.3b) corresponds to the NW-QD structure

before any oxide deposition. The two spectra below (Figures 5.3d and f) were taken after

depositions of 180 nm each time, for comparison with the same oxide thickness as in the

Raman spectra in Figures 5.3a, c and e. The PL spectra were acquired at 4.2 K, with the laser

incident on the top of vertical NWs.

In each μ-PL spectrum, we distinguish emission of two different origins. The broader emission

around 1.5 eV corresponds to the free exciton emission from the GaAs NW core. It mainly
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originates from GaAs in the ZB phase. In the top spectrum of the uncoated NW, the peak

exhibits a small shoulder at lower energies, which may be due to the presence of few crystal

twins and few wurtzite (WZ) segments. The intensity modulation is attributed to Fabry-Perot

resonances [224] and it is particularly visible in the samples coated with SiO2. The emission

clearly redshifts for an increasing oxide thickness. We have fitted the peaks with a Gaussian

curve to assess the energy shift upon SiO2 deposition. In particular, we fitted the two peaks

in the PL of the uncoated NW with two Gaussian curves, while in the other PL spectra the

Gaussian curves fit the maxima of the Fabry-Perot resonances. The first deposition results in a

redshift of about 68 meV, while the second deposition brings an additional redshift of about 9

meV. One should note that the second deposition results in the oxide completely filling the

space between the NWs. We think that this changes the straining conditions with respect to

the case in which the single NWs are enveloped by independent oxide shells. In turn, we think

that this can explain the smaller redshift of the core emission after the second deposition.

The group of narrow lines at higher energy in the spectra in Figure 5.3b, d and e originates

from the QD emission in the NW AlGaAs shell. Due to the excitation depth of the laser we

excite several QDs simultaneously [14, 95]. One advantage of measuring the same single NW

is that we can follow the evolution of individual emission lines. Some illustrative peaks at

different energies are labelled as 1, 2, 3, 4 and 5. Also in this case a redshift is qualitatively

visible. As quantitative examples, the peak fits of the lines 1, 2, 3, 4 and 5 all give a redshift

between about 60 and 73 meV upon the first deposition. The second deposition brings an

additional redshift between about 7 and 21 meV. There is no apparent correlation between

the redshift and the initial QD emission energy. On the contrary, both the core and all the

measured QD lines, redshift more after the first deposition. As already mentioned, the second

deposition is less effective probably because the oxide completely fills the space between the

NWs.

Interestingly, we notice an overall increase in both the Raman and PL intensity after coating

the NWs, which is already visible in the spectra in Figures 5.3a to f. (more details in Supporting

Information). We believe that this positive effect depends on the smoother transition in

refractive index between the vacuum and the NW in presence of SiO2 [225].

Figures 5.3a to f show the cumulative effect of the SiO2 deposition on the Raman and PL

spectra of the NWs. In order to corroborate the link between the Raman downshift and the

PL redshift, Figures 5.3g and h correspond to the same vertical NW. We acquired Raman and

PL spectra at the same temperature (12 K) before and after the deposition of 110 nm of SiO2.

We observe that the GaAs TO peak downshifts by slightly more than 1 cm−1 and the GaAs LO

by about 0.6 cm−1; the PL emission of QD 3 in Figure 5.3h redshifts by 23 meV and the core

PL by about 37 meV. The PL redshift is in reasonable agreement with the Raman downshift

measured on the same NW. As expected for 110 nm of SiO2, these shifts are lower than those

obtained for 180 nm of SiO2 and shown in Figures 5.3c and d. No relevant difference is present

between the PL spectra acquired at 4 K (Figure 5.3b, d, f) and those acquired at 12 K (Figure

5.3g, h).
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Figure 5.4 – (a) Average GaAs TO (red circles) and AlAs-like TO (blue triangles) Raman shift of horizontal NWs at
12 K vs oxide thickness. All the error bars are the standard deviations of the distributions. (b) QD emission energy
acquired by PL on ensembles of horizontal NWs at 4.2 K vs oxide thickness. The horizontal error bars are the
standard deviations of the oxide thickness distributions. Average of the emission energy of the QDs (green circles)
and GaAs core (black triangles) distributions with the standard deviation as a vertical error bar. The open black
circles in a and b are the values of the corresponding quantities derived from the single-NW spectra in Figures 5.3a
and b. (c) Average QD (green circles) and core (black triangles) PL redshift vs strain. The dashed green and black
lines are a linear fit of, respectively, the QD and the core PL redshift. The dash-dotted red line corresponds to the
theoretical redshift of the heavy-hole bandgap recombination in GaAs NWs [7].

Nature of strain In order to provide more precise evidence of the nature of strain we turn

to the systematic study of larger ensembles of NWs. Measurements on large NW ensembles

provide a statistically robust support to the results obtained on single NWs and confirm the

reproducibility of the results. For this, the NW structures were grown in a self-organized

manner on the Si substrates as in Ref. [5, 95, 96]. A large-area sample was divided into nine

pieces. Each piece underwent the deposition of a SiO2 coating of different thickness, excluding

one kept as an uncoated reference. The oxide thickness ranged between 75 nm and 527 nm,

as characterized by TEM. For these Raman and PL measurements on large ensembles, we

dispersed the NWs onto silicon substrates.

We chose 5 NWs for each oxide thickness to perform Raman measurements at 12 K. Figure 5.4a

shows the average peak position of two TO modes as a function of the thickness of the oxide in

each subsample. The peak position was derived from Lorentzian fits, like in Figure 5.3a (more

details in Supporting Information). The error bars represent the standard deviations. Here, we

show only the evolution of the GaAs TO and AlAs-like TO modes for clarity. The GaAs TO mode

is independent from the percentage of Al in the shell. Similarly, the AlAs-like TO mode has an

almost flat dependence on the Al content in the AlGaAs alloy [132]. Therefore, we expect that

the peak position of these modes depends only on the strain in the NW and we use the GaAs

TO mode as a gauge of the applied strain. Figure 5.4a shows that the Raman peaks downshift

for increasing oxide thickness in a linear way. The Raman downshift confirms the increase

in tensile stress applied by an increasing thickness of the oxide, which, in turn, redshifts the
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PL emission energy. We notice a broadening of the vertical error bar in the graph of Figure

5.4a. This broadening is a consequence of the larger variability in the oxide properties for

thicker depositions, like local changes in thickness and density. Indeed, it actually highlights

the large impact of the oxide shell against minor variations in the properties of the oxide and

the NW. Considering the average GaAs TO peak, we measure a maximum downshift of 6.45 ±
2.22 cm−1 between the uncoated NWs and those coated with the thickest oxide (measured

thickness of 527 nm on average).

We performed μ-PL measurements at 4.2 K on 25 NWs from the same ensembles prepared

for Raman spectroscopy. Figure 5.4b shows the average emission energy of the NW GaAs

core and shell QDs as a function of the measured oxide thickness. The error bars are the

standard deviations of the emission distributions. Both the QD and the core PL redshifts are

clearly visible and maximized by the second-to-last deposition with respect to the uncoated

NWs (measured oxide thickness of 365 nm). The average QD position shifts by ∼ 115 meV,

while the GaAs core by only ∼ 94 meV. The shifts are significantly larger than the dispersion

given by the error bars. Both the horizontal and vertical error bars in Figure 5.4b increase for

thicker oxides. This observation reflects the increase in the variability of the oxide properties

in thicker depositions. Yet, the overall trend of the graph is clear, and it supports the fact

that the applied strain is large enough to overcome minor variations in the properties of the

oxide and the NWQDs [226, 227, 228]. Theoretical predictions and experiments show that the

pressure coefficient of AlGaAs at the Γ point increases with the Al content in the composition

range of our interest [132, 229]. As a consequence, one can deduce that, for a given strain, the

AlGaAs bandgap redshifts more than the one of pure GaAs. This fact can account at least in

part for the difference in the overall redshift of the core and the QDs, which is visible in Figure

5.4b. Moreover, one should take into account that, in the case of the QDs, strain does not only

redshift the AlGaAs band gap in which the QD potential well is set. Strain can also decrease

the confinement by changing the QD shape and decreasing the QD potential barrier. This

second consideration is supported by the aforementioned increase in pressure coefficient in

presence of Al [132, 229]. The QD barriers redshift more than the Al-poor QD well. Therefore

the confinement on the excitons trapped in the QDs is smaller, which provides an additional

redshift.

It is also interesting to focus on the onset of the PL redshift of the QDs and the core. The core

PL shows a first slope that seems to get steeper after the first two depositions. According to

Ref. [7], uniaxial stress along [111] lifts the GaAs crystal symmetry and light- and heavy-hole

bands split; in particular, the heavy-hole band redshifts more than the light-hole one. Under

small strain, the two bands are still close enough in energy to contribute to the PL emission

[7]. Under larger strain, only the heavy holes contribute. This transition may be visible as

the initial change in slope in the core redshift in Figure 5.4b. On the contrary, because of

confinement, we can assume that QDs only emit by recombination of electron and heavy-hole

excitons, that is with a unique slope.

We turn now to the validation of the strain as mostly uniaxial. For each oxide thickness of the
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NW ensembles, we calculate the corresponding average strain from the shift of the Raman

peaks. Eq. 5.1 is valid for the GaAs TO mode.

In Figure 5.4c we plot the redshift of the median of the QD and core PL as a function of the

corresponding strain. We use eq. 5.1 to calculate the strain from the Raman GaAs TO shifts in

Figure 5.4a. In Ref. [201], the nature and value of the strain is uniform along the NW radial

direction. In our case, the data do not seem to indicate otherwise. Therefore, we assume

that the strain calculated from the downshift of the GaAs TO peaks corresponds to the strain

applied to the QDs as well as to the core. We can calculate a linear fit of the redshift as a

function of the strain (the dash-dotted green and black lines in Figure 5.4c respectively for

the QDs and the core). We obtain that the QD PL shifts by 90 meV/%, while the core by 63

meV/%. The QD redshift is consistent with those already reported for a very similar NW-oxide

system [201]. It also agrees with theoretical calculations [7] and with the value found in Ref.

[7], by experiments with a straining system that guarantees the uniaxial nature of the applied

stress. Our QD redshift is slightly more pronounced than the experimental one for GaAs [7].

This difference may further support our previous considerations on the loss of confinement

in strained QDs and on the increase in pressure coefficient in the AlGaAs matrix [132, 229].

Calculations only based on hydrostatic stress [159] lead to inconsistently larger slopes. This

comparison discards purely hydrostatic strain in our case and, together with the agreement

with the work of Signorello et al., further validates the conclusion that, effectively, also in our

system the stress is mainly applied as a component along the NW longitudinal axis.

On the other hand, the core PL redshifts less than the theoretical expected value (red dash-

dotted line in Figure 5.4c). We mainly ascribe this discrepancy to the large influence (more

details in the Supporting Information) that few twins and WZ segments have on the PL emis-

sion energy [59]. In particular, they are responsible for uncontrolled shifts of the PL emission

energy from the NW core. Together with the PL shift that may be induced by surface charges

trapped at the NW-oxide interface during PECVD, we prefer to rely on Raman spectroscopy to

estimate the applied strain.

We provide now further support to the highly anisotropic nature of the strain by polarization-

dependent Raman measurements. In Figures 5.5a and b we respectively show the Raman

spectra of an uncoated and a coated NW lying horizontally. We excite the NWs with light

linearly polarized along the longitudinal NW axis and alternatively collect the scattered light

with a linear-polarization filter aligned parallel or perpendicular to this axis, as sketched in

each panel in Figures 5.5a and b. With this method it is possible to distinguish the different

contributions of the two GaAs TO modes, because their degeneracy is lifted under anisotropic

stress. The two modes are usually named TOS and TOD [230, 231], respectively detected for

scattered light with parallel and perpendicular polarization with respect to the NW axis [7].

No splitting is observed between the two configurations for the uncoated NW in Figure 5.5a.

In the case of the coated NWs, the spectrum collected in the perpendicular configuration is

clearly shifted with respect to the one collected in the parallel configuration (Figure 5.5b):

the GaAs TO mode in the parallel configuration is at 260.6 cm−1, while it is at 264.4 cm−1
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under perpendicular collection. The difference (3.8 cm−1) indicates a smaller strain in the

perpendicular direction. One can therefore state that the applied stress is highly anisotropic

and it is mainly applied as uniaxial tension in the direction parallel to the NW longitudinal

axis (see the Supporting Information for more measurements).
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Figure 5.5 – (a) - (b) Polarization-dependent Raman spec-
tra of uncoated (a) and coated (b) horizontal NWs at 12 K.
In each panel, the upper curve (red) corresponds to a spec-
trum taken with both collection and excitation with linear
polarization parallel to the NW longitudinal axis, while in the
lower curve (black) only the excitation polarization is parallel
to the NW longitudinal axis and the collection is perpendic-
ular. The vertical dashed lines correspond to the position
of the TO peak in the case of parallel collection. (c) Average
full width at half maximum (FWHM) of the GaAs TO mode in
the Raman spectra taken at 12 K on horizontal NWs vs oxide
thickness. The linear polarization of these spectra was not se-
lected. The sketch shows that the mode linewidth broadens
as a consequence of the convolution of the two peaks re-
vealed by polarization-dependent Raman spectroscopy. (d)
Average Raman shift with respect to the uncoated NWs for
all the modes at 12 K vs oxide thickness. The color coding
follows the one introduced in Figure 5.3e. The Raman shift of
each mode is referred to those of the uncoated NWs as zero.

The TO splitting is manifested as broad-

ening in non-polarized Raman spectra.

The GaAs TO peak is thus the convolu-

tion of the two contributions. The split-

ting, and thus the full width at half maxi-

mum (FWHM) of the convoluted spectra,

increases with increasing strain. In Fig-

ure 5.5c, we plot the average FWHM of

the GaAs TO modes from non-polarized

Raman spectra at 12 K as a function of

the sample oxide thickness. The linewidth

broadens with the oxide thickness, in

agreement with an increase in anisotropy.

In Figure 5.5d, we plot the Raman shift of

all modes from spectra acquired at 12 K

on horizontal NWs. We use the position of

the modes in the uncoated NWs as zero,

in order to compare the downshift of the

different modes in the same plot. As ex-

pected, one can observe that in the thick-

est depositions, the downshift of the LO

modes is less and less pronounced with

respect to the one of the TO modes.

In Ref. [7], the authors estimate the Pois-

son ratio for GaAs NWs, under the as-

sumption that the deformation potentials

are the same as in the bulk. They report a

slightly smaller value for NWs (0.16±0.04)

with respect to the bulk (0.186), although

their result is affected by a large experi-

mental error. We use the results from the

polarization-dependent Raman spectra to deduce the Poisson ratio of GaAs and analyze if it

changes with the envelope-induced strain or the nanoscale size of the NWs. We obtain an

average value of ν = 0.19±0.02, which highlights no major differences with the bulk (more

details on the derivation in the Supporting Information).
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Figure 5.6 – (a) - (d) From left to right: SEM images of GaAs array NWs respectively coated with SiO2 at 100°C,
300°C and 400°C and TiO2 at 300°C. Scale bars are 500 nm. (e) - (h) Raman spectra of the NWs from (a) to (d) in the
same order. Black: uncoated NWs. Red: coated NWs. The dashed curves are Lorentzian fits. The TO, LO, EH

2 [158]
and surface optical (SO) [232] modes are labelled. The dashed vertical lines in blue correspond to the TO GaAs
mode of the uncoated NWs. In blue in the upper left of each plot is the shift of the Raman TO upon coating.

Importance of oxide nature At the origin of strain, the literature [209] typically distinguishes

between intrinsic and extrinsic contributions. Among several cases, the first category includes

the structure of the deposited film, while a typical example of the second category is the

thermal strain that results from the difference between the thermal expansion coefficient

(TEC) of the oxide and the NW.

We now provide considerations on the structure of the oxide and its correlation with strain. In

Figure 5.6, we present the data about four different depositions as illustrative examples out of

ten NWs for each case. In particular, Figures 5.6a-c show SEM images of array NWs of purely

GaAs coated with SiO2 at different substrate temperatures during the PECVD: 100°C in Figure

5.6a, 300°C in Figure 5.6b and 400°C in Figure 5.6c. By increasing the substrate temperature,

the surface morphology of the SiO2 becomes smoother; as expected [209], the grain structure

is less pronounced and the size of the grains decreases. The TEM micrographs in Figure 5.2c

and d of, respectively, a NW coated at 300°C and 100°C, confirm this observation. Figures

5.6e-h report the Raman spectra of the corresponding vertical NWs in Figures 5.6a-d. For

each case we acquired the Raman spectra at room temperature (RT) before and after the SiO2

PECVD. In this scattering configuration, both the GaAs TO and LO are allowed. In addition, a

surface optical (SO) mode appears [233, 234, 235, 232] and splits after the SiO2 deposition. In

general, the SO mode shifts because of a change in the dielectric constant at the NW surface

[233, 234, 235, 232]. Once coated, in our NWs both the strain and the change in dielectric

constant control the SO position. However, there is a unique and continuous NW-oxide

interface. Therefore, there is also a unique dielectric constant at the NW surface after coating

and the SO split may rather depend on the anisotropic nature of the applied strain. Moving to
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the analysis of the TO and LO modes, we observe that they all downshift in all the three SiO2

depositions. We report the downshifts of the TO modes in blue in the graphs. The downshifts

increase from left (+0.7 cm−1 in Figure 5.6e) to right (+4.1 cm−1 in Figure 5.6g). Therefore the

tensile strain increases together with the deposition temperature. The downshifts are coherent

for all the ten NWs measured in each sample, except for the deposition at 100°C. In this case,

we observed fluctuations and even upshifts of the Raman modes. We highlight that this effect

is not related with the oxide thickness. On purpose, the SiO2 thickness of the depositions at

300°C and 400°C are both about 300 nm and the corresponding Raman shifts similar. The

deposition at 100°C shows the smallest shift in spite of a larger oxide thickness of about 480

nm.

The evolution of the tensile strain with the SiO2 structure indicates a correlation between

the two. In particular, the stiffness of the SiO2 deposited at lower temperature reduces. As

one can infer from the low-density gaps between two grains in Figure 5.2d, the large grains

obtained at lower temperature are loosely connected to each other. In this case, the oxide is

easily damaged, for instance during the transfer of the NWs on TEM grids (more details in the

Supporting Information). On the contrary, the SiO2 deposited at higher temperatures is more

robust. In other words, the SiO2 deposited at 100°C lacks the necessary solidity to transfer

any significant strain to the NWs. Through the grain structure, one can therefore control

the stiffness of the oxide and, in turn, the application of the tensile strain. This possibility

demonstrates a further degree of freedom in SiO2 PECVD: high-temperature depositions can

maximize the applied strain, while a low-temperature deposition may be useful for protecting

NWs from the environment without changing their optical properties.

At the atomic level, the importance of the oxide structure for the application of strain gets

further support in Ref. [201]. Here the authors consider the atom and ion impingement during

PECVD and how it forces the atomic bonds of SiO2 in a non-equilibrium configuration. This

builds up strain in the oxide itself, that is eventually transferred to the NW. We found in the

literature that this can be controlled through the deposition parameters, such as the plasma

frequency during PECVD [236], but we have not further investigated this technical aspect. The

authors of Ref. [201] find that the built-in strain is as important as the strain derived from

the thermal dilation. In particular, the TEC of SiO2 [204, 203] is smaller than the one of GaAs

and AlGaAs [205, 206, 132] and this agrees with the application of tensile strain to the NW.

However, also in our case the thermal strain cannot account for all the strain we observe. For

instance, there is an almost linear correlation between the thermal strain and the temperature

gradient from the deposition temperature to RT, but this is not the trend that we observe from

the Raman data in Figure 5.6. Furthermore, we do not record a larger downshift of the Raman

peaks when we further decrease the measurement temperature down to 12 K (more details in

the Supporting Information).

Therefore, we conclude that the main working principle of our straining device is the atomic-

scale internal strain of the oxide, modulated by the oxide stiffness at the level of its microstruc-

ture. Yet, when the internal strain is set to a smaller contribution by adjusting the parameters
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of the deposition, the thermal strain may play a major role.

We also deposited TiO2 by sputtering in order to further demonstrate the versatility of the

same device concept for another deposition technique and another material. We studied an

ensemble of 10 NWs before and after the sputtering. As an example, in Figure 5.6d we show

the SEM image of an array NW that we sputtered with TiO2 at 300°C and in Figure 5.6h we

compare the Raman spectra acquired at RT before and after the deposition. The Raman modes

upshift as a consequence of the deposition, which corresponds to compressive strain. In the

Supporting Information, we show the μ-PL response of the NW at RT before and after the TiO2

deposition: the blueshift of the GaAs PL signal further supports the compression of the NW by

means of the TiO2 coating. Therefore, we can change the strain from tensile to compressive

and we demonstrate this change with a more general approach than in Ref. [202].

In conclusion, we presented an efficient and yet simple system to shift the emission of QDs

embedded in NWs. The strain can be quantitatively tuned by the thickness of the deposited

oxide. We give robust evidence of the reproducibility of the system in spite of the variability of

the emission of the NWs and the QDs. By means of Raman spectroscopy, we provide the first

experimental proof of the presence of tensile strain independently from the measurements

of the redshift of the NW bandgap. Raman spectroscopy provides quantitative evidence to

evaluate the amount and nature of the applied strain. This would not be possible only with

PL measurements, because the PL emission energy is sensitive to many more effects, such

as surface states and polytypism [59]. We give an experimental estimation of the applied

strain in agreement with its uniaxial nature, that we further support by the analysis of the

polarization-dependent Raman spectra. We have validated this method for different materials

and techniques. Concomitantly, the temperature of the deposition brings a further degree

of freedom to the functionalization of the NW-oxide system. This opens the possibility to

functionalize the properties of the NWs at the surface while tuning their bandgap. This could

open new avenues for instance, in photo-electrochemical applications in which the bandgap

of the semiconductor is related to the light absorption but also to the overpotential. Here, the

oxide shell would protect the semiconductor from corrosion and at the same time it would

enable the tuning of the overpotential of the device by strain.

Experimental methods

Nanowire growth We grew the NWs in a DCA P600 MBE machine through the Ga-assisted

method [43, 47] on Si (111) substrates. More details on the growth of the self-assembled NWs

are available in Ref. [43, 96], while the detailed growth process of the arrays NWs is available

in Ref. [47].

Oxide deposition We coated the NWs with SiO2 by PECVD in a PlasmaLab system 100 PECVD

by Oxford Instruments. We used 400 sccm of N2 98% - SiH4 and 710 sccm of N2O at a radio

frequency power of 20 W. We deposited the TiO2 coating in a Pfeiffer SPIDER 600 sputtering

machine.

Morphology and structure We acquired the SEM images in Zeiss MERLIN and Zeiss GEMINI 300
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microscopes operated at 3 kV to study the morphology of the NW on their growth substrates.

We used FEI Tecnai OSIRIS and FEI Talos microscopes operated at 200 kV on NWs transferred

on carbon-coated TEM grids for studying the structure and measuring the thickness of the

oxide. By switching to the STEM mode on the FEI Tecnai OSIRIS microscope, we acquired the

EDX maps.

Photoluminescence For the low-temperature μ-PL spectra, we put the NWs in a close-cycle

liquid-helium cooled cryostat at 4.2 K. We used a continuous-wave HeNe laser (emission

wavelength = 632.8 nm) as an excitation source. We focused the laser light in a 1 μm-large spot

on the sample by means of an objective with NA = 0.85. The power density on the samples was

in the order of 100 W/cm2. We collected the PL signal through the same objective, dispersed

it with a 300 l/mm grating and detected it by means of a nitrogen-cooled charge-coupled

device (CCD). For the QD PL spectra at RT and the NW-core PL spectra at 12 K we used a

single-frequency optically-pumped semiconductor laser at 532 nm wavelength (continuous

wave) as an excitation source. We used a microscope objective (NA = 0.75) to focus the laser

on the NWs in a spot with a diameter of 1 μm and a power density of about 103 W/cm2. We

collected the PL signal through the same objective and dispersed it with a 300 l/mm grating

onto a Peltier-cooled CCD.

We analyzed the PL signal from the NW ensembles by means of an automatized code. We

acquired the spectra from 25 NWs for each oxide thickness. From each PL spectrum, we

calculated through the code the median of the emission energy weighted on the intensity of

the signal at the different energies. We plotted the average of the medians of the 25 spectra.

The standard deviation of the average gave the error bars.

Raman spectroscopy We collected the low-temperature Raman spectra by putting the NW

on the cold finger of a helium-cooled cryostat at 12 K. We used the same setup as the one

for the RT PL, with the difference that we used a power density of about 104 W/cm2 and a

triple spectrometer in order to separate the Raman emission from the Rayleigh scattering.

A final 1800 l/mm grating dispersed the light on a nitrogen-cooled CCD. We realized the

measurements in backscattering configuration with the NWs transferred in horizontal position

on a Si wafer. For the polarization-dependent Raman spectra, we filtered the laser light with

a linear polarizer and aligned the selected polarization to the NW main axis by means of a

rotator. We used a second polarizer to filter the scattered light.

We collected the RT Raman spectra by means of a commercial Renishaw inVia Raman micro-

scope using the same excitation source as in the low-temperature measurements. We used a

grating with 1800 l/mm to disperse the light, a notch filter to discard the Rayleigh scattering of

the laser and a Peltier-cooled CCD to detect the signal.
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6 Redshifting mechanisms: Indium
incorporation in the AlGaAs shell

The bandgap of a compound semiconductor is controlled by the relative proportion of its

constituents. Alloying different elements into a single compound can be a powerful strategy

to reach significant bandgap-energy shifts. Ideally, other semiconductor properties, such as

the lattice constant, can be widely tuned by changing the relative amount of the different

atomic species present in the alloy. With this regard, quaternary alloys are very attractive

for engineering different properties of a semiconductor simultaneously: for instance, the

bandgap can be tuned to shift the semiconductor emission energy, while its lattice constant

can be independently controlled to match the lattice parameter of the growth substrate.

In the work presented in this chapter, indium is incorporated at different concentrations

in the AlGaAs alloy that constitutes the NW shell. The resulting compound is a quaternary

AlGaInAs alloy. Self-assembled QDs are observed in these GaAs-AlGaInAs core-shell NWs: they

are optically active and the signature of SP emission has been detected by autocorrelation

measurements. The goal of the indium incorporation is to redshift the emission energy of the

NWQDs embedded in the shell. The distributions of the QD emission energies redshift by

about 300 meV. By this large energy shift, in the samples with 15% to 25% of indium in the alloy,

the emission energy of several QDs approaches the absorption energy of the D2 transition of

Rb at 1.589 eV.

The exact understanding of the incorporation of indium in AlGaAs is more complex. Indium

interacts with the other elements present in the shell. At low concentrations, indium may

act as a surfactant: without being significantly incorporated, it may influence the diffusion

of the other adatoms. At higher concentrations, the incorporation of indium is influenced

by local gradients in the chemical potential at the NW surface. The shape, polarity, crystal

phase and direction of the NW facets tune the surface chemical potential and thus drive the

diffusion of Ga, Al, and indium. In addition, In-based compounds are lattice-mismatched with

GaAs/AlGaAs. Therefore, strain is expected to be present in GaAs-AlGaInAs core-shell NWs and

drive the adatom diffusion. These factors may act on the composition of the self-assembled

QDs in the AlGaInAs shell. Different schemes of the effect of indium on the NWQD emission

energy are discussed in section 6.1. A comparison with the experimental results is provided, in
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order to define what scheme is most probably responsible for the observed redshift.

In section 6.2 the study of the NWQD emission-energy redshift and the spatially resolved

analysis of the NW composition are addressed in details. Different methods of compositional

analysis are combined together. APT, STEM EELS and EDX are used to map the composition

of few NWs. They reveal a rich pattern of depletion and enrichment of the quaternary shell

at different positions. Al-rich planes form at the ridge between two facets of the hexagonal

NW cross section. At the same position, the shell is markedly depleted in gallium and indium.

These compositional fluctuations have a 3-fold symmetry ascribed to the polarity of the {112}-

type nanofacets comprised between two {110}-type NW sidewalls. Interestingly, wedge-shaped

In-rich regions surround the Al-rich planes only in the (112)B directions. These segregates

have not been reported before and may be a specific characteristic of the quaternary alloy. A

model is provided in the conclusion of this chapter to explain the experimental observations.

The indium segregation is related with a miscibility gap with Al and the distribution of strain

in the shell. Strain builds up because of the difference in lattice constant between GaAs and

AlGaInAs. The distribution of strain in the NWs is found by means of simulations, supported

by the experimental measurement of strain by PL and Raman spectroscopy.

6.1 Schemes of quantum-dot emission redshift with indium

Schemes of the QD emission-energy redshift induced by indium are proposed in the following.

As already observed in subsection 2.3.2, the studied NWQDs form by Al/Ga segregation in the

AlGaAs alloy. Ordered Al-rich and Ga-rich layers are observed in the bulk [103] and in NWs

[94] along the same (110) direction (figure 2.9) as a consequence of a miscibility gap between

GaAs and AlAs. Exchange reactions between Al and Ga are proposed to account for the Al/Ga

(re)ordering [103]. Atoms diffuse at the growth surface and segregate into Ga- and Al-rich

clusters.

If indium is also considered, multiple scenarios are possible. Indium has a higher surface

mobility and a lower sticking coefficient with respect to Al and Ga [70]. Therefore, at low vapor

pressure, indium may not incorporate significantly in the quaternary alloy because of the

competition with Al and Ga; it may rather interact with the other species as a surfactant, that

is, it may change the diffusion kinetics and surface energy for the other species without mixing

with the alloy. As an example in a different III-V system, Sb at low concentrations acts as a

surfactant during the formation of InAs-GaAs QDs; it alters the QD growth and shifts their

emission energy [237].

In the experimental work presented in this chapter (section 6.2), different NWs are grown with

increasing indium fractions in the shell alloy, ranging from 0% to 25%. Indium is added to

redshift the emission energy of the QDs embedded in the shell. If indium acts as a surfactant

during the growth of the shells with low indium fractions (four samples ranging from 1% to 4%

indium), the emission redshift may derive from the enhancement of the Al/Ga segregation

and lead to QD nanoclusters even richer in Ga. In first approximation, this Ga enrichment
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Figure 6.1 – a) Band-alignment scheme of a 2-level (Al)GaAs QD in an (Al)GaAs matrix of higher bandgap.
b) Band-alignment of the same QD as in (a) further enriched in gallium or indium that lower the QD potential
well with unchanged barriers; c) QD band-alignment for non-selective indium incorporation: the overall matrix
bandgap is lowered. In both (b) and (c) the QD emission energy redshifts with respect to (a).

would lower the QD emission energy without changing the AlGaAs matrix barrier. Figure 6.1a

and b respectively sketch the QD potential well in the original AlGaAs alloy and for a deeper

potential well, richer in Ga. The scenario sketched in figure 6.1b may also occur if indium

is incorporated only in the Ga-rich nanoclusters to form In-rich QDs. In both scenarios (In-

assisted Ga-enrichment or direct In-enrichment) the QD emission energy would redshift.

Indium incorporation is confirmed at any concentration in the whole range considered in

this work (from 1% to 25%): a gradual redshift of the QD emission lines is observed for an

increasing amount of indium added to the shell. Also assuming no preferential clustering of

indium at the nanoscale, the observed redshift is described by the lowering of the overall shell

bandgap. This scenario is depicted in figure 6.1c.
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unchanged content, the layout and the bibliography of this article are integrated with the rest

of this thesis.

In the work reported in this chapter, I performed the PL, Raman, TEM and STEM EDX mea-

surements. I analyzed the Raman, TEM and STEM EDX data and contributed to the analysis

of the XRF maps. I simulated the strain in the core-shell NWs and drafted the model of the

indium segregation. I wrote a draft of the manuscript.

Abstract

Quaternary alloys enable the independent optimization of different semiconductor properties,

such as the separate tuning of the bandgap and the lattice constant. Nanowire core-shell

structures should allow a larger range of compositional tuning as strain can be accommodated

in a more effective manner than in thin films. Still, the faceted structure of the nanowire may

lead to local segregation effects. Here, we explore the incorporation of indium in AlGaAs shells up

to 25%. In particular, we show the effect of In incorporation on the energy shift of the AlGaInAs

single-photon emitters present in the shell. We observe a redshift up to 300 meV as a function

of the group-III site fraction of In. We correlate the shift with segregation at the nanoscale. We

find evidence of the segregation of the group-III elements at different positions in the nanowire,

not observed before. We propose a model that takes into account the strain distribution in the

nanowire shell and the adatom diffusion on the nanowire facets to explain the observations.

This work provides novel insights on the segregation phenomena necessary to engineer the

composition of multidinary alloys.

Introduction Quaternary alloys enable to independently tune the semiconductor lattice con-

stant and bandgap by careful composition engineering. However, the controlled deposition

of quaternary alloys with randomly distributed composition can be challenging. On one

hand, miscibility gaps and diffusion may induce the segregation of the different species that

compose the alloy, and limit the possible compositions [238, 239]. On the other hand, strain

may build up when quaternary semiconductors epitaxially grow on substrates of different

lattice constant. To avoid plastic relaxation [240, 241], the theoretical range of available

compositions is significantly narrowed in real applications. Due to their reduced diameter,

semiconductor nanowires (NWs) provide a suitable growth platform to minimize plastic relax-

ation, [25, 242, 243, 244, 245, 246] permitting lattice-mismatched material combinations not

achievable by planar schemes [247, 248, 249, 250].

In this work, we explore the range in which In can be incorporated in AlGaAs shells of core-shell

GaAs-AlGaAs NWs. The goal is to understand how much the emission energy of single-photon

emitters, spontaneously forming in the shell, can be redshifted [14, 95, 97]. In particular, we

want to dissociate the bandgap engineering from additional segregation effects that may occur

due to the presence of In. Consequently, we characterize the optical emission and correlate

it with the incorporation of In using several techniques at different length scales. We find

that group-III elements in the shell segregate to different positions and generate regions of

different bandgaps. In particular, we find consistent evidence of the In segregation in novel
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wedge-shaped In-rich features. We cor-

relate these observations with the 3-fold

polarity of the NW cross section and the

migration of the adatoms on the NW side-

walls. In addition to the role of the crystal

directions of the NW facets [98, 163, 94],

we consider strain to cause the peculiar

In segregation; the presence and distribu-

tion of strain are further analyzed by finite-

element simulations as well as Raman and

photoluminescence (PL) spectroscopy.

The material system: core-shell NWs

The GaAs-AlGa(In)As core-shell NWs are

grown in a high-mobility molecular-

beam-epitaxy system (MBE, DCA P600).

We use Si(111) substrates and self-catalyz-

ed growth [43, 251] at a substrate temper-

ature of 640◦C. When the NWs are about

10 μm long, we stop the axial growth by

interrupting the Ga supply and consum-

ing the catalyst. We then lower the sub-

strate temperature to 460◦C to promote

radial growth of an AlGa(In)As shell on

the NW sidewalls [183, 252]. We start with

an Al33Ga67As shell and then incorporate

In without modifying the Ga or Al rates.

For this, we varied the In partial pressure

from 4.5 x 10−9 Torr to 2.5 x 10−7 Torr,

while the Al and Ga pressures were kept

constant. Unless stated, the samples are

identified by the group-III site fraction of

In measured through various techniques

and expressed as percentage in the nota-

tion Alx Gay In1−x−y As (Al, Ga, and In sum

to 100%) : 0%, 1%, 2%, 3%, 4%, 15%, and

25%. An outer GaAs shell of 5 nm prevents

the oxidation of the inner AlGa(In)As.

Previous reports show that the composi-

tion of an AlGaAs shell deposited around

a GaAs NW exhibits nanoscale fluctuta-

tions [14, 95, 96, 253, 102, 62]. This phe-
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nomenon depends on the different surface mobility of Ga and Al during growth and the

presence of surface-potential gradients (μ) on the NW sidewalls. The formation of Al-rich

planes at the ridge between two NW facets was reported [163]. Furthermore, Ga-rich clus-

ters can form quantum-dots (QDs) that behave as single-photon emitters in the NW shell

[14, 95, 102]. A sketch of a core-shell GaAs-AlGaAs NW and its cross section is presented

in figure 6.2a, illustrating the distribution of Al-rich planes and QDs made from Ga-rich

nanoclusters.

Light-emission properties First we address the optical functionality of the core-shell NWs and

embedded QDs. We used a single-frequency optically pumped semiconductor laser, with a

wavelength of 532 nm, focused in a spot of less than 1μm in diameter (100 W/cm2) to measure

NW samples at 12 K using a helium cryostat. The PL signal is collected into a spectrometer and

dispersed by a 300 l/mm grating onto a Peltier-cooled CCD. The QDs in the AlGaAs shell emit

bright and narrow PL lines (linewidth below 100 μeV) [14] between 1.7 eV and 1.9 eV [96]. The

green spectrum at the bottom of figure 6.2b illustrates the PL emission of these structures; the

sharp peaks are attributed to the presence of QD single-photon emitters [14, 125]. Figure 6.2b

also contains PL spectra of the shell-QD emission for increasing In fraction, revealing several

sharp peaks at different energies. The emission-energy range redshifts with increasing In

fraction in the shell. One can also qualitatively determine that the QD emission linewidth

broadens in samples of higher In fraction. The sample with the highest In fraction showed a

decreased PL intensity, compensated for by increasing the laser power (see figure 6.2b).

For a statistical analysis on large ensembles of NWs and QDs, figure 6.2c shows the median

emission energy of the QDs as a function of the measured In pressure in the MBE chamber

(bottom axis) or as a function of the In fraction (top axis) measured in the shell by X-ray

fluorescence (XRF) combined with atom probe tomography (APT) for 1% to 4% of In and

scanning transmission electron microscopy energy-dispersive X-ray spectroscopy (STEM EDX)

for 15% and 25% In (supplementary information). We measured 25 NWs from each sample.

The QD emission lines were identified by an automatic routine [96]. The dashed-dotted line

indicates the expected shell bandgap as a function of shell composition [143]. The dashed line

corresponds to the GaAs bandgap. Both lines are corrected for the simulated strain [140] that

arises from the core-shell lattice mismatch, as further discussed in the manuscript.

The inset in figure 6.2c shows a Hanbury-Brown-Twiss autocorrelation measurement (g2(τ))

of the exciton line of a QD from a sample with 3% In. The power-dependent PL showing the

exciton nature of the emission line is reported in the supporting information. The sample is

measured at 4.2 K in an Attodry 700 closed-cycle cryostat and is excited in continuous wave by

a HeNe laser at 632.8 nm through an objective with NA = 0.81, which also collects the QD signal

from the cryostat. A 1200 l/mm grating is used to select the QD line of interest that is sent to a

50:50 beam splitter. The two paths of the beam splitter are coupled to single-mode optical

fibers that send the signal to two single-photon avalanche diodes, one for each path. The dip

in the autocorrelation function in the inset of figure 6.2c is below 0.5, which is the signature

of the single-photon emission. Several factors increase the count at zero delay, including
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background counts from QD lines spectrally close to the chosen one.

The effect of the shell-composition engineering on the QD emission energy is significant.

From figure 6.2c, the median QD emission redshift is visible as a function of the increasing

In incorporation, by up to about 300 meV. In a random-distribution alloy, the addition of

In to AlGaAs lowers the shell bandgap and the QD emission energy. Since lower-bandgap

nanoscale clusters in the AlGa(In)As matrix form the studied QDs, their emission is always

expected to be redshifted with respect to the bandgap of the host shell matrix (dashed-dotted

line in figure 6.2c). In figure 6.2c, we observe that the energy difference between the QD

emission and the shell bandgap is gradually reduced for higher In fractions. This calls for a

different segregation effect at low and high In fractions, whose mechanisms and details may

be investigated in a further study.

Compositional analysis at the nanoscale In NWs the composition can vary significantly at

the nanometer scale due to their faceted nature. The hexagonal cross-section of a GaAs

NW exhibits six {110} facets. The ridges between two of these facets are {112} nanofacets

with alternating A- and B-polar (Ga- and As-terminated) surfaces [163, 98, 62]. {110} and

{112} facets have different and species-dependent sticking coefficients [62]. In addition, the

increased surface curvature at the ridges increases the local surface energy and affects the

adatom mobility. Here we provide compositional measurements with spatial resolution down

to the nanometer scale: APT and STEM-based electron energy loss spectroscopy (EELS) and

EDX.

We performed laser-assisted APT measurements on the sample with 2% In. The specimen

is cooled to 80 K and irradiated with UV laser light (343 nm wavelength) in 2-nJ pulses; the

detection rate is 0.0025 events/pulse. The evaporated NW volume is a cylinder with diameter

of 64 nm and length of 90 nm; in figures 6.3a - c, it is shown as a 2D projection on a plane

perpendicular to the NW growth axis. Figures 6.3a - c show respectively the In, Al and Ga

fractions. It is possible to distinguish the GaAs core by the absence of In and Al. In the shell,

radial segregation of Al along the ridges between two facets of the hexagonal NW core is visible

as the three Al-rich stripes in the reconstructed NW volume, in agreement with previous works

[163, 98, 14, 95, 102, 62]. In addition to the Al-rich planes, APT reveals that the shell distribution

of the other group-III atoms is not perfectly random throughout the NW shell. A slightly higher

In fraction (up to 3%) is visible in proximity of two of the Al rich planes indicated as 1 and 3 in

figure 6.3a. Farther from these positions, the average In fraction decreases to about 1.6%. In

figure 6.3b and c we can also observe that the shell in proximity of the Al-rich planes is slightly

depleted in Al and enriched in Ga. At shorter length scales, APT-based distributions [95] of the

distances between first-neighbor atoms in the shell do not evidence short-range reordering of

the quaternary alloy (figure S13 in the supporting information).

To study the segregation of Al, Ga, and In in more extended regions, we studied the NW

cross-sections by high angular annular dark field (HAADF) STEM and EELS in an aberration-

corrected (AC) TEM microscope (FEI Titan) operated at 300 keV. We used the sample with
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15% In. We prepared NW cross sections to directly map the shell composition: the NWs were
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Figure 6.3 – (a), (b), and (c) APT of In, Al, and Ga fractions (2% In). (d) HAADF STEM micrograph of a NW cross
section (15% In) with A and B polarity indicated. (e-h) EELS Ga, In, Al, and As maps of the dashed rectangle in (d).
(i) Left: sketch of shell segregation. Right: shell Ga (green), Al (blue), and In (red) atomic group-III percentages vs
position along the circumference in the sketch. Scale bars: (a-c) and (e-h) 10 nm, (d) 20 nm.

spread on a Si substrate and the cross sections were FIB-cut perpendicularly to the NW growth

direction (〈111〉). The cross-section HAADF micrographs are acquired along the 〈111〉 zone

axis, with the NW sidewalls corresponding to the {110} family (figure S4 in the supporting

information). Figure 6.3d reports the HAADF micrograph of one NW cross section. The HAADF

contrast depends on the sample thickness and composition: the higher the atomic number (Z)

of the species in the sample, the brighter the HAADF signal. Through high-precision FIB cut,

the NW cross sections have negligible thickness variations: the contrast in figure 6.3d depends

on the average Z at different positions across the sample. In this figure, the hexagonal shape

of the NW cross section is clearly visible and the core is distinguishable from the shell. The
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dark stripes that form in the shell along the ridges between two NW facets (〈112〉 crystalline

directions) are due to local enrichment with a light element, such as Al, as already observed by

APT and in agreement with the literature [98, 14, 94]. It is possible to observe that the thickness

of the Al-rich planes follows a 3-fold symmetry as observed by Zheng et al. [98]. We obtain a

thickness of 3 nm and 1.7 nm for the thick and thin planes, respectively (more details in figure

S4 in the supporting information). Similarly, the HAADF contrast shows that the thick planes

are richer in Al than the thin ones. Comparing our observations with the literature [98], we

assign the thin planes to the A polarity and the thick ones to the B polarity. Accordingly, we

labelled the two polarities in figure 6.3d as A (orange) and B (blue). We highlight that, without

the alternation of the A- and B-polarity of the {112} nanofacets, all the corners of the hexagonal

NW cross-section would be equivalent.

With the exception of the Al-rich planes, the HAADF micrograph in figure 6.3d shows little

compositional contrast in the shell. By carefully inspecting figure 6.3d and figure S4 in the

supporting information, a slightly brighter contrast is visible in proximity of the Al-rich planes:

it corresponds to a local increase in the fraction of elements with higher Z, such as Ga and

In. To clarify this observation, in figures 6.3e - h we report the EELS maps of the upper half

of the NW cross section shown in figure 6.3d: the selected region, indicated by the dashed

rectangle in figure 6.3d, includes an A-polar and two B-polar ridges as well as part of the

{110} NW sidewalls. The Ga, In, Al, and As distributions are shown in figure 6.3e, f, g, and h

respectively. Principal component analysis (PCA) was used to enhance the signal-to-noise

ratio in these maps [254, 255]. The NW core is clearly distinguished from the shell by the

absence of Al and In and a thin Ga-rich layer, corresponding to the GaAs capping, surrounds

the shell (figure 6.3e). As is randomly distributed throughout (figure 6.3f), as opposed to the

distributions of the group-III elements: the presence of Al-rich planes along the hexagon

ridges is confirmed (figure 6.3g), together with the Ga and In depletion at the same positions

(figure 6.3e and f). Reports on GaAs-InGaAs and GaAs-InAlAs core-shell NWs [256] also show

Ga and In depletion along the 〈112〉 direction. The brightness and thickness of the Al-rich

planes agree with the 3-fold polarity-driven segregation previously discussed.

In agreement with the localized In enrichment shown by APT (figure 6.3a), STEM EELS shows in

figure 6.3f In-rich features surrounding the Al-rich planes at the 〈112〉B directions: interestingly,

moving from the core to the outer shell, the In-rich regions become broader with a wedge-like

shape on each side of the Al-rich B-polar planes. Ga has a more random distribution in the

shell, although a slight increase is visible around the A-polar {112} nanofacet in figure 6.3e.

This Ga-rich feature is not as pronounced as the In-rich ones surrounding the B-polar planes;

it also has a relatively constant thickness around the A-polar planes, while the In-rich features

develop an unusual wedge-shaped profile. One may also observe that, in proximity of the Al-

rich planes aligned in the 〈112〉 directions of both polarities, the Al fraction slightly decreases

(figure 6.3g). Although the contrast is not sharp, this would agree with the local increase in the

Ga and In fractions at the same positions. EELS maps on whole NW cross sections confirm the

3-fold symmetry of the shell segregation and the In enrichment only around the three 〈112〉B
directions (see the supporting information). On the left of figure 6.3i, a scheme summarizes
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the main compositional segregations observed in the NW cross sections (the scheme is aligned

with figures 6.3d - h): the red-shaded areas indicate the wedge-shaped In-rich segregation and

blue stripes indicate the alternatively thicker and thinner Al-rich planes. The polarity of the

{112} nanofacets is labelled.

We acquired STEM-EDX maps of NW cross sections from the same samples as the one used for

EELS. We use a FEI Tecnai Osiris TEM operated in STEM mode at 200 kV with a probe current

exceeding 1 nA. The X-ray signal is collected by four silicon drift detectors under a solid angle

of 0.9 srad. The NW cross sections are prepared by embedding the as-grown sample into epoxy.

After hardening, the epoxy with embedded NWs is detached from the growth substrate and is

mounted into an ultramicrotome and cut into 80-nm-thick slices transferred on a TEM grid.

The EDX maps (figure S3 in the supplementary information) for the Ga, Al, and In distributions

in the core-shell cross sections confirm the presence of the same features observed in the

EELS maps. Our observations are particularly robust: three independent techniques (APT,

EELS and EDX) confirm the formation of novel 3-fold wedge-shaped In-rich segregates in

NWs with different average In fractions; together with the clear symmetry of these features,

the agreement of the three techniques excludes artifacts due to sample preparation.

We now turn to a quantitative analysis of the distribution of the different species in the NW

cross section: the EDX-based quantification is more accurate than the one based on EELS
1. Figure 6.3i shows on the right a plot of the Ga (green curve), Al (blue curve), and In (red

curve) atomic percentage extracted from a STEM EDX map as a function of the position along

the dashed circumference shown in the sketch on the left (i.e. a circular linescan of 240 nm

in length). The data points at 0 nm and 240 nm correspond to the same position on the

circumference (arrow in the sketch). The shaded areas in the plot are colored in orange and

blue with the same coding as in figure 6.3d to distinguish the A- and B-polarity of the {112}

nanofacets respectively. The data points acquired in the middle of the flat {110} facets have a

white background.

We focus on the most prominent fluctuation around the 〈112〉B facet at position 100 nm.

Moving from the {110} plane to the {112}B nanofacet, the Al fraction first decreases (from

25% to 20%), then rises to 60% at the corner. In smaller proportions, the In distribution is

opposed to the Al trend: for the same positions, In first increases (from 14% to 19%) and then

decreases to 12% at the corner. Ga is almost constant at 61% and 60% and then decreases to

28% at the corner. Very similar trends in Al/Ga/In fractions are reproduced at the six corners

of the hexagonal NW cross section and are modulated according to a 3-fold symmetry: the

compositional variations are consistently more pronounced in proximity of the B-polar facets.

Strain analysis and growth model We turn now to the understanding of the element distribu-

tion in the shell by taking strain into account. Figure 6.4a shows the PL spectra of the GaAs

core at 12 K for core-shell NWs of increasing In fraction. The band-edge GaAs PL redshifts

1For the elements here considered, the EELS peaks overlap with an important background that is absent in the
EDS spectra. The EELS background does not prevent the localization of the elements in the maps, but may reduce
the accuracy of the quantification.
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Sketch of the Ga and In diffusion on the NW sidewalls.

from 1.51 eV down to 1.37 eV and 1.29 eV for shells containing 15% and 25% In, which we

attribute to the tensile strain imposed by the shell. Tensile strain in the core is also confirmed

by Raman spectroscopy (supplementary information).

To gain insight in the strain distribution imposed by the lattice-mismatched core-shell NW, we

simulated the strain given the lattice mismatch, dimensions and geometry of the structure.

We use the methodology of Boxberg et al. [257], adapted to hexagonal GaAs-AlGaInAs NWs

at low temperature [143] in the software Nextnano [184, 185]. The strain magnitude and

distributions in the core and shell are claculated by minimizing the elastic energy due to the

lattice mismatch between the two. Figure 6.4b shows a map of the hydrostatic strain εhydr o

in NWs with 25% In in the shell. εhydr o is dominated by the principal component along the

NW longitudinal axis, as reported elsewhere [258]. Shear strain components are one order of

magnitude smaller than εhydr o , in agreement with previous reports [258]. As expected from

the core-shell lattice mismatch, εhydr o is on average negative in the shell (compressive) and

positive in the core (tensile). We find about 2.2% of tensile strain (position “A” in figure 6.4b),

softly modulated following a 6-fold symmetry. The shell is subject to a maximum compression

of -0.35% in the middle of the NW facet (position “C” of figure 6.4b). The shell strain intensity

is modulated by a 6-fold symmetry in a more pronounced way. The outer corners are relaxed
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(minimum strain of 0% at position “B” in figure 6.4b). Importantly, the regions of smaller

strain in the shell expand around the NW sidewall ridges, becoming larger the farther they

are from the core. The experimental (PL) [199] and simulated strain values are plotted in

figure 6.4c: the simulated compressive strain in the shell (position C) and the the experimental

and simulated tensile strain in the core increase linearly with the In fraction. The theoretical

and experimental values agree within 15%.

A growth model that explains the non-random distribution of In and Al in the shell is presented.

The expected behavior of Ga and In adatoms at the NW facets is sketched in figure 6.4d. We

start by addressing the Al distribution. Al tends to incorporate more efficiently at the vertices

of the hexagonal cross section ({112} nanofacets) [163, 98, 14]. This is the consequence of a

larger sticking coefficient on those facets [100, 259]. For a similar reason, it has been shown

that the incorporation is higher on B- than A-polar facets [98]. This results in a three-fold

symmetry of the Al distribution.

We now turn to the incorporation of In. According to our simulations, there is a compressive

strain in the middle of the facets (position C in the drawings). Since AlGaInAs exhibits a larger

lattice constant than AlGaAs, we expect In to be favorably incorporated in the relaxed corners.

In adatoms exhibit high mobilities, allowing diffusion to occur at the scale of the NW facets.

Strain relaxation should support an In flux towards the more relaxed {112} corner nanofacets,

while the {110} facets exhibit a significantly lower In fraction in the center (arrows leaving

this position in figure 6.4d). Qualitatively, there is good match between the wedge-shaped

In segregation and the simulated strain distributions that show increasing strain relaxation

towards the outer NW shell. This correlation suggests that strain has an important role in

shaping the In segregation. It is also known that moving steps in step-flow or 2D-island growth

may drive the atom segregation [260]. Here, it is difficult to assess how atomic steps affect the

In diffusion without performing in-situ experiments. However, the steps may enhance, but

definitely do not significantly prevent, the strain-driven segregation of In at the NW ridges. In

highly lattice-mismatched GaAs-InGaAs core-shell NWs [25], the coherent shell deposition on

the {110} sidewalls occurs simultaneously with the strain-driven migration of In-rich material

towards protrusions at the NW ridges. Therefore nanoscale strain gradients are the major

force driving the In segregation at the ridges of lattice-mismatched NW heterostructures.

We also observe that In is poorly incorporated at the highly Al-rich stripes. We attribute

this to the low miscibility of In with Al-containing alloys [261]. At the {112} nanofacets In

competes with Al for the available binding sites. This is particularly relevant for the B-polar

nanofacets because Al tends to accumulate more in these positions. Throughout the shell, the

In segregation strongly correlates with polarity: regions with a markedly higher In fraction

coincide with the B-polar vertices. We note that the polarity-driven incorporation of In has

not been demonstrated in the past. The competition between In and Al to stick on the {112}

nanofacets strongly favors Al on the B-polar surfaces: this mechanism may generate a net

flux of In atoms towards the surroundings of the {112}B Al-rich planes. The literature on

GaAs-AlGaAs core-shell NWs also reports that the {112}B nanofacets are systematically wider
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than the {112}A ones [98, 62]; concomitantly, the surface-curvature gradient from the {110} to

the {112} facets, depends on the polarity of the {112} nanofacet [62]. The polarity-dependent

width and curvature of the NW surface may facilitate the In incorporation in proximity of the

B-polar directions by directly acting of the local NW surface energy or by influencing the strain

relaxation.

Conclusion In conclusion, we have demonstrated a significant (300 meV) redshift of the

emission energy of single-photon emitters embedded in the shell of core-shell GaAs-AlGaInAs

NWs. The redshifting mechanism is based on the In incorporation in the AlGaAs shell alloy

to form a quaternary semiconductor of lower bandgap. The spatial distribution of different

species in the shell is determined by several high-resolution techniques of compositional

analysis. In addition to the well-known Al and Ga segregation, we find evidence of novel

wedge-shaped In-rich segregation. We explain the distribution of the different species in the

quaternary alloy with their diffusion on the NW sidewalls driven by crystal-phase, polarity and

strain. Finite-element simulations provide insight in the role of strain to drive the segregation

of In. These findings advance the understating of the segregation phenomena in quaternary

alloys, as required to take full advantage of the additional degrees of freedom that they offer.
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7 Optical coupling with Rb

This chapter is a brief report on the experiments conducted in the group of Prof. Richard

Warburton at the University of Basel. The goal of the experiments was to observe (i) the

absorption of the NWQD emission by a gas of Rb atoms and (ii) the consequent delay of the

SPs. Preliminary results related with (i) are shown in the following and experimentally confirm

the achieved overlap between the NWQD emission energy and the target Rb absorption

thanks to the engineering of the composition and strain state of the NWQDs. An outlook on

improvements for future measurements is proposed at the end of the chapter, with particular

attention to point (ii).

7.1 Preliminary results

In chapter 5 and chapter 6, it is shown how the engineering of the strain state and composition

of self-assembled NWQDs allows to redshift the NWQD emission energy by few hundreds of

meV. Under appropriate conditions (enough strain or indium incorporation), the distributions

of the NWQD emission energy overlap with the Rb D2 line (1.589 eV). However, the single

NWQD emission lines are usually offset from the exact resonance. The fine tuning of the

emission energy of each NWQD requires the dynamic control on the NWQD electronic levels.

The most common implementations include the application of external electric or magnetic

fields [129, 146] and strain [262, 207].

With respect to magnetic and electric fields, in general strain is particularly advantageous

because of a steeper tuning slope of several tens of meV/% [201, 7, 134]. By choosing between

compressive and tensile strain, the switch between blueshift and redshift is straightforward.

Interestingly, the application of uniaxial stress along three independent directions by means

of a piezoelectric transducer allows to tune both the emission energy and FSS splitting of

planar QDs [207]. Although limited in range by the breakdown of the piezoelectric material,

the strain tuning of the QD emission energy by piezoelectric actuators is nowadays common:

a bulk sample with buried QDs is glued on a piezoelectric transducer to directly transmit

stress to the QDs through the surrounding bulk matrix. In order to reproduce a similar design,
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the core-shell NWs are dispersed on Si wafers (300 μm thick) and covered by 1 μm of SiO2

by PECVD at 300°C: the NWs are buried in the SiO2 slab, solidly sandwiched between Si and

SiO2. A cross-sectional sketch, with a buried NW, is reproduced in figure 7.1a, together with a

top-view SEM image of the sample: the conformal SiO2 deposition allows to localize the buried

NWs from the oxide morphology. The so-prepared sample is epoxy-glued on a piezoelectric

transducer to transmit uniaxial strain to the Si-SiO2 matrix and the embedded NWs.

The buried NWs are core-shell GaAs-AlGaInAs NWs with a nominal 10% of indium content

in the shell (chapter 6). Figure 7.1b reports the emission-energy distributions of the NWQDs

before (left) and after (right) the SiO2 deposition. The data points are the median of the

distributions acquired on 20 NWs for each group and the widths correspond to the 1st and

3r d quartiles: the remaining 25% of the NWQD emission lines emits beyond these limits, at

higher and lower energies. The oxide deposition further redshifts the NWQD emission energy:

this sample preparation corresponds to the combination of the two redshifting mechanisms

discussed in the previous chapters: alloying the shell with indium and coating the NW with

SiO2. In particular, around the low-energy end of the energy distribution of the buried NWs,

several NWQDs spectrally overlap with the Rb absorption energy.

The measurement of the optical coupling between NWQDs and Rb consists in an absorption

measurement: the buried NWs are cooled down to LHe temperatures in a bath cryostat (sub-

section 3.1.1); a Rb cell is positioned along the optical path of the PL signal to the spectrometer;

Rb absorbs the photons in resonance with the D2 transition and the spectrometer detects a

lower intensity for the photons at this specific energy. In particular, the used Rb cell contains

a mixture of Rb isotopes according to their natural abundance (72.2% 85Rb and 27.8% 87Rb

[262]). 87Rb has a broader split between the hyperfine levels (28 μeV); at intermediate energies
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within them, the hyperfine levels of 85Rb defines two additional absorption resonances [262].

Overall, the two isotopes should increment the light absorption in the 28-μeV bandwidth.

Ideally, the NWQDs should be spectrally isolated from the emission lines of other emitters:

the latter may add background counts that deteriorate the signature of SP emission from a

single NWQD. Figure 7.1c shows the PL spectrum stemming from a QD in a buried NW: its

emission is spectrally isolated, although overlapped with a broad background that may also

degrade the quality of its SP emission. The peak position is very close to 1.589 eV. This is a

strict requirement: even assuming flawless transmission of the strain to the Si-SiO2 matrix

and the NWs, the used piezoelectric transducer can shift the NWQD emission by only few tens

of μeV. This limited tuning range significantly restricts the number of NWQDs suitable for

coupling.

All the studied NWQDs have linewidths broader than the energy difference between the Rb hy-

perfine states: only the photons within the 28-μeV-wide bandwidth are delayed and absorbed.

One can take advantage of the broad linewidth of the NWQD emission and demonstrate the

light absorption only at the energy of the Rb D2 transition. In the inset of figure 7.1c, the solid

black curve is the same spectrum as in the main graph of the same figure: it is blown up around

the energy of the Rb resonance energy E0, with respect to which the emission-energy axis is

rescaled for clarity. During the acquisition of this spectrum, a Rb cell was positioned between

the emitter and the spectrometer and kept at room temperature: no evidence of Rb absorption

is revealed. In the same inset of figure 7.1c, the dashed black curve is the spectrum acquired

after transmission through a heated Rb cell. The shaded area below this curve highlights a

small dip in the intensity at E0: it confirms the light absorption by the Rb atoms. Although the

studied NWQD is subject to strain to tune its emission, the peak position is still partially offset

from the resonance with Rb; however, the broad linewidth allows to observe the absorption

on the low-energy side of the peak. In order to appreciate the weak spectral feature of Rb

absorption, the acquisition time of the spectra in figure 7.1c is 100 s.

This measurement proves experimentally that the redshifting mechanisms discussed in this

thesis can bring the emission of NWQDs close enough to the resonance with Rb to observe light

absorption in the transmitted light. Considering the narrow linewidth of the Rb D2 lines, the

experimental proof of absorption is meaningful: a slight miscalibration in the measurement

setup corresponds to missing the target energy. Indeed, the Rb absorption is used as a spectral

reference: the resonance energy is known with better precision than the spectral resolution in

the reported PL spectra. In figures 7.1 (and in the following figure 7.2), the Rb absorption is

used to calibrate the spectrometer and shift the abscissa (E −E0) of the spectra.

The signature of the Rb absorption is observed only if the Rb cell is heated above room temper-

ature. In the cell, the Rb vapor is at equilibrium with the solid and liquid phase (the melting

point of Rb is at about 40°C). As already observed for Equation 2.24, the vapor density expo-

nentially increases with temperature: a denser vapor enhances the light absorption. The cell

is heated by Joule effect by means of a hot filament that generates about 5 W. The temperature
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Figure 7.2 – Rb absorption experiments on a broad emitter: the figures on the left (a, c, e) report on the
acquisition with a Rb cell at room temperature; the figures on the right (b, d, f) report on the acquisition of the
same emitter with a Rb cell heated at higher temperature. a-b) Transmitted PL signal; the insets zoom in the
spectral region of the Rb resonance. c - d) First derivative of the spectra in the insets in a) and b), respectively. e - f)
Second derivative of the spectra in the insets in a) and b), respectively.

of the cell is not known, but the optical density of the cell is observed to increase during the

heating: the effect is measured by the drop of the light transmission form a tunable laser set in

resonance with the Rb absorption. Doppler broadening dominates the Rb transitions already

at room temperature [262]. Higher temperatures enhance the Doppler broadening, that may

facilitate the observation of the light absorption as a broader feature.

Figure 7.2 reports further evidence of the Rb absorption. The chosen emitter has a broad

spectrum: it may stem from a In- or Ga-rich cluster of irregular shape in the quaternary

AlGaInAs alloy. In general, the measurements of QD-atom optical coupling consist in tuning

the emission energy of a narrow-linewidth emitter across the Rb resonance, where a dip

in light transmission is recorded [129, 62]. The broad emitter shown in figure 7.2 allows to

directly observe the effect of the transmission through Rb for different emission wavelengths.
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In figure 7.2, the left-hand side panels correspond to the transmission of the NWQD PL without

a Rb cell; the right-hand side panels correspond to the transmission through a Rb cell heated

by a hot filament. The PL spectra corresponding to the two configurations are reported

in figures 7.2a and b respectively. The emission energy is rescaled with respect to the Rb

resonance energy E0. The insets zoom in the spectral region around E0. A dip at E0 in the

spectrum in figure 7.2b confirms the light absorption by the heated Rb cell.

Derivative spectroscopy enhances small spectral features. It is commonly used in absorption

spectroscopy to reveal the presence of chemicals in traces. Figures 7.2c and d report, with

the same x − y dimensions, the 1st derivative of the spectra in figures 7.2a and b respectively.

The influence of the background is reduced and the position of a weak peak is more easily

distinguished: the peak position corresponds to the abscissa at which the 1st derivative is

zero. While in figure 7.2c the curve is flat, in figure 7.2d the presence of the negative peak

of the Rb absorption at E0 is clear. Figures 7.2e and f report, with the same x-y dimensions,

the 2nd derivative of the spectra in figures 7.2a and b respectively. Higher-order derivatives

assume higher values and further enhance weak absorption features: the 2nd derivative further

supports the Rb absorption at E0 for transmission through a heated Rb cell.

7.2 Outlook

The ultimate goal of the optical coupling between NWQD emission and Rb absorption is

to demonstrate that light is delayed at the SP level while maintaining unaltered the photon

properties, e.g. its polarization [146]. While some reports demonstrate the optical coupling

and SP delay between planar QDs and gas vapors [146, 207], only very recently the coupling

has been demonstrated with QDs embedded in NWs [12]: the emission energy of narrow-

linewidth GaAs QDs embedded in AlGaAs NWs is tuned in resonance with the Rb D2 line by

means of an external magnetic field. The AlGaAs NW hosts a single on-axis GaAs QD; the

controlled length of the GaAs segments defines the QD emission energy only at tens of μeV

from the Rb resonance; an external magnetic field of less than 1T is sufficient to bring the QD

in resonance with Rb, as demonstrated by the dip of the QD PL transmission through the Rb

cell.

On the other hand, the delay of the SPs emitted by a NWQD has never been demonstrated. With

regard to the experimental setup described in the previous section 7.1, some modifications

would help the observation of SP delay. It would be beneficial to implement an efficient cell

heater to increase the optical density of the Rb cell. Although a mixed-isotope vapor enhances

the light absorption with four different available transitions, the demonstration of SP delay

is preferred if the cell contains only one single species. Cells with up to 98% of 87Rb content

are commercially available: the spectral region between the resonances would be ideal to

enhance the SP delay thanks to the steep increase of the refractive index [146].

In order to increase the occurrence of useful QDs, larger tuning of the QD emission energy

is necessary. Strain is a powerful tuning mechanism, because NWs stand very large strain
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and the emission of the embedded QDs can shift significantly upon the application of large

strain. However, piezoelectric actuators provide a limited straining range. In addition, in

the experiments presented here, the PECVD oxide may lack enough cohesion to efficiently

transmit the strain to the NWQDs. If the grains that compose SiO2 do not coalesce, their

reciprocal movement dissipates most of the strain-field energy. A possible solution would be

to deposit materials with a lower melting point or, equivalently, SiO2 at higher temperatures to

obtain a unique solid slab of Si and SiO2 with embedded NWs. On the other hand, magnetic

fields up to 9 T are relatively common in PL setups equipped for magnetic measurements. A

magnet with this capability is now available in Richard Warburton’s group and mounted on a

cryostat for magnetic PL measurements. Considering that tuning slopes of about 100 μeV /T

are demonstrated on GaAs QDs [129], an overall blueshift of about 1 meV may be achievable.

Although a narrow emission linewidth is necessary for quantum applications, the demonstra-

tion of SP delay does not strictly depend on it: in the first demonstration of QD SP delay with

Rb, the QD emission linewidth is about 80 μeV, that is, few times larger than the 28 μeV of

the Rb hyperfine splitting. The photons outside this energy interval are neither delayed nor

absorbed. Nevertheless, the majority of the photons emitted by narrow-linewidth emitters

centered at 1.589 eV undergo strong delay in the region of steep variation of the refractive

index and, being slightly off the hyperfine resonances, they are affected by low absorption

(section 2.5). Overall, the increased transmission of highly delayed photons facilitates the

demonstration of SP delay. Low-power resonant excitation (the incident laser wavelength

matches the QD emission wavelength) generally narrows the QD emission linewidth, concomi-

tantly increasing the emission brightness. Being at the same energy, the laser excitation and

PL signal are distinguished by means of another optical property, such as their polarization.

However, in the used setup, this strategy proved challenging: it requires a flat surface that is

not immediate to achieve by burying the NWs in SiO2.
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8 Conclusions and outlook

This thesis focused on engineering the optical properties of self-assembled QDs embedded in

the shell of core-shell GaAs-AlGaAs NWs. The main goal was the redshift of the QD emission

energy into resonance with the Rb D2 absorption line. The results here presented contribute to

the understanding of the segregation dynamics of different atom species on the NW sidewalls.

Specific emphasis was given to clarify the correlation with crystal defects in the NW core, a

point under debate [74] since the first evidence of the NWQD occurrence. The redshift of the

NWQD emission energy by strain and composition engineering allowed to achieve the target

energy of the Rb absorption and highlighted that NWs are a versatile and flexible platform for

engineering semiconductors beyond the limits of a planar design.

In chapter 4, single NWs are analyzed by a comprehensive combination of microscopy tech-

niques at high spatial resolution. By TEM and HRTEM, the density of crystal defects along

the NWs is mapped; by micro-PL and SEM-CL, the occurrence and emission energy of the

NWQDs is recorded on the same NWs. The correlation between structural and optical data

is apparent: when the density of rotational defects increases, the occurrence of NWQDs

rises, while their emission energy redshifts. The twin-driven segregation of Al and Ga on

the NW sidewalls accounts for these findings and is supported by the APT observation of

the crystal-phase-induced composition modulation of AlGaAs along GaAs-AlGaAs NWs [62].

Furthermore, finite-element calculations connect the redshift of the QD emission energy

with the twin-ZB band alignment inside the QD. This work proves that the engineering of

the NW crystal structure represents a form of control on the NWQD properties; at the same

time, it highlights the importance of mastering the NW crystal phase to obtain homogeneous

heterostructures on the NW sidewalls.

Chapter 5 focuses on a post-growth strategy to redshift the NWQD emission. A static straining

device is presented in the form of a PECVD oxide coating on the core-shell GaAs-AlGaAs NWs.

In spite of the simplicity of fabrication, this device allows to redshift the NWQD emission by

more than 100 meV without affecting their optical properties. Thanks to the intrinsic strain in

the oxide, the coating applies tensile strain to the NWs and the embedded NWQDs. In turn,

the strain tightly depends on the oxide microstructure that is controlled by the deposition
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Figure 8.1 – Contour plot of the median emission energy (grey dots) of NWQD ensembles from different samples:
GaAs-AlGaAs NWs coated with PECVD SiO2 (strain varying from 0% to about 1.6%), GaAs-AlGaInAs NWs with
indium in the shell (nominally from 0% to about 25%), and GaAs-AlGaInAs NWs coated with PECVD SiO2 and
with indium in the shell. The contour values results from a thin-plate-spline interpolation-extrapolation of the
experimental data.

temperature. The strain analysis indicates a pronounced anisotropy, with the largest strain

component parallel to the NW longitudinal axis. This relates with the directionality of the

grains in the oxide coating. Further materials and deposition techniques are finally explored:

they expand the application range of the straining technique by applying straining coatings

with further functionalities. These findings provide a base to the understanding of the working

principle of this simple and effective device and point to the NW geometry as a probable factor

of strain enhancement. The demonstrated control on the deposition material and conditions

opens a multitude of opportunities to functionalize NWs; for instance, the coated NWs may

act as catalysts for electrochemical reactions: while strain-tuning the semiconductor bandgap

to a target value, an electron-conductive coating enables the reduction of the reactants on the

large NW surface.

In chapter 6, the NWQD emission is redshifted by alloying the AlGaAs shell with indium.

Several techniques of compositional analysis are combined to study the indium incorporation

in the NW shell (XRF, APT, STEM EDX and EELS, further supported by PL and Raman spec-

troscopy). Novel wedge-shaped In-rich features are observed for the first time at the corners

of hexagonal NW cross sections. The presence of these In-rich segregates is supported by both

STEM EDX and EELS compositional maps. Since In-based compounds are lattice-mismatched

with (Al)GaAs, strain is also considered to explain the formation of the In-rich features. PL

and Raman measurements of the strain in the NW core as well as calculations of the strain

distributions in the NW cross sections are used to support the role of strain in the formation of

the In-rich segregates. The NWQDs embedded in the shell are still functional also with the

addition of indium and maintain a SP emission. With increasing indium content in the shell,

the NWQD emission energy increasingly redshifts up to about 300 meV.

For the thickest depositions, the oxide straining device places the NWQD emission energy in
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resonance with the target value. By indium alloying, the QD emission-energy distributions

significantly redshift and can even reach energies lower than the Rb resonance. A summary of

the achieved redshift for both mechanisms is proposed in figure 8.1. The grey dots represent

the medians of the NWQD emission energy distributions obtained from PL spectra: the results

for NWs subject only to strain by an oxide coating are reported on the abscissa, while those only

due to indium alloying are reported on the ordinate. The combination of the two strategies

(oxide coating of NWs alloyed with indium) is fruitful; the corresponding experimental data

are in the area between the two Cartesian axes in figure 8.1. Since the incorporation of indium

in large amounts (about 25%) has been associated with brightness reduction in the PL spectra

(section 6.2), the combination of the two redshifting mechanisms allows to limit the indium

incorporation to preserve the brightness of the NWQD emission and extend their energy

redshift by the deposition of the oxide.

As shown in chapter 7, the samples used for the Rb-absorption measurements were prepared

by a similar approach: NWs with a known percentage of indium in the AlGaAs shell were

buried into SiO2 to ensure the overlap of the NWQD distributions with the energy of the

Rb absorption (section 7.1). In chapter 7, the evidence of the absorption of the NWQD PL

emission by a gas of Rb atoms is reported: it constitutes a proof of principle of the first essential

step towards the implementation into a quantum network based on interfacing these NWQDs

with Rb-based quantum memories. The second step would be the demonstration of SP delay

and the conservation of the polarization of the delayed SPs, as outlined in chapter 7.

An important figure of merit of the NWQD emission is the linewidth. For the self-assembled

NWQDs studied here, this is in the range of 100 μeV or less, in general much wider than the

state of the art of very few μeV of both QDs and NWQDs [11, 12]. Space charge fluctuations in

the QD surroundings probably represent an important source of broadening of the NWQD

emission linewidth. On this research path, some insights on the self-assembled NWQDs

studied in this thesis come from core-shell GaAs-AlGaAs NWs grown along the <111>A crystal

direction, in which the density of defects is strongly suppressed. Although NWs usually grow

in the <111>B direction, one can optimize the yield of NWs grown along the <111>A direction

by tuning the MBE growth conditions [170]. Furthermore, the shell structure can be easily

engineered to separate the NWQDs from the surface states [11]. The study of these strategies to

narrow the linewidth of the self-assembled NWQDs is still at an initial stage and would provide

an interesting subject for future research. Together with this and like any other self-assembled

system, a sharper impact on the width of the distributions of the NWQD occurrence and

emission energy is desirable. First steps in this direction are demonstrated by the reduction

of the spread among the NWQD emission energies when the AlGaAs shell is grown at lower

temperature (430°C) [74].

Overall, the AlGaAs NWQDs represent a robust system of quantum emitters that form within

a wide range of growth conditions [74] and emit bright emission lines also after extended

exposure to electron-beam irradiation [253]. Furthermore, some specificities of the GaAs-

AlGaAs system, such as the longer coherence time of the trapped charge carriers, are regarded
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as highly appealing for quantum emitters in comparison with other materials, such as the

more common In-based SK QDs [207]. At the same time, NWs offer additional freedom to

engineer the optical properties of QDs embedded in their structure. In this thesis, the wide

flexibility to tune the NWQD emission energy was demonstrated by strain and composition

engineering. The incorporation of GaAs-AlGaAs QDs with long coherence times into NWs may

thus benefit from the freedom offered by the NW host. A hint of these possibilities is given

in Appendix A that shows preliminary experiments about the incorporation of axial QDs in

recently achieved quantum-thin NWs [48]. By this design, both the longitudinal and lateral

confinement of the QD would be ideally controlled and the symmetry of the heterostructure

would suppress the QD FSS.
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A Towards axial quantum dots in
quantum-thin nanowires

During this PhD, a different kind of NW-based QDs has been considered in addition to the

self-assembled QDs in core-shell GaAs-AlGaAs NWs. This second type of NWQDs consists in

a heterostructure defined along the main axis of a quantum-thin NW, named nano-needle

(NN) [48]. The NNs are grown on top of GaAs NWs that have a diameter of several tens of

nm, while the NN can be as thin as 10 nm. The NN growth mechanism is known to depend

on the distance between the NWs. Therefore, NWs grown in regular patterns with controlled

and constant inter-NW distance are preferred [48]. The NW-NN system is grown vertically

on (111)Si substrates. The NNs are obtained on top of GaAs NWs according to the three-step

protocol described in ref. [48]. The key parameter to thin the NWs into NNs is the As pressure.

During the NW growth, the As beam equivalent pressure is about 2 x 10−6 torr (step 1). The

shrinkage of the Ga droplet is obtained by increasing the As pressure by about one order of

magnitude (8.9 x 10−5 torr - step 2). Ga is still supplied. Under these conditions, the NW keeps

growing axially, but the high As pressure reduces the NW diameter. After 5 minutes of growth

at high As pressure, conical tips are obtained: they are limited in length (∼2 μm) and their

diameter gradually decreases. In order to obtain long NNs of fixed diameter, the step at high

As pressure should not last longer than 2 minutes and a third step must be introduced. In

the third growth step, the As pressure is reduced to an intermediate value (5.5 x 10−6 torr -

step 3). This sequence of growth steps leads to NNs with constant and small diameter and

arbitrary lengths of few μm. A TEM micrograph of a GaAs NN on top of a GaAs NW is shown in

figure A.1a.

A QD can be placed in the NN as a segment of lower energy gap with respect to the rest of

the NN semiconductor. An axial heterostructure can be defined on the NN axis following the

growth scheme of axial NWQDs presented in subsection 2.3.1: during the VLS growth of the

NN, a foreign element is supplied; by diffusion into the droplet, it is incorporated into the solid

precipitate that forms the NN. This approach is affected by the same limitations of a traditional

axial NWQD, namely shallow interfaces due to the reservoir effect. Some expedients can limit

the reservoir effect, as mentioned in subsection 2.3.1. For instance, slow growth rates, down to

the interruption of the axial growth, sharpen the transition between different materials [29, 36].
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Figure A.1 – a) TEM micrograph of a GaAs NN on top of a GaAs NW. Schemes of the NN-based electric-field (b)
and strain (c) sensors.

Also the presence of a miscibility gaps between the atomic species A and B in the catalyst

has been proposed to tackle the reservoir effect: for a wide range of A/B ratios in droplet, the

miscibility gap keeps the presence of one of the two (e.g. A) at very low concentrations in the

solid; by continuous supply of A, the A/B ratio increases in the droplet, but not in the solid; as

soon as the A/B ratio in droplet exceeds a threshold value, a large amount of A is incorporated

in the solid [91].

Assuming fine control on the sharpness of the QD interfaces in the longitudinal direction, the

length of the QD is directly tuned by the growth time of the QD segment. This dimension

defines the longitudinal quantum confinement of the charge carriers trapped into the QD. In

(Al)GaAs NWs of few tens of nanometers in diameter, there is no important contribution to

quantum confinement by the lateral size of the QD. On the contrary, the thickness of the NN

is small enough to contribute to the overall confinement of the trapped charges. In turn, the

NN diameter is a function of the droplet size, that depends on the As pressure and duration

of the step 2 previously described. The possibility to act on both the longitudinal and lateral

confinement of the QD increases the degrees of freedom available to control the QD energy

levels.

The main interest of defining axial QDs in NNs is related with the accurate sensing of external

perturbations. A scheme of the NNQD design for this application is presented in figure A.1b

for the sensing of an external electric field. The QD is positioned at the top of the NN. This

design is ideal for probing an external field: the QD is close to the surface; the long thin NN can

penetrate in the field without significantly perturbing it. The readout of the amplitude of the

Stark shift of the QD emission energy would allow to retrieve the amplitude of the electric field.

As scanning probes, the NNs enable high spatial resolution due to their very thin diameter.

Interacting with the surface of a sample, the NN bends proportionally to the strength of the

tip-surface interaction, that is, to the NN-surface distance or surface composition. The NN

is very flexible, thus sensitive to small forces. Figure A.1c sketches the ideal configuration

in this case: the QD is placed at the base of the NN. The objective is to enhance the opto-
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A.1. Growth and composition

mechanical coupling between QD and NN. The read-out of the QD state provides a way to

retrieve the strain field in the QD, which depends on the bending of the NN and the strength

of the interaction.

With regard to the topic of this thesis, achieving these QDs represents an appealing alternative

route towards the optical coupling with Rb. The freedom in tailoring the composition of such a

NN-based QD and the control on both its lateral and longitudinal size facilitates the tuning of

its emission energy. Furthermore, the axial design is particularly interesting for SP applications:

its high symmetry should suppress the FSS of the QD energy levels [76, 18]. Two material

systems are considered: (Al,Ga)As and (In,Ga)As. The emission energy of a single (Al,Ga)As

NN-based QD could be tuned close to the resonance with Rb by controlling the NN diameter

and the QD length and composition. The interest is to obtain a SP emitter whose emission

energy is very close to the D2 line of Rb: the target could be less than 100 μeV from the energy

of the Rb transition. This is necessary to enable the fine tuning in resonance by, e.g., external

magnetic fields. A capping shell of higher bandgap would passivate the surface and enhance

the QD brightness. Another interesting material candidate is In(Ga)As. For this material

combination, the QD can emit at telecommunication wavelengths. This characteristic would

facilitate its integration with the current technologies, e.g. coupling with optical fibers. In this

case, Rb should be replaced by Cs (D1 transition at 1.386 eV) if the optical coupling with an

atomic gas is aimed [263].

A.1 Growth and composition

In the following, the strategies considered to grow a segment of lower bandgap inside a NW

or a NN are outlined and preliminary growth results are presented. They are all based on the

incorporation of indium along GaAs NWs. In the majority of the experiments, the second

segment of a A/B/A axial heterostructure has not been grown. This strategy enabled to focus

on the optimization of the A/B interface first. At the end of some growths, a GaAs capping layer

is deposited to passivate the NW surface and enhance the brightness of the luminescence

stemming from the nanostructure. The absence of the GaAs capping layer in the rest of the

growths was chosen to facilitate the compositional analysis of the nanostructure by STEM

EDX.

The first approach to the indium incorporation is sketched in figure A.2a. It consists in

supplying indium during the growth of a GaAs NW while the catalyst Ga droplet is still present.

Indium has a high surface mobility and it is expected to diffuse on the NW sidewalls. Once at

the top of the NW, indium can be dissolved into the droplet. At supersaturation, indium can

then precipitate with Ga and As to from an (In)GaAs crystal. Different growths were conducted

with this strategy for different indium pressures in order to vary the droplet composition.

Figure A.2b shows the STEM EDX map of a heterostructure obtained in this way. The droplet

was filled with indium for 75 s (indium pressure equal to 9 x 10−8 torr) at a substrate tempera-

ture of 460°C. As was then supplied to form an In-rich crystallite. The incorporation of indium
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Figure A.2 – a) Sketch of a GaAs (green) NW with indium (red) incorporated into the catalytic droplet. b) STEM
EDX map of the tip of a GaAs NW with indium in the droplet. The linescan on the right follows the dashed arrow:
the GaAs-InGaAs transition has shallow profiles. The maximum indium concentration in the droplet corresponds
to In0.5Ga0.5As. In order to passivate the surface, a GaAs capping layer covers the heterostructure. It may affect the
Ga/In ratio of the linescan. c) Sketch of a GaAs (green) NW and an In(Ga)As (red) segment epitaxially grown on
its tip. d) STEM EDX map of the tip of a GaAs NW with an In(Ga)As alloy epitaxially grown on the top facet. The
linescan on the right follows the dashed arrow: the GaAs-InGaAs transition is still shallow on the internal side,
but it is much steeper with the GaAs capping. The maximum indium concentration increased and approximately
corresponds to In0.85Ga0.15As.

(red in the map) at the tip is evident; the In-rich area is not faceted, suggesting that the In/Ga

droplet was not completely consumed into a crystallite when the growth of the GaAs capping

started. On the right, figure A.2b shows a linescan along the dashed arrow shown on the EDX

map. The indium enrichment and Ga depletion at the position of the droplet is evident with

a maximum indium content corresponding to In0.5Ga0.5As. This value is probably affected

by the presence of the outer GaAs capping that biases the compositional mapping in favor of

Ga. The transition from GaAs to InGaAs is very shallow, with a smooth increase in the indium

content over almost 100 nm. This corresponds to the gradual incorporation of indium into the

liquid droplet while the NW keeps growing in the axial direction. As a result, the transition

region extends over a long distance. The second transition (from InGaAs to GaAs) is sharper.

This interface results from the epitaxial deposition of a solid GaAs capping, which limits the

adatom diffusion.

The increased sharpness of the second interface suggested to take advantage of the reduced

In/Ga intermixing in the solid phase to sharpen the GaAs/In(Ga)As transition. Therefore, in

a second strategy, InAs was directly deposited on GaAs NWs, that is, without the mediation

of the droplet. The goal is still to define a small In-rich crystallite at the top of the NW. This

mechanism is based on the large lattice mismatch between GaAs and InAs. The small area

of the NW tip should facilitate the relaxation of the strain and enhance the incorporation of

indium at this position. This strategy has been successfully applied to grow InAs on top of

GaAs nano-membranes [264]. Although the GaAs nano-membranes described in ref. [264]

have a different orientation of the crystal facets with respect to the NWs, the strain gradient is

still expected to favor the indium deposition at the NW tip. A sketch of this configuration is

reported in figure A.2c.

Figure A.2d is the STEM EDX map of a heterostructure grown in this way. The indium pressure
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and substrate temperature were the same as in the previous growth, but indium was supplied

for 200 s after the complete consumption of the droplet. An In-rich region at the top of the NW

is clearly visible; it has a faceted surface, indicative of the epitaxial growth as a solid crystal.

The linescan along the dashed arrow is reported on the right and shows that the maximum

indium content corresponds to In0.85Ga0.15As. As before, the presence of the GaAs capping

probably biases the quantification in favor of Ga. Nevertheless, the indium content is larger

than in the previous case (figure A.2b) because its incorporation is not mediated by the Ga

droplet.

The NW tip imaged in figure A.2d is probably surrounded by an In(Ga)As layer on all the facets

and has a decreasing thickness moving away from the top. Since the EDX map shows a 2D

projection of a 3D volume, the variation of the thickness of the In(Ga)As layer appears as a

smooth transition from GaAs to InGaAs. On the contrary, the transition from In(Ga)As to the

GaAs capping appears much sharper, within about 10 nm - 20 nm. At this position, the facet is

probably perpendicular to the projection plane: therefore, the real length of the transition is

observed and the structure geometry does not affect the measurement of the sharpness of the

transition. Yet, the In/Ga intermixing is not fully suppressed. As already observed in ref. [264],

the strain due to the lattice mismatch between GaAs and InAs causes the intermixing between

the two adatoms.

The incorporation of indium through a catalyst droplet is commonly used to define In-based

axial heterostructures [89]. On the contrary, the strategy sketched in figure A.2c is less com-

mon; the experimental result shown in figure A.2d shows that indium can be preferentially

incorporated at the NW tip with no need to use a catalyst droplet. This strategy allows to

sharpen the interfaces of a heterostructure grown at this position. The growth conditions can

be further optimized to limit the In/Ga intermixing, for instance by decreasing the growth

temperature. In figure A.2d a protrusion of the In(Ga)As layer on the NW sidewall is evident

on the right of the EDX map. This is probably due to the diffusion of indium along the NW

facets. A lower growth temperature and a higher As pressure should reduce the diffusion

length of indium and limit the occurrence of this phenomenon. Indeed, it was common to

observe several In-rich clusters or patches along the sidewalls of NWs grown in this way. If the

growth time of the InAs layer is increased, these In-rich regions would probably merge into a

continuous In(Ga)As shell [52].

The first attempts to apply to NNs the strategy presented in figure A.2c were not successful.

Indium was not observed to deposit at the tip of the NN, as opposed to what happens at the tip

of a NW. The mediation of the catalytic droplet was thus considered to drive the incorporation

of indium. Preliminary results on the formation of (In,Ga)As heterostructures in NNs are

reported in figure A.3. The NNs were defined according to the three-step protocol already

presented. In addition, indium was supplied for 200 s at the same pressure and substrate

temperature as in the NW growths previously shown. Figure A.3a sketches an In-rich segment

incorporated in the NN. Ideally, this structure can be obtained by starting the indium supply

during the NN growth. During the third step of the NN formation, the indium pressure can
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Figure A.3 – a) Sketch of a GaAs (green) NW and NN: an indium segment (red) is incorporated at the top of the
NN. b) BF TEM micrograph of a NNs: towards the end of the NN growth, indium was also supplied. In most NNs,
this caused the growth direction to abruptly change and form irregular structures such the one shown here. c)
Sketch of a GaAs (green) NW and NN where the catalytic droplet is inflated with indium. d) STEM EDX map of the
tip of a GaAs NN with indium in the droplet. The linescan on the right follows the dashed arrow: the GaAs-InGaAs
transition is rather sharp. Interestingly, both Ga and As decreases in the droplet, while indium increases: liquid
indium may have replaced liquid Ga in the droplet in the MBE. The In/Ga ratio is about 8. This NN is not passivated
with a GaAs capping, in order to facilitate the compositional analysis.

be increased in order to dissolve some indium into the catalytic droplet. By continuing the

axial growth of the NN, the last portion of the NN would be composed of InGaAs. Figure A.3b

shows the TEM micrograph of a NN that underwent this sequence of growth steps (without

GaAs capping). The last part of the NN shows the irregular growth of a structure in a direction

apparently uncorrelated with the NN growth direction. The abrupt change in the NN growth

direction was systematically observed on several NNs. Clear signature of the incorporation of

indium into these irregular structures was not detected.

On a different approach, figure A.3c sketches the incorporation of indium in the small catalyst

droplet on top of a NN; the axial growth of the NN is not continued. This strategy would avoid

the formation of irregular nanostructures while still forming an In-rich crystallite at the tip of

the NN. This design corresponds to transferring to the NNs the strategy proposed for NWs in

figure A.2a. Figure A.3c reports the STEM EDX map of the tip of an irregular NN. It was not

covered by a GaAs capping layer to facilitate the compositional mapping of the small structure.

An In-rich nano-droplet is visible at the tip. The nano-droplet is less than 10 nm in diameter. It

contains mainly indium, as shown by the linescan on the right, taken along the dashed arrow

in figure A.3e. This structure formed at the end of a NN like the one shown in figure A.3b: the

NN formed an irregular crystal, but maintained a droplet at the top. Indium was preferentially

incorporated at this position. This suggests that the strategy described in figure A.3c may be a

viable method to incorporate indium at the tip of a NN. Interestingly, the interface between

GaAs and In(Ga)As is very sharp. According to theoretical studies [265, 266], the precipitation

of a material A dissolved into a liquid droplet of material B may decrease with the decreasing

size of the droplet. This predicts a limited indium incorporation in an InGaAs segment during

the Ga-assisted VLS growth of a NN of very thin diameter. However, it is an excellent expedient

to help obtaining an In-rich crystallite at the tip of a NN with a sharp material transition.
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Figure A.4 – STEM EDX linescan (a) and map (b) of the same NW. Indium has been incorporated through the
catalyst droplet (strategy of figure A.2a). The droplet size was decreased before the indium supply in order to
reduce the size of the In-rich region. The arrows indicate the positions where the indium concentration increases.
The one closer to the NW tip, on the right, may be due to indium into the droplet. c) CL spectrum, acquired at 12 K,
at the position indicated by the blue circle. The bright CL emission probably stems from an In-rich nanocluster
formed in the NW sidewalls. d) SEM image of a NW from the same growth as in figure A.2b. e) CL map of the NW
shown in (d). The CL signal if filtered around 968 nm. f) CL spectrum corresponding to the localized emission in e)
indicated by the blue circle. At about 820 nm a weaker peak probably stems from the GaAs core.

A.2 Light emission

A fundamental requirement of the NN-based QDs is to be optically active. This is clearly

necessary for the SP emission; in this case the optical properties of the emitters should be

further analyzed to confirm the SP nature of the emission by measuring the second-order

autocorrelation function. Optical activity is also required for using the QD-NN system as a

sensor: the optical readout of the QD state enables the measurement of the external field.

Preliminary optical measurements on GaAs-InGaAs heterostructures are reported in the

following. Figure A.4a to c report compositional and optical measurements on the same

NW. Figure A.4b shows the STEM EDX map of the NW; a linescan extracted from this map is

reported in figure A.4a. In this NW indium has been deposited by the method sketched in

figure A.2a. In addition, the droplet size was decreased before the indium supply in order to

reduce the size of the region enriched in indium. A systematic calibration was not performed,

but the shrinkage of the Ga droplet before the indium supply should enable to enhance

the quantum confinement in the In-rich crystallite. From the map and the linescan, small

fluctuations in the indium concentration along the NW are found. Three In-rich cluster are

found along the NW at the positions indicated by the arrows. The one closer to the NW tip,
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on the right, may be due to the indium incorporation into the droplet. HAADF images of

the same NW at long camera length (770 mm) can show diffraction contrast and allow to

distinguish crystal defects in the NW structure (not shown). Although evidence of an increased

density of crystal defects is found at the NW top and bottom, a clear correlation between their

position and the segregation of indium is not found. Figure A.2c shows a single CL spectrum

acquired at the position indicated on the EDX map by the blue circle. It consists of a single

peak centered around 916 nm, with a linewidth of few meV. The CL spectrum was acquired

with an integration time of 100 ms, at an electron beam acceleration voltage of 3 kV. The bright

CL emission probably stems from an In-rich nanocluster formed on the NW sidewalls. In bulk

InGaAs, the emission energy of the CL peak (about 916 nm, i.e. 1.35 eV) would correspond to

In0.11Ga0.89As. None of the In-rich clusters detected in the EDX maps had bright and sharp

emission in the CL spectra ascribable to QD-like optical properties.

Figure A.4d, c, and f report on a NW from the same growth of the one shown in figure A.2b. In

these NWs, indium was incorporated in the catalyst droplet; the droplet was not shrunk before

introducing indium. Figure A.4d reports the SEM image of the NW and figure A.4e is the CL

map of the same NW. The CL signal is filtered around the emission wavelength at 968 nm. The

CL spectra were acquired with an integration time of 500 ms, at an electron-beam acceleration

voltage of 10 kV; these relatively long integration time and high acceleration voltage were

required to compensate for the weak emission of the sample. The NW brightness would benefit

from an AlGaAs capping that was not possible to grow for this batch of samples. The CL map

highlights the presence of a bright and localized emitter at 500 nm from the top. The emission

stems from the NW sidewall: it cannot be ascribed to the intentional incorporation of indium in

the droplet. The CL spectrum of the emitter highlighted in figure A.2c is reported in figure A.2f.

It consists of a bright peak at 968 nm (about 1.28 eV) with a relatively narrow emission of few

meV. In the bulk, this energy would correspond to the emission from In0.16Ga0.84As. A second

peak at higher energy (820 nm) can be assigned to the GaAs bandgap emission. Like in the

previous case, none of the emission peaks from this NW stems from the InGaAs heterostructure

intentionally grown. The parasitic In-rich clusters on the NW sidewalls seem to have brighter

emission (at least in the detectable energy range).

A.3 Outlook

The work presented in this chapter is an initial benchmark for the growth of a fully functional

and controlled quantum emitter in a NN. These experiments show that indium incorporates at

the tip of GaAs NWs by two methods: incorporation in the Ga droplet (figure A.2a) and through

a mechanism that is probably related with the relaxation of strain at the NW tip (figure A.2c).

The first mechanism is relatively mainstream, while the second one is particularly appealing: it

allows to obtain sharp In(Ga)As-GaAs interfaces and almost pure InAs crystals. The application

of this strategy to the NNs proved to be challenging. However, the experiments showed that

indium incorporation into the nanodroplet at the top of NNs is promising: it should be studied

in a systematic way in order to achieve full control on the droplet size and composition.
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A.3. Outlook

The optical characterization of these heterostructures should follow. The emission energy,

linewidth and SP behavior should be the first characteristics to address.

The suppression or the control of the parasitic clustering of indium on the NW side facets

must be addressed as well. With this regard, the role of crystal defects and surface roughness

in clustering indium along the NWs should be further analyzed. The work and the literature

presented in chapter 4 and chapter 6 provide a useful theoretical background for this study.

The methodology of direct correlation between structural analysis and luminescence mapping

at high resolution presented in chapter 4 may prove particularly useful to elucidate this point

also in the GaAs-InGaAs system. The growth of a QD on the tip of a NW or NN is useful for

sensing external fields and for light emission. Yet, the optimal design for a scanning probe

requires to embed the quantum emitter at the bottom of the NN (figure A.1c). This involves

the growth of a second segment to cap the QD and continue the axial growth of the NN. This

has not been addressed in the preliminary experiments shown here. It will demand for a

systematic study to control the growth of the capping segment and prevent the tilting of the

NN along irregular directions, as observed for (In,Ga)As (figure A.3b).

Not all the findings valid for the (In,Ga)As system may be valid for AlGaAs-based QDs in

NNs. Strain is not expected to play any significant role in lattice-matched GaAs-AlGaAs

heterostructures. On the contrary, the dynamics of the Al/Ga incorporation as an axial QDs

may show common aspects with (In,Ga)As. The use of (Al,Ga)As NN-based QDs is probably

preferable and required in order to compete with the existing technology in planar and NW-

based QDs. The state of the art in QD-emission properties in both configurations (bulk and

NWs) is based on (Al,Ga)As. This material combination enables longer coherence times

[207] and, in highly symmetric QDs, holds record values of g2(0), SP indistinguishability

and entanglement [77, 81]. In addition, optical coupling with a gas of Rb has already been

demonstrated with axial (Al,Ga)As NWQDs [12].
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B Supporting information of articles

The following pages report the Supporting Information material attached to the articles that

compose chapter 4, chapter 5, and chapter 6.

The Supporting Information to chapter 4 comprises Monte Carlo simulations of the electron-

beam interaction volume, additional TEM micrographs of NW defects (also in other NWs),

compositional mapping along single NWs by STEM EDX, QD occurrence by CL in function

of the NW-shell thickness, exciton recombination energy for different material parameters, a

comparison between PL and CL linescans on the same NW, and the whole set of NW CL maps.

The Supporting Information to chapter 5 comprises additional TEM micrographs of the oxide

structure, the calibration curves of the oxide thickness, the downshift of all the Raman modes,

Raman spectra for the PECVD SiO2 deposited at low temperature, PL spectra of the NW

coated in TiO2, temperature-dependent Raman-spectroscopy data, and further polarization-

dependent Raman spectra.

The Supporting Information to chapter 6 comprises the plot of the QD emission-energy range

vs indium, polarization-dependent Raman spectra, STEM EDX maps on NW cross sections,

AC HAADF micrograph of a NW cross section, XRF maps, further EDX and EELS maps, power-

dependent PL of the QD line used for the g2 measurement, illustrative CL maps, and the data

on strain derived from the Raman spectra according to ref. [159].
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Tuning adatom mobility and nanoscale segregation  
by twin formation and polytypism 

 

Luca Francaviglia1, Gözde Tütüncüoglu1, Federico Matteini1, Anna Fontcuberta i Morral*1 

 

1Laboratory of Semiconductor Materials, Institute of Materials, École Polytechnique Fédérale de 
Lausanne, 1015 Lausanne, Switzerland 

 

S1 Interaction volume 

We used the software CASINO1, to simulate the interaction volume of the primary e-beam in 
the core-shell NWs. At the experimental voltage of 1.5 KV, the interaction volume is within very 
few tens of nm from the top NW facet (red-yellow trajectories in figure S1), where the electrons 
impinge. The further diffusion of excitons from the interaction volume sets the limit of the 
spatial resolution of CL mapping. However, the diffusion follows an exponential law. Therefore, 
the luminescence intensity rapidly decreases moving away from the excitation volume. A small 
interaction volume is guaranteed by a low acceleration of the primary electrons and a few-nm 
probe. The exciton 2 and decrease the shorter 
the exciton lifetime is, like in direct-bandgap AlGaAs and QDs. In fact, we can distinguish few-
tens-of-nm large emitters from the CL maps. The filtering of different emission wavelengths 
provides an additional degree of freedom to differentiate the emitters in space. The overall 
intensity map is diffusion limited, but the energy-filtered signal can ideally overcome this limit3.  

Figure S1. Cross-section of a simulated core-
shell NW (green). The scattering event of the 
primary electrons are highlighted in red-yellow 
at the top facets.  

                                                            
1 http://www.gel.usherbrooke.ca/casino/What.html 
2 Zarem et al., APL, 55 2622 (1989) 
3 Balla et al., ACS Photonics, 4 292 (2017) 
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S2 Planar defects at intermediate magnification 

 

Figure S2A. BF TEM micrographs of several positions in the upper part of the NW shown in the 
manuscript. All images share the same scale bar as the one of the first one at the top left. The contrast 

reveals a high density of planar defects. 
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Figure S2B. Merged BF TEM micrographs of the bottom of the NW shown in the manuscript. The contrast 
shows almost no defects, except at the very bottom end. 
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S3 EDX STEM mapping  

We performed X-EDS at the top and bottom of few NWs to check if the Al/Ga ratio changes 
along the NW. The observed variations (1% less Al from bottom to top) are within the 
technique accuracy and do not contrast with the hypothesis of the deposition of a constant-
composition shell, as further discussed in the manuscript.  Yet, we mention that a 1% gradient 
in the Al content would correspond to a 28 meV redshift. 

Figure S3. XEDS STEM maps of As, Ga, and Al atomic percentages acquired at the top and bottom of the 
NW shown in the manuscript and for an additional NW from the same sample. The white dashed 

rectangles define the regions over which the quantification was performed, in order to exclude counts 
from the GaAs core. 
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S4 Adatom segregation in the AlGaAs shell  

The presence of the planar defects perturbs and roughens the chemical potential on the lateral 
surface of the NWs. The adatoms diffuse along the NW sidewalls during the shell growth 
following gradients in chemical potential. In particular, in our system the surface chemical 
potential  depends on two relevant parameters: the surface energy  and the surface 
curvature , as summarized by the following equation4:  
 

0 capillarity   
 
where  
A gradient in chemical potential is responsible for the instauration of net currents of adatoms 
away from the regions of higher chemical potential, a phenomenon described by the Nernst-
Einstein equation: 
 =  

 
 
where n is the surface density of atoms, D is the surface diffusion coefficient, k the Boltzmann 
constant, and T the temperature.  
 
 
 
 
 
 
 
 
 
 
 

 

 

                                                            
4 Supporting information in M. Heiss et al., Nature Mater. 12, 439–444 (2013) 
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S5 Examples of varying defect density in more NWs 

We report TEM images of two more NWs (named A and B) to show that the same increase in 
defect density is visible while moving from the NW bottom to the top. Like for the NW shown in 
the manuscript, a defect-free WZ segment forms only at the NW tip.  

 

Figure S5A.  TEM images and diffraction patterns of NW A. 
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Figure S5B.  TEM images and diffraction patterns of NW A.  
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Figure S5C.  TEM images and diffraction patterns of NW A.  
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Figure S5D.  TEM images and diffraction patterns of NW B.  
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S6 QD occurrence and energy vs shell thickness  

CL maps on NWs with increasing nominal shell thickness reveal an expected increase in QD 
occurrence. This observation agrees with the same correlation previously obtained by PL5. 
Here, the advantage is that single emitters can be spatially distinguished by using CL. Therefore, 
the QD count is more accurate. 
 

 

 

 

 

 

 

 

 

 

Figure S6. QD occurrence vs emission energy for three NWs of increasing nominal shell thickness (50 nm 
shell is the same NW shown in the manuscript). The QDs are counted as the single bright spots visible in 
the acquired maps, while by PL the QDs were counted as peaks appearing in the spectra. This increases 

the accuracy of the QD count: in addition to the distinction of different emitters by their emission energy, 
in the CL maps different emitters can be spatially distinguished with higher resolution. 

 

 

 

 

 

                                                            
5 Francaviglia et al., APL 107, 033106 (2015) 
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S7 Oblique defects in the NW shell  

Interestingly, in more than one NW we found defects not aligned along the radial direction, like 
those discussed in the manuscript. It was not possible to directly correlate the CL signal with 
the presence of these defects, but they do not visibly weaken the brightness in the 
surroundings. The origin of these defects is unknown. 

 

Figure S7-1. TEM images of the same NW as in the manuscript. The zoomed-in region shows an oblique 
defect. The SEM and SEM CL maps of the corresponding regions of interest on the NWs are reported 
(panchromatic and for a large bandwidth of 11 meV centered at 1.82 eV). No direct influence of the 

oblique defect on the CL intensity is visible. 
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Figure S7-2. TEM images of another NW from the same sample. The zoomed-in TEM images show an 
oblique defect. The SEM and SEM CL maps of the corresponding regions of interest on the NWs are 

reported (panchromatic and for a large bandwidth of 11 meV centered at 1.82 eV). No direct influence of 
the oblique defect on the CL intensity is visible. 
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S8 Nextnano simulations 

We ran Nextnano simulations for the same QD configurations as in the manuscript. Here we 
report the results for different WZ band offsets available in the literature6. They show the same 
trend of decreasing emission energy for an increasing WZ content and electron-hole separation. 
The red squares corresponds to the results for the largest band offset. In this case, the 
contribution of the electron-hole separation to the overall energy reduction is more important.  

 

Figure S8. Exciton recombination energy according to the Nextnano simulations. The WZ band offset is 
set according to the values available in the literature, as indicated in the legend.  

 

 

 

 

 

 

 

 

 

                                                            
6 De at al., PRB 81, 155210 (2010) and Heiss et al., PRB 83, 045303 (2011) 
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S9 NW linescans: PL vs CL  

CL and PL agree about the counting of the QD occurrence and the average QD emission energy. 
The peak count in PL spectra with many peaks tend to saturate because of the spectral overlap 
between peaks next to each other. This may explain the higher QD occurrence observed by CL 
at the NW top, where the QD density is at the maximum: in the CL maps, different peaks at 
similar energies can be distinguished in space. On the contrary, the QD occurrence observed by 
CL is lower at the NW bottom, where the QD density is at the minimum: because of lower 
spatial resolution, PL may count the same emitters more times in few spectra. 

 

Figure S9. CL (black, full circles) and PL (red, open circles) linescans along the same NW as the one shown 
in the manuscript. On the left, we report the QD occurrence vs NW position; on the right, we report the 

band corresponds to the NW bottom hidden by the carbon film. 
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S10 CL maps of additional NWs  

In the following we report the CL maps for three NWs of increasing nominal shell thickness (30 
nm, 50 nm and 100 nm), including the full set of maps of the NW shown in the manuscript (50 
nm shell). In all the samples we observed and increase in the twin density towards the NW top. 
The most evident correlation between twins density and QD redshift stems from the 50 nm 
shell NWs. 
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Figure S10A. CL maps of a 30 nm shell NW. The different wavelengths are highlighted in 5 nm intervals. 
The first image of the series is the SEM image of the NW. 
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Figure S10B. CL maps of a 50 nm shell NW. The different wavelengths are highlighted in 5 nm intervals. 
The first image of the series is the SEM image of the NW. 
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Figure S10C. CL maps of a 100 nm shell NW. The different wavelengths are highlighted in 5 nm intervals. 
The first image of the series is the SEM image of the NW. 
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Anisotropic-strain-induced bandgap engineering 

in nanowire-based quantum dots  
 

Luca Francaviglia1*, Andrea Giunto1*, Wonjong Kim1, Pablo Romero1, Jelena Vukajlovic-Plestina1, 
Martin Friedl1, Heidi Potts1, Lucas Güniat1, Gözde Tütüncüoglu1, Anna Fontcuberta i Morral1 

 

1Laboratory of Semiconductor Materials, Institute of Materials, École Polytechnique Fédérale de 
Lausanne, 1015 Lausanne, Switzerland 

*Equal contribution 

 

SI1 Conformal SiO2 PECVD  
The PECVD of SiO2 follows precisely the shape of the underlying NW. The oxide thickness is not 
constant. 

 

Figure 1. TEM micrograph of the top of a core-shell GaAs-AlGaAs NW coated with SiO2 by PECVD. The 
average oxide thickness on the sidewalls is 226 nm (blue arrow) and on the “head” is 434nm (red arrow).  
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SI2 Calibration of the nominal-vs-real oxide thickness 

We acquired TEM images of 6 NWs for each SiO2 deposition, like in SI1, from different positions 
along each single NW: top sidewalls and head (like in SI1) and at the sidewalls in the middle and 
at the bottom of the NW.  From the images we calculated the average oxide thickness. At the 
head and top positions the nominal-vs-measured curve of the oxide thickness follows a linear 
trend. Shadowing among neighbor NWs saturates the trend for thicker oxides at the middle and 
bottom positions along the NWs.  

 

 

 

 

 

 

 

 

 

 
Figure 2. Graph of the average oxide thickness as measured from TEM micrographs vs the nominal one 

for four different positions along the NWs.  

 

 

 

 

 

 

 

 

149



Supporting Information to chapter 5 
 

SI3 Oxide structure 

TEM images reveal the grain structure of the oxide. At any temperature the grains align along 
the direction of impingement of the atoms and ions. This effect is more evident in the 
depositions at lower temperature (100°C) because of the enhanced visibility of the grains with 
respect to the reference deposition at 300°C. The tilted alignment of the grains may enhance 
the anisotropy of the applied stress. The deposition at low temperature produces a less 
coherent oxide than the one obtained at 300°C.  

 

 

Figure 3. TEM micrographs of different positions along a NW coated with SiO2 at 300°C. The oxide 
structure is grainy and the grains are aligned along the probable direction of impingement of the atoms 

and ions during the PECVD. The arrows hint this tilted direction.  
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Figure 4. TEM micrographs of different positions along a NW coated with SiO2 at 100°C. The oxide 
structure is grainy and the grains are aligned along the probable direction of impingement of the atoms 

and ions during the PECVD. 
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SI4 Raman vs oxide on NW ensembles: all the peaks 

We report the Raman shift vs the oxide thickness for all the visible modes. They all downshift 
for an increasing thickness of the oxide. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Average Raman shift vs oxide thickness for all the visible modes.  
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SI5 Raman 100°C SiO2 PECVD 

These Raman spectra illustrate that for this NW the strain is compressive for both TO and LO 
peaks (upshift) by SiO2 PECVD coating at 100°C. The SO peaks show a downshift due to the 
increase in dielectric constant of the surrounding medium. Compressive strain is never 
observed after coating at higher temperatures. 

 

 

 

 

 

 

 

 

 

 

 Figure 6. Raman spectra of an uncoated vertical NW and the same NW coated with SiO2. We 
performed the PECVD at 100°C 
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SI6 PL blueshift by TiO2 sputtering 

The TiO2 sputtering blueshifts the PL emission of the GaAs NW. 

 

 

 

 

 

 

 

 

 

  

 Figure 7. Room-temperature PL spectra of the same vertical array NW before and after coating 
with TiO2 by sputtering. 
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SI7 SiO2 debris 

The grains of the SiO2 deposited at 100°C are loosely connected with each other, as 
demonstrated by gaps among them and by the pieces of oxide found around the NWs on the 
TEM grid.  

 
 Figure 8. TEM micrographs of array NWs coated with SiO2 at 100°C. Exfoliation and damage of 

the oxide is visible on the carbon film of the TEM grid as a consequence of the transfer of the NW for the 
TEM observation. 
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SI8 Temperature-dependent Raman spectroscopy 
Average difference in the position of the Raman modes of three uncoated NWs and three NWs 
coated with 365 nm of SiO2. The positive values correspond with the fact that at all 
temperatures the coated NWs are under tensile strain. By increasing the temperature of the 
measurements, the spread between the coated and uncoated NWs increase. This agrees with 
the fact that the difference in TEC has not a pronounced contribution to strain the NWs.  

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 9. Differential Raman modes vs the measurement temperature. The differential Raman 
modes are calculated by difference between the average Raman mode of three uncoated NWs – the 

average Raman mode of three NWs coated with 365 nm of oxide. 
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SI9 Raman intensity  
The brightness of the micro-PL and micro-Raman signals increases for an increasing thickness of 
the deposited oxide. This positive trend is useful and may deserve further study in future. We 
believe that the SiO2 coating smoothens the gradient in refractive index between the vacuum 
and the semiconductor NW. For very thick depositions, it is easier to miss the NW with the laser 
spot. The thick oxide may be misleading by hiding the real position of the NW: the laser is 
focused on the oxide-NW structure, but outside the NW itself. We take this explanation into 
account for the reduction of the brightness in the thickest sample. In this last case, the signal is 
still brighter than in the case of the uncoated NWs.  

 

  

 

 

 

 

 

 

 

 

 

Figure 10. Sum of the area below all the Lorentzian fits of the Raman modes vs oxide thickness. All the 
spectra were acquired with the same integration time of 30 minutes. 
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SI10 Polarization-dependent Raman spectroscopy  
We acquired polarization-dependent Raman spectra of few NWs to demonstrate the consistent 
shift between the parallel and perpendicular configurations in the case of the coated NWs. On 
the contrary, the uncoated NWs do not show any consistent shift. 

 

 

 Figure 11. Polarization-dependent Raman spectra of uncoated (a, b) and coated (c, d) NWs.  
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SI11 PL from twin- and polytypism-based transitions  
The PL spectrum exemplifies the importance that twins and short WZ segments can have on the 
PL signal of the GaAs core.  

Figure 12. PL spectrum from a horizontal NW at 12 K in the GaAs spectral range. Only the emission at 
higher energy than 1.48 eV comes from the exciton recombination at the ZB bandgap (occasionally 

mediated by intra-bandgap states). 
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SI12 Derivation of the Poisson ratio  
We use the following equation, valid for the GaAs TOD mode in case of uniaxial stress along the [111] 
direction:  
 
 
 
 
 

D D is its shift under stress, while all the other values are 
the same as in Eq. 1, reported in the manuscript. By combining the equation above with Eq. 5.1 and 
applying them respectively to the TOD and the TOS peaks visible in the polarization-dependent Raman 

 

Information. 
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Segregation scheme of indium in AlGaInAs nanowire shells 
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S1 QD emission range vs indium 

The width of the QD PL distributions increases with In.  

Figure S1. Energy difference between the 3rd and 1st quartiles of the QD emission-energy distributions vs 
indium flux. The data with abscissa less to equal to 1 are reference GaAs-AlGaAs NWs (no indium). The 
blue spot corresponds to a sample whose shell was grown at lower temperature (430°C) (similarly to 

Jeon et al. 2018). 
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S2 Polarization-dependent Raman spectroscopy 

The position of the GaAs TO peak is constant and independent from the direction of the 
polarization of the collected light.  

 
Figure S2-1 Polarization-dependent Raman spectra in backscattering configuration on a GaAs-AlGaInAs 
NW with 25% indium. The upper panel is for polarization parallel to the NW axis; the lower panel is for 

polarization collected perpendicular to the NW axis. The color coding is the same as in the main 
manuscript. The vertical dashed line indicates the GaAs TO position: within the resolution of the 

spectrometer, the GaAs TO peaks are at the same positions in the parallel and in the perpendicular 
configurations. 

 

Figure S2-2. Further polarization-dependent Raman spectra as in S2-1. (a) a reference core-shell GaAs-
AlGaAs NW without indium in the shell and (b - c) two GaAs-AlGaInAs NWs with 25% of indium in the 

shell. The GaAs TO peaks are at the same positions in the parallel and in the perpendicular 
configurations. 
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S3 STEM EDS maps on NW cross sections 

The STEM EDS maps used to derive the Ga, In, and Al concentrations in the manuscript. 

 

Figure S3-1. (a-c) EDS STEM maps of the NW cross-section (15% indium) used to derive the plot in the 
manuscript (figure 2). (a), (b), and (c) show the spatial distributions of Ga, Al, and In respectively (As is 

evenly distributed in the cross section. The scale bars correspond to 30 nm. 

 

Further signatures of the wedge-shaped In-rich regions by STEM EDS. 
 

 

 

 

 

 

 

Figure S3-2. STEM EDS maps of another NW cross section from the same growth (15% indium). (a) Ga 
and (b) Indium distributions. The Ga and In depletions along the {112} direction is visible as well as the 3-

fold wedge-shaped In-rich regions at the ridges. The scale bars correspond to 30 nm. 
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S4 AC HAADF STEM micrographs 

From the AC HAADF micrographs we measured the thickness of the Al-rich planes and, by FFT, 
we confirm that the NW sidewalls belong to the {110} family.  

 

Figure S4. (a) AC HAADF STEM micrograph of a FIB-cut NW cross section. The crystalline direction of the 
{110} NW sidewalls and {112}A and {121}B ridges are labelled. (b) Left: HR micrograph of the core region 
highlighted by the green square; right: FFT of the image on the left. The diffraction spots corresponding 
to the crystalline directions indicated in (a) are labelled. (c) Intensity profile of the HAADF micrograph 

along the hexagonal linescan indicated by the dashed arrow in (a). The scan direction is indicated by the 
arrow in (c). The A- and B-polarity tags label the intensity dips corresponding to the Al-rich planes. The 

thickness of the planes is given, too. 

 

 

 

 

 

 

 

164



Supporting Information to chapter 6 
 

S5 XRF maps 

The X-ray fluorescence (XRF) mapping performed at the beamline ID16B of the ESRF, offers a 
very low detection limit, allowing the detection of indium even at very low concentrations. The 
XRF maps were collected using a 29.8 keV pink beam ( E/E = 10-2, with a flux of 2x1010 
photons/s). The beam full width at half maximum was 52 nm x 56 nm, which defines the spatial 
resolution of the XRF scan. Before scanning, the NWs are dispersed horizontally on SiN 
windows, 200 nm thick, to reduce the background contribution in the XRF maps. The figures S5 
show the XRF maps of NWs with In fractions of 1% (fig. S5-1), 4% (fig. S5-2) and 15% (fig. S5-3). 
In each figure, (a), (b), and (c) correspond to the Ga, As, and In maps, respectively. XRF confirms 
that indium has been incorporated in the shell of all samples. With respect to the sample with 
the minimum indium fraction (1%), the XRF maps show that the average indium concentrations 
approximately have a 2-fold, 3-fold, 4-fold, 10-fold, and 20-fold increase, which shows the 
gradual increase of indium also in the NWs with a low indium fraction.  
  

Figure S5-1. XRF scan of a NW with 1% of indium. 

Figure S5-2. XRF scan of a NW with 4% of indium. 

Figure S5-3. XRF scan of a NW with 10% of indium 
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S6 STEM EDS maps of horizontal NWs 

 

Figure S6. (a) Illustrative STEM EDS map of a horizontal NW with 25% of indium in the shell. (b) Average 
shell compositions for two NWs extracted from regions like the one indicated by the yellow rectangle in 
(a). The GaAs capping is expected to slightly affect the In and Al concentration in favor of Ga. The NW 
cross sections are unaffected by the GaAs capping and were used for quantification, away from the In-

rich segregates, for the sample with In 15%. The comparison with longitudinal maps like in (a) show that 
the GaAs capping affects marginally the EDS quantification. 

 

 

S7 EELS map of a whole NW cross section 

EELS maps of whole NW cross sections show the 3-fold symmetry of the group-III segregation.  

 

Figure S7. (a) HAADF STEM micrograph and (b) STEM EELS scans of a full NW cross sections 
(15% indium). Notice that the deformation observed on the NW cross-section in the EELS maps 

is due to the sample drift occurred during the acquisition. 
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S8 Peak area vs input power 

The studied QDs typically emit exciton, biexciton and charged-exciton lines12. The g2( ) 
reported in the manuscript was measured on a QD exciton line, as demonstrated by the plot 
here below.  

 

Figure S8. Lorentzian-fit area vs input power with power fit (exponent ~1, i.e. exciton peak) for the QD 
line whose g2( ) is reported in the manuscript. 

 

 

 

 

 

 

 
                                                           
1 M. Heiss et al., Nat. Mater, 12, 490 (2013) 
2 Y. Fontana, Optically active quantum dots in bottom-up nanowires. PhD thesis, École Polytechnique Fédérale de 
Lausanne (2015). 
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S9 Illustrative CL map 

The CL maps show experimental evidence of the inhomogeneous composition of the shell along 
a NW, which associated with the QD-like emission.  

 

Figure S9. Illustrative SEM-CL maps of the top portion of a NW with 4% of indium in the shell. a) shows 
the whole CL signal, while in b) to f) the CL signal is filtered for the different indicated wavelengths 
(bandwidth of 8 meV). 710 nm is about the median of the QD emission-energy distribution of this 

sample. Electron-beam energy: 1.5 keV. 
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S10 Experimental strain: Raman spectroscopy 

The increasing downshift of the GaAs TO mode from the core of NWs with increasing In fraction 
in the shell is indicative of the increasing tensile stress applied by the shell to the core. 

 

Figure S10. Micro-Raman spectra of core-shell NWs with 0% (top) and 25% (bottom) of In. The vertical 
line indicates the position of the relaxed GaAs TO mode in the top panel. Starting with the pure 

AlGaAs/GaAs system, we identify peaks from both the AlAs- and GaAs-related modes (TO and LO). The 
hexagon indicates the 2nd-order Raman peak of the Si substrate. The sample with 25% In exhibits 

significantly shifted and broader peaks with respect to the reference. This is consistent with both the 
disorder and strain introduced by In. 
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S11 Experimental vs simulated strain 

Additional derivation of strain from the Raman spectra according to NW-based calibrations 
(Zardo et al., 2012) do not significantly differ from the derivation from the spectra according to 
bulk parameters (Trommer et al., 1980). 

 

Figure S11. Hydrostatic strain vs indium fraction. Like in figure 4c in the manuscript, the open circles, the 
red squares and the blue triangles correspond to the values derived from simulations, Raman spectra 

and PL spectra. In addition, the blue triangles show the results derived from the same Raman 
measurements according to the NW-based calibrations in Zardo et al., 2012.   

 

S12 APT mass spectrum 

Figure S12. Mass spectrum of the entire volume evaporated from the tip of the NW (2% In) shown in the 
manuscript: Al, Ga, In, and As are all detected.  
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S13 Distribution of first-neighbor atoms 

Monoatomic-layer segregation is observed and predicted in compound semiconductor345 and 
is expected to alter the average distribution of the distances between two atoms of the same 
species. APT is a sensitive technique to derive the distributions of the first-neighbor atomic 
distances. The good agreement between the measured and the theoretical random-alloy 
distributions highlights that there is no significant difference between the two: APT shows no 
evidence of segregation at atomic length-scales.  
 

 
Figure S13. Experimental (solid red) and theoretical (dotted blue) first-neighbor (a) In-, (b) Ga, and (c) Al 

atomic-distance distributions. Experimental and theoretical curves overlap, showing no evidence of 
reordering or clustering at length scales in the atomic range. On average, the In-In distance is longer 

because it is diluted in the alloy. 

 

 

 

 

 

 

 

 

 
                                                           
3 P. M. Petroff et al., PRL, 48, 3, 1982. 
4 P. C. Kelires et al., PRL 63, 1164, 1989 
5 G. Vantarakis et al., PRL 108, 176102, 2012 
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