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Abstract 

A carbon solution composed of nanoparticles (d50 = 85.7 nm) was used in experiments 

designed to explore nanoparticle transport characteristics within the hyporheic zone of 

a riverbed. Experiments and numerical simulations demonstrated that nanoparticle 

transport in the hyporheic zone is affected by hydraulic head gradients due to river 

flow-bedform interactions as well as density gradients associated with the nano-

carbon solution. Differences with similar flow/transport situations were examined, 

and it was found that particulate-enhanced density can change hyporheic transport 

appreciably. In addition to density, particle settling enhances downward movement of 

the nano-carbon plume in the riverbed. While nanoparticle transport in the upper 

hyporheic zone is largely controlled by advection due to flow driven by head 

gradients at the bed surface, density gradients and particle settling influence the 

transport process significantly in the lower hyporheic zone. During the transport 

process, nanoparticles become deposited due to attachment to sand particles and 

filtration by small pores in the bed. Compared with transport where density variations 

are minimal, the particulate-induced density gradient induces downward transport of 

nanoparticles and entrained liquids, leading to deposition/accumulation at the base of 

the bed. 

Keywords: Nanoparticle, hyporheic exchange, density-driven flow, settling, 

attachment, detachment, bedform  
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1. Introduction 

Engineered nanoparticles in the size range of 1-100 nm are common in the 

environment [1-4], including in rivers [5-8]. These fine particles have large specific 

surface areas and associated reactivity, and hence can absorb and carry contaminants 

[9-11]. Particles can potentially enhance solute transfer to the hyporheic zone where 

they can be retained, possibly leading to clogging [12, 13] and concomitant changes in 

the medium’s porosity and hydraulic conductivity [14, 15]. The transport and 

distribution of particles affect not only the mass exchange across the riverbed and 

hence the river water quality but also the condition of the riverbed habitat [16, 17]. 

The overall impact of particles on the function and structure of the river ecosystem 

cannot be overlooked [18-21]. 

Nanoparticle transport in and across porous riverbeds was investigated previously [9, 

22, 23]. Packman et al. [24] developed an experimental model for particle exchange 

between the river and riverbed, which showed that particles with small grain sizes can 

be trapped by sand. This work was later extended to include a particle exchange 

model for calculating the effect of particle settling and filtration on net particle 

exchange [25]. Boncagni et al. [9] also examined nanoparticle exchange based on a 

pumping exchange model, which was validated with experimental data that focused 

on changes of particle concentration in river water. 

In contrast to the abovementioned studies on the river-bedform exchange, in this work 

we focus attention on nanoparticle transport within the bedform. This aspect was 

considered by Karwan et al. [18], who simulated particle filtration in the hyporheic 

zone and found that streambed particle filtration depends on stream discharge. 
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However, particle settling was neglected, as was the effect of variable fluid density 

due to the presence of nanoparticles. 

Like solutes, nanoparticles can change the density of the carrier fluid. Consequently, 

nanoparticle concentration variations can result in fluid density gradients that affect 

both fluid flow and mass transport processes [22, 26, 27]. Jin et al. [28] showed that 

such density gradients can accelerate solute transfer from the river water to the 

riverbed and inhibit the release of solutes from the bed. For nanoparticles, Kanel et al. 

[22] developed a model of nanoparticle transport in porous media that includes 

density and demonstrated the importance of density during injection of nanoparticles 

into porous media. Bonnie et al. [27] simulated nanoparticle mobility as affected by 

density gradients in a heterogeneous porous medium and determined that a relatively 

small contrast in particle density can result in flow instabilities. However, how 

nanoparticle transport in the hyporheic zone is affected by density gradients in 

combination with other driving forces remains unclear. 

The transport and distribution of nanoparticles in the hyporheic zone, as affected by 

density gradients, is the focus of the present study. Our main goal is to use careful 

experiments to elucidate possible effects of nanoparticle-induced density on flow and 

transport within the hyporheic zone (rather than across the river-bedform interface), 

and to validate a process-based model using the experimental data. To that end, we 

conducted a series of laboratory experiments with nanoparticles released at different 

locations in a (laboratory) riverbed. In addition, a series of column experiments 

provided calibration data for a simple experiment geometry. The resulting data sets 

enabled quantification of nanoparticle transport within the bedform as affected by 

flow, filtration, settling and density gradients. The experimental data were examined 
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in conjunction with results from numerical simulations, focusing on (i) the different 

transport pathways for nanoparticles released from different locations of the 

hyporheic zone, (ii) effects of density gradients due to variations of nanoparticle 

concentration, and (iii) combined effects of settling, deposition and density gradients 

on the transport pathways of nanoparticles in the hyporheic zone. 

2. Laboratory experiments 

2.1 Solutes and nanoparticles 

Three types of experiments were performed, viz., (i) tracer transport, (ii) density-

affected transport (dissolved solute) and (iii) density-affected transport 

(nanoparticles). For (i), nonreactive dye FD&C Red 40 (Roha Dyechem Ltd, no effect 

on fluid density) was used as a visualization aid for solute transport unaffected by 

density gradients. Below, this is referred to as the passive solute. Transport 

characteristics of this dye are available [29-31]. For (ii), we chose potassium 

permanganate (purple in color and high solubility) as the active (i.e., induces density 

changes) solute in experiments to examine density effects on hyporheic flow and 

associated solute transport processes. There is negligible adsorption of potassium 

permanganate by the sand used in the experiments. For nanoparticles (iii), we used 

carbon ink with particles of d50 = 85.7 nm (Guizhou Aerospace Nanometer Science 

and Technology Co Ltd). For convenience, below we refer to the injected materials as 

solutes. 

2.2 Column experiments 

A series of solute injection experiments were conducted in vertical sand columns as 

summarized in Table S1 (where the S means Supplementary Materials, identical sand 

was used in the flume experiments). The purpose of these experiments was to 
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determine, under the condition of zero mean flow, the transport behavior of the 

different solutes, which were used in the subsequent flume experiments. In particular, 

the importance of fluid density gradients and particle settling in controlling the 

nanoparticle transport was examined. Uniform sand columns were used. Specifically, 

homogeneous sand was placed to a depth of 30 cm in cylindrical columns (internal 

diameter D = 10 cm). In each experiment, the column was saturated with ponded 

surface water maintained at a fixed height (approximately 2.5 cm). After establishing 

stable experiment conditions, 20 mL of solute was rapidly injected into the sand. The 

position of the injection point was close to the column wall and approximately 25 cm 

above the base (Fig.1). The transport of the solute was observed using high-resolution 

digital camera photos, with images recorded every 15 min for 61 h. Identical 

experiments were repeated each solute (FD&C Red 40, potassium permanganate and 

carbon ink), although at different concentrations. Model parameters were calibrated 

using the experimental results, including the settling velocities and total particle-

deposition coefficients for the nanoparticles. 

 

Fig. 1. Schematic diagram of the column 

experiment set-up, in which solutes were 

injected into a column that was initially 

quiescent. H1 = 0.35 m, H2 = 0.30 m, D = 

0.10 m and h = 0.025 m are the column 

height, sand height, internal diameter of 

column and overlying water height, 

respectively. 
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2.3 Flume experiments 

Flume experiments were conducted in a recirculating, tilting flume consisting of an 

11.5-m long, 30-cm wide, 50-cm deep rectangular channel (Fig. 2). An artificial sand, 

with fixed periodic bedforms, was used for the riverbed [26]. In this physical model, 

water continuously recirculated and flowed over the sediment riverbed. As indicated 

above, experiments were conducted with non-reactive dye (FD&C Red 40), potassium 

permanganate and carbon ink under the same flow conditions (Table 1). 

Table 1. Conditions of the flume experiments, including flow conditions, bedform geometry 

and solute concentration (injected into a bedform). The configuration is shown in Figs. 2 and 

3. 

Case Streambed 

depth, db  

(m) 

Water 

depth, H 

(m) 

Stream flow 

velocity, U 

(m s-1) 

Bedform 

length, L 

(m) 

Bedform 

height, d 

(m) 

Stoss 

length, 

Lc (m) 

Initial 

concentration, 

C0 (g L-1) 

1 

2 

3 

0.27 0.13 0.11 0.50 0.10 0.35 0.2 

0.27 

0.27 

0.13 

0.13 

0.11 

0.11 

0.50 

0.50 

0.10 

0.10 

0.35 

0.35 

2.07 

10.33 

The flume first ran for 0.5 h to establish a quasi-steady flow condition for a given 

flume slope (slope S = 0.0006), thereby achieving the same overlying water depth on 

all preset bedforms (Fig. 2). Subsequently, 20 mL FD&C Red 40, potassium 

permanganate or carbon ink was released via (rapid) injection at a preset location (x, 

y) = (0.27 m, 0.32 m) within the bed (Fig. 3), with subsequent transport captured via 

digital imagery. We used similar data collection techniques to those previously 

employed in investigations of the migration of solute plumes affected by density 

gradients in porous media [22, 27, 32]. Two different concentrations of carbon ink, 

2.07 g L-1 and 10.33 g L-1, were used to investigate effects of changing density 

gradients. To avoid interference between experiments (which were conducted 
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sequentially), different bedforms, selected from the downstream end to the upstream 

end, were used for injection of different solutes and nanoparticles. 

 

Fig. 2. Schematic diagram of the recirculating flume experiment set-up. Surface water 

recirculated above fixed bedforms. The water level was measured with an MPtroll unit. 

Within the bedform, the initial position of tracer injection location was recorded in each case. 

2.4 Mathematical models 

As in previous studies, one-way sequential coupling was adopted to simulate the river 

water flow, and pore water flow and solute transport in the riverbed [33-38]. The 

system was assumed to be homogeneous in the transverse direction, so a 2D 

numerical model was solved. First, the river water flow was simulated based on the 

Reynolds-Averaged Navier-Stokes (RANS) equations with the k-ω turbulence closure 

scheme using FLUENT [39]. The pressure distribution predicted by the river water 

flow model was then used to define the boundary conditions at the sediment-water 

interface for the pore water flow model. The pore water flow and solute and 

nanoparticle transport in the bed were then simulated within COMSOL [40] (Fig. 3). 
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Fig. 3. Model domain and boundaries. (a) For water flow, L, H, db, Lc and d are the 

bedform length, average water depth of overlying water, average depth of streambed, stoss 

length and bedform height, respectively (Table 1). (b) For nanoparticle transport, the 

concentration is assumed zero in the overlying water (n is the outward normal). Other 

boundary conditions are described in the text. In all flume experiments, solute was injected 

within the bedform at the location (x, y) = (0.27 m, 0.32 m), taking the left bottom corner of 

the bedform as the origin. 
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The transport model describing nanoparticle movement in the porous bed follows 

colloid filtration theory, accounting for density effects [26]. That is, particle transport 

and deposition are governed by an advection-dispersion equation with deposition, 

attachment of particles to the streambed and settling [25, 41-44]: 

( ) 2

1

2

1

1

c

c
c

C K
C C K C S

t

S K
K C S

t



 


=   − − +




= −



D u

 (1)   

where C (kg m-3) is the mobile nanoparticle concentration in the pore water, Sc (kg 

m-3) is the concentration of deposited nanoparticles, D (m2 s-1) is the hydrodynamic 

dispersion tensor, K1 (s
-1) is the total deposition rate coefficient (combines the 

attachment and filtration coefficients), K2 (s
-1) is the nanoparticle detachment rate 

coefficient, u (m s-1) is the velocity of nanoparticles, i.e., 

( ) s

k
p g v


= −  + −u k k  (2)   

where vs (m s-1) is the nanoparticle settling velocity and k is the unit vector in the 

vertical direction, ρ (kg m-3) is the fluid density, the density-concentration curves for 

solutions of potassium permanganate and carbon ink were measured (Fig. 4), k (m2) is 

the riverbed permeability and θ is the porosity. Note that although nanoparticle 

trapping can lead to a reduction of the porosity, this effect was minor in the 

experiments and thus neglected in the model (i.e.,  and k were assumed to be 

constant). In the above model, all flow processes operate in the Darcy regime (Re < 

1). For solutes, the same transport equation applies with advection and dispersion 

terms only. 

Boundary conditions for the solute transport were (Fig. 3): (1) on the lateral 

boundaries (x = 0 and L) of the domain, periodic conditions, C(0, y ,t) = C(L, y ,t) 
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and C(0, y, t)/y  = C(L, y, t)/y were imposed; (2) on the bottom of the domain, a 

no-flux condition was applied, i.e., C/y = 0 at y = 0; and (3) the concentration in the 

overlying water remained zero because the quantity of solute/nanoparticle released 

from the bed was small and so negligibly affected the concentration in the overlying 

water. Since the transport of solutes and nanoparticles released from one bedform 

merely extended beyond the two ambient bedforms, only three bedforms were 

included in the simulations of the experiments. 

 

Fig. 4. Density-concentration curves for solutions of potassium permanganate and carbon ink. 

The regression equations apply to the nearest curve. 

3 Results and Discussion 

The column experiments (§2.2) were used to calibrate the particle transport model 

parameters (§2.4); the model was validated with two sets of column experiments (L2, 

L3 of Fig. 9) in Figs. 5-8. 
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3.1 Model calibration 

To construct the nanoparticle transport models in the hyporheic zone, the (constant) 

parameters (Table 2) for the particle settling velocity (vs) and the total particle-

deposition coefficients (K1) were calibrated following [45, 46] using images showing 

the evolution of the column injection experiments. We found that movement of the 

plume front position (easily extracted from images) was the key attribute for 

satisfactory model calibration. Comparisons between the experiments and (calibrated 

parameter values are given in Table S3) model results are presented in Figs. 5-8, 

concerning which the following observations can be made: 

• L2 in Fig. 5 shows the dispersive transport behavior of the carbon ink in the 

absence of settling, while L3 – L5 show spreading along with (enhanced) 

downward movement of nanoparticles simulated with different settling velocities. 

Similar behavior is displayed in Fig. 7. 

• L2 in Fig. 6 shows vertical settling of the carbon ink without deposition to the 

sand. No nanoparticle trail is left following the downward movement. L3 – L6 

show downward movement of nanoparticles with deposition. This movement is 

inhibited with increasing deposition coefficient. Similar behavior can be seen in 

Fig. 8. 

3.2 Validation of the numerical model with column experiments 

Figure 8 shows a series of solute injection experiments conducted in the vertical sand 

columns for the purpose of validating the transport model and fitted parameter values 

(§2.4 and 3.1). The fit of the model is considered as satisfactory. Additionally, the 

following observations of the different cases in Fig. 9 can be made: 
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• L1 shows a dispersive transport behavior of the dye plume, as expected for the 

passive solute (FD&C Red 40). 

Table 2. Settling velocities (vs) and particle-deposition coefficients (K1) used in the column 

experiments for the carbon ink (the yellow shading indicates the best-fit value). 

Case (Fig. 5) C0 (g L-1) vs (m s-1) Case (Fig 7) C0 (g L-1) vs (m s-1) 

A1 0.41 0 A5 2.07 0 

A2 0.41 9 × 10-7 A6 2.07 9 × 10-7 

A3 0.41 1 × 10-6 A7 2.07 1 × 10-6 

A4 0.41 2 × 10-6 A8 2.07 2 × 10-6 

Case (Fig. 6) C0 (g L-1) K1 (s-1) Case (Fig. 8) C0 (g L-1) K1 (s-1) 

B1 0.41 0 B6 2.07 0 

B2 0.41 3 × 10-6 B7 2.07 3 × 10-6 

B3 0.41 5 × 10-6 B8 2.07 5 × 10-6 

B4 0.41 9 × 10-6 B9 2.07 9 × 10-6 

B5 0.41 2 × 10-5 B10 2.07 2 × 10-5 

 

                                                                    

Fig. 5. Comparison of experimental (L1) and numerical modeling (L2 – L5) results for 

nanoparticles in vertical columns (Table 2). From left to right: 0.41 g L-1 carbon ink and 0.20 

g L-1 FD&C Red 40 for experiment (L1), 0.41 g L-1 carbon ink for simulation with vs = 0 (L2), 

9×10-7 m s-1 (L3), 1×10-6 m s-1 (L4) and 2×10-6 m s-1 (L5). The line indicates the key metric 

for the calibration, i.e., agreement between the modeled and measured front position. 
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Fig. 6. Comparison of experimental (L1) and numerical modeling (L2 – L6) results for 

nanoparticles in vertical columns (Table 2). From left to right: 0.41 g L-1 carbon ink and 0.20 

g L-1 FD&C Red 40 (L1), 0.41 g L-1 carbon ink for simulation with different deposition 

coefficients, viz., 0 (L2), 
63 10− s-1 (L3), 

65 10− s-1 (L4), 
69 10− s-1 (L5), 

52 10− s-1 (L6). 

The line indicates the key metric for the calibration, i.e., agreement between the modeled and 

measured front position. 

 

Fig. 7. Comparison of experimental (L1) and numerical modeling (L2 – L7) results for 

nanoparticles in vertical columns (Table 2). Arrows show the computed flow directions. From 

left to right: 2.07 g L-1 carbon ink and 0.20 g L-1 FD&C Red 40 (L1), simulation for: 2.07 g L-1 

carbon ink without density variations and vs = 0 (L2), 2.07 g L-1 carbon ink without density 

variation and vs = 79 10− m s-1 (L3), density variations and vs = 0 (L4), 9×10-7 m s-1 (L5), 1×

10-6 m s-1 (L6), 2×10-6 m s-1 (L7). The line indicates the key metric for the calibration, i.e., 

agreement between the modeled and measured front position.   
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Fig. 8. Comparison of experimental (L1) and numerical modeling (L2 – L6) results for 

nanoparticles in vertical columns (Table 2). Arrows show the computed flow directions. From 

left to right: 2.07 g L-1 carbon ink and 0.20 g L-1 FD&C Red 40 (L1), 2.07 g L-1 carbon ink for 

simulation with different deposition coefficients, viz., 0 (L2), 
63 10− s-1 (L3), 

65 10− s-1 (L4), 
69 10− s-1 (L5), 

52 10− s-1 (L6). The line indicates the key metric for the calibration, i.e., 

agreement between the modeled and measured front position. 

• L2 – L5 also show spreading along with downward movement of nanoparticles. As 

demonstrated by the numerical model, the downward movement of the plume 

was due to the combined influence of density gradient-driven flow and 

nanoparticle settling (Figs. 5 and 6). The density gradient increased with 

increasing concentration of the injected nanoparticle-fluid mixture, and 

accordingly so did transport due to this gradient. The trace left behind indicates 

the effect of particle attachment/filtration. 

• L6 shows not only spreading (dispersion) of the potassium permanganate solute 

but also a downward movement of the plume with time. The downward 

movement is due to flow driven by the fluid density gradients. 
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Fig. 9. Comparison of experimental and numerical modeling results for solutes and 

nanoparticles in vertical columns. Arrows show the computed flow directions. From left to 

right: 0.41 g L-1 FD&C Red 40 (L1), 0.41 g L-1 carbon ink (nano-carbon solute) and 0.20 g L-1 

FD&C Red 40 (L2), 2.07 g L-1 carbon ink and 0.20 g L-1 FD&C Red 40 (L3), 10.33 g L-1 

carbon ink and 0.20 g L-1 FD&C Red 40 (L4), 2.07 g L-1 carbon ink with 0.20 g L-1 FD&C 

Red 40 (L5, repeating L3), 2.07 g L-1 potassium permanganate (L6). Experimental and 

numerical modeling results are shown on the top and bottom rows, respectively. 
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Fig. 10. Comparison of solutes and nanoparticle distributions in the bed from experiments and 

numerical modeling (t = 2 h). Arrows show the computed flow directions. The injection point 

was located below the stoss slope of the bedform as indicated by the black point (x, y) = (0.27 

m, 0.32 m). In the overlying water, the flow direction was from left to right. Experimental and 

modeling results are shown on the 1st and 3rd rows, and 2nd and 4th rows, respectively. The top 

two rows in the first column show the initial condition. The other figures show results at t = 2 

h. 

3.3 Transport of solutes and nanoparticles in the hyporheic zone 

The experiments permit identification of the roles of different transport mechanisms, 

due to use of passive and active solutes and nanoparticles. The results from the flume 

experiments and numerical simulations show these differences in a consistent manner 

(Fig. 10). 
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The passive solute (FD&C Red 40) largely followed the pore water flow path in the 

hyporheic zone (Fig. S1a), moving from the injection point under the stoss slope of 

the platform to the exit at the lee slope. In the experiment with potassium 

permanganate, the increased density relative to the passive solute changed the flow 

field, which in turn modified the solute transport path. In particular, for high solute 

concentrations, the induced density gradient produced a downward flow that moved 

the solute to the bottom of the bed (Fig. S1c). As a result, only a small amount (24% 

based on the simulation results) of solute exited the bed. As the solute plume moved 

downward, the flow field was modified by density gradients particularly near the 

solute front. An additional feature of the simulations is that the background flow field 

(e.g., as shown for the FD&C Red 40 tracer) is predominantly horizontal near the top 

of the bedform, becoming more vertically oriented with depth. For injected solutes 

with increasing density, the initial strong vertical gradient due to negative buoyancy 

moves the solute into an area with a background flow that is more oriented 

downwards than laterally. The two effects (negative buoyancy and greater background 

vertical flow component) combine to promote downward movement of the solute, 

increasing the likelihood of subsequent trapping at the base of the bedform. This 

behavior is observed also for the nanoparticle transport. 

Nanoparticle transport is similar to that of the potassium permanganate solute. The 

evolution of the nanoparticle plume shows clearly the density effect, which increases 

with increasing particle concentration (Figs. S1d and e). The simulations further 

demonstrate the influence of particle settling, which also played a role in the 

downward movement of nanoparticles (Fig. S2). In contrast to the solute transport, the 

nanoparticle movement left behind traces of particles deposited in the porous medium. 
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The numerical simulation also revealed significant effects of nanoparticles on the flow 

field in the form of density gradients. 

 

Fig. 11. Comparison of experimental and modeled nanoparticle distributions in the bed at 

different times for cases three different carbon solution injection locations (location units are 

m). Arrows show the computed flow directions. 

Experiments were also conducted with nanoparticles released from different locations 

in the streambed (Fig. 11). Again, the numerical model reproduced the observations 

well. Density gradients associated with the nanoparticle concentrations affect 

significantly the transport of nanoparticles, producing an overall downward particle 

movement. This may lead to permanent retention of nanoparticles in the riverbed in 

addition to particles deposited in the porous medium due to attachment and filtration. 

Both the experiments and simulations showed that in the cases with the potassium 

permanganate and nanoparticles, flow instability could occur when the concentration-  
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(a) 

  

(b) 

 

Fig. 12. Mass budget of nanoparticles released at different initial concentrations, (a) 2 

g L-1, (b) 10g L-1. 

induced density gradients became sufficiently large. Flow instability led to the 

formation of fingers in the plumes, which enhanced mixing of solute or particle 

plumes with ambient water. The mass budget of nanoparticles (deposition, in pore 

water, or exited to the stream, Fig. 12) was calculated using simulation results for the 

case of low (2 g L-1) and high concentration (10 g L-1). Shortly after the particles were 

released, the mass percentage of deposition for the high concentration case was higher 
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than for low concentration due to the longer travel path and residence time within 

bedform, and a corresponding long-term decrease of nanoparticles in the pore water. 

3.4 Mass percentage of deposited and released particles, residence time and 

spatial moments 

Based on the numerical simulation results, we examined how the nanoparticle 

trapping depends on the initial particle concentration at the release point (Fig. 13a1, 

cf. 13a2). An increase in C0 (case of C0 = 10 g L-1, cf. case of C0 = 2 g L-1) led to 

larger upward density gradients at the front of the plume, which drove the pore water 

and nanoparticles to move downward. This resulted in a lengthened particle travel 

path (Fig. S6). Particle trapping occurred along the travel path and the amount of 

deposited particles (ms
*, percentage of the initial amount) increased with time (Fig. 

13b). The same increasing trend was observed initially in both cases since the particle 

movement at this stage was controlled by the surface head gradient-driven flow 

(consistent with the results shown in Fig. 12). Later (t > 40 min), the particles moved 

further down along an extended path in the case of C0 = 10 g L-1, resulting in more 

particles deposited in the bed (Fig. 13b). From model results (Fig. 13b), we can assess 

that 20% and 40% of the nanoparticles can deposit permanently (on the time scale of 

the experiment) to sand for initially low (C0 = 2 g L-1) and high concentrations (C0 = 

10 g L-1), respectively. Previous observations of carbon nanoparticle deposition in 

porous media through a series of column experiments found similar proportions of 

deposited particles [23, 47, 48]. There was a weak net flow across the bedform and so 

particles that reached the bottom of the bed could still move (albeit slowly) to exit the 

bedform from the side boundary, i.e., no particles, except those that were deposited, 
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were retained within the bedform as simulated (Fig. 13b). In reality, nanoparticles 

driven by the density gradients to move downward potentially remain in the bed. 

In the model, two particle-specific processes, settling and trapping (Table S4) predict 

different nanoparticle transport behaviors. Settling can enhance transport to the deeper 

portions of the bed (Fig. 13a2, a3), but does not noticeably cause additional trapping 

(Fig. 13b). Trapping removes particles from the pore water, resulting in a lower 

percentage of particles escaping the bed. This is seen in Fig. 10, where a carbon ink 

plume trail is left behind (in contrast to the case of potassium permanganate). Taken 

over the whole hyporheic zone, and before solute exits this zone (i.e., on a short time 

scale), from Eq. (1) it is clear that the mass of solute being transported in the 

hyporheic zone reduces exponentially (proportional to K1 if K2 = 0), as suggested by 

the results in Fig. 13. The solute leaving the hyporheic zone (Fig. 10) also reduces the 

mass within this zone, approximately exponentially and dependent on the flux across 

the domain boundary (Fig. 3b). Thus, the total mass of solute undergoing liquid phase 

transport in the hyporheic zone is approximately described by a mixture of 

exponential terms, which is, again, evident from Fig. 13c. Correspondingly, the total 

mass of trapped particles also shows a mixed exponential behavior (Fig. 13b). 

The experiments did not run sufficiently long to determine if the nanoparticles would 

eventually be flushed from the hyporheic zone (i.e., the deposited particle plume trails 

remain in the sand at the end of the experiment). This is consistent with the plateauing 

of the modeled deposition mass curve in Fig. 13b, which due to taking K2 = 0 in Eq. 

(1), i.e., particle detachment was not included in the simulations of the experimental 

results. Taking both K1 and K2 ≠ 0 straightforwardly shows the effect of nanoparticle 

detachment. To this end, we take different ratios between attachment and detachment 

to show how the maximum deposition mass percentage within the hyporheic changes 
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due to the corresponding release of deposited nanoparticles from the bed (Fig. 14). 

Overall, the combined effect of attachment and detachment changes migration rates of 

mobile nanoparticles in the pore water to different degrees. For example, for C0 = 10 g 

L-1 and K2 = K1 = 9×10-6 s-1, it took approximately 750 min for the injected 

nanoparticles to be removed from the system. For this case, there was also a 9.8% 

increase in the mean path length and a 9.0% increase in the residence time within the 

bedform (Table S4a). 

A further series of simulations was conducted to explore how density-gradient, 

nanoparticle deposition and settling combine to influence the transport and 

distribution in the bed. The centroid was determined based on the simulation results as 

follows (e.g., [49]),   

( , , )

( , , )

xC x y t dxdy
X

C x y t dxdy
=




 (3)  

( , , )

( , , )

yC x y t dxdy
Y

C x y t dxdy
=




 (4)  

The results (Fig. 15a-c) demonstrate the important coupling effects of these 

mechanisms on the behavior of nanoparticles in the riverbed. Density gradients lead to 

downward movement of nanoparticles, which is enhanced by particle settling (Fig. 

15a, cf. Fig. 15b). As shown in Table S4a, the mean nanoparticle travel distance and 

residence time was increased by 9.7% and 28.3%, respectively (vs = 0, cf. vs = 1 × 10-6 

m s-1). These increases also result in increased particle deposition (Table S2a, b), 

which in turn produces a negative feedback as the travel distance increases by 

reducing density gradients of water-borne nanoparticles. Not surprisingly, 

nanoparticle travel paths differ from the pore water streamlines (Fig. 15a, cf. Fig. 
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15c), as shown in Table S4a where there was a 7.6% and 21.7% decline in mean travel 

distance and residence time, respectively (K1 = 0, cf. K1 = 2× 10-5 s-1). Here, for some 

cases (e.g., C0 = 10 g L-1, K1 = 0), the residence time becomes very large since the 

mean travel path reaches the bottom of the bedform and remains there (on the time 

scale of the simulation). 

(a) 

        1                 2                 3                 4 

 

                  



25 

(b) 
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(d) 

  

Fig. 13. (a) Traces of the deposited particles at different times for different cases. (b) Mass 

percentage of deposited particles (ms
*) varying with time for different cases. (c) Mass 

percentages of particles that remained in pore water of the bed (mp
*). (d) Note that 1- ms

* - mp
* 

gives the mass percentage of particles that exit the bed. 

 

Fig. 14. Mass percentage of deposited particles (ms
*) varying with time for different ratios 

between attachment and detachment and taking K1 = 9×10-6 s-1. 
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In any experiment, small variations in packing can change hydraulic conductivity and 

porosity values, which can affect initiation and movement of an unstable plume [50]. 

We explored the impact of these two parameters on the transport behavior. As 

expected, the results showed that these two parameters can increase or decrease the 

nanoparticle rate of movement, along with that of pore water within the bedform. On 

the other hand, these parameters did not substantively modify the transport path as 

was the case for parameters affecting nanoparticle settling and deposition (Fig. S4, cf. 

Fig. S3). There was a concomitant change in mean nanoparticle travel distance and 

residence (Table S4).  
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(a) 

 
(b) 

 
(c) 

 

Fig. 15. Centroids of nanoparticles moving in the bed simulated under different initial 

concentrations with (a) K1 = 9×10-6 s-1, vs = 10-6 m s-1; (b) K1 = 9×10-6 s-1, vs = 0 m s-1; (c) K1 

= 0 s-1, vs = 10-6 m s-1. 
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4 Conclusions 

We conducted experiments and numerical simulations to examine nanoparticle 

transport in the hyporheic zone of a riverbed. The combined experimental/numerical 

approach shows that: 

• The downward particle movement is enhanced by the particle settling, whether or 

not instability is evident. Nanoparticle transport is influenced by the hyporheic 

flow induced not only by pressure variations on the riverbed surface but also 

density gradients due to variable nanoparticle concentrations, which tend to drive 

the negatively buoyant particles downward.  

• Deposition is due to attachment to sand particles and filtration by small pores. A 

considerable amount of nanoparticles is deposited inside the bed; particle 

deposition also produces a negative feedback by reducing density gradients.  

• A relatively simple model is capable of describing the movement and deposition 

of nanoparticles in the hyporheic zone. 

• Under the influence of density gradients, nanoparticles move downward and can 

accumulate at the bottom of the bed, with little macroscopic movement thereafter. 

• For a negatively buoyant nanoparticle plume entering the bedform from the 

overlying water, the entry point to the bedform is important since the direction of 

motion of the background flow is varies along the bedform/river interface. 

• Furthermore, in our experiments wherein solute is injected into the bedform, the 

initial density gradient (due to the solute concentration and background flow 

field) can enhance the initial movement of the injected material such that it moves 

from a location where the background flow is mainly lateral and exits the 

medium, to a zone where the flow is mainly vertical and so the solute moves to 

the base of the bedform. 
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The present study focused on the transport behavior of nanoparticles from a point 

source in the bed. Investigations into dense nanoparticle plumes traversing the 

river/bedform interface are needed to quantify the rate at which particles are 

transported into and out of the riverbed, which would complement the present study 

that elucidated the different possible transport pathways of nanoparticles in variably 

density plumes within the hyporheic zone. 
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