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Abstract—This paper presents a study of MOSFETs’ linearity,
exploiting a simplified version of the charge-based EKV model.
It allows to deduce analytically the one-tone and two-tone
harmonic distortion introduced by the nonlinear ID-VG MOSFET
characteristic as a function of the Inversion Coefficient. The
Short-Channel Effects are included in order to address nanoscale
MOSFET performance. The analysis is validated through com-
parisons with the BSIM6 model and measurement results from
28-nm Bulk CMOS devices. By means of this model, the designer
can choose the appropriate bias region for the critical devices of
a circuit depending on the system requirements.

Index Terms—model, charge-based, EKV, MOSFET, Inversion
Coefficient, distortion, velocity saturation

I. INTRODUCTION

IN mixed-signal integrated circuits, the linearity of an analog
building block often represents a crucial aspect, from base-

band to RF. Some examples are operational amplifiers, power
amplifiers, low-noise amplifiers, analog-to-digital converters,
Gm-C filters, etc., which can be found in sensor interfaces,
instrumentation for measurements, audio applications, image
sensors and wireless transceivers [1]–[9].

The improvement of linearity can be achieved by biasing the
transistor in Strong Inversion (SI) with a large overdrive voltage
VGS − VT0, at the cost of a higher power consumption [10].
Moreover, Velocity Saturation (VS) is becoming dominant
in short-channel devices biased in SI, making their ID-VG

characteristic almost perfectly linear. However, it is not possible
to benefit from this improvement, due to the maximum
overdrive voltage reduction imposed by technology scaling.
Indeed, the supply voltage has reduced, while the threshold
voltage has almost remained constant to preserve a low
channel leakage current. Consequently, the operating point
of MOSFETs has been progressively pushed towards Moderate
(MI) and eventually Weak Inversion (WI), regimes in which
the distortion caused by the nonlinear ID-VG characteristic
increases more dramatically. On the other hand, these bias
regions are convenient for low-power and low-voltage designs,
which are required by applications such as Internet of Things.

Moreover, even though several nonlinearities arise as the
operation frequency increases, i.e. those related to the parasitic
capacitances of the MOSFET, they are typically much smaller
than the nonlinearity introduced by the transconductance, as
shown in [11]. This is valid especially in MI and WI, which are
almost the only choices in a nanoscale technology, as pointed
out above.
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For these reasons, the analysis of the harmonic distortion
in devices and building blocks has been a research topic
for decades [10], [12]–[16]. In [10], Sansen carried out
one of the first systematic distortion analysis on BJTs and
MOSFETs in order to explain the origin of frequency spurs
in telecommunication circuits. Moreover, in this work all the
metrics related to one-tone and two-tone analyses were defined.
In [12] a comparison in terms of RF performance among several
CMOS nodes (from 350-nm to 50-nm) was presented. The
third-order Input Intercept Point was derived using the first- and
third-order gate transconductances Gm1 and Gm3 obtained from
DC measurements. In [13] Kang et al. took into account also the
nonlinear behavior of the output conductance Gds in the Taylor
expansion of the drain current. They used the BSIM3 model
and compared the simulated results with measurements on 180-
and 250-nm devices. In [14] both Gm and Gds nonlinearity
were accounted for: the inclusion of cross-terms in the Taylor
expansion allowed to optimize the design of a LNA with 65-nm
devices reducing the second-order distortion. In [15] Cheng et
al. presented a general model for weak nonlinearity which takes
into account all nonlinear sources in the MOSFET, namely both
transconductances and parasitic capacitances. They used the
PSP model and measured devices and circuits in 90-nm node. In
[16] Jespers and Murmann used the core long-channel equations
of EKV model in order to express the first-, second- and third-
order gate transconductances as a function of the normalized
inversion charge and then of the transconductance efficiency
Gm

/
ID. Moreover, they took into account also the nonlinearity

introduced by Gds. The analytical results were compared to
simulations carried out with the PSP model. However, their
approach is proposing a design methodology using Gm

/
ID as

the main design parameter. The current density is then obtained
from Gm

/
ID through simulations with a compact model that

includes VS and second-order effects. Although this design
methodology is effective, it actually relies on a compact model.
Instead, the approach proposed in this paper is a simple self-
consistent model that includes the impact of VS on distortion
without requiring any compact model.

Taking advantage of the theory developed about MOSFETs
nonlinearity in the literature aforementioned, improvements
can be introduced in the transistor model, in order to describe
more accurately the harmonic distortion behavior in all the bias
regions. Besides, it is important to keep the analysis simple,
making it a powerful tool in the design phase.

When dealing with older technology nodes, MOSFETs
behavior is well-described by the quadratic ID-VG expression
in SI and by the exponential one in WI. The latter shows better
transconductance efficiency with respect to the former, which
means higher transconductance for a given current, at the cost
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of larger area. On the other hand, if linearity is the strongest
limitation, SI is the optimal choice. Nevertheless, in the case of
nanoscale technologies, the old models are not suited anymore
to describe the MOSFET behavior due to the presence of VS.

This is the reason why it is important to analyze the linearity
performance of advanced technologies by means of a model
which takes into account this effect. On the other hand, as
mentioned above, the same model should be essential enough
to keep the analysis simple and the results easily employed in
the design process. Following the work in [16], a simplified
charge-based model would be suited for this work: the best
choice would be to exploit the core equations of the EKV
model, since they would allow to characterize the devices in
all bias regions, from WI to SI [17]. The advantage of the
EKV model with respect to other models is the decoupling of
the drain current and the terminal voltages through the charge.
Consequently, the metrics associated to the distortion analysis
could be formulated as a function of the Inversion Coefficient
(IC), which gives an immediate indication about the operation
region of the device.

Moreover, the focus of this work is to capture accurately
the behavior of the nonlinearity associated to Gm at low
frequencies. In several circuits with current outputs this one is
assumed to be the dominant contribution to the overall harmonic
distortion. One of the most common examples of this class of
circuits is the Operational Transconductance Amplifier (OTA)
[18], which is used in several systems, such as Gm-C filters
and switched-capacitor circuits. The extension of this model
to voltage-mode circuits (such as Operational Amplifiers),
where the additional effect of Gds becomes relevant, is under
investigation.

In the end, a test chip in 28-nm Bulk CMOS technology
is designed and tested to validate the model on nanoscale
MOSFETs.

This paper is structured as follows. Section II describes the
charge-based model employed for the analysis, which is detailed
in Section III. In Section IV the simulation and measurement
setups are described and the results are compared. Section V
draws the conclusions.

II. CHARGE-BASED SIMPLIFIED MODEL

The core equations of the simplified model for long-channel
MOSFETs are the same as for the complete EKV model [19]:

2 qi + log qi = vp − v (1)

id = if − ir = qs + q2
s − qd − q2

d (2)

where qi is the inversion charge density normalized to the
specific charge

Qspec , −2nUTCox, (3)

vp and v are the pinch-off and channel voltages respectively
normalized to the thermal voltage UT = kT/q, id is the drain
current normalized to the specific current

Ispec = Ispec�

W

L
with (4)

Ispec� , 2nµ0CoxU
2
T (5)

and qs and qd are the value of qi at source and drain respectively.
n is the slope factor, µ0 is the constant low-field electron
mobility and Cox is the gate capacitance per unit area.

Since (1) is not invertible analytically, id cannot be expressed
in closed form as a function of the voltage, unless the
expressions are simplified for low or high values of qi. For
this reason, the pinch-off voltage VP = (VG−VT0)/n is not a
convenient way to explore all the bias regions of the MOSFET.
Indeed, the proposed method relies on the metric that allows
to precisely address the channel inversion level of a MOSFET,
namely the inversion coefficient IC,

IC ,
ID|saturation

Ispec
= idsat . (6)

Note that being normalized to Ispec, IC strips off any size and
technology dependence. The inversion regions are classified in
terms of IC as follows:

IC < 0.1 : Weak Inversion (WI)
0.1 <IC < 10 : Moderate Inversion (MI)

IC > 10 : Strong Inversion (SI)

In long-channel devices, qd vanishes at pinch-off giving

idsat
= qs + q2

s . (7)

Nevertheless, in the most advanced technology nodes (7) fails
in describing correctly the behavior of minimum- and close-
to-minimum-length devices due to VS, which has a dramatic
impact on the drain current and hence on the transconductance.
Indeed, the electron mobility µ is not constant for high values
of horizontal electric field in the channel Ex: the shorter the
channel, the more this phenomenon affects negatively the
devices performance. Consequently, (2) is not valid anymore,
being it derived from the drift-diffusion equation without
including VS. It is necessary to go back to the drift-diffusion
equation and to solve it including the bias dependence of the
mobility. The mobility reduction caused by high values of the
vertical electric field is not taken into account in this work.

There are several models to describe the dependence of the
effective electron mobility µeff on Ex: in this work a simple
piecewise linear model is employed,

µeff(Ex) ,
vdrift

|Ex|
=

{
µ0 for Ex < Ec

vsat/|Ex| for Ex ≥ Ec

(8)

where vsat is the maximum electron velocity and Ec is the
critical electric field, which depends only on the substrate
properties,

Ec ,
vsat

µ0
. (9)

Including this model in the drift-diffusion equation leads
to the same expression as (2); nevertheless, in this case VS
happens before pinch-off and hence qd saturates to qdsat , which
is a specific value set by the bias conditions and the channel
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length [19]. If qdsat
is expressed in terms of qs, idsat

then
becomes

qdsat
=

2λc

(
qs + q2

s

)
2 + λc +

√
4 (1 + λc) + λc

2 (1 + 2qs)
2

(10)

idsat
=

4
(
qs + q2

s

)
2 + λc +

√
4 (1 + λc) + λc

2 (1 + 2qs)
2

(11)

where
λc =

Lsat

L
(12)

is the fraction of the channel under full velocity saturation
which scales as 1/L and Lsat the saturated portion of the
channel. Lsat is another technology parameter extracted from
measurements and it is ideally unique for any transistor length.
Consequently, it allows to transit smoothly from the drain
current for short-channel devices (11) to the one for long-
channel devices (7).

For VD>VDsat
, ID is taken constant in this model, neglecting

the effect of Channel Length Modulation (CLM) and Drain-
Induced Barrier Lowering (DIBL). Nevertheless, this choice
has little impact on the following analysis: as it will be shown
in Section IV, VD is kept constant in the experimental setup
by using a TIA at the drain of the Device Under Test (DUT),
behaving as an AC ground. Consequently, the impact of the
output conductance Gds is minimized. For the same reason,
also the junction capacitance CDB doesn’t contribute with
additional nonlinearity. Nevertheless, due to the assumption
of low-frequency operation, the contribution of all parasitic
capacitances is negligible.

Since this simplified EKV model is built on normalized
quantities, it has the advantage of being independent from any
technology. In fact, in order to employ it, only 4 technology
parameters are needed: Ispec� , n, VT0 and Lsat. They can be
easily extracted from the measured ID-VG characteristic of the
device of interest. These parameters allow to normalize the
input terminal voltages and to denormalize the drain current.

III. HARMONIC ANALYSIS

For the scope of this work, only the saturation region of
the MOSFET is taken into account: for the rest of the paper
id = idsat . At the gate, the input voltage VG = VG0 + ∆VG

provides both the bias and the signal. In order to describe the
large-signal AC behavior of the MOSFET, first the nonlinear
relation between ID and VG is expressed in the form of a
Taylor expansion around the bias point of the device:

ID =

∞∑
k=0

1

k!

∂kID
∂V k

G

∣∣∣∣∣
VG0

∆V k
G =

∞∑
k=0

1

k!
Gmk ∆V k

G , (13)

where Gmk is the gate transconductance of order k.
Being under low distortion conditions [10], (13) can be

approximated to the third-order:

ID ' ID0 +Gm1∆VG +
Gm2

2
∆V 2

G +
Gm3

6
∆V 3

G. (14)

This choice allows to take into account the effect of both even
and odd order harmonics, trading off accuracy and complexity.

It has to be noted that in case of strongly nonlinear behaviors,
this approximation would provide inaccurate results.

Two different analyses are carried out, namely with a one-
tone input signal and with a two-tone one.

A. One-tone analysis

Assuming the input voltage signal to be ∆VG|I = A cos(ωt),
(14) can be decomposed in terms of the three harmonic
components; Although well-known, these expressions are
reported for the sake of completeness and readability [10].

ID|I ' ID(0)|I + ID(1)|I · cos(ωt) + ID(2)|I · cos(2ωt)

+ ID(3)|I · cos(3ωt), (15)

where
ID(0)|I = ID0 +

Gm2A
2

4
, (16)

ID(1)|I = Gm1A+
Gm3A

3

8
, (17)

ID(2)|I =
Gm2A

2

4
, (18)

ID(3)|I =
Gm3A

3

24
. (19)

These formulas show that the second-order nonlinear term in
(14) generates a DC offset while the third-order one influences
the fundamental, either decreasing (compression) or increasing
its amplitude (expansion) depending on the sign of Gm3. This
behavior can be generalized to all nonlinear terms of order
higher than three as follows: even-order terms contribute to
DC offset while odd-order ones affect the fundamental.

In order to quantify the linearity performance of a device,
several metrics can be derived from the output tone amplitudes
in (17)-(19). First, the second-order and third-order Harmonic
Distortion parameters, i.e. HD2 and HD3, are defined as the
ratio of the amplitude of the second and third harmonic versus
the amplitude of the fundamental respectively:

HD2 ,

∣∣∣∣ID(2)|I
ID(1)|I

∣∣∣∣ =
2Gm2A

8Gm1 +Gm3A2
(20)

HD3 ,

∣∣∣∣ID(3)|I
ID(1)|I

∣∣∣∣ =
Gm3A

2

3 (8Gm1 +Gm3A2)
. (21)

Note that, in order to keep these expressions as general as
possible, ID(1)|I should not be approximated with the ideal
value Gm1A because the additional term Gm3A

3 may be
relevant to achieve a better accuracy.

The disadvantage of these two parameters is that they
depend on the input signal amplitude: they cannot describe the
performance of a device or a circuit with an unique value.

On the contrary, this is achieved by another metric, the 1 dB
compression (expansion) point A∓1dB, defined as the input
amplitude for which the fundamental tone in the output signal,
ID(1)|I is reduced (increased) by 1 dB with respect to the ideal
value, Gm1A:

A∓1dB =

√
±
(

1− 10∓
1
20

) ∣∣∣∣8Gm1

Gm3

∣∣∣∣. (22)
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Fig. 1: Amplitude of the harmonics of the output current in the case of (a) one-tone and (b) two-tone analyses, normalized to Ispec.

B. Two-tone analysis

Assuming the input voltage signal to be ∆VG|II =
A1 cos(ω1t) + A2 cos(ω2t), (14) can be decomposed accord-
ingly as ID|II in terms of the harmonic components, which are
reported in Appendix A [10].

Several metrics can be calculated also in the case of
two-tone analysis. The most valuable parameters are the
second-order and third-order Intercept Point, AIP2 and AIP3

respectively, defined as the input amplitude for which the ideal
fundamental tone, Gm1A1 (or Gm1A2), and the second- or
third-order intermodulation product, ID(IM2)|II and ID(IM3,1)|II
(or ID(IM3,2)|II) respectively, have the same amplitude in the
output signal. Assuming A = A1 = A2, they are expressed as
follows:

AIP2 = 2

∣∣∣∣Gm1

Gm2

∣∣∣∣ (23)

AIP3 =

√
8

∣∣∣∣Gm1

Gm3

∣∣∣∣ (24)

C. Derivation of the normalized transconductances

The objective of this analysis is to derive analytically the
harmonic coefficients, and consequently all the metrics defined
in the previous section, as a function of IC, by means of the
simplified model shown in Section II. First, the normalized
form of Gm1, Gm2 and Gm3 can be conveniently expressed
applying the composite derivative method [20]:

gmk ,
Gmk

Gspec/
(
nk Uk−1

T

) =
∂kidsat

∂vkg
=
∂kidsat

∂qks

(
∂kvg

∂qks

)−1

.

(25)
Then, the calculation of the derivatives in (25) is straight-

forward starting from (1) and (11), leading to the normalized
expression of Gm1, Gm2 and Gm3 as a function of qs:

gm1 =
a− 1√

4 + 4λc + a2λ2
c

, (26)

gm2 =
gm1

a

4 + 4λc + aλ2
c

4 + 4λc + a2λ2
c

, (27)

gm3 =
gm1

a3

16 + 32λc + 8bλ2
c + 8a2cλ3

c + a3λ4
c

(4 + 4λc + a2λ2
c)2

, (28)

where
a = 1 + 2qs,

b = (1− 2qs)(3 + 7qs + 6q2
s ),

c = 1− 3qs,

d = 1− 4qs,

and Gspec = Ispec/UT is the specific transconductance.
Finally, the normalized transconductances can be expressed

as a function of IC inverting (11) and replacing qs(IC) in
(26)-(28) with

qs(IC) =

√
(1 + λcIC)2 + 4IC − 1

2
. (29)

After the denormalization of gm1(IC), gm2(IC) and gm3(IC),
all the parameters shown in Section III-A and III-B can be
plotted as a function of IC as well. Fig. 1 shows the harmonics
amplitude of the output current normalized to Ispec, α and
β respectively, resulting from the one-tone and the two-tone
analyses. a, a1 and a2 are the input voltage amplitudes for the
two analyses normalized to UT.

Note that (26)-(28) are consistent with the results in [16]:
the latter can be simply obtained by setting λc = 0 in the
former, which is equivalent to impose the long-channel case.

Moreover, the simplified EKV model is capable to reproduce
precisely the well-known singularity in α3, β3 and βIM3. This
behavior is due to the fact that Gm3 changes sign going from
WI to SI and so there is a value of IC for which it is equal
to 0, namely ICcrit. Note that the value of ICcrit depends
uniquely on λc: since this parameter is by definition always
between 0 and 1, it is easy to show that tends asymptotically
to infinity (SI) for long-channel devices, while it gets to MI
when λc increases. In Fig. 2 the position of ICcrit is plotted
as a function of λc. It is evident that the singularity cannot
occur in WI. The relevance of Lsat on ICcrit proves that the
inclusion of VS is indispensable to describe well the behavior
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Fig. 2: Position of the singularity in Gm3 (ICcrit) as a function of the
saturation of the channel (λc).

of a minimum-length MOSFET. Moreover, Fig. 2 shows that for
short-channel devices MI offers a good trade-off for linearity
in addition to area and current consumption [21].

IV. VALIDATION OF THE ANALYSIS

In order to validate the accuracy of the simplified EKV
model shown in Section II in predicting the harmonic distortion
in a MOSFET, the analytical expressions are compared to
simulations carried out with the same sEKV coded in Verilog-
A, with the BSIM6 model and with measurements from 28-nm
Bulk CMOS devices.

The DUT is an nMOS with L = 30 nm and W = 3 µm.
The effective dimensions are L = 27 nm and W = 2.7 µm due
to the 0.9 shrinking factor of the technology. The device has a
single finger and it is wide enough to minimize the contribution
of the drain access resistance.

A. Simulation with Verilog-A and BSIM6 model

The simplified EKV model (sEKV) is coded in Verilog-A to
make it available for designers in simulation environments.
Moreover, such simplified model is compared with a full
compact model, i.e. BSIM6, to show the validity of the
proposed approach.

The sEKV Verilog-A code takes the terminal voltages as
inputs, together with 4 technology parameters (Ispec� , n, VT0

and Lsat), the drawn dimensions W and L, the shrink factor of
the technology and the thermal voltage UT; it provides the drain
current as output. Since (1) cannot be inverted analytically,
qs and qd are computed with a non-recursive function which
inverts it numerically achieving very good accuracy in spite of
its simplicity. The same function is used in BSIM6 to calculate

TABLE I: The 4 parameters of the simplified EKV

Parameter Value

Ispec� 1.07µA
n 1.6
VT0 490 mV
Lsat 14.5 nm

the inversion charge. Depending on the value of qd, either (2)
or (11) is chosen and then denormalized with Ispec to provide
the output current. Note that internally the model works with
all normalized quantities. The input voltages are normalized to
UT before being used. As mentioned in Section II, isolating all
the technology dependence in 4 parameters makes the model
easily portable from one technology node to another.

In order to extract the value of the technology parameters
for sEKV model and the DC model card for BSIM6, the
static ID-VG characteristic of the Device Under Test (DUT)
is measured. The details about the measurements are reported
in Section IV-B. The DC model card for BSIM6 consists
of a subset of all the BSIM6 parameters which allows to
describe faithfully only the DC behavior of the device. Since
the claim of this work is that the first-, second- and third-order
gate transconductances are sufficient to describe the harmonic
distortion behavior, this kind of model card is supposed to be
accurate enough. Both models are fitted to the measured DC
drain current (both in linear and logarithmic scale) and to the
first-, second- and third-order numerical derivatives (i.e. the
three transconductances) by means of an optimization routine in
Keysight IC-CAP R©. In the case of BSIM6, the fitting procedure
follows the instructions in [22], while for sEKV it follows [17].
Concerning the bias conditions, the sEKV model is fitted only
to the curve at VD = 1.1 V, while the BSIM6 model is fitted for
several values of VD, from linear to saturation region. Table I
shows the 4 parameters of the simplified EKV obtained by the
fitting. While BSIM6 is a scalable model and it uses a unique
set of parameters, sEKV is not: n changes with L and Ispec�

also through n, and consequently they need to be extracted for
each length used in the design. Nevertheless, in a consistent
extraction, Ispec�/n should be kept constant, as well as Lsat.

The two models are used to carry out simulations in
Keysight ADS R©. First, DC simulations are carried out to
extract the ID-VG characteristic of the device, both in linear
and logarithmic scale. Then, the first-, second- and third-order
gate transconductances are obtained by derivating numerically
ID-VG. Finally, the first, second and third harmonics of ID are
extracted from Harmonic Balance (HB) simulations.

The simulated testbench is built in such a way to mimic
as much as possible the experimental setup described in
Section IV-B: the TIA is replaced by an ideal operation
amplifier with a feedback resistor equal to the inverse of the
TIA sensitivity and a constant voltage Vbias = 1.1 V on the
positive terminal to set VD on the other one.

B. Measurements

In order to validate the analysis presented so far, mea-
surements are carried out on 28-nm Bulk CMOS samples.
The nominal maximum voltage which can be applied to the
terminals of the devices in such technology is 1 V. Nevertheless,
a margin of 10% is allowed and consequently for these
measurements VDD is set to 1.1 V in order to explore SI as
much as possible.

Regarding the DC measurements, the chip is tested with
a probe-card connected to the Keysight B2201A Switching
Mainframe. The 4 terminals of the device are controlled by
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Fig. 3: Experimental setup for AC measurements.

the Keysight Semiconductor Analyzer, which generates the
bias voltages and measures the current through them. VG is
swept from 0 to 1.1 V by 25 mV steps and this measurement
is repeated sweeping VD from 0 V to 1.1 V by 100 mV steps.

Regarding the large-signal AC measurements, the objective
is to measure the amplitude of the first, second and third
harmonic of the drain current ID. Nevertheless, it is way more
practical to measure the spectrum of a voltage rather than a
current. For this reason, ID is converted to a voltage by means
of a Trans-impedance Amplifier (TIA).

Fig. 3 shows the experimental setup for the large-signal AC
measurements. The chip is still accessed through the Switching
Mainframe and the probe-card. The sinusoidal input signal
as well as the DC component is generated with the Keysight
33500B Waveform Generator and connected to the gate probe.
Source and bulk probes are connected to ground and the N-
well probe for the ESD diodes is biased to supply voltage
VDD = 1.1 V, both generated by the Keysight E2646A Power
Supply. The drain probe is connected to the negative input
of the Stanford SR570 Low-Noise Current Preamplifier, used
as TIA. In order to bias this node to the proper voltage, the
positive input of the TIA is connected to VDD and the negative
feedback is exploited to fix the other input. The sensitivity is set
to 500 µA V−1. In the end, the output of the TIA is connected
to the Keysight N9030A PXA Signal Analyzer. A DC block
capacitor is placed before the PXA to allow the use of the
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Fig. 4: Comparison among simulated and measured ID-VG, in linear scale
(left axis) and logarithmic scale (right axis).

DC-coupled mode.
In order to explore all the operation regions, from WI to

SI, the DC component of the input signal VG0 is swept from
0.1 V to 1.1 V by 25 mV steps. Moreover, the amplitude of the
sinusoid is set to 50 mV for both the one-tone and the two-tone
analysis. The frequency of the one-tone signal is set to 6 kHz.
Instead, the two tones are generated from one tone at 5.5 kHz
amplitude modulated by another tone at 500 Hz, resulting in
two tones at 5 and 6 kHz. The amplitude of the modulated
signal is set to twice the target amplitude for the subcarriers
being the modulation coefficient equal to 0.5.

C. Comparison

The results obtained from the simulations and the measure-
ments are processed and compared to the analytical expressions.
The latter are based on the normalized transconductances shown
in (26)-(28), which are calculated using the 4 parameters of
the sEKV model (Table I) and denormalized following (25).

Fig. 4 shows the comparison among the simulated ID-VG

curve with sEKV and BSIM6 and the measurements, in both
linear and logarithmic scale. The match among the three curves
is very good from WI to SI in both scales. The analytical
expression (11) is not plotted because equal to the core equation
of the sEKV Verilog-A model. It is evident the difficulty in
biasing the transistor in SI, as pointed out in the introduction.
Indeed, the highest IC achievable in lower than 20 at VG

and VD equal to 1.1 V, which is beyond the nominal VDD as
mentioned at the beginning of Section IV-B.

The analytical expressions of Gm1, Gm2 and Gm3 (26)-(28)
are compared to the numerical derivation of the simulated ID
using the sEKV and the BSIM6 models and those obtained
derivating the measured ID in Fig. 5. The match between
the curves is very good: this proves that the sEKV model is
accurate in describing the DC behavior of the MOSFET. It
can be noticed that the measured and the BSIM6 Gm2 change
sign for IC close to 20: it is due to mobility reduction caused
by the vertical electric field. Indeed, the sEKV Gm2 remains
positive because it does not include such effect.

The analytical approximation of the amplitudes of the three
drain current harmonics, namely ID(1)|I, ID(2)|I and |ID(3)|I|
(17)-(19), are compared to those obtained by a one-tone HB
simulation using the two models and those measured on the
DUT with a one-tone test in Fig. 6. The 4 curves clearly
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Fig. 5: Comparison among the DC measured, the DC simulated and the
analytical (a) Gm1, (b) Gm2 and (c) Gm3.
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Fig. 6: Comparison among the AC measured, the HB simulated and the
analytically approximated (a) ID(1)|I, (b) ID(2)|I and (c) |ID(3)|I|.
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Fig. 7: Comparison among the AC measured, the HB simulated and the
analytically approximated (a) HD2 and (b) HD3.

match from WI to SI. The meaning of this result is twofold: it
confirms that the sEKV Verilog-A model is compatible with a
HB simulation regarding the nonlinear behavior of the device,
and it also supports the claim that the DC model is sufficient
to describe such behavior precisely. It is noted again that these
results are valid in the assumption of low-frequency operation.

The analytical approximation of HD2 and HD3 obtained from
(20)-(21) are compared to simulations and measurements in
Fig. 7; the latter are calculated from the drain current harmonics
(Fig. 6) using the definition of HD2 and HD3. The match
among the curves is very good for both parameters. This result
follows exactly what stated above regarding Fig. 6. Moreover,
the singularity mentioned in Section III-C is effectively caught
and it is located in the middle of the MI region. This confirms
once more that this bias region is very convenient for several
trade-offs [21], [23]. Nevertheless, in practice it is quite difficult
to exploit such singularity, due to process and temperature
variations. Still, even if the third-order distortion is not fully
canceled, IC values around this point represent an interesting
trade-off [15], [24]. Another singularity appears in HD2 with
BSIM6: it comes from the change of sign of Gm2, which has
been already discussed above.
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Fig. 8: Comparison among the AC measured, the HB simulated and the
analytically approximated A±1dB.

Fig. 8 and Fig. 9 report three RF design metrics, namely
A±1dB, AIP2 and AIP3, as a function of IC . The goal is to prove
that the proposed model is a powerful tool to gain insight in the
device and circuit performance during the design process. The
analytical approximation of A±1dB is compared to simulations
and measurements in Fig. 8. For the latter, the amplitude of the
fundamental is measured and simulated increasing the signal
amplitude until reaching the 1 dB deviation with respect to the
ideal linear extrapolation. In the measurements of A±1dB, the
signal amplitude superimposed to the bias voltage is limited to
30% above VDD to avoid deteriorating the device. There are
hence no values beyond 0.5 V but still the trend is very clear.
The presence of a low impedance at the drain of the device
allows to measure A±1dB without the occurrence of voltage
clipping. Fig. 8 shows a good match up to the peak; however,
the simple analytical approximation slightly underestimate
ICcrit. This is due to the fact that (22) does not account
for higher order harmonics above the third, which become
important particularly at this critical point where amplitude
grows significantly. Since Gm3 changes sign, in the same
plot there are both A+1dB and A−1dB. For IC values smaller
than the sweet spot ICcrit, Gm3 is positive and therefore the
device shows expansive behavior (A+1dB), while for IC values
greater than ICcrit, Gm3 becomes negative and the device has
compressive behavior (A−1dB).
AIP2 and AIP3 are instead extrapolated from (23)-(24)

using the gate transconductances obtained from the analytical
expressions, DC simulations and DC measurements. The match
is once more very good, especially in WI and MI. AIP2 presents
a singularity similarly to HD2 due to mobility degradation
which is well-predicted only by BSIM6, while for AIP3 all the
curves describe accurately the peak in MI.

The outcome of this comparison proves that it is possible
both to estimate the amplitude of the current harmonics by
means of a DC simulation by computing the three gate
transconductances from the DC drain current and also to extract
a small-signal parameters from a HB simulation. Moreover,
there is a direct relation between the IC and the most
relevant RF design metrics for linearity through the analytical
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Fig. 9: Comparison among extrapolated (a) AIP2 and (b) AIP3 from DC
measurements, DC simulations and analytical expressions.

expressions for Gm1, Gm2, Gm3 and qs (26)-(29).

V. CONCLUSION

The MOSFET linearity performance is analyzed through a
charge-based model. The advantage of the simplified EKV
model is to decouple the drain current and the terminal
voltages through the charge. This enables the derivation of
analytical expressions for the first-, second- and third-order gate
transconductances including the effect of Velocity Saturation,
one of the main improvements with respect to previous works.
This feature allows to describe the behavior of nanoscale
technologies while keeping the model simple.

All the metrics for one- and two-tone analyses are derived
as a function of the Inversion Coefficient, enabling a full
device characterization in all inversion conditions. Indeed, a
DC model is demonstrated to be sufficient for the analysis at
low-frequency operation, since all the metrics depend only on
Gm1, Gm2 and Gm3. In detail, the evident “sweet spot” in
HD3, AIP3 and A1dB is caused by the change of Gm3 sign,
which is effectively captured only when VS is included. Such
singularity is located at a specific IC value, defined as ICcrit,
whose value depends only on λc.

The model is implemented in Verilog-A and compared
with the analytical expressions, a DC BSIM6 model and with
measurements carried out on a 28-nm Bulk CMOS technology.
The match between the three cases is very good from WI to
SI for all metrics. For this technology ICcrit is close to 1,
confirming the MI region as an interesting operating point in
terms of trade-offs.

Circuit designers can benefit from this analysis to assess
the performance of a given technology or to choose the bias
region of devices which are critical from the linearity point of
view.

APPENDIX A
TWO-TONE ANALYSIS: HARMONIC COMPONENTS

In this appendix the harmonic components of ID|II are
reported:
DC term:

ω = 0 ⇒ ID(0)|II = ID0 +
Gm2(A2

1 +A2
2)

4
(30)

1st Harmonics:

ω = ω1 ⇒ ID(1,1)|II = Gm1A1 +
Gm3

4

(
A1A

2
2 +

A3
1

2

)
(31a)

ω = ω2 ⇒ ID(1,2)|II = Gm1A2 +
Gm3

4

(
A2

1A2 +
A3

2

2

)
(31b)

2nd Harmonics:

ω = 2ω1 ⇒ I(2,1)|II =
Gm2A

2
1

4
(32a)

ω = 2ω2 ⇒ ID(2,2)|II =
Gm2A

2
2

4
(32b)

3rd Harmonics:

ω = 3ω1 ⇒ ID(3,1)|II =
Gm3A

3
1

24
(33a)

ω = 3ω2 ⇒ ID(3,2)|II =
Gm3A

3
2

24
(33b)

2nd-order Intermodulation products:

ω = ω1 ± ω2 ⇒ ID(IM2)|II =
Gm2A1A2

2
(34)

3rd-order Intermodulation products:

ω = 2ω1 ± ω2 ⇒ ID(IM3,1)|II =
Gm3A

2
1A2

8
(35a)

ω = 2ω2 ± ω1 ⇒ ID(IM3,2)|II =
Gm3A1A

2
2

8
(35b)
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