Validation study of static and dynamic tsunami source models using the discontinuous Galerkin method for the spherical shallow water equations
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Abstract

The discontinuous Galerkin method is used to solve the non-linear spherical shallow water equations with Coriolis force. The numerical method is well-balanced and takes wetting/drying into account. The two fold goal of this work is a comparative study of dynamic and static tsunami generation by seabed displacement and the careful validation of the models. The numerical results show that the impact of the choice of seabed displacement model can be significant and that using a static approach may result in inaccurate results. For the validation of the studies, we consider measurements from satellites and buoy networks for the 2011 Tohoku event and the 2004 Sumatra-Andaman tsunami. The results confirm that the method is appropriate for large-scale tsunami simulations and early warning systems.
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1. Introduction

Tsunamis are oceanic gravity waves generated by large sea level surface displacements. Such displacements can be generated by volcanic eruptions [1], landslides [2], asteroid impacts [3] or earthquakes [4]. Tsunamis generated by earthquakes are commonplace and can cause considerable damage to human lives and infrastructures. There are various mathematical models, which can be used to model and predict the dynamics of tsunami waves. The resulting inundation area and the overall computational cost can also be of interest.

The models can be broadly classified as follows:

- 3D models: The governing equations are derived without integrating over the depth. These are non-hydrostatic models, for instance the Navier-Stokes or Euler equations. Although these are accurate models, their computational cost is substantial and currently not applicable to large scale predictive problems [5-7].

- 2D models: These models are derived by integrating over the depth and can be either non-hydrostatic (Boussinesq-type equations) [8,9] or hydrostatic (shallow water equations) [10,11].

Typically, the 3D models are more accurate than the 2D models such as the shallow water equations, but their computational cost make them impractical for the purpose of tsunami predictions. Therefore, we consider the shallow water equations here. The computational cost and accuracy of the tsunami simulations not only depend on the mathematical model but also on the numerical method being applied. In the context of tsunami simulations various methods have been applied. Among them are the finite difference (FD) [12,13], finite volume (FV) [14,15], Finite element (FE) [16], discontinuous Galerkin (DG) [4, 17-20] and hybrid [21,22] methods. While all of these methods have their strengths and weaknesses, the discontinuous Galerkin method stands out in the context of wave problems as it offers high accuracy and efficiency through h/p adaptivity and parallelity.
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The effects of the earthquake and the subsequent seabed displacement enter the shallow water equations as a source term. This source term can be time-independent (the passive/static approach) [23-26] or time-dependent (the active/dynamic approach) [26-33]. In the static approach, only the final deformation of the seabed is considered. This displacement is introduced into the simulation by displacing the initial sea surface according to the deformation of the seabed. Several assumptions are made in this static approach. First of all, the wavelengths of the tsunami waves are assumed to be much larger than the depth of the ocean. The vertical acceleration of the water is neglected as it is small in comparison to the gravitational acceleration on the water mass that is lifted, which causes a uniform velocity profile in the horizontal direction. Secondly, the vertical seabed displacement is assumed to be instantaneous. This is accurate if the timescale of the earthquake rupture is much smaller than the timescale of the tsunami propagation. Lastly, the horizontal displacement of the seabed is usually neglected, unless the horizontal displacement is large relative to the vertical displacement. The static approach can consist of a single fault [23,24] or multiple faults [25,26]. The multi-fault case can be used to increase the resolution of the seabed displacement due to an underwater earthquake relative to the single-fault. In contrast to the static approach, in the dynamic approach, the full transient motion of the seabed displacement due to an underwater earthquake is considered. The transient seabed displacement can be obtained by considering a simple time function for temporal changes [26-30], recovering an initial condition from buoy data [18], a quasi real-time fault model [31] or solving the equations of elasticity [32,33]. Similar to the static approach, the dynamic approach can be modeled as single-fault [27] or multi-fault [26,28-30].

In recent years, the DG method has been applied to perform tsunami simulations. Seny et al. [19] showed a parallel implementation of an explicit multirate Runge-Kutta discontinuous Galerkin method and applied it to simulate the 2011 Tohoku tsunami. However, they did not consider inundation and the curvature of the sphere and used a static, single-fault seabed displacement model. Blaise et al. [17] considered a simulation of the February 2010 Chilean tsunami using a dynamic hp-adaptive DG method on the sphere. Moreover, they have solved the spherical shallow water equations with Coriolis force in three dimensions using a Lagrange multiplier. However, they too, did not consider inundation. In a later work [18], initial conditions for the Tohoku tsunami were inferred from buoy measurements using a discrete adjoint method, but without taking wetting/drying into account. Castro et al. [20] simulated the April 1, 2014, Iquique event with a static single-fault rupture model. They considered the linearized shallow water equation in two-dimensional Cartesian coordinates without Coriolis force and inundation and used the Arbitrary accurate Derivatives Riemann problem (ADER) DG method with parallel computing on GPUs and CPUs.

In this work, the spherical shallow water equations with Coriolis force is solved in Cartesian coordinates using the method presented in [4]. The method employs curved elements with dynamic mesh refinement. Moreover, the wetting/drying method presented in [4] handles dry areas. To validate the method, simulations of the 2011 Tohoku and 2004 Sumatra-Andaman tsunamis are considered using both dynamic and static seabed deformation. One of the purposes of this work is to investigate the effect of the dynamic seabed displacement on the accuracy of the numerical results. Moreover, we wish to validate the accuracy of the method [4] for tsunami modeling.

The paper is organized as follows: In Section 2, we discuss the governing equations. Section 3, gives an overview of the numerical method [4], comprising the spatial discretization, the time integration, the wetting/drying method, as well as the well-balanced and positivity preserving properties. In Section 4, we discuss the source models that model the generation of tsunamis through an underwater earthquake. This includes the discussion of static and dynamic seabed displacement approaches. In Section 5 we investigate the impact of the static and dynamic approaches on the numerical results. To this end, the 2011 Tohoku and 2004 Andaman-Sumatra tsunamis are investigated. We compare results to measurements to assess their accuracy. Finally, we state our conclusion in Section 6.

2. Governing equations

We consider the spherical shallow water equations as presented in [34], formulated in Cartesian coordinates, and written as a system of conservation laws

$$\frac{\partial q}{\partial t} + \nabla \cdot F = S$$

where $q$, $F = f_x i + f_y j + f_z k$ and $S$ are the solution, the flux and the source vectors, respectively. These are given as

$$q = \begin{bmatrix} \varphi \\ \varphi u \\ \varphi v \end{bmatrix}, \quad f_x = \begin{bmatrix} \varphi u \\ \varphi u^2 + \varphi^2/2 \\ \varphi u \varphi v \end{bmatrix}, \quad f_y = \begin{bmatrix} \varphi v \\ \varphi u \varphi v \\ \varphi v^2 + \varphi^2/2 \end{bmatrix}, \quad f_z = \begin{bmatrix} \varphi w \\ \varphi u \varphi w \\ \varphi v \varphi w \end{bmatrix}, \quad S = \begin{bmatrix} 0 \\ S \end{bmatrix}$$

(2)
where $\mathbf{u} = \{u, v, w\}^T$ is the velocity vector and $\hat{i}$, $\hat{j}$ and $\hat{k}$ are the unit vectors in the Cartesian coordinates $x = \{x, y, z\}^T$. Here, $\varphi = gh$ denotes the geopotential height, where $g$ and $h$ are the gravitational acceleration and the water column height, respectively. The source term acts only on the momentum equations, and consists of

$$\bar{S} = -\frac{2\omega \varphi}{R^2} \mathbf{x} \times \mathbf{u} - \varphi \nabla \tau + \mu \mathbf{x}.$$  

(3)

The first term in (3) is the Coriolis force, the second one is the pressure gradient due to the bathymetry and the last term forces the velocity vector be tangential to the spherical shell, i.e., $\mathbf{u} \cdot \mathbf{x} = 0$. The angular velocity of the sphere $\omega$ is defined based on the rotation around the $z$-axis, where $R$ is the radius of the earth. The bottom topography $\tau = gb$ is measured in geopotential units where $b$ is the bathymetry relative to the sea level. The Lagrange multiplier $\mu$ is defined as

$$\mu = \frac{1}{R^2} \mathbf{x} \cdot (\varphi \nabla \tau + \nabla \bar{F})$$  

(4)

where $\bar{F}$ is the part of the flux that acts on the momentum equations.

3. Numerical method

The governing equations in the previous section are solved using the numerical method discussed in detail in [4]. We give a short overview of the method and refer the reader to [4] for details. The computational domain $\Omega$ with boundary $\partial \Omega$, is divided into $K$ non-overlapping elements. As $\Omega$ is the two-dimensional sphere with radius $R$, elements are curved quadrilaterals of arbitrary sizes and we denote them as $D^k$. Thus, $\Omega$ is the union of $D^k$, i.e.,

$$\Omega = \bigcup_{k=1}^{K} D^k.$$  

(5)

To make the computations easier, the mapping $\xi = \psi(x)$ is used to transform coordinates from the physical space $x = \{x, y, z\}^T$ to the reference domain $\xi = \{\xi, \eta\}^T$. The numerical solution $q_N$ is expressed as piecewise polynomials

$$q \approx q_N = \sum_{k=1}^{K} q^k_N$$  

(6)

where $q^k_N$ can be expressed as a linear combination

$$q^k_N(x, t) = \sum_{m=1}^{(N+1)^2} q^k_N(x(\xi_m), t) L_m(\xi(x))$$  

(7)

of the basis functions $L_m$ which are formed using the tensor-product

$$L_m(\xi) = l_i(\xi) l_j(\eta)$$  

(8)

of the one-dimensional Lagrange polynomials

$$l_i(\xi) = \prod_{j=1, j \neq i}^{N+1} \frac{\xi - \xi_j}{\xi_i - \xi_j}.$$  

(9)

These polynomials have the nodal property $l_i(\xi_j) = \delta_{ij}$, where $\delta_{ij}$ is the Kronecker delta. The nodes $\xi_j$ are chosen to be the Legendre-Gauss-Lobatto (LGL) nodes, which are defined on the interval $[-1, 1]$. As a consequence, the reference element in computational space is $I = [-1, 1]^2$. Applying the weighted residual method to the governing equations (1), yields

$$\int_{D} \left( \frac{\partial}{\partial t} + \nabla \cdot \mathbf{F} - \mathbf{S} \right) \phi(x) \, dx = \int_{I} \left( \frac{\partial}{\partial t} + \nabla \cdot \mathbf{F} - \mathbf{S} \right) \phi(\xi) J_D \, d\xi = 0$$  

(10)

where $\phi$ is a test function. To derive the nodal version of the discontinuous Galerkin method, the test and shape functions are set equal to each other, thus $\phi_m = L_m$. The strong form of the nodal discontinuous Galerkin method is recovered as

$$\int_{I} \left( \frac{\partial q_N}{\partial t} + \nabla \cdot \mathbf{F}_N - \mathbf{S}_N \right) L_D \, d\xi = -\int_{\partial I} \mathbf{n} \cdot (\mathbf{F}_N - \mathbf{F}_N^*) L_D \, d\xi$$  

(11)

where $\mathbf{n}$, $J_D$ and $J_D|$ are the outward unit normal to the edge of element, the Jacobian of the element and the Jacobian of the edge parametrization, respectively. Due to the discontinuous nature of the solution, a suitable numerical flux $\mathbf{F}^*$ must be defined to connect the solution across interfaces. We use the local Lax-Friedrichs numerical flux
\[ F_N^+ = \frac{1}{2} \left( F_N^+ (q_N^-) + F_N^+ (q_N^+) \right) - \frac{c}{2} (q_N^- - q_N^+) \]

where the superscripts \(-\) and \(+\) refer to values within the element and neighboring element, respectively. The factor \(c\) is the maximum local wave speed across the element boundary, given as

\[ c = \max \left\{ |\hat{n} \cdot u_N^-| + \sqrt{\varphi_N^-}, |\hat{n} \cdot u_N^+| + \sqrt{\varphi_N^+} \right\}. \]

Finally, to complete the numerical scheme, the integrals in (11) have to be computed numerically. To this end, quadrature rules for the approximation of the volume and the surface integral terms are used. Thus, we obtain a system of ordinary differential equations in the form of

\[ \frac{\partial q_N}{\partial t} = R_N(q_N), \]

where \(R_N\) is the right-hand side obtained by applying the quadrature rules in the discontinuous Galerkin formulation. Here, a three-step, third-order strong stability preserving Runge-Kutta method is used to solve this semi-discrete form [35].

In order to take care of inundation, we follow the method described in [4]. We call a node \(x\), dry if the water height \(\varphi_N(x)\) is smaller than a certain tolerance \(\varphi_{tol}\). We distinguish between wet, dry and semi-dry elements. The latter contains both wet and dry nodes, which poses difficulties in the numerical treatment of these elements. More specially, these are the appearance of negative water heights, artificial pressure gradients and instabilities due to the discontinuity in the derivative of the state variables. To guarantee the positivity of the water column height, we use the method presented in [36]. Well-balancedness is then guaranteed by using a finite-difference type gradient operator only in the semi-dry elements, which prevents the occurrence of artificial pressure gradients [4]. Moreover, a filter is used to address stability issues. N-conforming meshes are handled in the same way as in [4].

4. Tsunami generation

For the static seabed displacement approach we assume that fault parameters such as the longitude (Lon), latitude (Lat), depth, length, width, strike, dip, rake and slip are known. Using these parameters, the Okada solution can be computed [37], to recover the seabed displacement caused by the earthquake thrust. For a dynamic approach, two additional parameters, i.e., the rupture velocity (or the rupture initiation time) and rise times are needed. There is an explicit relation between the rupture velocity and the rupture initiation time. If the rupture velocity is considered to be constant in each subfault \(i\), then

\[ t_0^{i+1} = t_0^i + \frac{l^i}{V^i}, \quad i = 1,2,\ldots, N_f \]

where \(l^i\), \(V^i\), \(t_0^i\) are the length, rupture velocity, rupture initiation time of the \(i\)-th subfault and \(N_f\) the total number of subfaults. Here we assume that \(t_0^1 = 0\).

If a fault has been divided into \(N_f\) subfaults, then the total displacement of the seabed can be considered as the sum of displacements for each subfault, i.e.,

\[ \zeta(x) = \sum_{i=1}^{N} O^i(x^i, l^i, w^i, d^i, \ldots) \]

where \(O^i\) is the Okada solution in the \(i\)-th subfault. Note that the Okada solution computes a static seabed displacement. Thus, to achieve a dynamic rupture model, a time-activation function \(f^i\) is considered for each subfault. In other words (16) is modified as

\[ \zeta(x,t) = \sum_{i=1}^{N} f^i(t, t_0^i, t_0^{i+1}) O^i(x^i, l^i, w^i, d^i, \ldots), \]

where different activation functions \(f^i(t, t_0^i, t_0^{i+1})\) can be used [28, 29, 38]. Here, a linear activation function [28] is used:

\[ f^i(t, t_0^i, t_0^{i+1}) = \begin{cases} 0 & \text{if } t < t_0^i \\ \frac{t - t_0^i}{t_0^{i+1} - t_0^i} & \text{if } t_0^i \leq t \leq t_0^{i+1} \\ 1 & \text{if } t_0^{i+1} < t \end{cases} \]
5. Numerical Results

In the following, we present numerical results with the aforementioned implementation of the discontinuous Galerkin method (DGM) for the spherical shallow water equations. To understand the effects of the static and dynamic seabed displacement approaches on the tsunami waves, we compare the two models using two different tsunami events. These two tsunamis are the 2011 Tohoku and the 2004 Andaman-Sumatra events. The numerical results obtained for these two tsunamis are compared with the available measured data to validate the numerical model. These two tsunamis are chosen as they are the two largest and most devastating events in recent decades, with plenty of data available. Moreover, their character is quite different as the earthquake that caused them have vastly differing fault dimension and rupture speeds.

5.1. Tohoku event

On March 11th, 2011, at 2:46 pm JST (05:46 UTC) a massive earthquake of magnitude $M_w = 9.0$ struck near the northeastern coast of Japan, resulting in massive seafloor displacement and high tsunami waves. The first significant waves reached Japan only 10 min after the earthquake struck, thus leaving very little warning time. This tsunami caused thousands of fatalities and financial damage of hundreds of billion dollars. The characteristics of this tsunami make it interesting for assessment and validation of the numerical method.

To obtain the seabed displacement using the Okada model \cite{37}, subfault parameters are taken from the University of California, Santa Barbara (UCSB) database for big earthquakes \cite{39}. We use the parameters of model III presented in \cite{39}. These parameters include both static and dynamic parameters. In the aforementioned data, the number of subfaults in the strike direction is 19 and in down-dip direction 10, which results in the total number of $N_f = 190$ subfaults. The length of each subfault in the strike direction is 25 km whereas it is 20 km in the down-dip direction. The fault is situated between 35.74° and 40.09° northern latitude and between 140.91° and 144.42° eastern longitude. By inserting the fault parameters into (16), the final displacement of the seabed, which is shown in Fig. 1, is obtained. As shown in this figure, the maximum lift of the seabed is located on the eastern side of the fault. The bathymetry within the subfaults is illustrated in Fig. 1. Apart from the initial displacement, an accurate simulation requires accurate bathymetry data. Note that if the earthquake makes the topography shallower or deeper, both the near-field and the far-field solutions can be affected, as this would change the wave speed in the vicinity. Here, the maximum lift of the seabed is in an area where the water is relatively deep, so the ratio between the maximum lift and the water depth is small. The dynamic rupture can be modeled by (18). The seabed displacement as a function of time is illustrated in Fig. 2. As shown in this figure, the seabed is relatively stable after 105 seconds.
Figure 2: Seabed displacement caused by the Tohoku earthquake at different times

The mesh generated for the Tohoku tsunami event is shown in Fig. 3. The initial mesh is an unrefined icosahedral mesh. A point at -177° longitude and 12° latitude is selected to refine the initial grid within a radius of 55° until a local refinement level of $N_{\text{loc}} = 5$ is reached. The resulting mesh contains 14235 elements, of which most are located in the Pacific Ocean. As shown in Fig. 3, the generated mesh is considerably coarser on the opposite side of the sphere. Using this approach for grid generation, regions of interest can be refined locally and the computational cost is decreased dramatically.
The propagation of the tsunami waves is shown at different times in Fig. 4. In this figure, we show the results obtained with the static seabed displacement approach and biquartic polynomials $N = 4$. As is clear, at initial time, the seabed displacement has been transferred to the water height. After a while, tsunami waves propagate into the Pacific Ocean and their amplitudes diminish.

Differences between the static and dynamic approaches are shown in Fig. 5. In this figure, numerical results obtained with the static approach are denoted by $h_s$ and for the dynamic approach are denoted by $h_d$. In the left column of the figure the contour levels between -0.1m and 0.1m while in the right column of the figure we show the contour levels between -1m and 1m. Results presented in the right column show that differences between the two seabed displacement models are small when big waves are considered. It is clear that big waves affect a small zone in the Pacific Ocean. However if small differences are considered, as shown in the left column, then the differences between results are significant even in the far-field. Therefore, an important factor in choosing the seabed displacement approach is whether the result needs to be accurate and where the zone of interest lies with respect to the tsunami source. If the zone of interest is located near the earthquake zone or if high accuracy is needed then the dynamic approach should be considered.

The results presented in Fig. 5 are qualitative results. It is more valuable to present quantitative results. For this, results obtained by the DG method are compared with buoy data. These buoys are the DART buoys 21418 and 52402. The buoy data is collected by the DART tsunami monitoring network and are provided online by the National Data Buoy Center (NDBC) of the National Oceanic and Atmospheric Administration (NOAA) [40]. By subtracting the time-average from the buoy data, we eliminate the effect of tides, which are not considered in our model.

Here, we have performed numerical simulations using two polynomial degrees, $N = 2$ and $N = 4$ to validate our model and to understand effects of the polynomial degree on the numerical results. It is expected that using higher degree polynomials result in higher accuracy. For the buoy 21418, effects of the polynomial degree are shown in Fig. 6. As shown in this figure, using biquartic polynomials results in a higher accuracy compared to the results obtained with biquadratic polynomials. It is also clear that the biquartic polynomials capture the maximum water height more accurately than the biquadratic polynomials. This is expected as higher order methods are less dissipative and therefore better suited for large scale solutions where the solution is smooth in large parts of the domain. The same comparison is also conducted for the buoy 52402 in Fig. 7. The situation is similar to buoy 21418, and we observe that the agreement with the buoy data, for instance the arrival time, is satisfactory. For both the static and dynamic seabed displacement approaches, using $N = 4$ results in more accurate results than $N = 2$. These results show that the developed DG method can be used for tsunami simulations.

The comparison of the static and dynamic seabed displacement approaches is presented in Fig. 8. The differences are not significant and there is only a slight advantage of the dynamic seabed displacement approach, which leads to better agreement in the buoy data. We observe that for both buoys, the predicted arrival times are in better agreement
with the buoy data if the dynamic seabed displacement approach is used.

Figure 4: Simulation of tsunami waves created by the Tohoku earthquake
Figure 5: Differences in wave amplitude between static and dynamic seabed deformations. The left column depicts contour lines between -0.1m and 0.1m, the right column depicts differences between -1m and 1m.
Figure 6: Effect of the polynomial degree on the computed sea surface height in comparison to the DART 21418 buoy measurements. Left: sea surface heights computed with static seabed deformation. Right: sea surface heights computed with dynamic seabed deformation.

Figure 7: Effect of the polynomial degree on the computed sea surface height in comparison to the DART 52402 buoy measurements. Left: sea surface heights computed with static seabed deformation. Right: sea surface heights computed with dynamic seabed deformation.

Figure 8: Comparison of the static and dynamic seabed deformation approaches using buoy data. Left: DART 21418 Right: DART 52402
5.2. Sumatra-Andaman event

![Subfaults and seabed displacement](image)

Figure 9: Left: Subfaults and seabed displacement of the Sumatra-Andaman earthquake. Satellite measurements from Jason-1 and TOPEX/Poseidon are indicated in the figure. Right: Bathymetry in the corresponding subfaults.

On December 26th, 2004, at 0:59 AM UTC an earthquake of magnitude $M_w = 9.1 - 9.3$ struck near the west coast of Sumatra, Indonesia, resulting in tsunami waves which affected many surrounding nations. It is the third-largest earthquake ever recorded on a seismograph and has the longest ever recorded fault duration of about 10 minutes. This tsunami caused hundreds of thousands of fatalities and financial damage of hundreds of billion dollars. It’s large fault size and the long fault duration as well as it’s destructive power make it an appropriate, yet challenging test scenario to compare the static and dynamic seabed displacement models.

Table 1: Earthquake parameters used for the simulation of the Sumatra-Andaman tsunami.

<table>
<thead>
<tr>
<th>subfaults</th>
<th>Lon</th>
<th>Lat</th>
<th>Depth</th>
<th>Length</th>
<th>Width</th>
<th>Strike</th>
<th>Dip</th>
<th>Rake</th>
<th>Slip</th>
<th>Initiation time</th>
<th>Rise time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>95.54</td>
<td>2.13</td>
<td>10</td>
<td>100</td>
<td>150</td>
<td>290</td>
<td>10</td>
<td>71</td>
<td>16.5</td>
<td>0</td>
<td>48.5</td>
</tr>
<tr>
<td>2</td>
<td>94.5</td>
<td>2.57</td>
<td>10</td>
<td>100</td>
<td>150</td>
<td>310</td>
<td>10</td>
<td>91</td>
<td>0</td>
<td>31.96</td>
<td>48.5</td>
</tr>
<tr>
<td>3</td>
<td>93.64</td>
<td>3.33</td>
<td>10</td>
<td>100</td>
<td>150</td>
<td>330</td>
<td>10</td>
<td>104</td>
<td>14.9</td>
<td>136.85</td>
<td>37.5</td>
</tr>
<tr>
<td>4</td>
<td>93.16</td>
<td>4.15</td>
<td>10</td>
<td>100</td>
<td>150</td>
<td>340</td>
<td>10</td>
<td>105</td>
<td>29.1</td>
<td>167.62</td>
<td>117.3</td>
</tr>
<tr>
<td>5</td>
<td>92.88</td>
<td>5.18</td>
<td>10</td>
<td>100</td>
<td>150</td>
<td>345</td>
<td>10</td>
<td>102</td>
<td>10.4</td>
<td>227.09</td>
<td>138.7</td>
</tr>
<tr>
<td>6</td>
<td>92.63</td>
<td>6.12</td>
<td>10</td>
<td>100</td>
<td>150</td>
<td>350</td>
<td>10</td>
<td>100</td>
<td>23.4</td>
<td>254.98</td>
<td>62.1</td>
</tr>
<tr>
<td>7</td>
<td>92.53</td>
<td>6.78</td>
<td>10</td>
<td>100</td>
<td>150</td>
<td>335</td>
<td>10</td>
<td>90</td>
<td>9.4</td>
<td>282.41</td>
<td>38.5</td>
</tr>
<tr>
<td>8</td>
<td>92.08</td>
<td>7.64</td>
<td>10</td>
<td>100</td>
<td>150</td>
<td>335</td>
<td>10</td>
<td>86</td>
<td>11.5</td>
<td>308.57</td>
<td>112.1</td>
</tr>
<tr>
<td>9</td>
<td>91.64</td>
<td>8.6</td>
<td>10</td>
<td>100</td>
<td>150</td>
<td>350</td>
<td>10</td>
<td>99</td>
<td>15</td>
<td>334.06</td>
<td>63.9</td>
</tr>
<tr>
<td>10</td>
<td>91.51</td>
<td>9.6</td>
<td>10</td>
<td>100</td>
<td>150</td>
<td>0</td>
<td>10</td>
<td>106</td>
<td>12</td>
<td>396.16</td>
<td>51.3</td>
</tr>
<tr>
<td>11</td>
<td>91.48</td>
<td>10.66</td>
<td>10</td>
<td>100</td>
<td>150</td>
<td>10</td>
<td>10</td>
<td>115</td>
<td>6.1</td>
<td>433.33</td>
<td>79</td>
</tr>
<tr>
<td>12</td>
<td>91.63</td>
<td>11.56</td>
<td>10</td>
<td>100</td>
<td>150</td>
<td>10</td>
<td>10</td>
<td>115</td>
<td>25.7</td>
<td>467.73</td>
<td>54.6</td>
</tr>
<tr>
<td>13</td>
<td>91.78</td>
<td>12.51</td>
<td>10</td>
<td>100</td>
<td>150</td>
<td>15</td>
<td>10</td>
<td>120</td>
<td>27.2</td>
<td>502.11</td>
<td>76.8</td>
</tr>
<tr>
<td>14</td>
<td>92.01</td>
<td>13.51</td>
<td>10</td>
<td>100</td>
<td>150</td>
<td>25</td>
<td>10</td>
<td>130</td>
<td>0</td>
<td>583.82</td>
<td>36.6</td>
</tr>
</tbody>
</table>

Again, subfault parameters are required to calculate the seabed displacement, caused by the earthquake. Since there are uncertainties in the inverted parameters, different earthquake parameters have been proposed in the literature [41-47]. Here, the parameters have been taken from [41]. Moreover, for the dynamic rupture parameters such as rise time and rupture initiation time, we use the data given by Gopinathan et al. [42]. To this end, the velocity rupture and rise times have been taken from Fig. 7 in [42] and the rupture initiation time is calculated by (15). The fault parameters used in this paper are given in Table 1. For this tsunami, the total number of subfaults is $N_f = 14$. The length of the subfaults in the strike direction is 100 km and 150 km in the dip direction. The fault is situated between 2.13° and 13.51° northern latitude and between 91.48° and 95.54° eastern longitude. With the fault parameters given in Table 1, and using the static rupture approach, we use (16) to obtain the displacement shown in Fig. 9. As shown in this figure, the seabed displacement in subfaults 4, 6, 12 and 13 is much larger than the displacement in other subfaults.
Moreover, the figure displays points that are related to Jason-1 and TOPEX/Poseidon satellite data, which will be used to validate the results. The bathymetry in the subfaults is illustrated in Fig. 9. As opposed to the Tohoku earthquake, we observe that the bathymetry at the fault is much shallower. As the wave speed is proportional to the square root of the water depth, nonlinear effects can change the tsunami behavior if the ratio of seabed displacement to bathymetry depth becomes large. These nonlinearities are negligible in deep waters, however they become more important in shallow waters. Note that in both the Tohoku and Sumatra-Andaman tsunamis this ratio is relatively small.

The seabed displacement as a function of time can be modeled by (17) and is illustrated in Fig. 10. As shown in this figure, the changes in the seabed are more complex than in the Tohoku case. Not only is the fault very long but also the rupture time is longer than for the Tohoku case. These earthquake characteristics make this problem challenging for tsunami simulation. As depicted in Fig. 10 and also as shown in Table 1, subfaults are activated sequentially. Thus, capturing the transient motion of the seabed displacement is likely to be important.

The mesh generated for the Sumatra-Andaman tsunami event is shown in Fig. 11. Similar to the Tohoku tsunami simulation, the initial mesh is an unrefined icosahedral mesh. A point at 84° longitude and -10° latitude is selected to refine the initial grid within a radius of 40° until a refinement level of \( N_{\text{loc}} = 6 \) is reached. The resulting mesh contains 30378 elements that are located in the Indian Ocean. This mesh has about twice the number of elements compared to the one used in the Tohoku tsunami simulation. There are small islands near the source, so a finer grid in comparison to the Tohoku tsunami simulation is required.

Figure 10: Seabed displacement over time caused by the Sumatra-Andaman earthquake.
The propagation of the tsunami waves are shown for different times in Fig. 12. In this figure, changes in water height obtained using the static rupture approach and biquartic polynomial $N = 4$ are shown. As illustrated in the figure, the seabed displacement has been translated to the water height at the initial time, since the static (instantaneous) approach is used. After a while, tsunami waves propagate into the Indian Ocean and waves become smaller.

The differences in the numerical results between the static and dynamic displacement models are shown in Fig. 13. The results presented in the right column show that the differences between the models are more prevalent in the near-field of the tsunami source. It can be seen that big waves affect a relatively small area in the vicinity of the source. If we consider the smaller differences, shown in the left column, it is clear that the differences are significant even in the far-field. It is also evident that the dynamic model has a more substantial impact in the case of the Sumatra case. While the large differences between the two models are restricted to a relatively small region in the Tohoku case, this region is much larger for the Sumatra-Andaman tsunami. The use of the dynamic approach can therefore be advantageous even for results in the far-field. Note that for the Tohoku earthquake the major seabed displacements are mostly located on the eastern side of the fault, whereas they are located in all subfaults in the Sumatra-Andaman case. Furthermore, the rupture time of the Sumatra-Andaman earthquake is much longer than that of the Tohoku event, so that differences between the static and dynamic approaches are expected to play a bigger role in the former case.

To validate the use of the DG method, we compare our results to measurements. For the Sumatra-Andaman tsunami there is satellite altimeter data available, which can be used to compute the sea surface height (SSH) along the trajectory of the satellite. Here, we use the data from two satellites namely, Jason-1 and TOPEX/Poseidon, which passed over the Indian Ocean while the tsunami occurred. Jason-1 captured SSHs about 1.9 hours after the earthquake. It passes from south to north and its altimeter measurement is numbered cycle 109 on pass 129. TOPEX/Poseidon captured the SSHs about 2.0 hours after the occurrence of the earthquake. It passes from south to north and its altimeter measurement is numbered cycle 452 on pass 129. The pass of these two satellites and their trajectory relative to the fault is shown in Fig. 9. The altimeter data from these two satellites are available online on the Radar Altimeter Database System web site of the Department of Earth Observation and Space Systems [48]. The measurements of the SSH from satellites does not only include the tsunami signals but also other oceanographic effects [43]. To obtain tsunami signals, the SSH data from previous cycles is used. Therefore, tsunami signals related to Jason-1 are obtained by subtracting measurements of cycles 109 and 108 and for TOPEX/Poseidon, it is obtained by subtracting measurements of cycles 452 and 451. Since the SSH locations in previous cycles may not be the same as those during the tsunami, a linear interpolation is used to estimate the values at the same locations. Here, it is assumed that oceanographic effects are the same in both cycles, so the difference between these two cycles gives the tsunami signals [43]. The satellite data and tsunami signals obtained are shown in Fig. 14.

To understand the effect of the polynomial degree on the numerical results, polynomial degrees of $N = 2$ and $N = 4$ are used in the simulations, and their results are compared with the measurements from Jason-1 satellite in Fig. 15 and measurements from TOPEX/Poseidon satellite in Fig. 16. It is clear that in both cases, the results are accurate and their results are acceptable. Again, the biquartic polynomials are more appropriate than biquadratic ones for large scale simulations, since they have lower numerical dissipation and therefore capture water wave heights in the far-field better. It can be seen from Figs. 15-16 that the DG method can be used to accurately predict tsunami propagation on large scales. It estimates arrival times and maximum wave heights accurately and the numerical results have a satisfactory agreement with the measurements obtained by the satellites.
Figure 12: Propagation of tsunami waves for the Sumatra-Andaman event.
Figure 13: Differences in wave amplitude between static and dynamic seabed deformations for the Sumatra-Andaman tsunami. The left column highlights small differences between -0.1m and 0.1m while the right column highlights large differences between -1m and 1m.
Figure 14: Sea surface level (SSH) measurements from satellite data and extracted tsunami signals. Left: Data obtained from the Jason-1 satellite. Right: Measurements obtained from the TOPEX/Poseidon satellites.

Figure 15: Effect of the polynomial degree on the computed sea surface height and comparison with Jason-1 satellite measurements. Left: Results computed with the dynamic seabed deformation approach. Right: Results computed with the static seabed deformation approach.

Figure 16: Effect of the polynomial degree on the computed sea surface height and comparison with TOPEX/Poseidon satellite measurements. Left: Results computed with the dynamic seabed deformation approach. Right: Results computed with the static seabed deformation approach.
Figure 17: Effect of the seabed deformation approach on the computed sea surface height. Left: Comparison to data obtained from the Jason-1 satellite. Right: Comparison to data obtained from the TOPEX/Poseidon satellites.

Figure 18: Effect of the seabed deformation method on the error defined by the absolute difference of the computed sea surface height and the measured sea surface height. Left: Errors based on Jason-1 data. Right: Errors based on TOPEX/Poseidon measurements.

The numerical results obtained with the static and dynamic seabed displacement models are compared to the satellite data in Fig. 17. Contrary to the Tohoku case, results obtained for the Sumatra-Andaman tsunami show that there is a substantial difference between the two models. This is clear in Fig. 17, where differences between the static and dynamic approaches are more significant at higher latitudes, whereas in lower latitudes there is a relatively small difference between these two models. The reason is that the southern subfault is activated first and the last one to be activated is the northern subfault. Therefore, for points that are mainly affected by the southern subfault, there is a small difference between both source models, while for points that are affected by the northern subfault, there is a substantial difference between the two approaches. As shown in the figure, the dynamic approach has an advantage to the static approach, as it predicts arrival times and maximum amplitudes of waves with improved accuracy.

In Fig. 18, errors are shown, based on the absolute difference between the numerical results and the satellite measurements. The errors are obtained based on the points in the two sequential cycles of the satellites (see Fig. 14). The corresponding points are also shown in Fig. 9. In other words, points that only exist in one cycle are not considered for evaluating the errors, as they are less reliable. As shown in Fig. 18, the results obtained with the dynamic approach are more accurate. Moreover, the L2-norm of the resulting errors are given in Table 2. For the Jason-1 data, there errors for both models are comparable. For the TOPEX/Poseidon data, however, the dynamic approach has an error of 0.1527, while the error of the static model is 0.2775. This indicates that, indeed, the dynamical approach can provide significantly better numerical results.
Table 2: L2-norm of the errors based on the difference between computed and measured sea surface height.

<table>
<thead>
<tr>
<th></th>
<th>Static model</th>
<th>Dynamic model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jason-1</td>
<td>0.2047</td>
<td>0.2048</td>
</tr>
<tr>
<td>TOPEX/Poseidon</td>
<td>0.2775</td>
<td>0.1527</td>
</tr>
</tbody>
</table>

6. Conclusion

In this paper, a discontinuous Galerkin method was applied to model the shallow water equations on the rotating sphere with Coriolis force to simulate two large-scale tsunami events. The DG method uses curved elements and takes wetting/drying into account while also being well-balanced. We use two different approaches to model the initial seabed displacement, caused by the underwater earthquake. These are the static and dynamic displacement models. We compared our method to measurements for both tsunami events, with two goals in mind. The first goal is the validation of the method and the second is the comparison of the two displacement models. Some conclusions and remarks regarding the presented work are as follows:

Comparison of the numerical results with measurements from satellites and buoy data shows that the presented DG method can predict key features of the tsunamis such as the arrival time and sea surface heights accurately, with satisfactory agreements between numerical results and the data. Due to the good agreement with data and the high efficiency of the DG method, it is a suitable candidate for tsunami early warning systems for large-scale events.

The comparison of the static and dynamic source models shows that the impact of the dynamic approach on the near-field results is significant. Moreover, effects of the dynamic seabed displacement method on the water height can play a role in the far-field but only for waves with relatively small amplitudes. Therefore, an important factor in choosing the seabed displacement model includes how accurate results need to be and where the zone of interest lies with respect to the tsunami source. If the zone of interest is located near the source or if highly accurate results are needed, then the dynamic approach should be used. Moreover, the fault length and the rupture time have a big impact on this region. Based on the numerical results, long faults with long rupture times require an accurate dynamical source model.

In this work, we have only considered linear activation functions for the dynamic model but an examination of other rise functions or other dynamic source models is essential to understand the effects of the earthquake modeling on the tsunami results. Moreover, there is a lot of uncertainty in the source data and the bottom topography which may affect the accuracy of the numerical results.
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