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________________________________________
Francesco Pennacchio
It is impressed on our minds in infancy that a certain arbitrary symbol indicates an existing fact; if this same association of emblem and reality is reiterated at the preparatory school, insisted upon at college, and pronounced correct at the university; symbol and fact - or supposed fact - becomes so intimately blended that it is extremely difficult to disassociate them, even when reason and personal observation teaches us they have no true relationship.

So it is with the conventional galloping horse. We have become so accustomed to see it in art that it has imperceptibly dominated our understanding, and we think the representation to be unimpeachable, until we throw all our preconceived impressions on one side, and seek the truth by independent observations from Nature herself.

_Eadweard Muybridge – Animals in motion_ [1]

Dedicated to the loving memory of Emanuela Cucchi.
02.07.1956 – 18.11.1991
To be is to be perceived.
And so to know thyself is only possible through the eyes of the other.
The nature of our immortal lives is in the consequences of our words and
deeds that go on apportioning themselves throughout all time.

Our lives are not our own.
From womb to tomb, we are bound to others,
past and present, and by each crime and every kindness
we birth our future.
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The development of ultrafast time-resolved techniques in the last decades allowed the direct observation of out-of-equilibrium transient states and dynamical processes up to then hidden in many different fields, ranging from chemistry to solid state physics and biology. Amongst them, Ultrafast Electron Diffraction (UED) allows the retrieval of direct information on the structural dynamics of solids, surfaces, nanostructures and molecular crystals with femtosecond ($10^{-15}$ s) and atomic (Å, $10^{-10}$ m) temporal and spatial resolution.

The UED setup implemented at EPFL is characterised by 30 keV, 20 kHz pulses containing up to $10^5$ electrons each and can work in both transmission and reflection geometry. A sub-500 fs time resolution in transmission geometry is achieved by means of a radio frequency compression cavity for electrons. This time resolution, combined with the high transverse coherence of our electrons, allowed the observation of order-disorder phenomena in 2D-supracrystals of functionalised gold nanoparticles. The insurgence of ligand-dependent photo-mechanical stiffness phenomena was observed and characterised in the aforementioned systems. In reflection geometry, the time resolution suffered severe limitations - especially when probing mm$^2$-sized samples - due to the velocity mismatch between the pump and the probe beam. To overcome this limitation, an optimal optical front tilt scheme for the pump pulse was designed, implemented and characterised, thus disclosing a sub-500 fs temporal resolution also in reflection geometry.

The newly achieved time resolution allowed the direct visualisation of ultrafast structural dynamics in two systems of current interest: graphite and magnetite. In graphite, the selective excitation via electron-phonon coupling of a subset of phonon modes called Strongly Coupled Optical Phonons - with a characteristic timescale of $\approx 500$ fs - was experimentally resolved. In magnetite, the photoinduction of the Verwey phase transition was achieved, unveiling phase segregation intermediate states during the transformation and disclosing structural differences between the photoinduced and the thermal phase transition mechanism.

**KEYWORDS:**

Ultrafast Electron Diffraction, order-disorder phenomena, functionalised Au nanoparticles, 2D-supracrystals, pulse front tilting, graphite, Strongly Coupled Optical Phonons, magnetite, Verwey transition, phase segregation.
Au cours des dernières décennies, le développement de techniques ultra-rapides a permis l’observation directe d’états transitoires et de processus dynamiques dans différents domaines allant de la chimie à la physique de l’état solide et la biologie. Parmi ces techniques, la diffraction électronique ultra-rapide (DEU) a permis d’obtenir des informations sur la dynamique structurelle de solides, surfaces, nanostructures et cristaux moléculaires avec une résolution temporelle de l’ordre du femto secondes et spatiale de l’ordre atomique. L’installation DEU mise en place à l’EPFL est caractérisée par des impulsions de 30 KeV, 20 kHz, chacune contenant jusqu’à $10^5$ électrons, et peut fonctionner en géométrie de transmission et de réflexion. Une résolution temporelle inférieure à 500 fs est obtenue au moyen d’une cavité de compression pour électrons à radio fréquence. Cette résolution temporelle a permis l’observation de phénomène d’ordre-désordre dans des supracristaux bidimensionnels de nanoparticules d’or recouvertes d’alcanothiols. L’apparition de phénomènes de rigidité photomécaniques dépendants de ligands a aussi été observée et caractérisée dans les systèmes déjà mentionnés. Au contraire, de sévères limitations de résolution temporelle ont été observés en géométrie de réflexion, spécialement avec des échantillons de taille de l’ordre du mm$^2$, à cause de la non-concordance entre la vitesse du pump et celle du probe. Pour palier à ce problème, un design expérimental pour l’inclinaison du front optique du pump a été développé, implémenté et caractérisé, ceci permettant d’obtenir une résolution temporelle inférieure à 500 fs aussi avec cette géométrie. La résolution temporelle nouvellement obtenue a permis la visualisation directe de dynamiques structurelles dans deux systèmes d’intérêt actuel : graphite et magnétite. Dans le graphite, l’excitation sélective par couplage électron-phonon d’un sous-ensemble de modes phononiques appelés Strongly Coupled Optical Phonons, caractérisés par une échelle temporelle de $\sim$ 500 fs, a été vérifiée. Dans la magnétite, la photo-induction de la transition de phase de Verwey a été observée, révélant des états intermédiaires de ségrégation de phase pendant la transformation et dévoilant des différences structurelles entre les mécanismes de transition de phase thermiques et photo-induits.
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ZUSAMMENFASSUNG


Im Vergleich zeigt eine typische Reflektionsgeometrie starke Einschränkungen in der zeitlichen Auflösung - insbesondere bei der Analyse von Proben im mm² Bereich - aufgrund der Geschwindigkeitsdiskrepanz zwischen dem Pump- und Probe-Puls. Diese Einschränkung wurde durch die Entwicklung, Implementierung und Optimierung eines optischen front tilt Schemas für die Pumppulse gelöst, wodurch eine temporäre Auflösung von weniger als 500 fs auch in der Reflektionsgeometrie erreicht wurde.

Schlüsselwörter:

Ultrafast Electron Diffraction, Gold-Nanopartikel mit Alkanethiole-Beschichtung, 2D-Suprakristalle, Ordnung-Unordnung Phänomene, pulse front tilting, Graphit, Magnetit, Verwey Phasenübergang, Phasensegregation.
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INTRODUCTION

Paris, Musée du Louvre, 2nd floor, room 61.

Here we can admire the profuse production of Théodore Géricault, the author of the renowned painting *The Rate of the Medusa*. Among the exposed artworks, a painting realised in 1821 represents a party of jockeys riding their horses, racing for the Derby of Epsom. There, the horses are portrayed with both front and hind legs extended outwards, as it was common habit in that period.

June 19, 1878. Palo Alto, California.

The British photographer Edward Muybridge successfully resolves the movement of a galloping horse and unveils the instant where the horse’s legs are simultaneously lifted, which happens at a different configuration than the one represented in the painting. It is the first time in history where a time resolution better than the human eye is achieved.

The object of his observation - how the horse’s legs are lifted - is certainly not reminded as a scientific breakthrough. The developed technique, instead, is considered as a milestone in imaging technology and it gave the input toward new media able to access information hidden to the human eye, due to its limited time resolution. In the wake of this development, a technological effort toward the achievement of progressively shorter observable time resolutions have been made during the last 150 years.

In the last decades, the technological development in pulsed lasers drastically pushed time resolution limits down to the femtosecond timescale ($10^{-15}$ s) and allowed the direct observation of ultrafast phenomena in many different fields, ranging from chemistry to solid state physics and biology. The direct visualisation of phenomena happening at this timescale allowed a strong deepening in their comprehension, and thus the possibility to exert a control over them. Ultrafast Electron Diffraction occupies a primary role in this research for the visualisation of ephemeral states of matter, due to its surface sensitivity and high cross section as respect to light elements.

In this thesis, I demonstrate the extreme versatility of Ultrafast Electron Diffraction, whose insight have ranged from the characterisation of 2D-supracrystals of alkanethiol-capped gold nanoparticles and the disclosure of order-disorder phenomena to the observation of phase transitions in crystals. I present the design, implementation and characterisation of a pulse front tilt scheme able to enhance the time resolution of our experimental setup, now able to resolve phenomena in the sub-500 fs regime. Finally, the thesis contains the results of
UED investigation on two systems of actual interest: graphite and magnetite.

OUTLINE

The outline of the material presented in this thesis is the following:

• In Chapter 1 a general introduction on the technique is provided. Some principles of diffractive phenomena are reported, with a focus on Ultrafast Electron Diffraction. A complete description of our experimental setup is also contained.

• Chapter 2 focuses on the time resolved experiment performed with UED in transmission geometry on 2D-supracrystals of alkane-thiol-capped gold nanoparticles. The possibility to unveil hidden symmetries and to probe order-disorder and local stiffness phenomena is also reported.

• Chapter 3 contains the design, implementation and characterisation of the optimal pulse front tilting for our setup, developed in order to enhance the time resolution of our experimental setup in the sub-500 fs regime in reflection geometry for \( \lambda = 800 \) nm. A complete overview of the application of tilting schemes is provided, together with an innovative iterative approach, aimed to identify the best parameter configuration during the design of the system. The design of a tilting scheme for \( \lambda = 400 \) nm is also contained.

• In Chapter 4, we present the result of photoexcitation in a graphite bulky sample. We report the observation of the ultrafast population of a subset of phonons, the so-called Strongly Coupled Optical Phonons and their successive phonon-phonon relaxation. The direct observation of the \( \sim 500 \) fs decay in the intensity confirms the newly achieved time resolution of our setup.

• Chapter 5 focuses on the Verwey transition in magnetite. A general panoramic over the research oriented on the topic is provided. UED studies at room temperature and below the Verwey temperature are presented, together with an experiment where the phase transition was thermally induced. Evidence of the photoinduced phase transition are shown, and a discrepancy between the photoinduced and the thermal transition is observed. A model is also proposed to explain this discrepancy.
1.1 PRINCIPLES OF DIFFRACTION

When a radiation is characterized by a wavelength \( \lambda \) which is comparable to the interatomic distances in a crystalline structure, every atom in the structure behaves as a scattering centre of the incident radiation. The scattered radiation can be described as a spherical wave originating from the scatterer atom (see figure 1.1).

These spherical waves interact mutually, creating constructive or destructive interferences according to their propagation direction. The sum of the constructive interactions of the scattered waves composes a diffraction pattern, which is the fingerprint of the probed material and it strongly relates to its crystallographic features, e.g. the unit cell geometry, the interatomic distances and the distribution of atoms in the cell. In mono-crystalline samples, the pattern is characterised by well defined and localised diffraction features, called Bragg peaks, while polycrystalline substrates, or powders, show a diffraction pattern composed by concentrical circumferences. Those features are due to the statistical distribution of the families of planes with respect to the probing wave, whose interaction originates cones of constructive interference. Their intersection with the plane of the detector is the reason of the circular features called Debye-Scherrer rings.

A geometrical explanation of these phenomena was provided by Lawrence and Henry Bragg in 1913 [4] as follows: for an interference to be constructive, the difference in the pathway among waves

![Figure 1.1: Schematic of spherical waves originated by the interaction between matters and radiation of wavelength comparable to the interatomic distances in the investigated sample. Reprinted with modification from Christophe Dang Ngoc Chan, under GNU Free Documentation Licence.](image)
diffracted by different lattice planes of the same family has to be equal to an entire multiple of the incoming radiation wavelength $\lambda$. This concept is rendered in fig. 1.2, where the geometrical conditions for both the constructive and the destructive interference case are reported. The mathematical relation describing this principle, called Bragg condition, is

$$2d \sin \theta = n\lambda \quad (1.1)$$

where $d$ is the spacing among lattice planes belonging to the same family, $\theta$ is the angle between the incident radiation and the crystallographic planes and $n$ is an integer number $\in \mathbb{N}$ and defines the considered order of diffraction.

In the three dimensional real space, the position of atoms in a unit cell is defined by a given vector $\vec{r}_g = m\vec{a} + n\vec{b} + o\vec{c}$ where $\{m,n,o\} \in \mathbb{Z}$ and $\vec{a}$, $\vec{b}$ and $\vec{c}$ are the primitive vectors that describe the periodicity of the crystal.

In reciprocal space vectors $\vec{g}$ are defined by $e^{i\vec{g} \cdot \vec{r}_g} = 1$ and $\vec{g} = h\vec{a}^* + k\vec{b}^* + l\vec{c}^*$, where $\{m,n,o\} \in \mathbb{Z}$ and $\vec{a}^*$, $\vec{b}^*$ and $\vec{c}^*$ are the primitive vectors of the reciprocal lattice. Reciprocal lattice vectors are normal to the lattice planes, which have a spacing $d_{hkl} = 2\pi/|\vec{g}|$.

Defining then the quantities $\Delta \vec{k} = \vec{k} - \vec{k}_0$ where $\vec{k}_0$ is the wavevector of the incoming wave and $\vec{k}$ the wavevector of the outgoing wave, and the so-called shape factor

$$S(\Delta \vec{k}) = \sum_{\vec{r}_g}^{\text{lattice}} e^{-i\Delta \vec{k} \cdot \vec{r}_g} \quad (1.2)$$
generated from the quantum mechanic theory of scattered waves, the Laue condition for constructive interference can be defined as [5]

\[ \Delta \vec{k} = \vec{g} \]  

(1.3)

This condition can be explained by the construction of the Ewald sphere. The tip of the incoming wavevector \( \vec{k}_0 \) is placed over a point of the reciprocal lattice, and the tail of the same vector is the center of the Ewald sphere. The radius of the sphere equals \( |\vec{k}_0| = 2\pi / \lambda \), where \( \lambda \) is the wavelength of the incoming radiation. In elastic scattering conditions, i.e. \( |\vec{k}_0| = |\vec{k}| = k \), the tip of every possible scattered vector \( \vec{k} \) will also lie on the Ewald sphere. However, constructive interference phenomena only happen for determined value of \( 2q_B \), when the Laue condition is fulfilled - in geometrical terms, when the Ewald sphere intersects a node of the reciprocal lattice, as rendered in fig. 1.3.

Despite their different origin, the equivalence of the two aforementioned formulations can be demonstrated, using \( |\vec{g}| = 2\pi / d \), \( \Delta \vec{k} = 2k \sin \theta_B \), \( |\vec{k}| = 2\pi / \lambda \) and applying the opportune substitutions.

1.2 ULTRAFAST ELECTRON DIFFRACTION

The advent of femtosecond laser sources made dynamical studies with femtosecond timescale resolution accessible, opening the possibility to investigate transitional nonequilibrium structures which are critical to the understanding of dynamic phenomena and systems, e.g. transition state in chemical reaction, structural transformation in biomolecules or phase transitions in solids [7–9]. Many different complementary techniques have been developed, to further investigate these transitory states of matters, ranging from optical spectroscopies [10, 13] to electron microscopy [12, 13] and many others.

Amongst them, Ultrafast Electron Diffraction (UED) employs an optical pump and electron probe configuration and exhibits a temporal resolution of hundreds of femtoseconds and a spatial resolution down to the atomic scale. Experiments in UED can be performed
in transmission and reflection geometries. In transmission geometry both the pump pulse and the probing electrons are directed to the nm-thin sample at a perpendicular geometry, with the electrons collected behind the sample. In reflection geometry, the probing electron beam is sent on the sample surface with a grazing angle, while the pump impinges almost perpendicularly on the sample. So far, UED has been successfully used in a variety of systems and configurations [14–16]. For example, it allowed to unveil the intermediate structures involved in many transitional phenomena in condensed matter, such as phase transitions [17–21], interfacial phase transition [22], electron-lattice coupling [23, 24] and anisotropic lattice excitation [25]. More recently, it allowed the investigation and characterisation of low dimensional nanoscale systems, unveiling order-disorder interplay in organic-inorganic 2D supracrystals [26], anisotropic expansion in carbon nanotubes [27], energy transport and dissipation in nanostructures [28–30], rippling dynamics of free-standing graphene [31] and to probe bulk and surface heating mechanisms [32].

1.2.1 

Information from a time-resolved diffraction experiment

In time-resolved diffraction experiments, changes in intensity, position, width and shape of the diffraction features contain the signature of structural dynamics in the observed sample [14]. The intensity of a diffraction feature is directly related to the scattering centers in the unit cell through the structure factor

\[ I \propto |F_{hkl}|^2 \] (1.4)

defined as

\[ F_{hkl} = \sum_{1}^{n} f_n e^{2\pi i (hx+ky+lz)} \] (1.5)

where \( n \) is the number of atoms in the unit cell, \( f_n \) is the atomic scattering factor, \( h, k \) and \( l \) are the indexes of the considered reflections and \( x, y \) and \( z \) are the fractional coordinates of each atom in the unit cell. Thus, the intensity of a diffraction feature can be subject to variation as a result of incoherent thermal motions, coherent lattice vibrations or phase transitions.
Incoherent thermal motion of the atoms in a crystalline structure can be described by the Debye-Waller DW factor $W(T)$, formulated as:

$$\ln \frac{I}{I_0} = -2W(T) = -s^2\langle u^2 \rangle / 3 \quad (1.6)$$

where $I$ and $I_0$ are the observed diffraction intensity with and without thermal displacements, $s$ the scattering vector for a particular diffraction feature, and $\langle u^2 \rangle$ the mean-square harmonic displacement of the atoms in a unit cell.

The position of the peak in electron diffraction is given by the aforementioned Bragg condition:

$$2d^{[hkl]} \sin \theta = n\lambda_e \quad (1.7)$$

where $\lambda_e$ is the de Broglie wavelength associated to the electrons (= $6.98 \times 10^{-12}$ m for 30 keV electrons) and $d^{[hkl]}$ is the interplane separation along the $[hkl]$ direction. Thus, homogeneous deformations (expansion/contraction) of the lattice will be mirrored in the position of the observed diffraction feature. The consequent modification of the scattering vector $s$ of the Bragg peak can be described according to the relation:

$$\frac{s(t) - s_0}{s_0} \approx \frac{d^{[hkl]}(t) - d^{[hkl]}_0}{d^{[hkl]}_0} = \epsilon^{[hkl]} \quad (1.8)$$

where the subscript $o$ indicates the corresponding quantities before the lattice modifications, and $\epsilon^{[hkl]}$ denotes the lattice deformation along the $[hkl]$ direction.

Change of width and/or shape of Bragg spots in time-resolved experiments is usually due to the emergence of structural rearrangements induced by the optical excitation. For example, it is a good first approximation signature of dynamical changes in polycrystalline samples. Average size or orientation of crystallites is subject to modification after photoexcitation due to annealing or ordering phenomena. This results in the broadening or narrowing of the observed diffraction features. Experimental evidence of what here mentioned will be investigated further during the thesis.
1.3 ULTRAFAST ELECTRON DIFFRACTION SETUP AT EPFL

This section is based on the scientific publication by G. F. Mancini et al., Design and implementation of a flexible beamline for femtosecond electron diffraction experiments [33]. Only the main features of the experimental setup are reported. Additional information about the design and implementation of the experimental setup can be found also in [34] and references therein.

1.3.1 Experimental layout

The overall layout of EPFL UED beamline is presented in figure 1.4. In panel A the design of the experiment is shown, while its implementation is depicted in panel B.

The UED apparatus is powered by a KMLabs Wyvern Ti:sapphire amplified laser delivering 50 fs pulses at a wavelength of 800 nm and with an energy of 700 µJ per pulse at a repetition rate of 20 kHz. The shot-to-shot noise on the energy per pulse in this system is below 0.2%. The amplified fs laser beam is used to generate the pump and the probe of the experiment. The pump is responsible for the photoexcitation of the sample at 800 nm. The pulse in the probe line is frequency-tripled by third harmonic generation in nonlinear crystals, and the 266 nm beam thus obtained is used to generate the probing electron pulses inside a DC gun. The DC gun is composed by a high voltage cathode (30 kV) on top of which a silver-coated sapphire window is glued to guarantee electrical connection. The cathode is isolated from the anode, which is grounded to the UHV shield of the DC gun. Electrons are photoemitted by back-illuminating the photocathode with the 266 nm optical pulses, and are accelerated to 30 keV and directed through a Pt-Ir pinhole of 150 µm diameter.

Two solenoids are employed to collimate and focus the propagating electron beam, while two steering plates to deflect it in the two orthogonal direction. A Radio-Frequency cavity is placed right before the experimental chamber and is responsible for the temporal compression of the electron probe pulses. In figure 1.4 C, the temporal and spatial evolution of the electron beam is reported.

A high-precision goniometer allows the motion of the sample along three axis $(x,y,z)$ and one angle $\theta$ (the rotation around the $z$ axis). When working in reflection geometry, a fifth degree of freedom $\phi$ is added, i.e. the angular rotation of the sample around its surface normal, obtained by means of a piezo-electric support in thermal contact with the sample manipulator. A cryogenic helium flow system allows to explore a range of temperatures from 1.8 K up to 300 K.

A delay line allows to control the reciprocal arrival time on the sample of pump and probe pulses. The electrons scattered from the sample are detected by a Princeton Charge-Coupled Device (CCD) ca-
1.3 Ultrafast Electron Diffraction Setup at EPFL

Figure 1.4: Schematics of the UED setup in use at EPFL: design (A) and implementation (B). In panel C the longitudinal evolution of the electron beam is visible (blue line) and of its transverse profile (pink line) displayed as function of the distance from the cathode. As shown, the best in-time and in-space focalization of the electron beam is at the sample position. Picture taken from [33].
pable of a one-to-one conversion efficiency between electrons and output counts. The automation of the experimental setup is performed via a Labview interface on a computer.

1.3.2 The RF cavity and the synchronization system

The RF cavity is used in a TM$_{010}$ mode, with a resonant frequency of 3 GHz. It is made out of two Oxygen-Free High thermal Conductivity (OFHC) copper half cells that are brazed together in an oven to a temperature of 750°C for vacuum compatibility. The brazing procedure causes no significant change in the resonant frequency and does not influence the on-axis field profile [6]. The stability of the resonant frequency value is controlled by an AccTec temperature control system with a precision of 4 mK: temperature stability is a crucial parameter for an efficient bunch compression, which is deeply linked to the dimension of the copper cells.

The RF cavity allows the storage of up to $10^5$ electrons per pulse by compensating the chirp caused by the Coulomb repulsion among electrons in a single bunch. The TM$_{010}$ mode of the RF field decelerates the faster electrons and accelerates the slower ones, resulting in an efficient temporal recompression of the electron pulse at the sample coordinate. An effective synchronisation system between the cavity and the laser is accomplished by the cooperative interaction of a Phase-Looked Loop (PLL), a Microwave Amplifier and a Bergman pulse generator. A detailed explanation of the synchronisation system can be found in [35].

In figure 1.4 C the longitudinal evolution of the electron beam (blue line) and the transverse profile (pink line) are shown. They are displayed as function of the distance from the photo-cathode. As shown, the best in-time and in-space focalization of the electron beam is at the sample position. Experimental evidence from [33] shows a 160 μm spotsize on the sample with few nm coherence length and less than 300 fs time resolution with $10^5$ electrons per pulse at 30 keV.
ORDER-DISORDER PHENOMENA IN ALKANETHIOL-CAPPED GOLD NANOPARTICLES

This chapter is based on the articles by GF Mancini, F Pennacchio et al., Order/disorder dynamics in a dodecanethiol-capped gold nanoparticles supracrystal by small-angle Ultrafast Electron Diffraction [26] and Local photo-mechanical stiffness revealed in gold nanoparticles supracrystals by ultrafast small-angle electron diffraction [36]. An extended introduction is added.

The author acknowledges Dr. Giulia Fulvia Mancini for leading this research and for the achievements all along the development of the project.

2.1 ABOUT DIONYSUS AND DICHROIC GLASSES

Wandering around the halls of the British Museum, London, one can easily stumble on a Roman cage cup dated the beginning of the 4th century and called the Lycurgus cup [37]. Its openwork decoration comprises a mythological frieze depicting the triumph of Dionysus over Lycurgus, King of Thrace. Legend has it that Lycurgus, hostile to the god of wine and ritual madness, attacks one of Dionysus maenads, Ambrosia, who turns into a vine. She then coils herself about the king and holds him captive for Dionysus and his fellows to torture him to death. The cup shows the very moment of Lycurgus being captive of the metamorphosed nymph Ambrosia before the arrival of the Dionysus and his fellows [38]. However, despite the outstanding achievement of roman craftsmanship, the most interesting feature of this cup is its behaviour as respect to the direction of illumination: the glass of the cup appears as green-yellow toned jade while reflecting light, while when back-illuminated it turns to a vivid ruby colour (see Fig. 2.1) [38, 39]. This peculiar properties of the glass depends on the presence of a minute amount of silver (\( \sim 300 \) ppm) and gold (\( \sim 50 \) ppm) under the form of a colloidal system, i.e. nanoparticles with diameters in the range of 50-100 nm suspended in the glass. These nanoparticles (NPs) are characterised by an optical absorption whose spectrum is related to their size-dependent plasmon resonance [40]. The induced light-scattering phenomena give rise to the dichroic properties of the glass [38, 41, 42], and this cup is probably one of the first application of nanotechnology recorded in history.

The knowledge behind this naive application of nanotechnology was lost during the Middle Age, while the reputation of colloidal gold remained as having fabulous curative powers for various diseases,
such as heart and venereal problems, dysentery, epilepsy, tumors, and - until the 20th century - it was used for the diagnosis of syphilis [43, 44].

The rediscovery of a synthetic pathway for actual gold nanoparticles happened only during the mid-seventeenth century by the German chemist Johannes Kunkell [45]. His protocol consisted into the heterocoagulation in *aqua regia* of gold particles and tin dioxide [46, 47], which were subsequently transferred to molten glass. This protocol was later standardised as the *Purple of Cassius* pigmentation, and it quickly spread around Europe and Asia, as we can find gold nanoparticles used as a pigment in Chinese porcelain at the beginning of the eighteenth century [48].

In addition to their millenary history in arts, decoration and pro-tomedicine, nowadays gold nanoparticles, due to their extreme versatility in shape and dimensions, find applications in many different fields ranging from chemical catalysis to biology, from material sciences to nanomedicine. Functionalized gold nanoparticles are used as liquid catalysis agents [49, 50], chemical [51] and biological sensors [52–54] and building blocks for photonic crystal [55]. In medicine [56], they have been successfully tested for biodiagnostics [57], cancer diagnostics, imaging and therapy [58–62] and drug delivery [63–65] applications. Figure 5.2 contains a panoramic of the versatility in synthetic processes, giving rise to different shapes and dimension of gold nanoparticles, whose potential application are being tested.
Figure 2.2: Gold nanoparticles of various size and shape with potential applications in biomedicine. From [80].
2.2 GOLD NANOPARTICLES 2D-ASSEMBLIES

Two-dimensional supracrystals created by self-assembly of nanoparticles (NPs) offer an efficient and flexible route toward engineering materials with specific functionalities that can be tailored for a wide range of applications [81, 82]. In these hybrid organic-inorganic materials the building blocks are metallic core NPs functionalised with a ligand shell of organic molecules which are chemically bound to the core surface. In these peculiar systems, both the metallic core and the ligand chemical composition are essential to tailor their macroscopic structural, electronic, optical and magnetic properties [83–86].

In alkanethiol-protected gold NPs supracrystals, the difference in length and composition of the ligand molecules can result in a different self-assembled final phase, ranging from crystalline to glassy, due to competition between thermodynamic driving forces [87]. The structural diversity and the stabilisation of these supracrystals are primarily affected by the level of ligand interdigitation [88, 89].

The simultaneous characterisation of the NPs cores and their ligands shell, as well as of the short-range properties of the NPs assembly, has proven challenging so far [81]. Mueggenburg et al. showed that monolayers of dodecanethiol-capped gold NPs display a mechanical strength comparable to glassy polymers, accompanied by robustness and resilience at higher temperatures [90]. In this work, however, only macroscopic (i.e., long range) properties of the overall colloidal crystal were analysed.

In alkanethiol-capped NPs colloidal crystals, the local (i.e., short-range) mechanical properties are primarily affected by the local arrangement of NPs cores and organic ligands within single grains. To effectively analyse these system, a technique which can combine Ångstroms (Å) spatial resolution with sensitivity to light elements is needed. Effects of ligand chain length on NPs packing density or disorder have recently been explored in two-dimensional ligand-stabilized NPs supracrystals by Kim et al. [87]. There, equilibrated monolayers were produced by cyclic compression and relaxation in Langmuir trough [91]. Their phase transition from crystalline to liquid through a hexatic phase was interpreted as an entropy-driven phenomenon associated with steric constraints between ligand shells.

In this chapter, we report how ultrafast small-angle electron diffraction has enabled to resolve both their static ordering properties and their photo-induced motions with both femtosecond (fs) temporal and Ångstroms (Å) spatial resolution [26].

With this technique, light pulses can be used to set the supracrystals out of equilibrium. The transfer of energy from the electronic excitation to the underlying structural degrees of freedom leads to motions of both the NPs and the ligands that can be monitored by diffracting ultrashort electron pulses. This electron-lattice energy trans-
transfer results in the Debye-Waller effect, visible in the loss of intensity of a diffraction feature due to thermal agitation of the scattering objects.

2.3 MATERIALS AND METHODS

Three different 2D nanoparticles supracrystals were studied. Each sample is consisting of monodisperse gold NPs of the same size (~5 nm diameter) coated with different alkanethiols (R-SH, R = C\textsubscript{n}H\textsubscript{2n+1}): 1-octanethiol (n = 8), 1-dodecanethiol (n = 12) and 1-octadecanethiol (n = 18). Within the text, we will refer to these samples as C\textsubscript{8}, C\textsubscript{12} and C\textsubscript{18}, respectively. Au NPs present an atoms arrangement in a face-centered cubic (fcc) lattice [92]. The chemical structure of each ligand (n = 8, 12, 18) is displayed in figure 2.3. The ligand lengths and the average core-core NPs distances for each supracrystal, retrieved experimentally with electron diffraction, are summarized in Table 1. We analysed the transient changes in the NPs hexagonal arrangement at \(s_1\) for the C\textsubscript{8} and the C\textsubscript{12} supracrystals and compared their time responses (Fig. 2.5b).

The main results of the experiments are summarised in the following table:

<table>
<thead>
<tr>
<th>Sample</th>
<th>(s_1) [Å(^{-1})]</th>
<th>ligand length [nm]</th>
<th>interparticle distance [nm]</th>
<th>time scale (\tau) [ps]</th>
</tr>
</thead>
<tbody>
<tr>
<td>C\textsubscript{8}</td>
<td>0.118</td>
<td>1.28</td>
<td>6.1</td>
<td>2.6 ± 0.3</td>
</tr>
<tr>
<td>C\textsubscript{12}</td>
<td>0.095</td>
<td>1.78</td>
<td>7.2</td>
<td>12.1 ± 0.9</td>
</tr>
<tr>
<td>C\textsubscript{18}</td>
<td>0.098</td>
<td>2.54</td>
<td>7.4</td>
<td>-</td>
</tr>
</tbody>
</table>
2.3.1 Sample preparation

Gold NPs coated with 1-octanethiol (C₈), 1-decanethiol (C₁₂), or 1-octadecanethiol (C₁₈) were synthesised using a modification of the Brust-Schirrinn method [93, 94] called Stucky method and described in [95]. The synthesis was performed by the Supramolecular Nanomaterials and Interfaces Laboratory (SuNMiL) group at École Polytechnique Fédérale de Lausanne (EPFL).

The synthetic protocol is the following: 0.125 mmol of AuPPh₃Cl (chloro(triphenylphosphine)gold(I)) and 0.375 mmol of the corresponding alkanethiol were mixed in 20 mL of benzene at room temperature for 10 min and then introduced in a heating bath at 90°C until reaching reflux conditions. Then, 1.25 mmol of the reducing agent tert-butylamino-borane complex dissolved in 20 mL of benzene was added to the solution, left for reaction during 1h, and cooled at room temperature. The coated nanoparticles were successively precipitated with methanol and cleaned five times in acetone by centrifugation and redispersion in a sonication bath. They were then dried in vacuum for storing and redissolved in toluene before use (C₁₈-coated nanoparticles needed a mild heating (∼30°C) to completely dissolve).

NPs monolayers were prepared by dropwise deposition of a toluene solution with suspended NPs onto the water subphase of a Langmuir trough [91], which enables the control over the longitudinal pressure applied. The layer was compressed up to a pressure value of 18 mN/m², and then transferred to an amorphous carbon-coated copper grid through a Langmuir-Schaefer deposition [96, 97], which preserves the the monolayer density, thickness and homogeneity.

Transmission Electron Microscopy (TEM) images of the obtained 2D-monolayers are shown in figure 2.6a-c. The images analysis allowed the following dimensional characterisation:

- 1-octanethiol Au NPs: core diameter of 4.4 ± 0.5 nm and interparticle distance of 6.1 ± 0.6 nm;
- 1-dodecanethiol Au NPs: core diameter of 5.16 ± 0.58 nm with 9% polydispersity and an interparticle distance of 7.2 ± 0.68 nm;
- 1-octadecanethiol Au NPs: core diameter of 4.8 ± 0.3 nm and an interparticle distance of 7.4 ± 0.5 nm.

Only information concerning the Au NPs cores is retrievable in TEM images taken with 200 keV electrons, since the ligands do not provide enough contrast and they are thus are not visible. The TEM analysis was performed with the software package ImageJ. The projected area of the nanoparticles was calculated by standard particle analysis and default graylevel threshold. The diameter was calculated assuming spherical nanoparticles and averaging to all nanoparticles (>1000). The interparticle distance was obtained by the calculation of the cen-
2.3 Materials and Methods

2.3.1 Graphical rendering of the ultrafast small-angle electron scattering experimental layout. Ultrashort electron bunches are focused onto each supracrystal, while dynamical transitions in the sample are initiated by 1.55 eV light pulses. The electrons scattered from the sample are collected on a single electron CCD. The top-left inset shows a diffraction pattern recorded in the experiment and the concept involved in angular cross-correlation analysis (see section 5.3). The Debye-Scherrer rings from polycrystalline gold are detected at large angle. The information related to the NPs symmetry in each supracrystal is contained at small angle.

2.3.2 The experiment

A KMLabs Wyvern Ti:sapphire amplified laser generating 50 fs (Full Width at Half Maximum (FWHM)), 700 µJ pulses, 800 nm central wavelength, 20 kHz repetition rate, is the light source for both the photoexciting pump pulses and to generate the probing electrons at 30 keV. The temporal spread of the 30 kV probe electron pulses is controlled by means of a radiofrequency (RF) compression cavity [98, 99], allowing to store up to $6 \times 10^5$ electrons in $\sim 300$ fs bunches [33].

Experiments were performed in transmission geometry at room temperature. In order to reduce the reciprocal spatiotemporal mismatch, an almost collinear arrangement between the pump and probe pulses was implemented. The photoexciting pulses with 1.55 eV energy are focused to a spot of 220 µm and provide an incident fluence of 10 mJ/cm$^2$. Dynamics are then probed by an electron beam focused with a set of magnetic lenses to a $\sim 160$ µm diameter spot size. Considering the optical reflectivity of gold in a layer of 7 nm thickness, the penetration depth, assessed around 7-8 nm at 1.5 eV [100].
and the sample density, the effective fluence absorbed by the sample is estimated around $100 \mu J/cm^2$.

The diffraction pattern, shown in the top-left inset of figure 2.4, is formed on a phosphor screen and recorded by a CCD camera capable of single electron detection. Diffraction patterns from the NPs supracrystal are recorded at different time-delays between the pump photoexcitation and the probe, allowing to reconstruct the composite dynamics in the sample.

Also, the very low duty cycle allows a large relaxation time between subsequent pulses. For these reasons, radiation damage was not observed in these experiments. The background pressure in the experimental vacuum chamber was below $10^{-9}$ mbar.

2.4 STRUCTURE RETRIEVAL

The structure retrieval method is based on the calculation of the angular Cross-Correlation Function (CCF), which have been proved effective in retrieving local symmetries hidden within disordered structures [26, 101–103].

In our experiment, information concerning the local arrangement of NPs is contained in the small-angle region of the diffraction patterns from each supracrystal, at the scattering vector $s_1$ marked in the inset of figure 2.4. For each sample, the diffraction feature at the scattering vector $s_1$ is related to the real space distance $d_1$ of crystallographic planes originated by the nanoparticles arrangement in the supracrystal (see Fig. 2.3a). The values of $s_1$ retrieved via UED for each sample are reported in Table 1. The normalized CCF is defined as [101–105]:

$$C_{\text{norm}}(\Delta) = \frac{\langle I(s_1, \varphi)I(s_1, \varphi + \Delta)\rangle_\varphi - \langle I(s_1, \varphi)\rangle_\varphi^2}{\langle I(s_1, \varphi)\rangle_\varphi^2}$$

(2.1)

where $I(s_1, \varphi)$ represents the scattered intensity at the scattering vector $s_1$ and the angle $\varphi$; $\Delta$ is the shift between the two angles, (inset of Fig. 1) and $\langle \rangle_\varphi$ denotes an averaging over $\varphi$. Following the approach described in [26], the normalized CCF at the scattering vector $s_1$ for each sample was obtained from the one-dimensional Fourier spectrum of the scattered intensity $I(s_1, \varphi)$. As mathematically derived in [106], characteristic symmetries in such dense systems of identical particles can be detected in the CCF when - as in our case - the coherence length of the probing wave is comparable to the size of the single particle.

Figure 2.5a displays the CCF profiles retrieved at equilibrium (i.e. before photoexcitation) for the C$_8$ (red), C$_{12}$ (orange) and C$_{18}$ (pink) supracrystals at the scattering vector $s_1$, which is the scattering vector
Figure 2.5: Ligand length-dependent structural arrangement of alkanethiol-coated Au NPs. (a) The degree of hexagonal symmetry of the NPs within the supracrystal is unraveled by angular cross-correlation analysis. The electron diffraction data show a clear hexagonal arrangement of the NPs in the C8 (red) and C12 (orange) supracrystals, whereas a disordered, liquid phase is found for the C18 (pink) sample. (b) Angular cross-correlation function analysis at $s_1$ from the Fourier transform of the TEM images of the three samples. The location of $s_1$ in the two-dimensional simulation is reported in Fig. 2.6a-c. For each curve, $s_1$ refers to the first order of diffraction from the crystallographic planes with distance $d_1$ displayed in Fig. 2.3. The angular cross-correlation reflects the degree of disorder in the hexagonal distribution of the NPs in the sample, and it is in agreement with the CCF profiles extracted with small-angle electron diffraction. Figure readapted from [36].

related tho the $d_1$ spacing of the supracrystal planes. The 6-fold modulation of the CCF from the C8 and C12 samples reflects the hexagonal close-packed arrangement of the NPs in the supracrystals (Fig. 2.3a). This unveils the presence of a supracrystalline structural phase in which neighbouring NPs are held together within single grains by attractive Van der Waals forces that lead to the favourable interdigitation of the ligands [87–89]. Thus, NPs in each grain arrange in crystallographic-like planes with distance $d_1 = \frac{2\pi}{s_1}$ (Fig. 2.3a). The absence of recognizable symmetries for the C18 sample suggests the absence of short-range order in the NPs self-assembly, and thus the similarity of the C18 monolayer to a polycrystalline phase. This disordered final arrangement of NPs is probably due to the increased ligand length, to repulsive forces winning over Van der Waals attractive interactions [87] and to lower NPs solubility and mobility at room temperature.

2.5 ORDER-DISORDER PHENOMENA

To better understand the correlation between the retrieved difference in small-angle scattering and the symmetry of the NPs monolayers, ligand length-dependent order-disorder correlations in the three supracrystals were explored in a series of simulations.
Figure 2.6: TEM images and Fourier transforms of the three considered samples. (a, b, c) TEM images of the C₈, C₁₂ and C₁₈ supracrystals (top to bottom). (d, e, f) Diffraction patterns simulated as the squared amplitude of the Fourier transform of the three TEM images in (a, b, c) respectively, confirming the increasing disorder as a function of the ligand length (top to bottom). In each simulation, s₁ marks the first order of diffraction from the crystallographic planes with distance d₁ displayed in Fig. 2.3a. Each two-dimensional Fourier transform is normalised to the number of nanoparticles detected in the corresponding TEM image. From [36].
2.5 ORDER-DISORDER PHENOMENA

The TEM images of the C₈, C₁₂ and C₁₈ samples are displayed in Fig. 2.6. The corresponding diffraction patterns are retrieved as the squared amplitude of the Fourier Transform (FT) of the TEM images.

The TEM images and the simulations (Fig. 2.6a-c and Fig. 2.7a, b) cover an area of 390 nm x 390 nm. The area in the TEM images is included within the one probed experimentally with UED. Artifacts in all two-dimensional Fourier transforms associated with image re-scaling were avoided by converting image to a binary (black and white) image, followed by multiplication with an apodizing cosine function to smooth the edges of the images [107]. Each two-dimensional Fourier transform is normalized to the number of nanoparticles detected in the corresponding TEM or simulated image.

The patterns in Fig. 2.6 directly visualise a hexagonal order at s₁ in the C₈ and C₁₂ samples. The core-to-core distance values extracted from the FTs of the TEM images are in agreement with the values retrieved experimentally with electron diffraction (Table 1). These direct observations are supported by the analysis of the CCF profiles retrieved from the Fourier transforms of the TEM images. (TEM images and related FT simulation: figure 2.6, CCF profiles: figure 2.5b).

To assign the different local distribution of the NPs within supracrystall grains, we simulated our samples by means of the so-called Sphere Lattice Model (SLM) (see Fig. 2.7). The models are created from a two-dimensional lattice of opaque spheres (∼ 5 nm diameter) arranged in a hexagonal lattice. Then, circular domains with a diameter of 60 nm and a centre-to-centre distance of 80 nm are defined and rotated by the angle η, which is Gaussian distributed with the mean = 0 and standard deviation σ.

Two NPs distributions are simulated and shown in figure 2.7:

- σ = 10° with a perfectly ordered spheres arrangement preserved within each domain (a);
- σ = 10°, with disorder of individual NPs positions introduced by adding a random shift up to Δr = ± 1 nm (b).

From the models, the diffraction pattern are simulated as the squared amplitude of the Fourier transform, as previously done for the TEM images (see Fig. 2.7c,d). The scattering vector s₁ is indicated in figure 2.6 for the experimental and Fig. 2.7 for the simulated Fourier transforms. In each, s₁ marks the first order of diffraction from the crystallographic planes with distance d₁ displayed in Fig. 2.3a. We evidence two different similarities between:

- the [10°, 0] Sphere Lattice Model with the C₈ and C₁₂ samples, and
- the [10°, ±1 nm] Sphere Lattice Model with the C₁₈.

Differences in contrast at s₁ between the FTs from TEM experimental images and the FTs from the corresponding SLM simulations and
in the more evidenced periodicity in the \([10^\circ, \pm 1 \text{ nm}]\) SLM as respect as the C\(_{18}\)-FT diffraction pattern are mostly due to a lower degree of disorder of NPs - and thus to the lack of random additional noise - in the SLM simulated data.

These similarities are further confirmed by the Radial Average Intensity (RAI) analysis, \(a, b\), where the RAI at \(s_1\) is calculated as:

\[
I(s_1) = \frac{1}{2\pi} \int_{0}^{2\pi} I(s_1, \varphi) d\varphi
\]  

(2.2)

As visible in the RAI plots in figure 2.8, multiple orders of diffraction from the family of crystallographic planes defined at \(s_1\) characterise locally symmetrical systems (C\(_8\), C\(_{12}\)). These diffraction orders
progressively smear into a pattern from distributed objects by increasing the positional disorder of the NPs (C$_{18}$). This confirms the identified scenario where the local short-range order would be a function of the chosen capping ligand.

2.6 TIME-RESOLVED RESPONSE

The transient change of $I(s_1)$ for the C$_8$ (red circles) and the C$_{12}$ (orange squares) supracrystals have been analysed and is reported in figure 2.9. Each intensity trace was normalised to the average value at negative times ($t < t_0$) and fitted to a mono-exponential curve (solid lines). As confirmed by the CCF static analysis (Fig. 2.5a), the distribution of NPs in the C$_{18}$ sample is comparable to a polycrystalline phase and no recognisable local symmetry is evidenced. Thus, due to the lack of easily identifiable diffraction features, no correlation between transient changes and NPs arrangement can be unraveled. For this reason, the temporal dependence of the scattered intensity $I(s_1)$ for the C$_{18}$ supracrystal is not reported in figure 2.9.

Photoinduced thermal disorder in the NPs hexagonal arrangement is evidenced in both C$_8$ and C$_{12}$ samples by the transient decrease of $I(s_1)$. Remarkably, the $I(s_1)$ decay time-scale for C$_8$, $\tau = 2.6 \pm 0.3$ ps, is significantly shorter than the one for C$_{12}$, $\tau = 12.1 \pm 0.9$ ps. The $I(s_1)$ suppression for C$_8$ and C$_{12}$ is attributed to the energy transfer between the light-initiated electronic excitation and the underlying structural degrees of freedom of the supracrystal.
Figure 2.9: NPs dynamics for the C\textsubscript{8} and C\textsubscript{12} supracrystals are compared to the time-response of graphite and bismuth in UED transmission experiments. The C\textsubscript{8} supracrystal (red circles) shows a decay in diffracted intensity comparable to graphite (purple stars), suggesting a strong coupling of the electronic and lattice degrees of freedom. When the ligand length increases (C\textsubscript{12}, orange squares) the system is characterized by a softer electron-phonon coupling, similar to soft metals such as bismuth (grey crosses). Graphite data were digitized from [24], bismuth data from [108]. Figure readapted from [36].

Similar experiments are routinely carried out in solids, where the rate of the energy transfer between the electronic and structural sub-systems is governed by the electron-phonon coupling [109]. Conventionally, in stiffer solids having hard and strongly coupled phonons such as graphite, a fast decay of the Bragg peaks intensity is observed [24, 25, 110]. In graphite, characterised by strong homonuclear covalent bonding, the fast bi-exponential decay of \( I(8110) \) reveals strong coupling between the electronic structure with a small subset of lattice degrees of freedom as fast as \( \tau = 250 \) fs, followed by carriers cooling through electron-phonon and phonon-phonon scattering happening on a longer timescale \( \tau = 6.5 \) ps [24]. Conversely, in softer materials having a weaker electron-phonon coupling, such as bismuth [108, 111] or gold [100, 112], the energy transfer from the electronic excitation to the lattice takes longer time, yielding a slower decay of the Bragg peaks intensity.

In figure 2.9, the two retrieved intensity decay traces are compared to the ones detected in transmission ultrafast electron diffraction in the two aforementioned solid state systems: graphite [24] (purple asterisks) and bismuth [108] (grey crosses).

Intuitively, in nanostructured systems such as the ones investigated in this work, the presence of attractive Van der Waals interactions among ligands should act as a glue to hold the NPs in the supracrystal together via interdigitation. Such non-covalent bonding and its dynamical response to energy transfers should lead to a disordering
of the NPs local arrangement on time scales comparable if not slower to those of a soft solid, such as bismuth.

While our observations suggest that this scenario applies for the C_{12} supracrystal, where the relaxation follows a timescale $\tau = 12.1$ ps, the dynamics observed in the C_{8} supracrystal show substantial differences. In the C_{8} supracrystal, the intensity drop of the diffracted beam undergoes a quench whose time constant is comparable to what observed in graphite - to date the fastest ever unveiled with Ultrafast Electron Diffraction (UED) [24, 25, 110].

The velocity of the $I(s_1)$ suppression is thus directly related to the coupling strength between the electronic and structural degrees of freedom in each supracrystal, and undergoes significant changes as a function of the ligand length. The actual rapidity in the suppression of the diffracted intensity for C_{8} suggests that the interdigitation of shorter ligands provides a very efficient channel for energy transfer between the initial electronic excitation to structural motions of the NPs.

The photoinduced disorder observed in both C_{8} and C_{12} supracrystals is accompanied by annealing of NPs grains [26], evidenced by a transient increase in the signal-to-noise ratio of the CCF profiles at different time delays. This behaviour indicates that local order is impulsively triggered, within the relevant time-scales, in supracrystals where the NPs distribution is stabilised by ligand interdigitation.

A 14% and a 10% transient $I(s_1)$ suppression is reported in Fig. 2.10a,c for C_{8} and C_{12}. In each panel, three time delays ($t_1 < t_0, t_2 \sim t_0, t_3 > t_0$) are selected to evaluate the cross-correlation functions. The CCF profiles at the three time delays ($t_1, t_2, t_3$) at $s_1$ are displayed in Fig. 2.10b for C_{8} and Fig. 2.10d for C_{12}. The amplitude decrease of the CCF profiles as a function of time is consistent with the dynamics in the system retrieved from the time traces, evidencing a global photo-induced disorder in the monolayers. However, the six-fold CCF profiles are found to transiently become more evident as higher signal-to-noise ratio upon photo-excitation, despite decreasing in amplitude, indicating the annealing of the grains in both samples. Thus, local order in the grains arrangement is impulsively triggered for each supracrystal, within the relevant time-scales.

2.7 CONCLUSIONS AND PERSPECTIVES

In conclusion, we can assert that the combination of ultrafast electron diffraction and ultrafast small-angle scattering is the best candidate to study order-disorder phenomena in 2D-monolayers. This is due to the combination of its spatial (Å) and temporal (fs) resolution.

The proposed results are based on the observation of the light-induced decay of the intensity of the diffraction feature associated to the local (nearest to next-nearest neighbour) hexagonal arrange-
Figure 2.10: Grains transient annealing in C\textsubscript{8} and C\textsubscript{12} samples. Left: dynamics of I(s\textsubscript{1}) for the C\textsubscript{8} (a) and C\textsubscript{12} (c) supracrystals. Each intensity data set is normalised to its average value before time zero (I\textsubscript{0}) and it has been fitted to a mono-exponential function. Right: CCF profiles at s\textsubscript{1} at three time delays (t\textsubscript{1}, t\textsubscript{2}, t\textsubscript{3}) for C\textsubscript{8} (b) and for C\textsubscript{12} (d). The six-fold CCF profiles are found to transiently become more evident as higher signal-to-noise ratio upon photoexcitation, despite decreasing in amplitude, evidencing annealing of the grains in both samples. Data in (c, d) are adapted from [26].
ment of the gold NPs in each supracrystal. The rate of this decay for the octanethiol-capped nanoparticles supracrystal is as fast as what is observed in a very stiff solid such as graphite, characterised by strong homonuclear covalent bonding. The transient response from supracrystals of dodecanethiol-coated gold nanoparticles, instead, is found to be significantly slower, comparable to softer systems.

Our experimental results are supported by simulations which demonstrate that the local symmetry of the NPs within the supracrystal grains affects the short-range degree of coupling between the electronic and lattice degrees of freedom. Our observations provide a new insight in the local structural dynamics of soft matter suggesting that local stiffness can be created in a supramolecular assembly by Van der Waals forces to an extent comparable to a covalent assembly. Furthermore, the ability of our technique to assess the local photo-mechanical properties of such aggregates provides a valuable tool for future design of short-range properties in functionalised-NPs supracrystals characterised by discontinuities and grain boundaries. Thus, the proposed analysis could easily became an excellent candidate to assess the structural local and long-range properties in hybrid organic-inorganic 2D materials, which are nowadays the subject of a constantly growing interest in the scientific community.

In the light of our results, predictive models which could describe the energy transfer in soft matter upon photo-excitation are needed. Such analysis requires a complete microscopic description of phonons in colloidal matter. Accessing the local photo-mechanical properties of self-assembled supracrystals can be an important step towards the design of novel functional materials with large local stiffness and unique thermo-mechanical properties.
DESIGN AND IMPLEMENTATION OF AN OPTIMAL PUMP FRONT TILTING

This chapter is based on the article by F. Pennacchio et al., Design and implementation of an optimal front tilting scheme for ultrafast electron diffraction in reflection geometry with high temporal resolution [113]. An extended introduction is added. Furthermore, additional experimental results can be found, together with the design and implementation of a tilting setup for laser pulses with wavelength $\lambda = 400$ nm.

3.1 GROUP VELOCITY MISMATCH IN REFLECTION GEOMETRY

In optics, when pulses with different polarization direction or wavelength propagate in transparent media they have in general different group velocities. The direct consequence of the mismatch between velocities is that pulses which temporally overlap at a given position in space do not overlap anymore after some propagation distance. This phenomenon is named Group Velocity Mismatch (GVM).

In UED due to the different physical nature between the optical pump and the electron probe pulses and their consequential different group velocity, this phenomenon is enhanced as respect to light GVM at visible/infrared frequencies. At 30 keV, the electron velocity $v_{el}$ is approximately one third of the light speed $c$ (see Fig. 3.1a), and thus their GVM, when in collinear geometry can be evaluated as follows:

$$GVM = \frac{1}{c} - \frac{1}{v_{el}} \approx 10 \text{ ps/mm}$$ (3.1)

Nevertheless, GVM does not affect the time resolution of UED experiments performed in transmission geometry. As the pump and probe beam impinge almost collinearly on the sample surface and because of a sample thickness generally below 100 nm, GVM effect becomes negligible due to the narrow spatial interaction volume between the light and the electron pulses at the sample.

On the contrary, in Ultrafast Reflection High-Energy Electron Diffraction (URHEED), the pump beam reaches the sample perpendicularly while the electron beam arrives with a grazing angle with respect to the sample. This causes the electrons to probe at different times different regions of the sample surface, which are conversely excited simultaneously by the pump pulse. Thus, a mismatch in group veloci-
3.1 TILTING SCHEME

The first evidence of pulse front tilting after beam dispersion in a prism was observed by Topp and Orner and dates back to 1975 [114], while the same phenomenon after diffracting from a grating was reported by Schiller and Alfano in 1980 [115]. It has later been implemented to generate amplified spontaneous emission pulses in dye solutions by Polland [116] and Bor [117] in 1983. Further on, pulse front tilt have been employed to better synchronize the pump excitation in extreme ultraviolet (XUV) [118] and X-rays lasers [119], to enhance achromatic phase matching [120–122] and to generate THz pulses by mean of optical rectification [123–126]. A further and more detailed reviews concerning the application of tilted pulse front and angular dispersion can be found in [127, 128].

The employment of a tilting scheme in Ultrafast Electron Diffraction in reflection geometry has been reported for the first time by Baum et al. in 2006 [129]. As shown there, the proper pulse front tilt $\alpha$ depends on both the electron velocity $v_{el}$ and the light velocity $c$ and...
on some other geometrical considerations, according to the following equation:

\[ \alpha = \frac{\pi}{2} - \arctan \left( \frac{v_{el} \cos(\beta) \sin(\gamma - \beta)}{c - v_{el} \cos(\beta) \cos(\gamma - \beta)} \right) \]  

(3.2)

where \( \alpha \) is the front tilt angle, \( \beta \) the sample tilt and \( \gamma \) the incidence angle between the pump pulse and the sample surface. Considering \( v_{el} = 0.33 \), \( \gamma = 90^\circ \) and \( \beta = 3^\circ \), the resulting proper tilting angle is \( \alpha = 71.4^\circ \).

To achieve a properly tilted pulse wavefront, the employment of a dispersive element (a grating or a prism) combined with an imaging system (a mirror or a lens) is required \[130-132\]. For femtosecond laser applications, a grating is the better option to avoid the temporal broadening of the pulse.

A single wavelength \( \lambda \) impinging on a grating is diffracted following the so-called grating equation \[115, 133\]:

\[ m\lambda = d (\sin(\theta_{in}) - \sin(\theta_{out})) \]  

(3.3)

where \( d \) is the groove spacing of the grating (i.e. \( \frac{1}{n} \) with \( n \) the number of grooves per unit of length) and \( m \) is the diffraction order. \( \theta_{in} \) identifies the angle between the incoming direction of the light pulses and the normal to the grating surface, while \( \theta_{out} \) is the angle between the normal to the surface of the grating and the outgoing direction of the beam. Due to the dispersion properties of the grating, different wavelengths \( \lambda \) are diffracted at different angles \( \theta_{out} \). In the whole dissertation, the angles related to the grating surface (\( \theta_{in} \) and \( \theta_{out} \)) are expressed as respect to the normal to the grating surface.

As direct consequence of eq. 3.3, the outgoing angle \( \theta_{out} \) can be computed by the relation:

\[ \theta_{out}(\lambda) = \arcsin \left( \frac{m\lambda}{d} - \sin(\theta_{in}) \right) \]  

(3.4)

As visible in Fig. 3.2, a front tilt is introduced in light pulses diffracting from a grating due to different path length amongst the different regions of the beam. This difference in path length \( \Delta y \) can be evaluated as:

\[ \Delta y = y_2 - y_1 = D (\sin(\theta_{in}) - \sin(\theta_{out})) \]  

(3.5)
Figure 3.2: Pulse front tilt caused by the diffraction of a single wavelength component of an optical beam incident on a grating at an oblique angle of incidence. Readapted from [115].
Inserting eq. 3.3 in 3.5 we obtain:

\[ \Delta y = D \frac{m \lambda}{d} \]  

(3.6)

From which we can compute the tilting angle \( \alpha \) as:

\[ \alpha = \arctan \left( \frac{m \lambda}{d \cdot \cos(\theta_{\text{out}})} \right) \]  

(3.7)

Generalising for the case of pulses with an associated bandwidth, and considering only the first order diffraction \((m = 1)\) this pulse front tilt angle \( \alpha \) is linked to the angular dispersion caused by the diffraction grating by the relation:

\[ \alpha = \arctan(\psi \lambda_0) \]  

(3.8)

where \( \psi \) is equal to:

\[ \psi = \left( M \frac{\partial \theta_{\text{out}}}{\partial \lambda} \bigg| \lambda_0 \right) \lambda_0 \]  

(3.9)

Here, \( M \) is the magnification factor of the imaging element and \( \lambda_0 \) is the central wavelength of the fs-laser pulses.

The subsequent spatial separation of the different wavelengths of the spectrum is compensated by the imaging element, which projects at a lens-to-sample distance the image of the pulse at the grating surface. This image can be magnified or demagnified, according to the value of \( M \).

However, it has been demonstrated that dispersive elements such as gratings induce a substantial inhomogeneous temporal chirp in short pulses [131]. A tilted pulse with tilting angle \( \alpha = 71.9^\circ \), if produced at a grating configuration that is close to Littrow’s conditions \((\theta_{\text{in}} = \theta_{\text{out}} \simeq 53^\circ \) on the grating) and \( M = 1 \), acquires a temporal broadening \( \tau \approx 1 \) ps at already 1 mm distance from the centre of the beam - thus developing the so-called bone shape, as demonstrated in [134] and visible in Fig.3.3.

This temporal chirp should be compensated by the imaging element, but it has been observed in [134, 135] that this is only true for a small region of the tilted beam, when the grating and the object plane of the imaging element are not coplanar. In these conditions, not every point of the beam profile will enter the lens at the correct grating-to-lens distance, due to a small mismatch in the length of the
Figure 3.3: Temporal distortion as a function of the coplanarity between grating and object plane of the imaging system. (a) Geometric schematics and relative pulse temporal chirp for the so-called bone shaped beam. (b) Geometrical schematics and relative pulse temporal expansion of the beam in the case where the grating and the object plane of the imaging object is coplanar. As visible, the pulse duration remains the same all along the pulse dimension. Figure reinterpreted from [134].
pathways for the dispersed wavelengths. Assuming that the center of the beam enters the lens at the correct grating-to-lens distance, at a lateral position \( \Delta x \) from the centre of the pulse - which has a size of typically a few mm related to the required sample size in grazing-incidence diffraction experiments - the grating-to-lens distance is increased or reduced by a factor:

\[
\Delta z = \Delta x \cdot \tan(\theta_{\text{out}})
\]  

(3.10)

At this acquired distance \( \Delta z \), the pulse is concerned by a temporal chirp described as follows [131, 134]:

\[
\tau(\Delta z) = \tau_0 \sqrt{1 + \frac{(2\pi n)^2 \Delta z^2 \psi^4 \lambda_0^6}{\pi^2 c^4 \tau_0^4}}
\]

(3.11)

where \( \tau_0 \) is the Fourier-limited duration of the laser pulse before the dispersive element.

This temporal chirp can be avoided by maintaining the coplanarity between the grating surface and the object plane of the imaging element (i.e. having an outgoing angle from the grating \( \theta_{\text{out}} = 0^\circ \)). As shown by Kreier and Baum in [134], with this configuration the imaging element can properly compensate for the temporal chirp all along its entire longitudinal dimension (See Fig. 3.3).

Nevertheless, the achieved tilting angle with this configuration is \( \alpha \approx 61^\circ \) and thus not optimal for the application in a UED setup in reflection geometry empowered by 30 keV electrons. Moreover, the higher deviation from Littrow’s conditions on the grating surface is used, the less efficiency, defined as \( \eta = P_{\text{out}} / P_{\text{in}} \) (where \( P_{\text{in}} \) and \( P_{\text{out}} \) are the incoming and outgoing beam power, respectively) is achieved. When practically implemented, this decrease in the system efficiency, combined with the relatively big footprint of the tilted beam, does not provide the sufficient fluence to photo-excite typical observable dynamics in condensed matter.

What we propose in this chapter is a modified tilting scheme which is able to deliver femtosecond light pulses with a pulse front tilt angle of \( \approx 70.7^\circ \) and an overall temporal width of better than 250 fs. This setup allows femtosecond resolution in U-RHEED experiments on mm-sized crystals. Its effectiveness has been proved by means of two characterizations, an optical cross-correlation measurement and a direct electron-laser temporal coincidence characterization based on a plasma lensing effect [136, 137], (see section 3.3.1 and 3.3.2).
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Figure 3.4: Simulation of the temporal expansion of the tilted beam at \( \sim 1.25 \) mm from its centre as a function of the entrance angle \( \theta_{in} \) and the de-magnification factor \( M \) of the imaging object, for gratings with \( n = 1200 \) (panel a) and 2000 (panel b) grooves per millimetre. The black areas defines the sets of parameters that do not provide a tilting angle \( \alpha = 71.4^\circ \pm 1^\circ \) and a beam dimension fitting to the geometrical constraints of the experimental chamber. None of the two considered gratings provides a suitable sub-ps temporal chirp of the pulse.

3.2.1 Iterative design approach

As reported in chapter 1, the light source in our experiment is a KM-Labs Wyvern Ti:sapphire amplified laser, delivering 50 fs pulses with a pulse energy of 700 \( \mu \)J at central wavelength \( \lambda_0 \approx 800 \) nm with a bandwidth \( \Delta \lambda \approx 40 \) nm and repetition rate of 20 kHz.

As explored in the previous section, multiple parameters can influence a pulse front tilt, such as the already mentioned \( \theta_{in} \) and \( \theta_{out} \) at the grating surface, its spacing parameter \( d \), the consequent angular dispersion and the magnification factor \( M \) introduced by the imaging element. In addition, there are also other parameters to take into account, such as the efficiency of a given diffraction order and the mechanical limitations related to the experimental setup. In our case, a lens-to-sample distance compatible with the geometry of our experimental chamber and the dimension of the dispersed beam at the entrance of the vacuum chamber to fit through the window.

The only way to take into account the high amount of variables and constraints involved while identifying the best compromise between the sensitive parameters (i.e. a suitable tilt front \( \alpha \), a proper efficiency \( \eta \) and the shortest pulse temporal chirp possible \( \tau(\Delta z) \)) in the design of the optimal pulse front tilt is to perform an iterative calculation. Three gratings with different spacing parameters (\( n = 1200, 1800 \) and 2000 grooves/mm) have been evaluated.

For a given grating grooves spacing, the outgoing beam direction \( \theta_{out} = f(\theta_{in}) \) - as defined in eq. 3.4. This reduces the independent variables to two: \( \theta_{in} \) and the magnification factor \( M \). Thus, we considered all the possible combinations of \( \theta_{in} \) and magnification \( M \), and for each of them the resulting pulse front tilt \( \alpha \) was computed. Suitable
3.2 Tilting Scheme

Figure 3.5: Simulation of the temporal expansion of the tilted beam at $\sim 1.25$ mm from its centre as a function of the entrance angle $\theta_{in}$ and the de-magnification factor $M$ of the imaging object, for a grating with $n = 1800$ grooves per millimetre and an imaging object with $f = 200$ mm (left-hand side). The black areas defines the sets of parameters that do not provide a tilting angle $\alpha = 71.4^\circ \pm 1^\circ$ and a beam dimension fitting to the geometrical constraints of the experimental chamber. Since the grating with $n = 1800$ grooves/mm provides a suitable temporal chirp of the tilted beam, its efficiency as function of $\theta_{in}$ was measured (right-hand side). The parameters providing the best trade-off between temporal chirp and efficiency is defined by the red circle and constitutes the final parameters of our tilting scheme.

The solution of this process were the ones fulfilling at the same time the three selected constraints: the desired tilting angle $\alpha = 71.4^\circ \pm 1^\circ$, the lens-to-sample distance $l \geq 22.5$ cm, and the longitudinal dimension of the beam fitting the chamber window, 10 cm.

For each combination of the parameters, the temporal chirp $\tau_\varepsilon$ at the extremity of the tilted beam ($\approx 1.25$ mm from the pulse center) was computed by means of the equation 3.11, and it is reported as 3D map in figures 3.4 and 3.5. Black areas in the maps correspond to combinations of parameters not satisfying the aforementioned constraints. As shown in the figure, only few combinations of the two independent variables can provide a suitable pulse front tilt, and only employment of the grating with $n = 1800$ grooves/mm results in a sub-picosecond temporal chirp for the pulse.

Once selected the suitable grating, the power efficiency of the zero order diffraction was measured (see Fig. 3.5) and adopted as additional sensitive parameter. We have thus identified as the best compromise between the achievable time chirp of the tilted pulse (sub-500
fs at 1.25 mm from the center of the beam) and the power efficiency of the system (η = 0.8) the following parameters: an off-Littrow configuration with θ_{in} = 61° and θ_{out} = 35°, a grating-to-lens distance p = 52 cm, a lens-to-sample distance i = 32.5 cm and thus a demagnification factor M = 1.6 (this configuration is highlighted by the red circle in Fig. 3.5). The evaluated pulse front tilt for this parameters configuration is α = 70.7°.

During the design and optimization process, we only considered an imaging system with focal length f = 200 mm because of the geometrical constraints of the setup, as shorter focal lengths cannot comply with the lens-to-sample distance constraint while longer focal lengths cannot meet the windows opening dimension and need high-diameter imaging optics. A sketch of the final tilting scheme is presented in Figs. 3.6 and 3.8.

### 3.3 Tilting Characterization

#### 3.3.1 Optical Characterization

The obtained tilted pulse has been optically characterized by means of the cross-correlation method demonstrated in [134]. As presented in Fig. 3.6a, a 50:50 beam splitter divides the collimated beam coming from the light source in two portions: one is used to generate the tilted beam, while the other is used as a reference beam. The first portion is directed through the cylindrical lens and subsequently on the grating to generate the tilted beam, according to the scheme explained above. It is delayed with respect to the non-tilted reference beam by means of a retroreflector mounted on a movable linear stage. A β-barium-borate (BBO) crystal with a thickness of 200 μm is positioned at the lens-to-sample distance in our experiment, i = 32.5 cm. The imaging lens (f = 200 mm) generates a 3.5x0.2 mm² FWHM spot size at the BBO surface. The non-tilted reference beam is directed through a cylindrical lens providing a linear focus with dimension 4.5x0.2 mm² on the BBO surface, in a slightly noncollinear geometry with an angle of 2-3° (y-z plane) with respect to the tilted beam (see Fig. 3.6b).

As the 800-nm pulses interact with the BBO crystal, two individual contributions at 400 nm are generated, corresponding to the second harmonic of both the reference and the tilted beams (Fig. 3.7a, above and below, respectively). The residual 800-nm light is filtered out by the use of a chromatic filter. When spatiotemporal overlap is achieved on the nonlinear crystal, a third contribution is generated, representing the cross-correlation of the two incoming beams. At a given time delay, only a small region of the tilted pulse is temporally overlapped with the untilted reference beam. Consequently, the spatial profile of the cross-correlation signal corresponds to a narrow stripe. The non-collinearity of the two incoming beams allows the cross-correlation signal to not overlap spatially with the individual
Figure 3.6: Optical characterization of the tilted laser pulse with $\lambda_0 = 800$ nm. (a) Experimental scheme to cross-correlate the tilted pulse with an untilted reference, as performed in [134]. BS represents a 50:50 beam splitter, CL cylindrical lens, DL the delay stage and SHG BBO the nonlinear crystal responsible for the generation of the second harmonic, $\lambda = 400$ nm. The two angles used in our tilting setup are $\theta_{\text{in}} = 61^\circ$ and $\theta_{\text{out}} = 35^\circ$. The y-axis indicates the out-of-plane direction. (b) Detail of the Second Harmonic Generation (SHG) cross-correlation, reported on the y-z plane.
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Figure 3.7: (a) Pictures of the 400 nm contributions taken by the camera: the second harmonic of the untilted beam (top), of the tilted beam (bottom) and their cross-correlation measured at different delays (middle panel). (b) Front tilt (top) and duration (bottom) of the pump beam from measured data (blue circles) and the calculation (orange solid line).

contributions, which are removed after the crystal making use of a tunable slit (see Fig. 3.6b).

A progressive delay scan provides a left-to-right shift of the cross-correlation signal. The cross-correlation signal obtained at different delays is shown in Fig. 3.7a, middle panel. The position and width of this signal during the scan provide information on the tilt angle and on the pulse duration at a defined longitudinal position, respectively [134]. Figure 3.7b (above) shows the measured pulse front tilt, that we observed to be a straight line with an angle of 70.7° with respect to the horizontal. Fig. 3.7b (below) contains the measured tilted pulse duration (blue circles) as a function of the distance from the centre of the beam toward the edges, as compared to the calculated pulse duration (orange solid line). Despite the small deviation from the ideal tilting angle (71.4°), a substantial agreement between experimental data and calculation is observed, confirming also that the temporal chirp of the tilted pulse is well compensated and it is smaller than 250 fs (≃ the time resolution of our electron probe [33]) for more than 80% of the tilted pulse longitudinal dimension. The mismatch between the data and the computation is imputed to the model implemented, which was not taking into account the depth of focus of the Gaussian beam, and its asymmetry to a slight deviation of the grating-to-lens distance to the optimal one.

3.3.2 In Situ Characterization

The tilting optics have been subsequently integrated into our UED set-up (see Fig. 3.8). In order to characterise the tilting at the sample position in situ, we adopted the method demonstrated by Baum et al. in [129]. A copper needle (apex size = 100 µm) is placed on the sample holder such that it crosses the propagation path of the elec-
trons. By changing the focus of the electron beam by means of the second magnetic lens, a shadow image of the needle is projected on the CCD camera, as visible in figure 3.9a. When hit by the pump pulse, a transient and localised plasma is generated on the needle surface by multiphoton ionisation and successive thermionic emission [136] and distorts the spatial profile of the incoming electron beam (so-called plasma lensing effect [137]).

A detailed study of the phenomenon have been reported in [136], where by means of electron shadowgraphy the authors reported the direct visualization of the electromagnetic field generated by the photoexcitation of a copper surface. However, in our case the light induced photoemission process have been used with the sole purpose of determining $t_0$ in the URHEED configuration in our experimental setup, without deepening the discussion into further detail about how the electromagnetic field is generated and evolve from the copper tip.

In our study, every image reported is obtained by averaging 20 acquisitions of 250 shots, containing $\sim 10^5$ electron each. Figure 3.9a contains a temporal sequence of the plasma lensing effect. A strong laser pulse is directed on a copper needle and thus generates a transient and localized plasma, which interacts with the propagating electron bunch inducing a sizeable distortion of its spatial profile. This distortion is recorded by our CCD camera as a shadow image of the photoemitted electron cloud. We evaluated the dynamics of the phenomenon by means of the cross-correlation factor reported in [136, 138] and formulated as follows:

$$\Gamma(t',t) = \frac{\sum_{x,y} C_{x,y}(t)C_{x,y}(t')} {\sqrt{\sum_{x,y} C_{x,y}(t)^2 \sum_{x,y} C_{x,y}(t')^2}}$$

(3.12)

where the contrast $C_{x,y}$ corresponds to:

$$C_{x,y}(t) = \frac{I_{x,y}(t) - \overline{I}(t)} {\overline{I}(t)}$$

(3.13)

with $I_{x,y}(t)$ being the intensity of the pixel at the position $(x,y)$ and time $t$, and $\overline{I}(t)$ the average of $I_{x,y}(t)$ for the entire figure. This two-dimensional cross-correlation coefficient can effectively compare different intensity features at two different time delays while not being affected by absolute variations in intensity due to the noise of the laser. From the evolution of the retrieved cross-correlation factor, we can observe that in our experiment the maximum screening effect occurs at $t = 30$ ps, as visible in figure 3.9a, while subsequently the electron cloud continues its isotropic expansion. The complete recovery of the initial conditions is achieved only after $\sim 150$ ps.
Figure 3.8: Actual implementation (a) and schematic representation (b) of the tilting scheme implemented in the UED setup. BS represents a 90:10 beam splitter, DL the delay stage, CL a cylindrical lens, SHG and THG BBO the nonlinear crystals responsible for second and third harmonic generation, CP the group delay compensation plate, λ/2 the dual wave-plate, EG the electron gun, S₁ and S₂ a collimating and a focusing electronic lens, RF cavity our radio-frequency cavity operating in TM_{010} mode.
Figure 3.9: (a) Temporal evolution of the plasma lensing effect phenomenon on a copper tip. Cross-correlation function of the effect (above) and direct images (below) as a function of time. (b) Fluence dependence of the plasma lensing effect, evaluated for fluence values of 7 (blue), 28 (yellow) and 56 (green) mJ/cm$^2$. The considered parameter consists in the amplitude of the gaussian fit of the dip created by the plasma lensing effect in the images.
Figure 3.10: (a) Schematics of the plasma lensing effect experiment as also performed in [129]. A strong laser pulse is directed on a copper needle and thus generates a transient and localized plasma, which interacts with the propagating electron bunch inducing a sizeable distortion of its spatial profile. This lensing effect allows to define the time zero, \( t_0 \), for a given position of the needle, which is then moved along the electron propagation direction. The results of this experiment for the two cases of not tilted (orange) and tilted (blue) pump beam are shown in (b), where the position of \( t_0 \) is plotted as a function of the needle position.

To evaluate the insurgence of the studied phenomenon, we fitted with a gaussian function the intensity dip provoked in the image by the plasma lensing effect at three different fluences: 7, 28 and 56 mJ/cm\(^2\) (see Fig. 3.9b). We identify the lowest fluence as slightly above the photoemission threshold: lower fluences have shown no effect on the cross-correlation analysis. The difference in fluence does not influence the time-scale of the insurgence of the phenomenon, consistently with the nature of multiphoton ionization. Conversely, the fluence affects the amount of photoemitted electrons and thus the entity of the observed effect.

The relative change in each image with respect to a reference image taken before the excitation allows the determination of time-zero, \( t_0 \), with a precision of \( \sim 1 \) ps [129, 137, 139]. During the experiment, the position of the needle is varied along the propagation direction of the electron beam, and the value of \( t_0 \) is measured for each spatial coordinate. We performed the experiment with both the tilted pump pulse and with an untilted reference pulse. As schematically shown in Fig. 3.10a (above) and derived from the experimental data in Fig. 3.10b (orange pentagons), when using the untilted pump the electron pulse overlaps at different times for different positions of the needle, showing an expected dispersion of \( 10 \) ps/mm. Instead, when using the tilted beam configuration, the \( t_0 \) position remains constant for any position of the needle in the measured range of \( \sim 2 \) mm (see schematics in Fig. 3.10a (below) and blue diamonds in Fig. 3.10b).
3.4 Tilting Design and Implementation for $\lambda = 400$ nm

In order to extend the potential of the URHEED setup and to introduce a flexibility in the pump energy, which would allow us to excite materials on different absorption features, we design and implement in our beam-line a tilting scheme for the second harmonic of the fundamental $\lambda_0 = 800$ nm, $\lambda_0 = 400$ nm.

We adopted the very same iterative approach reported in section 3.2.1 for $\lambda_0 = 800$ nm, to evaluate the best compromise amongst the different sensitive parameters and constraints involved. Three gratings with different spacing parameters ($n = 600, 900$ and $1200$ grooves/mm) were considered. As visible from figure 3.11, the gratings with $n = 600$ and $900$ grooves/mm are not suitable due to

Figure 3.11: Simulation of the temporal expansion of the tilted beam at $\sim 1.25$ mm from its centre as a function of the entrance angle $\theta_{in}$ and the de-magnification factor $M$ of the imaging object, for gratings with $n = 600, 900$ and $1200$ grooves per millimetre. The black areas defines the sets of parameters that do not provide a tilting angle $\alpha = 71.4^\circ \pm 2^\circ$ and a beam dimension fitting to the geometrical constraints of the experimental chamber. Only the grating with $n = 1200$ shows a suitable configuration (highlighted by the red circle) but only at the expense of a high demagnification factor.
the configuration required. Conversely, the grating with n = 1200
grooves/mm gives the possibility to realize a proper pulse front tilt
also for \( \lambda_0 = 400\) nm, even if at the expense of a high demagnification
factor.

The final parameters for the tilting scheme are an off-Littrow con-
fignuration with \( \theta_{\text{in}} = 50^\circ \) and \( \theta_{\text{out}} = 17^\circ \), a grating-to-lens distance \( p = 120\) cm, a lens-to-sample distance \( i = 24\) cm and thus a demagnifi-
fication factor \( M = 5 \) (this configuration is highlighted by the red circle
in Fig. 3.11 and rendered in Fig. 3.12a). The evaluated pulse front tilt
for this parameters configuration is \( \alpha = 69.9^\circ \).

Similarly to what done in the case \( \lambda_0 = 800\) nm, we try to perform
both an all-optical and a crossed light-electron \textit{in situ} characterisation.
The optical characterisation can be done \textit{via} Sum Frequency Genera-
tion (SFG), where the tilted 400 nm pulse cross-correlated with an
untilted reference 800 nm pulse. The frequency sum at 266 nm would
be monitored as a function of the reciprocal delay between the pulses
and the spatio-temporal information concerning the 400 nm pulse
retrieved.

On the example of the previous case, we tried to perform an optical
caracterisation through Third Harmonic Generation (THG) and an
\textit{in situ} photoemission experiment. However, due to the low fluence
achievable with the 400-nm configuration, neither one or the other
of the procedures was suitable to fully characterise our tilted beam.
The implementation of the tilting system in our beaml ine is visible in
figure 3.12b).

3.5 CONCLUSIONS AND FURTHER THINKING

In conclusion, by means of an iterative calculation approach, we have
been able to identify and develop an optimal optical tilting scheme for
ultrafast electron diffraction working in reflection geometry with 30
keV electrons, both for pump pulse at \( \lambda_0 = 800\) nm and \( \lambda_0 = 400\) nm.
The multiple experimental characterizations reported in this chapter
for the \( \lambda_0 = 800\) nm case demonstrated the validity of our method,
which allowed us to achieve an overall temporal resolution in the sub-500 fs regime while using \( 10^4 - 10^5 \) electrons per pulse in a URHEED
scheme. However, this is only valid for the \( \lambda_0 = 800\) nm case. The
scarce fluence achievable for the \( \lambda_0 = 400\) nm pump did not al-
low to perform the same characterizations performed for the 800-nm pump. Nevertheless, we count on the solidity of the iterative design
approach demonstrated for the 800 nm pump to consider this second
tilting design reliable at a first approximation. The observation of sub-500 fs dynamics initiated by a 400 nm pump pulse will be the confir-
mation of the proper tilting configuration also for this pump wave-
length. The successful implementation of these pulse front tilt for
URHEED pumping, which exhibits surface sensitivity with atomic-
scale space and sub-picosecond time resolution, opens the path to
Figure 3.12: Final tilting scheme for $\lambda_0 = 400$ nm (a) and implementation in the UED beamline (b). The optical parameters are $\theta_{in} = 50^\circ$ and $\theta_{out} = 17^\circ$, a grating-to-lens distance $p = 120$ cm, a lens-to-sample distance $i = 24$ cm. BS represents a 90:10 beam splitter, DL the delay stage, CL a cylindrical lens, SHG and THG BBO the nonlinear crystals responsible for second and third harmonic generation, CP the group delay compensation plate, $\lambda/2$ the dual wave-plate, EG the electron gun, $S_1$ and $S_2$ a collimating and a focusing electronic lens, RF cavity our radio-frequency cavity operating in TM$_{010}$ mode.
the sub-500 fs direct observation of the structural dynamics in solids, surfaces and low-dimensional nanoscale systems with this technique. Experimental proofs of what aforementioned will be presented in the next chapters.

However, it is worth noting that the main limitations of the tilting design process are the mechanical constraints involved in his development. As a general consideration, the whole design should be done in parallel with the development of the experimental chamber, in order to take into account the tilting requirements. As a matter of facts, further simulations shows how the absence of the experimental constraints would have allowed more freedom into the tilting scheme development. Moreover, a better trade-off between the sensitive parameters (i.e. \( \alpha, \eta \) and \( \tau(\Delta z) \)) could have been reached. In figure 3.13, we compare the simulations for \( \lambda = 800 \text{ nm} \) with an imaging object with \( f = 200 \text{ mm} \) combined with gratings with \( n = 1200 \) and \( 1800 \text{ grooves/mm} \) with and without the experimental constraints. The grating with \( n = 2000 \text{ grooves/mm} \) is no more considered since it does not allow a sub-ps temporal chirp of the pulse. It is worth noting that, while the simulation is almost unmodified for the grating with \( n = 1800 \text{ grooves/mm} \), the scenario for the grating with \( n = 1200 \text{ grooves/mm} \) is completely different and would offer a much shorter temporal expansion \( \tau(\Delta z) \).

In figure 3.14 we also report simulations for \( \lambda = 800 \text{ nm} \) for the following cases: a grating with \( 1200 \text{ grooves/mm} \) combined with an imaging object with focal length \( f = 100 \) and \( 300 \text{ mm} \) and a grating with \( 1800 \text{ grooves/mm} \) combined with a lens with focal length \( f = 100 \text{ mm} \). As before, the case of \( n = 2000 \) is not reported since it does not present any sub-ps temporal chirp \( \tau(\Delta z) \) of the pulse. Again, the riddance of the constraints due to the experimental chamber would allow a more suitable choice of the involved variables in order to obtain the best compromise amongst the sensitive parameters. In particular, the elimination of the lens-to-sample constraint \( i \geq 22.5 \text{ cm} \) allows the use of imaging optics with \( f = 100 \text{ mm} \), whose consequential temporal spread is much shorter than the one obtained with the \( f = 200 \text{ mm lens} \) - as visible in figure 3.14 - and thus more suitable for the desired application.
Figure 3.13: Comparison of the simulations of the temporal expansion of the tilted beam at $\sim 1.25$ mm from its centre as a function of the entrance angle $\theta_{in}$ and the de-magnification factor $M$ of the imaging object, for gratings with $n = 1200$ and 1800 grooves per millimetre. The black areas defines the sets of parameters that do not provide a tilting angle $\alpha = 71.4^\circ \pm 1^\circ$ and a beam dimension fitting to the geometrical constraints of the experimental chamber. On the figures on the right-hand side, only the tilting angle is kept as a constraints.
Figure 3.14: Ideal simulations (i.e. without geometrical constraints) of the temporal expansion of the tilted beam at \( \sim 1.25 \) mm from its centre as a function of the entrance angle \( \theta_{in} \) and the demagnification factor \( M \) of the imaging object, for the following grating and imaging focal length parameter: \( n = 1200 \) grooves/mm and \( f = 100 \) mm (above), \( n = 1800 \) grooves/mm and \( f = 100 \) mm (middle) and \( n = 1200 \) grooves/mm and \( f = 300 \) mm (below). The black areas defines the sets of parameters that do not provide a tilting angle \( \alpha = 71.4^\circ \pm 1^\circ \).
ELECTRON-PHONON COUPLING IN GRAPHITE

This chapter is based on the article by F. Pennacchio et al., Design and implementation of an optimal laser pulse front tilting scheme for ultrafast electron diffraction in reflection geometry with high temporal resolution. [113]. An extended introduction is added and more data are presented and discussed.

4.1 GRAPHITE: AN INTRODUCTION

Carbon is the 6th element in the periodic table and also the sixth estimated element in the universe, after hydrogen, helium, oxygen, neon and nitrogen. On planet Earth, despite it is only a minor component in the crust, it can be found in many different forms and compounds, ranging from minerals (magnesium and calcium carbonates, dolomites, marble etc.), biogenetic materials (corals, invertebrates exoskeleton and shells), to organic compounds in fossil fuels and natural gases. Moreover, via the so-called carbon cycle - a sequence of biochemical mechanisms ranging from photosynthetic fixation of molecular carbon into carbohydrates and their successive in vivo oxidation during metabolism - carbon constitutes the main building block of bio-molecules in living organisms [140].

Elemental inorganic carbon is polymorphic. Its natural allotropes are: amorphous carbon, diamond, graphite and fullerenes. Amorphous - or glassy - carbon does not present a long range crystalline order, while fullerenes consist in a family of carbon-based self-folding macromolecules [141], as for example the renowned $C_{60}$ buckyball or carbon nanotubes. Thus, only graphite and diamond are the crystalline allotropic forms of carbon. Macroscopically, they present divergent physical properties: graphite is one of the softest materials (degree 1.5 in the Mohs classification), is a good electrical conductor, a weak thermal conductor and it’s opaque as respect to light. Conversely, diamond is the hardest natural material (degree 10 in the Mohs classification), is an electrical insulator, a good thermal conductor and in its pure form is transparent to light.

Such opposite properties are directly connected to the atomic structure of the two allotropes. In diamond, the carbon bonding involves $sp^3$ (tetrahedral) hybridisation of the orbitals resulting in a covalent three-dimensional crystal structure with cubic symmetry (Fm$\overline{3}m$ space group). Graphite, instead, is characterised by $sp^2$ (trigonal) hybridisation of the carbon orbitals forming 2D interconnected carbon hexagons. As a result, its structure consists in carbon layers stacked in an AB
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(a) Graphite crystal in a marble quarry, Kolchholz, Mostviertel, Austria.

(b) Hexagonal black crystals on graphite. From Merelani Hills, Manyara Region, Tanzania.

(c) 1-mm graphite crystal. The crystal has well-formed hexagonal prism faces, minor pyramidal faces and a small growth twin on the basal plane. From Crestmore, California, USA.

(d) Bright dark grey metallic graphite flattened crystal flakes distributed randomly in quartz. From Lead Hill Mines, Ticonderoga, New York, USA.

Figure 4.1: Graphite natural crystals. Image courtesy of © Harald Schillhammer (a), © Olaf Dziallas (b), © John A. Jaszczach (c) and © Jean-François Carpentier (d) [142].
sequence characterised by strong cooperative covalent and metallic bonding inside each layer and weak Van der Waals interactions derived by delocalised $\pi$ orbitals in the out of plane direction [143]. It belongs to the hexagonal P6$_3$/mmc space group and its cell parameters are $a = b = 2.47$ Å and $c = 6.70$ Å, while $\alpha = \beta = 90^\circ$ and $\gamma = 120^\circ$ [144, 145]. In figure 4.1 some examples of natural graphite ores are reported, while figure 4.2 illustrates the atomic structure of carbon allotropes: diamond, fullerenes and graphite.

Due to its structure, graphite is an anisotropic material, thus having strongly different properties in the in-plane or out-of-plane direction. As a result of this anisotropy in the structure, carbon layers can easily reciprocally glide. This makes graphite a good lubricant and pencil material - probably its original application, from which its name (from ancient Greek $\gamma\rho\acute{\alpha}φειν$ - to write).

### 4.2 STRONGLY COUPLED OPTICAL PHONONS

In graphite, Near IR light is known to excite a subset of phonon modes often referred to as Strongly Coupled Optical Phonons (SCOPs) [24]. These modes are primarily high-energy optical phonons [146, 147] which later decay via anharmonic couplings into all other lattice vibrations. The mechanism for their population was first inferred via ultrafast terahertz spectroscopy [148], optical transmission [149] and photoemission [150], clocking their characteristic thermalisation time.
electron-phonon coupling in graphite within 500 fs. The subsequent anharmonic decay was measured to occur within 6-7 ps. The initial electron-SCOPs coupling in graphite is among the fastest global structural reactions ever measured in a solid, similar to the initial dynamics of VO$_2$ [17, 151]. However, observation of SCOPs excitation times so far always came from indirect methods that were probing the electronic structure alone. A hint of ultrafast structural rearrangement was obtained in [25] by monitoring the temporal evolution of the Debye-Waller effect of a single crystal of graphite at different fluences. A weak kink in the decay of a certain Bragg peak intensity was observed, but precise interpretation was obstructed by the too low time resolution of that experiment (∼700 fs). More recently, UED in transmission geometry have been successfully used to probe the electron-SCOPs coupling temporal evolution in graphite [24]. The observation of the dynamics of the 110 Bragg peak allowed the clear resolution of the aforementioned dynamics. However, the experiment was performed probing the orthogonal direction to the c axis of graphite in a less-than-50 nm thick nanocrystal.

In what follows, we show that our improved pulse-front tilting scheme in combination with the radiofrequency pulses compression technology in our reflection UED set-up allows for the direct structural observation of the characteristic time-scale of 500 fs associated with the population of the SCOPs on the surface of a 3D bulky sample, in excellent agreement with the previously published results.

4.3 MATERIALS AND METHODS

The studied sample is a bulk 10 × 10 × 2 mm$^3$ AGraphZ Highly Oriented Pyrolytic Graphite (HOPG) sample from Optigraph GmbH [152]. HOPG is a form of synthetic graphite obtained through a pyrolytic process combined with a tensile stress applied to the sample in the basal plane direction. The result is a high purity sample where the crystallites of graphites present an high degree of alignment [153].

The identifying parameter in HOPG sample is the mosaic spread, expressed in degree and evaluating the global alignment of crystallites in the sample, lower values meaning a better degree of alignment. The studied sample presented a mosaic spread of 0.4° ± 0.1°, which is the highest degree of alignment available in commercial samples. The graphite sample expose the (001) surface. In the following experiments we investigate the (006) Bragg reflection.

The diffraction experiments have been conducted using ultrafast electron diffraction setup at Laboratory for Ultrafast Microscopy and Electron Scattering (LUMES) laboratory at EPFL working in reflection geometry. Ultrashort electron pulses with energy per particle of 30 keV and 300 fs pulse duration are generated in a photoelectron gun after back-illumination of a photocathode with ultrashort UltraViolet (UV) laser pulses (λ = 266 nm). The electron beam has a transverse spot size of ∼100 μm and is focused on the sample in a grazing
incidence geometry (0.5-2.5°). The sample is mounted on a 5-axis goniometer, allowing for simultaneous adjustment of the incidence (θ) and the azimuthal (φ) angles. The electron beam diffracted from the surface is recorded on a phosphorus-screen/Micro Channel Plate (MCP)/CCD assembly. The dynamics is initiated by 45-fs laser pulses at 800 nm (repetition rate of 20 kHz) focused in normal incidence on the sample surface. The velocity mismatch and the non-coaxial geometry between electrons and photons are generally responsible for a broadening of the temporal resolution. This effect is compensated for by tilting the wavefront of the optical pulse with respect to its propagation direction as explained in chapter 3 [113]. Experiments heve been performed with a pump spot dimension of 3.5 × 0.4 mm and a pumping fluence of 6.5 mJ/cm². The chosen low excitation fluence is meant to prevent any surface charge dynamics to influence our results [25, 154–156].

The diffracted electrons are then recorded in stroboscopic mode at different delay times between the excitation laser and the electron pulse up to 50 ps after the excitation (tilted beam experiment) and 450 ps (untitled reference experiment). For every time point, we averaged 30 acquisition of $10^5$ shots, containing $10^5$ electrons each. To enhance the sensitivity of the experiment, a finger beam block is implemented to stop the direct beam electrons reflected by the sample surface.

4.4 Results and Discussion

The static diffraction pattern of HOPG obtained in RHEED geometry is shown in figure 4.3, where the Bragg peaks corresponding to the (006) and (008) plane families are distinctly identified. The obtained lattice parameter $c = 6.71 \text{ Å}$ is in agreement with previous crystallographic characterisation of graphite [143, 144].

In the time-resolved experiments, a non-magnetic stainless-steel shield with a central hole, free to move on the plane orthogonal to the electron direction, positioned in front of the CCD. This prevents the pump beam scattered light from reaching the detector, thus reducing the background noise level. However, the only drawback of this implemented noise reduction technique is that the peripheral areas of the diffracted electrons is also screened and thus only a portion of the diffraction pattern can be imaged on the CCD. The experiments were performed by centring the visible diffraction pattern around the target diffraction peak - the (006). In figure 4.3, we show the selected diffraction peak as obtained before $t_0$ in the time-resolved experiment. The peak profile obtained as the average of the pixels intensity value along the drawn direction (green dashed line) is also shown in Fig. 4.3.

After optimising the spatial overlap of the electron beam and laser spot at the sample surface, we monitored the intensity variation of
Figure 4.3: Diffraction pattern of the HOPG obtained in static conditions. The 006 and 008 peaks are identified. During time-resolved measurements, only a portion of the diffraction pattern centred on the 006 peak is recorded. The analysed peak is highlighted in the orange frame. The intensity of the peak is obtained as the average of the pixel intensity values along the drawn direction (green dashed line).
Figure 4.4: Intensity decay of the 006 Bragg peak. (a) Temporal evolution of the peak decay in the range -15 to 50 ps as respect to photoexcitation. Data are reported as empty circles, while in orange we report an eye-guide. The data evidence a composite decay, which can not be directly fitted with a multi-exponential curve. However, we estimated three different timescales involved in the process. In top-right inset, only the early decay is reported, and an error function decay is implemented to fit the data. The associated timescale corresponds to the $\tau_1 \sim 500$ fs reported also in the main graph. (b) Comparison of the measured fast decay with time constant $\tau_1$ with the already published data by Carbone et al. [25]. The enhancement of the time resolution and a step-like behaviour during the intensity quench of the 006 peak are visible.

the (006) Bragg peak as a function of the delay time between pump and probe at the sample. The results are plotted in Fig. 4.4a. In the main figure, we report the data (blue dots and dashed lines) while in orange an eye-guide is superimposed. A composite intensity behaviour is observed: a first decay with $\tau_1 \approx 500$ fs succeeded by a $\sim 5$ ps long plateau, which then continues its quench on a $\sim 20$ ps timescale. In the figure, we indicate also the time constants $\tau_2 \approx 5$-7 ps and $\tau_3 \approx 17$-20 ps despite the impossibility to properly fit the curve with a multiexponential fit.

Conversely, the first time constant $\tau_1 \approx 500$ fs is obtained by the fit of the data through an error function. The top-right inset in Fig. 4.4a contains the detail of the fast decay with the fast time constant, where the orange line corresponds to the fit. In figure 4.4b, we compare our data (blue) with the data presented in [25], where a hint of the fast dynamics and the succeeding plateau was observed, but its complete resolution was hinder by the lower time resolution of the experimental setup, $\sim 700$ ps.

To enhance the signal to noise ratio and to better resolve the initial decay, a second investigation confined in the interval [-2 to 5 ps] and with higher statistics was performed. The results are reported in figure 4.5 as blue open circles, while the orange solid line corresponds to the best least-square error function fit of the data. The observed intensity decay evolves with the expected time constant $\tau_1 \approx 500$ fs, and the presence of a stem in the overall intensity decay is well evidenced.

The observed dynamics can be assigned to multiple phenomena occurring in the sample after photoexcitation. The most agreed model is
that incoming photons excite anisotropically the electronic bands, as explained in [146, 150]. Subsequently, energy dissipation happens in first place by electron-phonon coupling with the mentioned SCOPs, whose excitation occurs within the observed time scale of 500 fs. Despite the directionality of SCOPs phonon modes is perpendicular to the c axis in graphite, their temporal evolution can be revealed by the observation of the (006) Bragg reflection because the impulsive population of SCOPs is known to trigger strong c-axis dynamics [25, 110, 157–161]. Afterwards, the system relaxes by progressive multi-phonon scattering in a ~5-7 ps time window. We attribute the longer time-scale to the dynamics of the photoexcited surface of the sample and to the heat dissipation to the bulk by acoustic waves. This latter dynamics of graphite, often observed also by probes of the electronic structure, during the strongly anisotropic out-of-equilibrium heat diffusion has been a subject of intense debate [149, 157–160, 162]. Our current results provide a further indication of its structural origin.

4.5 Conclusions

In conclusion, it is worth noting that although the light-induced population of SCOPs in graphite has already been observed in transmission geometry [24], we point out that this study provides the first direct measurement of the short time constant $\tau_1$ with U-RHEED on a mm$^2$-size 3D sample surface, which is not nanostructured and therefore more ideally represents crystalline graphite than ultrathin flakes. The overall ultrafast structural dynamics, the ps response and longer time thermalization in graphite have already been investigated in de-
tail in the literature [24, 25, 110, 146, 148–151, 158–165] and thus was not the main aim of our experiments.

Moreover, the obtained direct observation of the short time constant associated to the population of the SCOPs gives a direct in situ validation of the optimal tilting scheme developed for our beamline and presented in chapter 3.
This chapter is based on the article by F. Pennacchio et al., *Light-induced control of the Verwey transition in magnetite*, in preparation. An extended introduction and data are added.
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### 5.1 Magnetite - A state of the art

#### 5.1.1 Historical introduction

Magnetite ($\text{Fe}_3\text{O}_4$) is a mineral belonging to the family of the iron oxides. It is the earliest discovered magnetic material: both the Chinese and the Greeks in ancient times were aware of the attractive properties of lodestone, natural magnetite ores. The first observations of natural magnetism can be attributed to the Greek philosopher and mathematician Thales of Miletus and date the sixth century B.C., while Chinese literature between the third century B.C. and the sixth century contains many references to the attractive peculiarity of magnets. In the first decades of the first century A.D., we can find the description of the properties of lodestone in the literary work *Moralia - On Isis and Osiris* by the Greek essayist and biographer Plutarch [166]. Almost contemporarily, the Roman author and naturalist Pliny the Elder reports about magnetic effects in his *Naturalis Historiae*, dated 77-79 A.D., as follows:

> There are two mountains near the river Indus; the nature of one is to attract iron, of the other to repel it: hence, if there be nails in the shoes, the feet cannot be drawn off the one, or set down on the other [167].

Magnetite nomenclature comes from the ancient greek world, too, despite a contentious concerning its proper etymology: some assert it comes from the name of the city Magnesia ad Sipylum, situated in the ancient region of Lydia, which nowadays is called Manisa and it is located in the Aegean region of Turkey [168]. Conversely, others state that the origin of magnetite name come from the mount Magnetos, a greek mountain particularly rich in this mineral [169]. On top of this, legend has it that it have been named after an ancient Greek
Figure 5.1: Magnetite natural crystals, which can be structured in different habitus. Image courtesy of © Stephen Wolfsried (a) and © Gianfranco Ciccolini (b-d). [142]
shepherd called Magnes. He is told to first observe the magnetic properties of the mineral after the nails of his shoe and the iron ferrule of his staff clung to the lodestone [170]. Despite the controversy, it is worth noting than both the reliable etymologies concern geographical toponyms related to the presence of magnetite deposit, and even more interesting, is the term magnetism which has been named after the mineral, and not vice versa, as already confirmed by the Roman author Lucretius in his De Rerum Natura [171, 172].

We have to wait about a millenary for the first reported treatise dedicated to magnetism and magnets, De Magnete, written by the French scholar Pierre Pelerin de Maricourt in 1269 [173]. In the treatise he analyses the properties of freely pivoting compass needles, which found their application in medieval navigation shortly afterwards. Another milestone concerning the understanding of magnetism was set by William Gilbert in 1601 with his oeuvre De magnete, in which he first proposed geomagnetism and observed the loss of magnetic properties in heated lodestones [174].

However, despite the early observation and macroscopical understanding of magnetic phenomena, only the advent of quantum mechanics in the 20th century and modern scientific techniques allowed the probe and control of magnetic phenomena and the understanding of their interplay with structural and electronic degrees of freedom. Magnetite, probably the mostly studied magnetic material, played and still plays a fundamental role in this pathway along the understanding of magnetism.

5.1.2 Mineralogy & biological presence

Magnetite (Fe₃O₄) belongs to the family of iron oxides and is the natural ore with the highest iron content (72.3% in weight). It occurs in various geological environments ranging from metamorphic to igneous to sedimentary rocks. Magnetite crystals can be find in nature more commonly in the octahedral habitus exposing the {111} planes, less frequently they can assume the dodecahedral or rhombic-dodecahedral habitus. More exceptionally, they can present in the cubic shape [142, 175] (see Fig. 5.1).

Magnetite plays also a big role in biological systems. Biogenic magnetite nanocrystals have been found in many different species of living systems ranging from magnetotactic bacteria [176, 177] and protists [178], honeybees [179], fishes [180, 181], migratory birds [182] and cetaceous [183]. In these organisms, magnetite plays an essential role in the biophysical mechanism of magnetoreception (i.e. magnetic field detection) [184], which enhances orientation and navigation capabilities of the involved species [185]. In addition, many human tissues contains traces of magnetite nanocrystals with different concentration, with the highest gradient in the cranial area and in brain tissue [186]. Hypothesis of their function range from intracellu-
lar functional biomechanisms [187] to their possible role as biological memory molecules [188, 189].

5.1.3 A material of actual interest

Together with its early discovery, it came as well the first application of magnetite. The invention of the compass by the Chinese is an event of immense impact in ancient navigation. The earliest use of magnetite for navigation purposes is reported by at least the first century A.D., probably a couple of centuries before [190]. First compasses were made by a lodestone spoon on a flat bronze plate. As soon as the plate was moved, the spoon spun around to align with the Earth magnetic field and stopped with the handle pointing to the south. Friction drag resulting to the contact between the board and the spoon was later removed by the development of the floating compass. This compass format was introduced in Europe during the twelfth century A.D., probably brought by the sea by the arabs [191], and was improved along the centuries to grant high precision in navigation technologies.

In addition to its millenary history in navigation technology, nowadays magnetite applications range many more different fields. Maybe the broader diffusion of magnetite concerns data storage applications [192–195], where the induction of magnetization patterns in a magnetizable support allows to store data as non-volatile memory. A read/write head can access the stored information.

The technological breakthrough delivered by nanotechnology opened new fascinating possibilities also for magnetite in fields ranging from medicine to mechanical engineering, electronics and bio-imaging. Magnetite nanoparticles have been successfully tested as tumor-specific contrast agent in Magnetic Resonance Imaging (MRI) and Magnetic Resonance Tomography (MRT) [196–202] and they are promising candidates for successful cancer detection [203] and treatment by means of tissue targeting and magnetic hyperthermal therapies [199, 201, 204–206]. Due to its biocompatibility and the possibility of external magnetic driving, magnetite nanoparticles have been applied to drug delivery techniques [202, 207] and transdermal drug diffusion via magnetophoresis [208]. Additional uses in medicine involve magnetocytolysis and Alzheimer disease treatment [206].

In environmental engineering magnetite have been proved effective in the treatment of aqueous wastes [210, 211], contaminated soil analysis [212] and microorganisms and cells separation [213].

Furthermore, magnetite nanoparticles, in presence of a surfactant to prevent their aggregation and suspended in a carrier fluid, form the so-called ferrofluid colloidal solution. Due to its high magnetizability, when a magnetic field is applied ferrofluids tend to modify its shape to align with the magnetic field lines and move accordingly.
(a) A lodestone spoon, the first exemplar of a compass. A magnetite crystal was carved into a spoon and placed on a bronze plate. As the plate was moved, the spoon spun around to align with the Earth magnetic field and stopped with the handle pointing to the south.

(b) A magnetic hard disk. Magnetic data storage involves the induction of different magnetization patterns in a magnetizable material to store data as a non-volatile memory. Information is later accessible using a read/write head.

(c) Qualitative rendering of a drug delivery system. A core nanoparticle is functionalized with different kinds of ligands, which are responsible for both the targeting of the involved tissue and the subsequent drug release.

(d) Magnetite nanoparticles in the presence of a surfactant suspended in a carrier fluid form a ferrofluid colloidal solution. In presence of a magnetic field, the magnetite nanoparticles aligns with the magnetic field lines.

Figure 5.2: Ancient and modern applications of magnetite. Image courtesy of © Hong Kong Space Museum (a), © Wladimir Bulgar (b), © Nano Magazine (c) and © Gregory F. Maxwell (d).
This peculiar behaviour have been applied to design heat dissipators in loudspeakers or hard disks [214] or sealing agents for vacuum technology [214, 215].

A more exhaustive review of magnetite applications can be found in [216], while a deeper focus about ferrofluids and their application is contained in [217, 218].

5.2 STRUCTURAL INFORMATION

Magnetite (Fe₃O₄) is formally the combination of ferrous oxide (FeO) with ferric oxide (Fe₂O₃), ad it can be better described with the general formula (Fe²⁺Fe³⁺₂O₄). By early x-rays diffraction studies [219, 220] at room temperature and atmospheric pressure, magnetite is known to show the crystal structure of a cubic inverse spinel (Fd̅₃m space group) where Fe cations are embedded in a face-centered cubic lattice of O²⁻ anions and they are either tetrahedrally (Feₐ) or octahedrally (Feₐ) coordinated. Fe atoms in Feₐ sites are always trivalent, showing an electronic configuration 3d⁵ with spin \( S = \frac{5}{2} \), while Feₐ sites host equally Fe⁰ (3d⁶, \( S = 2 \)) and Fe³⁺ (3d⁵, \( S = \frac{5}{2} \)) atoms. The presence of different valence cations in equivalent crystalline sites results in mixed charge states for the Feₐ, which are characterised by an average effective charge of 2.5+. This electronic delocalisation is responsible for the high observed conductivity as respect to other spinels like Mn₃O₄ and Co₃O₄ [221]. The conventional unit cell is composed by eight formula units and its lattice parameter is \( a = 8.3941 \) Å [222] (see Fig. 5.3).

The magnetic structure of magnetite was first proposed by Louis M Néel [223] in 1948 and later confirmed by neutron diffraction [224]. Antiferromagnetically-coupling magnetic moments - orientated along the [111] direction - characterize the tetrahedral (Feₐ) and octahedral (Feₐ) iron cations. This can be rationalised in terms of superexchange [225] between A-O-B sites, and due to the different number of A and B sites, it result in a ferrimagnetic global behaviour.

5.3 THE VERWEY TRANSITION - A REVIEW

5.3.1 First observations and the Verwey model

Two temperature-dependent phase transition can be observed in magnetite: a ferrimagnetic-to-paramagnetic transition at the Curie temperature \( T_C = 848 \) K and a simultaneous structural, magnetic and electronic first-order transition at \( T_V \approx 125 \) K (the so-called Verwey transition [226, 227]). The aforementioned transition temperature refers to high purity magnetite crystals, while observed deviations of \( T_V \) from
Figure 5.3: Magnetite atomic structure. Top: crystalline unit cell projected along the [100], [110] and [111] directions. Middle, left-hand side: polyhedral visualisation of the unit cell to highlight the different coordination sites typical of the spinel. In orange, tetrahedrally coordinate A-sites, while in green octahedrally coordinated B-sites are shown. The light blue hexagon represents the plane [111] as a landmark for observation. Middle, right-hand side: balls and stick model of the unit cell. The oxygen ionic radii are reduced for clarity reasons. Bottom: ferrimagnetic order in magnetite. Left, electronic exchange phenomena involved; right: render of the magnetic arrangement in the unit cell, superimposed to the pyrochlore lattice composed by the FeB atoms.
that value in most of the real crystals are related to a lower degree of purity [228].

The first evidence of this latter phase transition was reported in 1913 by Renger [233] during his PhD studies. In his thesis, he reported a discontinuity in the magnetic susceptibility in Fe$_3$O$_4$ as a function of the temperature. A dozen year later, Parks and Kelley documented a discontinuity in the sample heat capacity around 120 K [234]. Further observation of a phase transition fingerprint have been a spontaneous jump of the magnetization [229], specific heat anomaly [230], drop of the specific resistivity [226, 231] and thermal expansion along selected directions [232] (see Fig. 5.4).

Following his observations of the change in resistivity in magnetite [226], Evert Johannes Willem Verwey proposed a phase transition model driven by the charge ordering of the system in the Low Temperature (LT) phase [227]. According to his prediction, the average virtual state of Fe$_{B}^{2.5+}$ would disproportionate in distinct Fe$_{B}^{II}$ and Fe$_{B}^{III}$ in an orthorhombic unit cell.

### 5.3.2 The low temperature unit cell

In the seventy years that followed, both the charge ordering nature of the structural transition and the LT crystalline structure have been the ground of a profuse scientific debate [235–241]. Despite the controversies, in the last twenty years the scientific community seems to converge toward a LT crystalline phase belonging to the monoclinic Cc space group. The experimental milestones that concurred to this determination are the neutron diffraction study performed by Iizumi et al. in 1982 [242], the combined X-ray and neutron powder diffraction...
Accordingly, the Verwey structural transition consists in a reversible crystallographic distortion with symmetry lowering from the cubic Fd3m to the monoclinic Cc space group. During the transition, the top and bottom faces of the cube mutually glides along the [110]_c direction, resulting in a deviation of the \( c_m \)-axis from \([001]_c\) axis by an angle of \( \sim 0.2^\circ \) (\( c \) and \( m \) subscripts designate the cubic and monoclinic phases, respectively). Also the \( a_m \) - and \( b_m \)-axes lie along the \([110]_c\) and \([1\bar{1}0]_c\) axes respectively. If we neglect the tilting of the vertical axis, the global transformation between the primitive vectors consist in the length doubling in the out-of-plane direction and in an increase by a factor \( \sqrt{2} \) and a rotation by \( -\pi/4 \) in the plane directions, which can be described as follows:

\[
(a_m, b_m, c_m) = (a_c, b_c, c_c) \times \sqrt{2} \begin{pmatrix} 1/\sqrt{2} & 1/\sqrt{2} & 0 \\ -1/\sqrt{2} & 1/\sqrt{2} & 0 \\ 0 & 0 & 0 \end{pmatrix} + \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 2 \end{pmatrix}
\]

and summarised by the formation of a \( \sqrt{2}a \times \sqrt{2}a \times 2a \) supracell. As a result, the low-temperature unit cell volume is four times the one of its high-temperature parent cell.

Nevertheless, while the controversy upon the LT phase space group seems to be solved, the nature of the structural transition is still questioned and brought to the formulation of various and contradictory models involving charge-ordered, orbital-ordered and bond-dimerised ground-states \([246-248]\).

However, recent studies by Senn et al. argue that all the structural distortion characterising the LT phase cannot be described by the condensation of a single subset of phonon modes, since a more cooperative contribution of the 168 frozen modes, in particular with \( \Delta_5 \), \( X_1 \), \( X_4 \), and \( W_1 \) symmetries - is required \([245, 250]\). As a consequence, the phase transition would be rather driven by local distortion induced by orbital ordering. Accordingly, they identify linear three-Fe-sites quasiparticles - mostly composed by two outer Fe\(^{\text{III}}\) and a central Fe\(^{\text{II}}\) on B sites - characterised by the delocalisation of the Fe\(^{\text{II}}_B\) electron over the neighbouring Fe\(^{\text{III}}_B\) and by a subsequent dislocation of the two terminal Fe\(^{\text{III}}\) atoms toward the central Fe\(^{\text{II}}\) one. These three-Fe quasi-particles have been named trimerons and organise in a long-range network defined by 60° or 120° connections. The intersections of the trimerons happen in most cases on the terminal Fe\(^{\text{III}}_B\) sites (see Fig. 5.5d).

In accordance with this model, they identify these distortions as the primary building blocks of the LT phase and the Verwey transition would mark the conversion of the frozen network of trimerons.
Figure 5.5: Monoclinic structure of magnetite. (a) Direct comparison of the cubic (orange edges) and monoclinic (indigo edges) unit cell in magnetite, obtained via CrystalMaker [249]. The polyhedral visualisation model is reported, where each Fe atom is at the centre of the polyhedra and O atoms are situated at their vertices. (b) Representation of the $P_{2}/c$ unit cell used by Iizumi [242] and Wright [243] for the monoclinic phase structural refinement. It corresponds to a $a_{m}/2 \times b_{m}/2 \times c_{m}$ subcell of the Cc unit cell. (c) Qualitative visualisation of a trimeron. The charge delocalisation amongst the central Fe$_{III}^{II}$ and the terminal Fe$_{III}^{III}$ is correlated to a local lattice distortion. (d) Visualisation of the trimeron network in the unitary cell of monoclinic magnetite. Most of the trimeron-trimeron connections in the network happens at the terminal Fe$_{III}^{III}$, with only two exceptions, where the connection is located at the Fe$_{III}^{II}$ position.
Figure 5.6: Summary of the photoinduced Verwey transition mechanisms. (a) Ultrafast trimeron annihilation due to laser excited Fe$^{II}$–Fe$^{III}$ charge transfer launches strongly coupled electronic and lattice dynamics. (b,c) For a pump fluence above a fluence threshold trimeron holes (b) transform with a time constant of $1.5 \pm 0.2$ ps to a state with shrinking patches of remnant phase-scrambled electronic order (c). Its structure is approaching that of the cubic case (d) embedded in a network supporting mobile charge fluctuations (red) derived from the aggregation of the trimeron vacancies in (b). (d) The end of the line would be the fully metallic, cubic phase. Image and caption from [251].

observable in the insulating state to a fluctuating structure of these quasi-particles.

5.3.3 Time-resolved evidences

In the wake of the recent structural refinement of the Cc monoclinic cell and of the proposition of the trimerons lattice, de Jong et al. [251] in a recent pump-probe x-ray experiment demonstrated that nonequilibrium transient metallic state can be triggered in LT magnetite via photoexcitation. A two-steps fluence-dependent mechanism was observed, composed by an initial trimeron annihilation followed either by a reconstruction of the trimerons network or by a lattice reorganization toward the conductive phase. Time-resolved optical reflectivity measurement unveiled an intermediate state of phase segregation of insulating domains in a percolative network of conducting phase as the main reason to the observed mechanism. A graphical summary can be found in figure 5.6.

This scenario have been confirmed by a further study [252], where the optical reflectivity of magnetite and the variation of the spectral weight of the features related to the Fe$^{II}$ $t_{2g}$ $\rightarrow$ Fe$^{III}$ $t_{2g}$ and the Fe$_B^{II}$ $t_{2g}$ $\rightarrow$ Fe$_B^{III}$ $e_g$ electron transitions have been investigated at the photoinduced Verwey transition limit. Also in this case, a fluence interval characterized by the coexistence of insulating and metallic domains have been identified.

Recent optical results by Borroni et al. have revealed that fs blue-light pulses (3.1 eV) can transiently bring the conduction band carriers of magnetite in their low-temperature ordered state, while the crystal is above the critical temperature of the phase transition [253]. In this scenario, the ability to switch the transport properties by adopt-
ing a tunable external optical stimulus opens new possibilities for optoelectronic devices. In order to fully exploit this potential, it is therefore necessary to understand the interplay between the atomic motions and the electronic structure changes responsible for the phase transition. In this investigation frame we include the UED experiments that we present in the following sections.

Further details concerning the atomic-scale mechanisms subdued to the Verwey transition and the state of the art of its investigation can be found in [228] and in the solid PhD thesis of Mark S Senn [254] and Simone Borroni [255, 256].

5.3.4 About micro-twinning

As common in phase transformations involving a lowering in symmetry, magnetite Verwey transition results in the formation of micrometer-sized structural domains called twins, where each twin corresponds to a different orientational variant of the monoclinic phase with respect to the parent cubic lattice. This phenomenon is due to the equivalence of the main crystallographic direction in the parent unit cell, as the \(c_m\) axis can be established with equal probability along the \(\langle 100 \rangle_c\), the \(\langle 010 \rangle_c\) or the \(\langle 001 \rangle_c\) directions during the phase transition. Additionally, due to the equivalence of the \(\langle 110 \rangle_c\) directions, the top and bottom faces of the cubic cell can glide with equal probability along the four directions. Thus, considering also inversion, the presence of \(3 \times 4 \times 2 = 24\) possible orientations can be observed in the crystal [257]. For clarity reasons, we report the main three possible twins orientation in figure 5.7.

Micro-twinning has longly affected the structural investigation of magnetite monoclinic phase, and the development of detwinning methods has been the key to address the structural characterisation of the LT phase [242]. To preserve a unique structural domain when crossing the Verwey transition from above, a specific twin must be favoured in energy. Field-cooling, i.e. the application of a magnetic field while crossing the Verwey temperature, have been demonstrated effective in the univocal selection of the \(c_m\) axis all along the crystal due to the coincidence of the \(c_m\) axis with the easy magnetisation axis in the LT phase. Furthermore, the application of uniaxial tension along a specific \([111]_c\) axis - or a cylindrical compression on a plane perpendicular to the same axis - favours the twin whose elongation is oriented on the same direction. To successfully apply the detwinning procedure, a single crystal with cylindrical shape and axis parallel to the \([111]_c\) direction surrounded by aluminum rings was designed. While field cooling across the Verwey transition, the thermal contraction mismatch between aluminum and magnetite results into the application of a cylindrical contact pressure along the desired axis.

A theoretical addressing of the aforementioned procedure can be found [258]. The detwinning process have been implemented in the
neutron scattering experiments reported in [256]. However, it has not been possible to address it during Ultrafast Reflection High-Energy Electron Diffraction (URHEED) experiments due to the incompatibility of the procedure with our experimental setup.

5.4 UED EXPERIMENTS ON MAGNETITE

5.4.1 Materials & Methods

The URHEED experiments were performed on a bulk $5 \times 5 \times 2 \text{ mm}^3$ natural magnetite single crystal (99.99% pure), purchased from Surface Preparation Laboratory [259]. Resistivity measurement proved the Verwey transition to happen at $\sim 117.5$ K. The sample was cut to expose the (110) surface. In the following experiments we started our investigation from the (440) Bragg reflection in the cubic phase of magnetite.

The diffraction experiments have been conducted using the ultrafast electron diffraction setup at LUMES at EPFL working in reflection geometry. Ultrashort electron pulses with energy per particle of 30 keV and 300 fs pulse duration are generated in a photoelectron gun after back-illumination of a photocathode with ultrashort UV laser pulses ($\lambda = 266$ nm). The electron beam has a transverse spot size of $\sim 100$ $\mu$m and is focused on the sample in a grazing incidence geometry ($0.5-2.5^\circ$). The sample is mounted on a 5-axes goniometer, allowing for the simultaneous adjustment of the incidence ($\theta$) and the azimuthal ($\phi$) angles. The temperature of the sample can be varied in the range 1.8 K to 300 K employing a liquid helium flow cryostat. The electron beam diffracted from the surface is recorded on a phosphorus-screen/MCP/CCD assembly. The dynamics is initiated by...
45-fs laser pulses at 800 nm (repetition rate of 20 kHz) with fluences ranging from 0.2 to 4.5 mJ/cm² focused in normal incidence on the sample surface. The velocity mismatch and the non-coaxial geometry between electrons and photons are generally responsible for a broadening of the temporal resolution. This effect is compensated for by tilting the wavefront of the optical pulse with respect to its propagation direction as explained in chapter 3 [113]. Therefore, the time resolution of the experiments is < 500 fs. The diffracted electrons are then recorded in stroboscopic mode at different delay times between the excitation laser and the electron pulses up to 250 ps after the excitation.

Here, we have explored the lattice dynamics of the magnetite crystal for a laser excitation of 800 nm at two different initial temperatures, 40 K and 300 K, the first below and second above the Verwey transition temperature, \( T_V \sim 117.5 \) K in our sample.

5.5 RESULTS

In kinematical diffraction theory the diffraction intensity \( I \) and the scattering vector \( s \) depend on the modulus and on the phase, respectively, of the structure factor \( F \). Because \( F \) is strongly dependent on the atomic displacement, \( u \), the temporal behaviour of the observed diffraction pattern is able to mirror the evolution of the lattice dynamics within the magnetite crystal during thermal expansion phenomena or across the Verwey transition. In Bragg scattering the incoming electron wave is directly coupled to an outgoing wave and, for a weak inner potential, the scattering condition is given by:

\[
2d_{[hkl]} \sin \theta = n\lambda_e
\]  

(5.1)

where \( \lambda_e = 6.98 \times 10^{-12} \) m is the de Broglie wavelength associated to 30 keV electrons and \( d_{[hkl]} \) is the interplane separation along the \( [hkl] \) direction. A homogeneous deformation (expansion/contraction) of the lattice will thus modify the scattering vector \( s \) of the Bragg peak according to the relation:

\[
\frac{s(t) - s_0}{s_0} \approx \frac{d_{[hkl]}(t) - d_{[hkl]}^0}{d_{[hkl]}^0} = e_{[hkl]}
\]  

(5.2)

where the subscript \( 0 \) indicates the corresponding quantities before laser excitation, and \( e_{[hkl]} \) denotes the lattice strain along the \( [hkl] \) direction.
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Figure 5.8: Time-dependent evolution of the intensity (red diamonds), strain (blue pentagons) and width (green hexagons) of the \([4\bar{4}0]\) diffraction peak at \(T = 300\) K and with a pump fluence of 1.77 and 3.54 mJ/cm\(^2\). In both cases, we can observe a fast quench in the intensity, due to an expansion of the lattice spacing on the observed reflection and to a broadening of the peak. A sketch with the definition of intensity, strain and amplitude of the peak can be found in figure 5.11. The acquired data were fitted by means of mono- or biexponential curves.

5.5.1 Photoinduced thermal expansion

Our first investigation of the dynamics in magnetite was performed at a temperature of \(\sim 300\) K and with a pump wavelength \(\lambda = 800\) nm. In figure 5.8 we report the observed time-dependent evolution of the features of the \([4\bar{4}0]\) diffraction peak - intensity, strain of the related family of planes and amplitude - upon photoexcitation, with pump fluences of 1.8 mJ/cm\(^2\) (a) and 3.5 mJ/cm\(^2\) (b). At the fluence value of 1.8 mJ/cm\(^2\), we observe a \(\sim 5\%\) quench in the peak intensity, together with an observed expansion of \(\sim 1.25 \times 10^{-4}\) and with an increase of the peak amplitude of \(\sim 1\%\). At the fluence value of 3.5 mJ/cm\(^2\), a \(\sim 8-10\%\) quench in the peak intensity, together with an observed strain of \(\sim 2.00 \times 10^{-4}\) and with an increase of the peak amplitude of \(\sim 1.5\%\) is registered.

The same parameters have been investigated as a function of the pump fluence (see Fig. 5.9). A linear dependence of the peak intensity - red - and of the lattice strain \(\varepsilon_{4\bar{4}0}\) - blue - as respect to the
pump fluence is retrieved. The aforementioned observations are in good agreement with the thermal expansion of the crystal cell, as discussed in section 5.6.1.

5.5.2 Peaks attribution in the monocline phase

We slowly cooled the sample with liquid helium to the LT phase, while monitoring the diffraction pattern. When the sample crosses the Verwey temperature, we observe a wide broadening and a position variation of the [440] peak in the direction perpendicular to the sample surface.

Microscopically, during the phase transition two main structural processes occur: the rotation of $-\pi/4$ of the monoclinic cell as respect to the parent cell and the formation of microtwins domains. The effect of the rotation alone, in presence of an effective detwining protocol, would still cause a change of the observed diffraction feature, due to the new orientation of the unitary cell as respect to the incoming radiation. The combined effects result in the superposition of various diffraction features of the LT phase with different spacing parameters $d$, thus explaining the broadening of the peak.

To assign the diffraction features appearing in the monocline cell, we reconstructed on CrystalMaker [249] both the crystalline phase of cubic and monoclinic magnetite. The cubic magnetite structure was obtained from Fleet [222], while the monoclinic unit cell was built as the $2a \times 2b \times c$ supracell of the P2/c unitary cell defined by Wright et al. [244] and used for the structural refinement of the Cc monoclinic unit cell. The P2/c cell is related to the parent cubic cell by the relation $a_c/\sqrt{2} \times a_c/\sqrt{2} \times 2a_c$. The monoclinic cell size, thus, corresponds to...
Figure 5.10: Change of the observed diffraction pattern across the Verwey transition. Top: sketch of the diffraction pattern at $T > T_V$, with the definition of the cubic unit cell. The defined diffraction peak reflects the long range order in the crystal. Bottom: effects of the twinning over the diffraction pattern. The three main twins orientation are shown, with the $c_m$ establishing over $c$, $b$, and $a$, respectively. According to the variation of the spacing of the monoclinic families of planes correspondent to the $[440]$, we assist to a distribution of the scattering angles. The direct consequence is a broadening of the diffraction feature in the low temperature phase. The presented sketch shows a simplified version of the problem, with a graphical approximation of the $Cc$ monoclinic cell to an orthorhombic unit cell (the angle $\beta$ is here neglected). Also, for clarity reasons, the diffraction peaks are magnified as respect as their dimension on the collected diffraction pattern.
the $\sqrt{2}a_c \times \sqrt{2}a_c \times 2a_c$ supracell of the parent cubic cell, as reported in section 5.3.

The two cells have been superimposed to reconstruct the variation of the observed reflection for the different possible twins. When the $c_m$ axis establishes along the $c_c$ axis, the previous $[4\bar{4}0]_c$ reflection corresponds to the $[800]_m$ and to the $[080]_m$. Among the 24 possible twins, in case of equiprobability in their orientation, $1/6$ of the twins population exposes the $[800]_m$ and another $1/6$ exposes the $[080]_m$ direction. Instead, if the $c_m$ axis establishes along the $a_c$ axis, the previous $[4\bar{4}0]_c$ reflection corresponds to the $[448]_m$ and to the three equivalents for successive rotations of $\pi/2$, the $[4\bar{4}8]_m$, $[4\bar{4}8]_m$ and $[\bar{4}\bar{4}8]_m$. It is worth noting that single twins will show only one reflection, and that this superposition is caused by the possible orientations of the LT cell. Due to the equivalent spacing of these reflections, we will refer more in general to the $[448]_m$ family. Among the 24 possible twins, in case of equiprobability in their orientation, $1/3$ of the twins population exposes the $[448]_m$ direction. Last, if the $c_m$ axis establishes along the $b_c$ axis, the previous $[4\bar{4}0]_c$ reflection also corresponds to the $[448]_m$ family. Thus, among the 24 possible twins, $2/3$ of their population exposes the $[448]_m$ direction. A qualitative sketch, not taking into account the variation of the angle $\beta$ is represented in figure 5.10.

Once identified the composite diffraction structure of our sample, the corresponding spacing $d$ has been computed for the different reflections. The results are summarised as follows:

<table>
<thead>
<tr>
<th></th>
<th>cubic</th>
<th></th>
<th>monochinic</th>
<th></th>
<th>strain $\epsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>d</td>
<td>[Å]</td>
<td>d</td>
<td>[Å]</td>
<td></td>
</tr>
<tr>
<td>800$^m$</td>
<td>1.4861</td>
<td>-1.5 $\times 10^{-3}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>440$^c$</td>
<td>1.4839</td>
<td>080$^m$</td>
<td>1.4812</td>
<td>1.8 $\times 10^{-3}$</td>
<td></td>
</tr>
<tr>
<td>448$^m$</td>
<td>1.4810</td>
<td>2 $\times 10^{-3}$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The direction of the strain in the table (positive = expansion, negative = contraction) are related to the transition from the LT monocline phase to the cubic phase. The computation of the position in our CCD of the identified diffraction features confirms the broadening of the observed peak.

In what follows, the word strain is used also to indicate the variation of the spacing of different families of planes due to the rotation of the unit cell and to the microtwinning during the phase transition. Also, we will refer to the superposition of the $[448]_m$, $[800]_m$ and $[080]_m$ in the monoclinic phase as the composite peak.
Figure 5.11: Variation of the observed diffraction features as a function of the temperature across the Verwey transition. Top: sketch of the diffraction peak with the definition of the analysed parameters: intensity (red diamonds), height (yellow triangles), position (blue pentagons) and amplitude (green hexagons) evaluated as FWHM. All the parameters are normalised as respect to the initial monoclinic phase. The lattice strain value is related to the peak position as expressed in equation 5.2. Bottom: signature of the thermal Verwey transition in the shape of the observed diffraction spot, before and after the Verwey temperature $T_V$. The two images are integrated the same amount of time.
5.5.3 Thermal phase transition

To reference the monoclinic-to-cubic phase transition in magnetite, we registered a sequence of diffraction pattern while crossing thermally the Verwey Temperature $T_V$, situated at $\sim 117.5$ K in our sample. The experiment was performed as follows: after cooling the sample at a temperature of $\sim 110$ K we removed the liquid helium flow from our cryostat and we let the sample thermalise. As the temperature rose, a sequential acquisition of diffraction patterns was performed until the temperature reached a value of $\sim 122.5$ K. During the investigated temperature interval, the thermalisation rate was $\sim 0.5$ K/min.

The modification of the observed diffraction feature during the transition from the monoclinic to the cubic structure was analysed. Figure 5.11 reproduces the change in the diffraction features during the thermal phase transition. The intensity (red), the height (yellow), the position (blue) and the amplitude (FWHM - green) of the Bragg feature in our diffraction pattern are plotted as a function of the temperature. The increase in the peak height and the strong decrease in the peak amplitude are due to the convergence of the multiple diffraction features of the monoclinic phase to the unique $[4\bar{4}0]$ Bragg peak in the cubic phase. The observed expansion in the cell is also due to the average higher spacing of the $4\bar{4}0$ planes as respect to the monoclinic reflections, as summarised in the table above.

In order to understand the decrease in the overall peak intensity, the squared structure factor $|F_{hkl}|^2$ have been computed for the involved reflections and unit cells ($4\bar{4}0$, $448m$, $800m$ and $080m$), where the unit cell structure factor, $F_{hkl}$ is defined as

$$F_{hkl} = \sum_1^nf_ne^{2\pi i(hx+ky+lz)}$$

(5.3)

where $n$ is the number of atoms in the unit cell, $f_n$ is the atomic scattering factor, $h,k$ and $l$ are the indexes of the considered reflections and $x,y$ and $z$ are the fractional coordinates of each atom in the unit cell.

The atomic scattering factors for Fe$^{\text{II}}$, Fe$^{\text{III}}$ and O$^{2-}$ were obtained from the international tables of crystallography [260], for scattering of electrons at the value $\sin(\theta)/\lambda = 0.3368\text{Å}^{-1}$. This latter was computed with the Bragg law considering the spacing $d$ of the lattice families of planes of interest. The scattering factor considered were the following: $f_{\text{Fe}^{\text{II}}} = 2.1665$, $f_{\text{Fe}^{\text{III}}} = 2.1827$, $f_{\text{O}^{2-}} = 0.9259$. Due to the charge delocalisation in Fe$_B$ sites in the cubic phase, an intermediate value of the scattering factor between Fe$^{\text{II}}$ and Fe$^{\text{III}}$ have been considered in B sites. The atomic coordinates in the considered cells were obtained from Fleet [222] for the cubic cell and from Wright et al. [244] for the monoclinic cell.
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Figure 5.12: Time-dependent evolution of the intensity (red diamonds), strain (blue pentagons) and width (green hexagons) of the composite diffraction peak at the temperature \( T = 40 \) K and with a pump fluence of 2.28 and 3.5 mJ/cm\(^2\). In both cases, we can observe a fast quench in the intensity, linked to a contraction of the lattice spacing of the observed reflection and to a narrowing of the peak. A sketch with the definition of intensity, strain and amplitude of the peak can be found in figure 5.11.

The obtained \( |F_{hkl}|^2 \) values for the three monoclinic reflections 448\(_m\), 800\(_m\) and 080\(_m\) corresponds to \( \sim 10^5 \), with differences amongst the three in the 5% range. The value \( |F_{hkl}|^2 \) for the cubic 440\(_c\) reflection, instead, is \( \sim 7 \times 10^3 \). After volume normalisation, \( |F_{hkl}|^2 \) for the cubic 440\(_c\) corresponds to 1/4 of the monoclinic structure factors, in qualitative agreement with the observed decay in the peak intensity. The absence of a quantitative agreement in the intensity evolution is due to multiple factors: the optimisation of the diffraction intensity in the high-temperature phase before cooling down, the structural change in the \( \beta \) angle in the monoclinic cell causing a deviation from the optimal diffraction conditions and the increased roughness of the probed surface after microtwinning.
Figure 5.13: Intensity decay of the composite diffraction peak as a function of time for twelve investigated pump fluences ranging from 0.22 to 2.65 mJ/cm². Two different behaviours can be observed: at low fluences a recovery of the scattered intensity after the initial quench is observed, while at fluences higher than a threshold value of ~0.9 - 1 mJ/cm² the intensity continues decaying at a lower rate.
Results

Figure 5.14: Pump fluence dependence of the initial drop in intensity - parameter A, green diamonds - and the slower intensity behaviour - parameter B (yellow pentagons). The two parameters behaves differently: the initial quench is present for all the investigated fluences, while the longer-time evolution of the intensity presents a threshold at a fluence value of $\sim 1 \text{ mJ/cm}^2$. The coloured areas represent a b-spline of the calculated error interval.

5.5.4 Photoinduced transient phase transition

The second section of the experiments was performed at a temperature of $\sim 40 \text{ K}$, with the aim to photoinduce the Verwey transition in the magnetite crystal and to study its mechanism. Detailed investigation was performed for fluence values of 2.28 and 3.4 mJ/cm$^2$.

In Fig. 5.12 we report the temporal evolution of the observed diffraction peak intensity (red diamonds), strain of the related family of planes (blue pentagons) and amplitude (green hexagons) - evaluated as FWHM - for the fluence values of 2.28 mJ/cm$^2$ and 3.54 mJ/cm$^2$. In the case of 2.28 mJ/cm$^2$, we observe a $\sim 5\%$ decay in the peak intensity, a strain of $\sim 3.5 \times 10^{-3}$ of the spacing and a narrowing of the composite peak amplitude of $\sim 10-11 \%$. With a pump fluence value of 3.54 mJ/cm$^2$, a $\sim 6\%$ decay in the peak intensity, a strain of $\sim 3.7 \times 10^{-3}$ of the spacing and a narrowing of the composite peak amplitude of $\sim 13.5 \%$ are retrieved.

The observed dynamics can be fitted by biexponential decays with two time constants: a fast constant $\tau_1 \approx 2-2.5 \text{ ps}$ and a slower constant $\tau_2 \approx 60 - 80 \text{ ps}$. The intensity decay and the lattice contraction have been further investigated as a function of the pump fluence. In fig. 5.13 we report the intensity decay as a function of twelve different investigated fluences.

Two different behaviours can be observed. At fluences lower than a threshold value of $\sim 1 \text{ mJ/cm}^2$, after an initial decrease in the order of 1.8-2.5 ps, we assist to a recovery of the scattering intensity. Complete recovery of the initial intensity is suspected happening only on a microseconds timescale, due to the low thermal conductivity of the system [261]. Conversely, at fluences higher than the threshold value,
a monotonic decrease of the peak intensity is observed after the initial quench with a longer time constant. Our observation are in good agreement with the results of the recent x-rays study from de Jong et al. [251]. Similarly to what done in that work, we plot two different features related to the intensity decay as a function of the fluence (see Fig. 5.14). The parameter A (green diamonds) evaluate the initial quench of the intensity. The parameter B (yellow pentagons) is related to the long-term behaviour of the intensity decay. In the B plot, the zero is associated to the intensity value at the end of the fast quench, thus negative values correspond to intensity recovery after the initial quench, while positive values define a persistence in the intensity decay.

Figure 5.15 contains plots of the reticular strain of the composite peak as a function of time for twelve values of fluence. A summary is reported in figure 5.16, where the average strain value after 150 ps is plotted as a function of the pump fluence. A fluence threshold at \( \sim 0.5 \text{ mJ/cm}^2 \) is recognised, which can be ascribed to the effective observation of the Verwey transition. At lower values no strain in the lattice is observable, due to an insufficient energy transfer to trigger the phase transition.

In the fluence interval between 0.5 and 1.75 \text{ mJ/cm}^2, the recorded compressive strain is proportional to the fluence increase. At fluences higher than 1.75 \text{ mJ/cm}^2, the lattice strain reaches a saturation value of \( \sim 3.5 - 4 \times 10^{-3} \) and the distortion does not show any further dependence on the pump fluence. As a note, the strain value at 3.54 \text{ mJ/cm}^2, not corresponding to any time profile in figure 5.15, is related to the time decay shown in figure 5.12.

In the LT regime, we could not investigate any fluence higher than the reported value of 3.54 \text{ mJ/cm}^2. Due to the low thermal conductivity of the monocline phase, higher fluences cause the thermalisation of the substrate and thus its thermal phase transition. The comparison of the peak features with pump fluences above this threshold value with the results shown in figure 5.11 confirms this scenario. Nevertheless, a time resolved experiment at 4.5 \text{ mJ/cm}^2 have been performed to double check the obtained data to the ones collected at room temperature and contained in figure 5.8.

The evolution of the strain and the amplitude of the [440] Bragg peak are reported in figure 5.17. We can observe an initial behaviour (lattice expansion and peak amplitude broadening) similar to the RT measurement displayed in figure 5.8, thus confirming the happened thermal phase transition of the sample. However, in the 100-ps timescale, different behaviours can be observed, probably due to the sample thermal stress. Presumably for similar reason, no clear dynamics is retrieved in the peak intensity, that is thus omitted.
Figure 5.15: Lattice average strain as a function of time for twelve investigated pump fluences ranging from 0.22 to 2.65 mJ/cm². A threshold value of \( \sim 0.5 \) mJ/cm² can be observed: at lower fluences, no clear dynamics is visible, while at higher fluences a compressive strain is evidenced in the data.
Figure 5.16: Fluence dependence of the observed strain relative at the composite diffraction peak during the phase transition. A fluence threshold at $\sim 0.5 \text{ mJ/cm}^2$ is recognised, which can be ascribed to the effective observation of the Verwey transition. In the fluence interval between $0.5$ and $1.75 \text{ mJ/cm}^2$, the recorded compressive strain is proportional to the fluence increase. At fluences higher than $1.75 \text{ mJ/cm}^2$, the lattice strain reaches a saturation value of $\sim 3.5 \times 10^{-3}$ and the distortion does not show any further dependence on the pump fluence. The coloured area represents the b-spline of the calculated error interval.

Figure 5.17: Laser-induced high temperature phase dynamics: lattice strain (blue pentagons) and amplitude variation (green exagons) of the [440]-diffraction peak plotted as a function of the time. An initial behaviour similar to the RT measurement is observed in both the expansion of the crystal and the amplitude of the Bragg peak. At longer timescales, we observe a different trend in the data as respect to the RT experiments (see Fig. 5.8). Presumably, the thermal stress applied to the sample in this condition is responsible to the observed differences.
5.6 DISCUSSIONS

5.6.1 Room temperature dynamics

The room temperature dynamics can be understood as the out-of-equilibrium thermal expansion of the cubic lattice induced by laser heating. The observed dynamics of intensity, amplitude and lattice strain shown in figure 5.8 concur to the validation of this scenario. Moreover, the linear dependence of the intensity decay and the lattice strain as respect to the incoming fluence serves as a further confirmation of the lattice expansion in the crystal, and the retrieved strain values show good agreement with the literature [262].

5.6.2 Thermal phase transition

The observation related to the thermal phase transition are in good agreement with the theoretical previsions and calculation. Crossing the phase transition from below, the differently oriented twins of the monocline cell convolve to the long-range cubic arrangement of the crystal exposing the $\bar{1}10$ family of planes. This is mirrored in the diffraction pattern with the strong increase in the peak height and the narrowing of its amplitude (see Fig. 5.11). The observed average expansion of the lattice planes is also in agreement with the computed spacing of the investigated planes in the monoclinic phase as respect to the $4\bar{4}0$. Also, the decrease of the intensity of the peak is in qualitative agreement with the calculation of the structure factor $|F_{hkl}|^2$ of the involved reflections. The deviation from the quantitative value of $4:1$ (monoclinic:cubic) is probably due to the twinning phenomena, to the increased roughness of the sample in the monoclinic phase and from a mismatch from the optimal scattering condition of the monoclinic phase, as the optimisation of the diffraction pattern was performed for the high-temperature phase at the beginning of the experiments.

5.6.3 Photoinduced phase transition - intensity decay

The observed composite intensity decay is in agreement with the observations reported in [251]. The initial fast decay corresponds to carrier excitation and subsequent annihilation of the long range network of frozen trimerons. The evolution of the system is strongly fluence-dependent. At low fluences, the trimerons network is reestablished after some tenth of picoseconds and the crystal maintains a monoclinic structure (recovery of the peak intensity). At fluences higher than a threshold value, the trimeron network is compromised and the system slowly evolves to the high temperature cubic phase (monotonic decay of the peak intensity). The threshold effect is clearly visible in
figure 5.14. The phase transition is accompanied by phenomena of phase segregation, where the presence of island of monoclinic phase in a percolate network of cubic phase is retrieved [251, 252].

5.6.4 Photoinduced phase transition - lattice strain

The observed strain in the phase transition presents a strong dependence from the pumping fluence. A threshold value of 0.5 mJ/cm² is identified. At lower values, the energy absorbed by the sample is not enough to induce the phase transition. At values of 1.8 mJ/cm² and higher, the observed compressive strain reaches a saturation value.

In the high statistic experiments, the presence of a standstill in the strain dynamics at a time of 10-40 ps is observed. A hint of the presence of this plateau is also visible in many of the low statistic dynamics shown in figure 5.15. However, due to the lack of time resolution, it is hard to identify any fluence dependent behaviour of this feature. A similar behaviour was observed by Hu [19] in diffraction from germanium telluride. A plateau in the scattering vector variation as a function of time have been explained as the result of two dynamics of different nature and with different timescales. In our case, a clear attribution of the involved dynamics have not been possible, due to the complexity of the involved phase transition. Further investigation would be required to better understand this feature.

5.6.5 Comparison between thermal and photoinduced phase transition

We compared the measured dynamics between the photoinduced and the thermal phase transition. As a first approximation, the photoinduced and thermal dynamics show similar trends.

However, a first discrepancy related to the different magnitude of the observed dynamics is detected. As visible in the decays in figure 5.11 and 5.12, during the photoinduced Verwey transition we do not assist to the complete recovery of the diffraction peak characteristic of the cubic phase. This observation suggests the coexistence of a superficial cubic phase with a monoclinic phase localised more in depth during the photoinduced phase transition, and it is in agreement with the narrow penetration depth of 800 nm laser in magnetite of the order of 10-20 nm (obtained from the absorption coefficient at 800 nm in [263] et and [264]).

We observe a similar quantitative trend in the decay of the intensity and the amplitude. The intensity decay for fluences corresponding to the saturation regime corresponds to ~ 5%. If normalised to the value of ~ 25% observed for the thermal transition, a factor of 0.2 is obtained. The peak amplitude presents a similar behaviour, with a narrowing of the ~ 12% in the photoinduced transition and of the ~
60% during the thermal one, again giving a normalised factor of 0.2. Following these observations, we propose as a rough approximation that only 1/5 of the probed volume undergoes the phase transition in the photoinduced experiment.

The most unexpected result in the photoinduced phase transition concerns the strain direction, which is the only parameter in qualitative disagreement with the thermal phase transition. While the thermal experiment and the calculation agree on an expansion of the observed family of planes, the photoinduced data show an evident contraction of the same. To explain the observed discrepancy, a scenario is proposed, related to a possible different statistical distribution of the twins population at the sample surface, for this particular sample and exposed family of planes. As sketched in figure 5.10, the c_m axis can indifferently establish along the a_c, b_c and c_c axis while crossing the Verwey transition. However, due to the orientation of the sample, monoclinic cells orienting their c_m axis along directions with components in the out-of-plane coordinate would experience the impossibility to have a network of complete unit cell. This interruption of the long range network of stabilised trimerons would leave that particular superficial twin in a higher energy state than the ones orienting their c_m axis in the plane direction. So it is reasonable to assume that superficial twins preferentially show this latter configuration because of a more favourable energetic state. This orientation of the monoclinic cell statistically favours the exposition of the [800]_m family of planes - the one undergoing a compressive strain during the phase transition. The surface sensitivity of our probe in the order of few tenth of nanometers would thus give a qualitative response to the observed strain dynamics. However, the proposed scenario is far from being quantitatively addressed, and the micrometer dimension of the twins does not completely fits into this model. A second possible explanation is the variation of the energy landscape due to photoexcitation, leading the system to different minima in case of photoinduced or thermally-driven phase transition (see figure 5.18).

To validate one or the other scenario, further experiments should be designed to explore magnetite samples crystallographically oriented in different ways. Proper evaluation of the cubic and monocline structure should be performed to carefully identify crystal orientations where certain twins are not energetically favoured as respect to the others.

In this chapter, we studied the structural dynamics related to the Verwey transition in magnetite. Despite the manifested complexity due to the presence of the microtwinning phenomenon, we have been able to retrieve information concerning the phase transition dynamics. Ev-
idence of the effective Verwey transition can be found in the qualitative agreement between the thermal and the photoinduced transition.

A composite dynamics of the peak intensity confirmed a previously formulated model of phase segregation during the Verwey transition. The anomalous direction of the strain across the phase transition have been explained through a surface-driven statistical distribution of the twins in the crystal or through the presence of a variable energy landscape, which differs between the thermally-driven and the photoinduced phase transition. Further investigation is required to prove the validity of the proposed scenario.

Moreover, as 400 nm light have been proved able to freeze the electronic states typical of the delocalised HT structure into the localised states of the LT phase \([253]\), it would be desirable to repeat the performed experiment with the new pumping wavelength, resonant for the Fe-O electron transfer. The main interest feature for this experiment is to verify the eventual presence of a strong electron-lattice interplay, able to induce the Verwey transition from cubic to monoclinic, only by means of charge ordering processes.
CONCLUSIONS

This doctoral work was dedicated to the enhancement of the potential of a Ultrafast Electron Diffraction setup. After initial successful experiments on 2D-supracrystals, able to disclose order-disorder and local stiffness phenomena, a main accomplishment was the design and development of a pulse front tilting system able to increase the time resolution of the technique also for mm$^2$ size samples measured in reflection geometry.

The successful enhancement of this sub-500 fs time resolution allowed the investigation of two solid state systems of actual interest: graphite and magnetite. In graphite, we have been able to visualise the population of the SCOPs modes. Despite it has already been previously observed, we remark that it is the first time that the graphite ultrafast intensity decay was observed in a Ultrafast Electron Diffraction experiment operating in reflection geometry.

In magnetite, despite the complex problem due to microtwinning phenomena happening during the phase transition, we have been able to successfully identify features characteristic to the Verwey transition, happening in presence of phase segregation phenomena. During the investigation, a strong difference in the thermal and the photoinduced phase transition was observed and we propose a model to explain this discrepancy. Further experiments in magnetite would be needed to deepen the understanding of the complex interplay between structural and electronic degrees of freedom in this system.

In conclusion, I demonstrated the extreme versatility of the Ultrafast Electron Diffraction technique, whose insight have ranged from the characterisation of 2D-supracrystals of alkanethiol-capped gold nanoparticles and the disclosure of order-disorder phenomena to the observation of phase transitions in complex crystals, like magnetite.

This work open the pathway toward a better understanding of the structural dynamics at the surface of real bulky samples, needing a high electron flux and a sub-500 fs time resolution.
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