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Abstract
Weather radars provide real-time measurements of precipitation at a high temporal and spatial

resolution and over a large domain. A drawback, however, it that these measurements are

indirect and require careful interpretation to yield relevant information about the mechanisms

of precipitation.

Radar observations are an invaluable asset for the numerical forecast of precipitation, both for

data assimilation, parametrization of subscale phenomena and model verification. This thesis

aims at investigating new uses for polarimetric radar data in numerical weather prediction.

The first part of this work is devoted to the design of an algorithm able to automatically detect

the location and extent of the melting layer of precipitation , an important feature of stratiform

precipitation, from vertical radar scans. This algorithm is then used to provide a detailed

characterization of the melting layer, in several climatological regions, providing thus relevant

information for the parameterization of melting processes and the evaluation of simulated

freezing level heights.

The second part of this work uses a multi-scale approach based on the multifractal frame-

work to evaluate precipitation fields simulated by the COSMO weather model with radar

observations. A climatological analysis is first conducted to relate multifractal parameters to

physical descriptors of precipitation. A short-term analysis, that focuses on three precipitation

events over Switzerland, is then performed. The results indicate that the COSMO simulations

exhibit spatial scaling breaks that are not present in the radar data. It is also shown that a

more advanced microphysics parameterization generates larger extreme values, and more

discontinuous precipitation fields, which agree better with radar observations.

The last part of this thesis describes a new forward polarimetric radar operator, able to simulate

realistic radar variables from outputs of the COSMO model, taking into account most physical

aspects of beam propagation and scattering. An efficient numerical scheme is proposed to

estimate the full Doppler spectrum, a type of measurement often performed by research

radars, which provides rich information about the particle velocities and turbulence. The

operator is evaluated with large datasets from various ground and spaceborne radars. This

evaluation shows that the operator is able to simulate accurate Doppler variables and realistic

distributions of polarimetric variables in the liquid phase. In the solid phase, the simulated

reflectivities agree relatively well with radar observations, but the polarimetric variables tend

to be underestimated. A detailed sensitivity analysis of the radar operator reveals that, in

the liquid phase, the simulated radar variables depend very much on the hypothesis about

drop geometry and drop size distributions. In the solid phase, the potential of more advanced
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scattering techniques is investigated, revealing that these methods could help to resolve the

strong underestimation of polarimetric variables in snow and graupel.

Key words: radar, polarimetric, COSMO, numerical weather prediction, melting layer, multi-

fractals
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Résumé
Les radars météorologiques fournissent des mesures de précipitations en temps réel, à haute

résolution spatiale et temporelle et ce, au-dessus d’une large zone. Ces mesures, toutefois,

sont indirectes et nécessitent une interprétation minutieuse pour fournir une information

pertinente sur les mécanismes de formation et d’évolution des précipitations.

Les données radars sont un atout indéniable dans l’estimation numérique des précipitations,

tant pour l’assimilation de données que pour la paramétrisation de processus sous-maille et

la vérification de modèles. L’objectif de cette thèse est de proposer de nouvelles utilisations

de données de radars polarimétriques dans la prévision numérique du temps. La première

partie de ce travail est dédiée au développement d’un algorithme permettant la détection

automatique de la hauteur et de l’étendue de la couche de fusion des précipitations, une

importante propriété de la précipitation stratiforme, à partir de scans radar verticaux. Cet

algorithme est ensuite utilisé pour proposer une caractérisation détaillée de la couche de

fusion dans plusieurs régions climatologiques ; une information utile pour la paramétrisation

des processus de fusion et la validation de la hauteur de fusion simulée par le modèle.

Dans la seconde partie de ce travail, une approche multi-échelles basée sur la théorie des

multifractales est utilisée pour évaluer les champs de précipitation simulés par le modèle

de prévision COSMO avec des observations radar. Dans un premier temps, une analyse

climatologique est effectuée afin de relier les paramètres multifractals à des descripteurs de la

physique des précipitations. Ces résultats sont complétés par une analyse à courte-échelle

sur trois évènements caractéristiques. Les résultats indiquent la présence de ruptures de

comportement scalant sur les précipitations simulées qui sont absentes des observations. Il

est aussi constaté qu’un schéma microphysique plus complexe tend à générer une plus grande

hétérogénéité et des extrêmes de précipitations plus prononcés, qui se rapprochent davantage

des observations radar.

Enfin, dans la dernière partie de cette thèse, un nouvel opérateur radar polarimétrique, capable

de simuler des variables radar réalistes à partir de sorties du modèle COSMO est proposé.

Cet opérateur prend en compte les principaux aspects physiques de la propagation et de la

rétrodiffusion du faisceau radar. Une méthode numérique efficace est proposée pour estimer

le spectre Doppler, une mesure fréquente des radars de recherche, et qui fournit de riches

informations sur la vitesse des particules et la turbulence. L’opérateur est évalué à l’aide

de grands jeux de données issus de radars satellite et terrestres. L’évaluation indique que

l’opérateur est capable de simuler des variables Doppler et des distributions de variables

polarimétrique réalistes dans la pluie. En phase solide, la réflectivité simulée est en assez bon
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accord avec les observations mais les variables polarimétriques tendent à être sous-estimées.

Dans la phase solide, la comparaison de plusieurs méthodes d’estimation de la rétrodiffusion

indique que les méthodes les plus avancées pourraient permettre de résoudre le problème de

sous-estimation de la signature polarimétrique dans la neige.

Mots clefs : radar, polarimétrique, COSMO, prévision numérique du temps, couche de fusion,

multifractales
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1 Introduction

Precipitation is a key process in the water cycle, as well as a crucial resource to maintain

suitable conditions for life on Earth (e.g., Jackson et al., 2001; Chahine, 1992). Absence or

excess of precipitation have a strong direct social and economical impact on societies (Kunkel

et al., 1999), and can lead to disastrous natural hazards (e.g. floods, avalanches, droughts).

Precipitation is also related to many common economical activities, such as agriculture,

drinkable water production and hydro-power generation. These impacts take place in a

changing world, where climate change has led to additional uncertainties in the prediction of

precipitation, both in terms of magnitude and location (e.g., Frei et al., 2006).

Because of its great importance in everyday life, people have tried to forecast weather for

millennia with empirical, sometimes unrelated observations, such as the color of the sun, the

position of stars or the pattern of winds. Scientific study of precipitation started in Ancient

Greece (Aristotle and his pupil Theophrastus), and is still undergoing intense study today,

as there is still a lot to be known. Indeed, precipitation is the result of complex interactions

between turbulent atmospheric dynamics and cloud microphysics, that span from a few

microns and seconds to thousands of kilometers and days (Lovejoy et al., 2008). Moreover,

precipitation varies depending on the considered spatial and temporal scales (Fabry, 1996).

Nowadays, precipitation forecasts are performed with state of the art numerical weather

prediction (NWP) models. Still, quantitative precipitation forecast (QPF) is considered as one

of the most challenging tasks in NWP (Bauer et al., 2015). Although the dynamical processes

governing the motions in the atmosphere and its thermodynamic state are well known, their

numerical estimation is difficult, and is limited by the resolution of the model, which is

typically in the order of a few kilometers for modern local-scale weather prediction. At these

resolutions, numerical weather prediction and regional climate models are not able to fully

resolve local processes, which occur at the sub-grid scale, especially over complex terrain.

Such processes include, for example, exchange of heat and moisture between the surface and

the atmosphere, local circulations over mountains and in valleys, and orographic precipitation.

Processes that are too local or too complex are not explicitly resolved by the dynamics within

the model, and are instead simplified and approximated with parameterizations based on
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empirical observations of the considered phenomena. Because of its complexity, QPF relies

heavily on parameterizations, especially for heavy precipitation events associated with small-

scale convection such as thunderstorms.

Another difficulty in NWP arises from the fact that, in order to predict the weather in the future,

the present state of the atmosphere must be known as accurately as possible. Indeed, the

dynamics of NWP rely on partial differential equations, which require initial and boundary

conditions to be provided. This is done mostly with data assimilation, the process by which

weather observations are incorporated into the model state. It is a key aspect of NWP, and offers

major perspectives for overall weather prediction improvement (Rabier, 2005). Traditionally,

assimilated data includes radio sounding profiles of temperature, humidity and pressure;

synoptic stations measurements (wind, temperature, pressure and humidity) as well as data

from vertical wind profilers.

At last, quantifying the performance of a NWP model is far from being a trivial task, especially

in terms of QPF. Indeed, observations of precipitation are typically available at a different

spatial and temporal resolution than the model. Traditional point-based verification scores

are generally unable to provide sufficient information about the forecast quality, as they do not

take into consideration the spatial structure of precipitation and are affected by the so-called

“double penalty” (Gilleland et al., 2009). Indeed, small displacements in the simulated forecast

features are penalized twice, once for missing the observation and again for giving a false

alarm. The impact of this double penalty is related to the variability of the simulated fields,

which tends to increase with the resolution of the model.

For all these reasons, improving the observations of precipitation is a crucial step in the

development and improvement of QPF. Whereas collecting and measuring precipitation at

the ground has a very long history dating back to the Ancient Greeks, the remote sensing

of precipitation at altitude is only quite recent. It is only shortly after World War II, that the

potential of the recently developed radar (RAdio Detection and Ranging), as a method to

observe and describe precipitation, was recognized (Marshall et al., 1947). Radar technol-

ogy has improved significantly since then and now most operational weather radar systems

are equipped with dual-polarization and Doppler capabilities (polarimetric radars), which

provide additional information about the type of precipitation (e.g. phase, homogeneity and

shape of hydrometeors), and the radial component of the velocity of the precipitation field.

Radars are able to deliver areal measurements of precipitation at a high temporal and spatial

resolution. Unfortunately, these measurements are unavoidably indirect, and need to be

carefully interpreted to yield any meteorological meaning.

This thesis focuses on new perspectives for the use of polarimetric radar data in NWP. These

perspectives are threefold. First of all radar data can be used to improve and verify model

parameterizations, by providing an insight into sub-grid scale processes, such as, for example,

deep convection (Kumjian et al., 2014), the terminal velocity of snowflakes (Langleben, 1954),

or the melting process (Zawadzki et al., 2005). Secondly, radar data can be used for assimilation.
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However, this assimilation is necessary indirect: either the weather radar observations are

first converted to atmospheric variables simulated by the NWP model (e.g., Chang and Holt,

1994; Davolio and Buzzi, 2004), or synthetic radar observations are generated based on the

state of the atmosphere simulated by the model (e.g., Wang et al., 2013; Zeng et al., 2016).

Finally, weather radars are essential for model validation. Traditionally, model validation

has been performed with quantitative precipitation estimation (QPE) products retrieved

from operational radar networks (e.g., Ebert, 2008; Wernli et al., 2008; Mittermaier et al.,

2013). However, recent advances in radar meteorology make it possible to identify many

more atmospheric features, which could also be used for model evaluation, albeit in a less

direct and quantitative way. Examples of such features include hydrometeor types (e.g.,

Dolan and Rutledge, 2009; Grazioli et al., 2015; Besic et al., 2016), extent of the melting layer

of precipitation and height of the freezing level (e.g., Das et al., 1993; Bandera et al., 1998;

Giangrande et al., 2008), or wind patterns (Salonen et al., 2008).

1.1 Motivation

1.2 Scientific background

This section provides a basic overview of the physical and technical aspects of numerical

weather prediction and radar meteorology, with an emphasis on meteorological applications.

First, a short description of the particle size distribution will be given, as this key notion

will be encountered on numerous occasions in this thesis. Then, the COSMO numerical

weather prediction will be described, both in terms of atmospheric dynamics and sub-grid

scale parameterizations. Finally, an introduction to radar meteorology will be given, where all

polarimetric radar variables which are of major interest for meteorological purposes will be

described.

1.2.1 Microstructure of precipitation

The microstructure of precipitation defines all measurable quantities of a population of hy-

drometeors within a given volume (Jameson, 1983). For meteorological applications, the

microstructure is usually defined in terms of size distribution, shape, fall velocity and orienta-

tion (Thurai et al., 2009).

Knowledge of the precipitation microstructure is crucial to relate radar observables to me-

teorological information such as precipitation intensity or mass concentrations (Raupach

and Berne, 2016), and to parameterize sub-grid scale precipitation in numerical weather

prediction models (Seifert and Beheng, 2006).

Many established relations have been proposed to link microstructure quantities to the particle

size, such as, for example, the mass (e.g., Locatelli and Hobbs, 1974; Heymsfield et al., 2004),

the terminal fall velocity (e.g., Heymsfield, 1972; Locatelli and Hobbs, 1974; Beard, 1977) or the
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aspect-ratio (e.g., Andsager et al., 1999; Thurai et al., 2007). Therefore, the characterization of

the precipitation microstructure focuses on the estimation of the distribution of particle sizes

within a given volume. The volumetric particle size distribution (PSD) or drop size distribution

(DSD) in the case of rainfall, is a function that represents the number of hydrometeors N (D)

per unit size (diameter D) and volume. Usually, the PSD takes the units of mm−1 m−3.

The PSD (or DSD for rain) is measured at the ground using disdrometers e.g. Parsivel (Löffler-

Mang and Joss, 2000), POSS (Sheppard, 1990) or 2DVD (Schönhuber et al., 2008). Disdrometers

take areal measurements of drop size distributions which can be converted to volumetric drop

size distributions with the hydrometeor fall velocity.

NA(D)= N (D)vt (D) (1.1)

where NA is the areal PSD in mm−1m−2, and vt (D) is the terminal fall velocity in m s−1 for a

given particle diameter.

Defining a mathematical formulation for the PSD and DSD has been an evergoing debate in

the scientific community (e.g., Joss and Gori, 1978; Ulbrich, 1983; De Michele and Ignaccolo,

2013). Agreeing on a reference model is difficult, mostly because the accuracy of disdrometer

measurements is poorly known and depends very much on the instrument (e.g., Jaffrain and

Berne, 2011; Raupach and Berne, 2015; Thurai et al., 2017).

For rain, the normalized gamma DSD proposed by Ulbrich (1983) is often used.

N (D)=αN∗
t Dμexp(−ΛD) (1.2)

where N∗
t is a concentration [m−3], μ a dimensionless shape parameter, Λ, a slope parameter

[mm−1]. α is a normalization parameter that makes N∗
t an actual concentration:

α= 1
Dmax∫
Dmin

Dμexp(−ΛD) dD

(1.3)

In numerical weather prediction, the prescribed DSD formulation varies from model to model.

In its operational setup COSMO uses a gamma distribution, where αN∗
t is replaced by N0(λ)

with units mm−μ m−3 (Seifert and Beheng, 2006). The value of N0(λ) is based on a relation by

Ulbrich (1983). Meso-NH uses a generalized gamma distribution, with an additional exponent

on the diameter inside the exponential (Cohard and Pinty, 2000). In its non-operational two-

moment scheme, COSMO uses also a generalized gamma distribution, but the concentration
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of particles is defined as a function of mass and not diameter. Finally, WRF uses an exponential

distribution, where μ= 0 (Chen and Sun, 2002).

1.2.2 The COSMO model

The COSMO model is a mesoscale limited area NWP model initially developed as the Lokal

Modell (LM) at the Deutscher Wetterdienst (DWD). It is now operated and developed by vari-

ous weather services in Europe, including Switzerland. Besides its operational applications,

it is also used for scientific purposes in weather prediction and dynamics and for regional

climate simulations. The COSMO model is a non-hydrostatic model based on the fully com-

pressible primitive atmospheric equations in a moist atmosphere. The model uses a rotated

coordinate system where the pole is displaced to ensure approximatively horizontal resolu-

tion over the model domain. Sub-grid scale physical processes are taken into account with

parameterizations.

Figure 1.1 – Operational domains of COSMO-7 (a), COSMO-2 (b) and COSMO-1 (c).

Currently in Switzerland, COSMO is run operationally in two nested configurations: COSMO-7

and COSMO-1. COSMO-7 covers most of western Europe with 393× 338 grid points at a

horizontal resolution of 7 km and 60 vertical levels. COSMO-1 covers Switzerland and part of

its neighbouring countries with 1158×774 grid points at a horizontal resolution of 1 km and 80
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vertical levels. COSMO-1 has been operational only since 2016. Before this, the high-resolution

version was COSMO-2 which covered a slightly smaller domain than COSMO-1 with 520×350

grid points at a horizontal resolution of 2 km and 60 vertical levels. The areas covered by

all three Swiss operational versions of COSMO are shown in Figure 1.1. In the context of

this thesis, since most of the studied events happened before 2016, COSMO was used in the

COSMO-2 configuration, with version 5.04a of the model. To simulate all precipitation events

studied in this thesis, the COSMO model was set-up and run on EPFL’s high-performance

computing architecture1.

1.2.2.1 Model equations

The basic set of equations solved by COSMO comprises prognostic Eulerian equations for

momentum, total mass, mass of water constituents, heat, and the equation of state (Doms

and Baldauf, 2015). External effects on the system include gravity and Coriolis forces, while

internal effects include heat, mass and momentum transfer as well as phase changes of water.

ρ
dv

dt
=−∇p +ρg−2Ω× (ρv)−∇· t (1.4)

dp

dt
=−(cp/cv )p∇·v+ (cp/cv −1)Qh + (cp/cv )Qm (1.5)

ρcp
dT

dt
= dp

dt
+Qh (1.6)

ρ
dqx

dt
=−∇· Jx + I x (1.7)

ρ = p [Rd (1+α)T ]−1 (1.8)

In the following, the superscript x represents a specific constituent of the mixture (x = d : dry

air, x = v : water vapour, x = k: liquid water, x = f : ice). All parameters of Equations 1.4-1.7 are

given in Table 1.1

Since the total mass is conserved, the rate of change of any given mass specific quantity ψ can

be formulated as:

ρ
dψ

dt
= ∂(ρψ)

∂t
+∇· (ρvψ) (1.9)

In COSMO, dry air and water vapour behave like ideal gases, and liquid water and ice are

incompressible substances.

1http://scitas.epfl.ch/hardware/deneb-and-eltanin
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t time
p pressure
T temperature
g apparent acceleration of gravity
ρx partial density of mixture constituent x
ρ =∑x ρx total density of the air mixture
v = (u,v,w) barycentric velocity (relative to the rotating Earth)
Ω constant angular velocity of Earth rotation
t stress tensor due to viscosity
cp ,cv heat capacities for constant pressure and volume
Qh diabatic heat production per unit volume of air
Qm impact of changes in humidity constituents concentrations on the

pressure
qx = ρx/ρ mass fraction (specific) content of constituent x
I x sources/sinks of constituent x
Jx diffusion flux of constituent x
α= ( Rv

Rd )qv −ql −q f moisture term relating temperature to generalized virtual tempera-
ture. Rd and Rv are the gas constants of dry air and water vapour.

∇ gradient (Nabla) operator

Table 1.1 – Parameters of the primitive equations of the atmosphere (Equations 1.4-1.8).

Considering the large dimensions of the mesoscale meteorological circulations simulated by

COSMO (horizontal scales up to 100 km and vertical scales up to 10 km), solving explicitly all

model equations with a sufficiently small grid spacing is computationally impossible. It is thus

necessary to average these basic equations over the relevant space and time scales. In COSMO,

this is done by separating the meteorological variables into a mean value (at the temporal

and spatial resolution of the model) and a deviation (at the subgrid scale), a process known as

Reynolds decomposition. For velocity and mass specific variables of state, such as enthalpy,

internal energy and concentrations qx , another type of decomposition is performed, where

the mean value is a mass weighted average. COSMO also considers some simplifications for

the heat equation:

1. Since turbulent fluxes are dominant in the atmosphere, molecular fluxes are neglected

except for the sedimentation fluxes of liquid and solid water.

2. The specific heat of moist air is approximated by the specific heat of dry air as in the

atmosphere water constituents contribute very little to the total mass of any volume of

air.

3. The impact on pressure due to Qm and Qh is neglected.

4. The effect of buoyant heat and moisture fluxes on the temperature is neglected.

7



Chapter 1. Introduction

The primitive equations of the atmosphere are typically defined using spherical coordinates,

since the Earth is nearly spherical. However, when considering large model domains, numeri-

cal problems arise from the convergence of meridians and the resulting pole singularities.

To overcome these issues, COSMO uses rotated spherical coordinates, in which the pole is

tilted and positioned such that the equator runs through the center of the model domain.

This rotated coordinate system is defined in terms of orthogonal spherical coordinates (λ, φ,

r ), where λ is the rotated longitude, φ is the rotated latitude and r is the distance from the

Earth center. Details about the transformation of the basic equations into this new coordinate

system can be found in Dutton and Fichtl (1969).

COSMO also assumes the Earth to be spherical with constant radius a, which implies that the

gravity acceleration is constant and perpendicular to surfaces of constant radius, and that the

distance r from the Earth center can be replaced by the geometrical height above mean sea

level z.

Moreover, in COSMO, the pressure p is represented as the sum of a base-state pressure and

deviations from the base state, in order to improve the numerical accuracy. In COSMO the

base state is horizontally homogeneous, time invariant, in hydrostatic equilibrium, as well as

dry (no water) and at rest (no wind).

The rotated pole coordinate system is a curvilinear but orthogonal spherical coordinate system,

where the vertical coordinate is the geometrical height above mean sea level z. When the

model includes the surface terrain, the formulation of lower boundary conditions becomes

very costly. Therefore, COSMO uses a nonorthogonal terrain-following coordinate system in

the vertical, where the lowest level corresponds to the topography. In this coordinate system,

z is replaced by a generalized vertical coordinate ζ, which depends on λ, φ and z. In order to

keep the numerical formulation of the model equations independent from a specific choice

of ζ, a two-step coordinate transformation is performed. First, the vertical heights of all

grid points are transformed into a user-specified terrain-following coordinate ζ̂. Then, all

coordinates ζ̂ are mapped to a regular discrete grid defined by the computational coordinates

ζ using a monotonic function ζ̂=m(ζ).

COSMO offers three options for the terrain-following coordinates ζ̂. The first one is a reference

pressure based coordinate, the second one is a Gal-Chen height based coordinate system

(Gal-Chen and Somerville, 1975), and the third one is the height-based SLEVE (Smooth Level

VErtical) coordinate (Schär et al., 2002).

To summarize, four steps are needed to convert the primitive equations to a form that can be

numerically solved: Reynolds decomposition, conversion to rotated pole coordinates, base-

state deviation, and conversion to terrain-following coordinates. Applying all these modi-

fications to the primitive atmospheric budget equations (Equations 1.4-1.8) gives the final

set of model equations (Equations 1.10-1.17), which includes seven prognostic equations for

horizontal wind velocity, vertical wind velocity, perturbation pressure, temperature, water
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1.2. Scientific background

vapor, liquid and solid form of water, as well as one diagnostic equation for the total density of

air.

Horizontal wind velocity components

∂u

∂t
=−
{

1

a cosφ

∂Eh

∂λ
− vVa

}
− ζ̇

∂u

∂ζ
− 1

ρa cosφ

(
∂p ′

∂λ
− 1�

γ

∂p0

∂λ

∂p ′

∂ζ

)
+Mu (1.10)

∂v

∂t
=−
{

1

a

∂Eh

∂λ
−uVa

}
− ζ̇

∂v

∂ζ
− 1

ρa

(
∂p ′

∂λ
− 1�

γ

∂p0

∂λ

∂p ′

∂ζ

)
+Mv (1.11)

Vertical wind velocity

∂w

∂t
=−
{

1

a cosφ

(
u
∂w

∂λ
+ v cosφ

∂w

∂φ

)}
− ζ̇

∂w

∂ζ
− g�

γ

p0

ρ

∂p ′

∂ζ
+Mw

+ g
ρ0

ρ

{
T −T0

T
− T0p ′

T p0
+
(

Rv

Rd
−1

)
qv −ql −q f

}
(1.12)

Perturbation pressure

∂p ′

∂t
=−
{

1

a cosφ

(
u
∂p ′

∂λ
+ v cosφ

∂p ′

∂φ

)}
− ζ̇

∂p ′

∂ζ
+ gρ0w −

cd
p

cd
v

pD (1.13)

Temperature

∂T

∂t
=−
{

1

a cosφ

(
u
∂T

∂λ
+ v cosφ

∂T

∂φ

)}
− ζ̇

∂T

∂ζ
− 1

ρcd
v

pD+QT (1.14)

Water vapour

∂qv

∂t
=−
{

1

a cosφ

(
u
∂qv

∂λ
+ v cosφ

∂qv

∂φ

)}
− ζ̇

∂qv

∂ζ
−
(
Sl +S f

)
+Mqv (1.15)
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Liquid and solid forms of water

∂ql , f

∂t
=−
{

1

a cosφ

(
u
∂ql , f

∂λ
+ v cosφ

∂ql , f

∂φ

)}
− ζ̇

∂ql , f

∂ζ

− q�
γ

ρ0

ρ

∂Pl , f

∂ζ
+Sl , f +Mql , f (1.16)

Total density of air

ρ = p
{
Rd
(
1+ (Rv /Rd −1)qv −ql −q f

)
T
}−1

(1.17)

where D is the divergence of the wind field and ζ̇ is the contra-variant vertical velocity which

are both diagnostic quantities within this set of equations,
�
γ= ∂p0

∂ζ is the variation of reference

pressure with ζ, Eh = 1
2

(
u2 + v2

)
is the kinetic energy of horizontal motion, Va is the vertical

component of the absolute vorticity, Sl and S f are cloud microphysical source and sink terms,

Pl , f are precipitation fluxes and Mψ indicates contributions from subgrid scale processes

(e.g. turbulence, convection, radiation). Finally, QT is the diabatic heating rate due to these

processes.

1.2.2.2 Numerical solving of the model equations

Equations 1.10-1.17 are solved by discretizing them spatially and temporally. For the spatial

discretization, COSMO uses a regular computational grid with constant increments in the

three dimensions (Δλ, Δφ and Δζ). The computational (λ,φ,ζ) space is then represented

by a finite number of grid points (i , j , k), with i corresponding to the λ-direction, j to the

φ-direction and k to the ζ-direction. The model variables are defined on a staggered Arakawa-

C/Lorenz grid where the scalar quantities (temperature, pressure and humidity) are defined at

the center of the grid box and the velocity components are defined on the box faces (Figure 1.2).

Acoustic waves, which propagate very fast, severely limit the maximum time step that can

be used with explicit time integration schemes. To overcome this issue, the governing atmo-

spheric equations are integrated in time with a mode-splitting time integration method. This

technique is based on a separation of the prognostic equations into slowly varying processes

and processes affected by acoustic waves, and only the later are solved with a small time

step. This makes the explicit time integration scheme more efficient. Numerical integration is

performed with a third-order Runge-Kutta scheme (Wicker and Skamarock, 2002) and slow

tendencies are kept constant during the individual Runge-Kutta steps.
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Figure 1.2 – A COSMO grid box volume, with Arakawa-C/Lorenz staggering of the model
variables. Taken from (Doms et al., 2011)

1.2.2.3 Physical parameterizations

Because of the limited temporal and spatial resolutions of the model, not all atmospheric

processes can be accounted for by the explicit solutions of the basic equations at grid scale.

Subgrid scale processes include molecular processes such as radiation, cloud microphysics,

as well as turbulence and convection. However, knowledge of these processes is crucial both

for deriving the source and sink terms of the basic equations and for providing a complete

characterization of the atmosphere. These processes are hence treated separately from the

basic equations using physical parameterizations. COSMO includes many different parame-

terizations, which are summarized briefly in this section. Unless stated otherwise, only the

parameterizations used operationally by MeteoSwiss will be indicated, even though more

sophisticated schemes may be implemented in the model. More details will be given for the

grid-scale clouds and precipitation parameterization since it is of high importance in this

thesis. For a more exhaustive description of COSMO’s physical parameterizations see Doms

et al. (2011).

Radiation

The heating rate due to radiation is calculated with the two-stream parameterization scheme

of Ritter and Geleyn (1992). This scheme considers three short wave (solar) and five long wave

(thermal) spectral intervals, and takes into account the effect of absorption, emission and

scattering of atmospheric particles on the radiative fluxes. However, this parameterization is

very cost-intensive, and as such, is only called at hourly intervals. The radiative fluxes are kept

constant in between.
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Turbulence

In the operational set-up, the COSMO model uses a prognostic turbulent kinetic energy

(TKE) closure at level 2.5 for the parametrization of atmospheric turbulence. This scheme

is similar to Mellor and Yamada (1982), the main difference being the use of variables that

are conserved under moist adiabatic processes: total cloud water and liquid water potential

temperature. Additionally, a so-called “circulation term” is included which describes the

transfer of non-turbulent sub-grid kinetic energy from larger-scale circulation towards TKE.

The TKE equation is extended to the ground by a surface layer scheme which introduces an

additional laminar layer just above the surface that allows to differentiate model variables at

the rigid surface from model variables at the roughness height.

Soil model

The TERRA-ML (multilayer) soil model developped by Schrodin and Heise (2002) is used. The

TERRA-ML model considers 8 soil layers as well as freezing and melting processes in the soil.

The energy balance is computed with a direct solution for the heat conduction equation. The

8th layer is the so-called climate layer, where the annual mean 2 m-temperature is prescribed

as a boundary value. The lower boundary condition at the bottom of the deep layer is free

drainage. Soil water can drain from the lowest layer, but the flux due to diffusion is neglected.

This means that ground water cannot moisten the soil by capillary rise from below.

Fractional Cloud Cover

When calculating the radiative transfer and when interpreting model outputs in post-processing

routines, it is useful to define a fractional cloud cover for the grid boxes where the relative

humidity is less than 100%, but where no grid-scale cloud water exists. In COSMO, this fraction

is estimated empirically as a function of relative humidity, height, convective activity and

stability (Sommeria and Deardorff, 1977).

Moist convection

For moist convection parameterization, MeteoSwiss uses a Tiedtke (1989) mass-flux convec-

tion scheme with equilibrium closure based on moisture convergence by, modified to consider

only shallow convection.

Grid-scale clouds and precipitation

For operational weather prediction, the COSMO model uses a one-moment microphysical

scheme similar to Rutledge and Hobbs (1983) and Lin et al. (1983), with five hydrometeor

categories: rain, snow, graupel, ice crystals and cloud droplets. Snow is assumed to be in the

form of rimed aggregates of ice-crystals that have become large enough to have an appreciable

fall velocity. In the version of COSMO that is being used, cloud ice is assumed to be in the form

of small hexagonal plates that are suspended in the air and have no appreciable fall velocity. In

later versions however (starting from 5.1), ice crystals are considered to have a bulk terminal
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velocity, proportional to their mass concentration. The PSDs are assumed to be exponential

for all hydrometeors except for rain where a gamma DSD is used:

N (D)= N0Dμexp(−Λ ·D) m−3mm−1 (1.18)

where D is the equivolume diameter, N0 is the intercept parameter (m−3mm−1−μ), Λ the slope

parameter (mm−1) and μ the dimensionless shape parameter. Note that the exponential PSD

is just a special case of the gamma PSD where μ= 0. For rain, N0 is a function of μ, based on

the relation of Ulbrich (1983):

N rain
0 = 0.1 N0

0 exp
(
3.2μ
)

(1.19)

where N0
0 = 8e6 m−4.

In the operational one-moment scheme the only free parameter of the PSDs is the slope

parameter Λ which can be obtained from the prognostic mass concentrations. The intercept

parameter N0 is either assumed to be constant, or in the case of snow, to be temperature

dependent. The scale parameter μ is set to zero (exponential PSDs) for all hydrometeors

except for rain where it can be chosen a-priori and is set to 0.5 by default.

In COSMO, the interaction of various microphysical processes and their feedback on the

simulated flow fields are represented by a system of budget equations for qx , the specific mass

fraction in kg of hydrometeor x per kg of air.

∂qx

∂t
+v ·∇qx − 1

ρ

∂P x

∂z
= Sx − 1

ρ
∇·Fx (1.20)

where Sx represents the microphysical sources and sink per unit mass of moist air, Fx repre-

sent all non-microphysical tendencies (advection, turbulence) and P x are the precipitation

or sedimentation fluxes defined by P x = ρqx vx
t , where v ( j )

t is the terminal fall velocity of

hydrometeor j . Microphysical sources and sinks for all six hydrometeor types are summarized

in Figure 1.3.

A more advanced two-moment scheme, which adds hail as a sixth hydrometeor category,

was developed for COSMO by Seifert and Beheng (2006) and extended by Blahak (2008) and

Noppel et al. (2010). In this scheme all PSDs are assumed to be gamma distributions where the

intercept and slope parameters are free parameters that can be obtained from the prognostic

moments of order zero (number concentrations) and from the prognostic mass concentrations.

This scheme allows a more versatile parameterization of the size distribution functions, but
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Figure 1.3 – Cloud microphysical processes considered in the operational one-moment
scheme. Adapted from Reinhardt and Seifert (2006).

also increases significantly the overall computation time. Because of this, it is currently not

used operationally.

The precipitation intensity at the ground is simply the sum of the sedimentation fluxes of

all hydrometeors at the lowest model level. In terms of terminal velocities COSMO generally

assumes power-laws: vT = av Db
v , where D is the particle diameter (equivolume diameter for

rain and maximum diameter for solid hydrometeors). Note that in the two-moments scheme

a more refined empirical relation by Rogers et al. (1993) is used for raindrops.

1.2.2.4 Initial and boundary conditions

As any local model, COSMO needs to be initialized and driven on its lateral boundaries with a

prescribed state of the atmosphere simulated by a global model or another larger scale local

model. Since the resolution of the larger scale models is generally different from the one of

COSMO, interpolation of the required variables has to be performed. Interpolation is a source

of numerical noise which can propagate from the boundaries to the interior of the model

domain (Davies, 1976). To alleviate this issue, COSMO defines a relaxation zone close to the

boundaries, in which the simulated high-resolution variables are progressively blended with

the coarser-resolution variables of the driving model. The influence of the driving model

decreases exponentially with the distance to the boundaries.
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In its operational setup, COSMO assumes open inflow/outflow lateral boundary conditions

and non-slip (no mass-transfer) conditions at the highest vertical model layer for horizontal

wind velocity, temperature and water substances. To avoid energy reflection at the upper

boundary in case of orographically induced flows, the model uses a Rayleigh damping scheme

which absorbs upward propagating wave disturbances.

Operationally, MeteoSwiss uses a nested procedure, COSMO-7 is first initialized and driven

with simulations from the Integrated Forecast System (IFS) global model of the European Cen-

ter for Medium-range Weather Forecasts (EMCWF) and the resulting COSMO-7 simulations

are subsequently used to initialize and drive the COSMO model in its high-resolution set-up

(now COSMO-1, previously COSMO-2). In the context of this thesis however, the first step

of this nested scheme was skipped and all high-resolution runs were performed with initial

and boundary conditions obtained from the COSMO-7 model runs done by MeteoSwiss in

analysis mode2.

1.2.3 Basics of radar meteorology

This thesis makes use of a large selection of radar products from various research and opera-

tional radars. Therefore, this section provides a brief introduction to radar meteorology, with

an exclusive focus on pulsed radars, since they represent the vast majority of weather radars,

and are the only type of radars used in this work.

1.2.3.1 A brief description of weather radars

Weather radars are a type of radar (RAdio Detection And Ranging) used to locate precipitation,

measure its intensity and in some cases calculate its motion. Pulse weather radars send

directional pulses of microwave radiation at a wavelength between 1 and 10 centimetres. Part

of the energy of each pulse will be backscattered to the radar station by the hydrometeors in

the atmosphere. At those frequencies Rayleigh scattering by the hydrometeors is the dominant

process because the emitted signals have a wavelength in the order of ten times the diameter

of the drops or ice particles. However, for weather radars emitting at small wavelengths (X

to Ka bands: 8 to 40 GHz), Mie scattering can be important too. Differences between the

transmitted and received powers can then be related to the amount of hydrometeors on the

beam trajectory. Most operational radars cannot emit and receive simultaneously and thus

switch to receiving mode between each emitted pulse.

2a mode in which the model is regularly corrected by assimilating measurements from various instruments (e.g.
radio soundings, rain gauges, radars)
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Once the radar has received the backscattered signal, the range r (distance) to the target can

be deduced from the time interval between emission and reception.

r = c
Δt

2
(1.21)

where c is the speed of light and Δt is the elapsed time interval between the emission and the

reception of the pulse.

The maximum unambiguous range rmax of a radar is determined by the longest range to which

a transmitted pulse can travel and return to the radar before the next pulse is transmitted.

This range depends on the the pulse repetition frequency (PRF) of the radar.

rmax = c

2 ·PRF
(1.22)

The range resolution dr of a radar depends mostly on its pulse width time τ, which is the

duration of a given radar pulse. The theoretical maximum range resolution of a radar system

is equal to half of the distance corresponding to time τ.

dr = c ·τ
2

(1.23)

The angular resolution of a radar depends on the antenna characteristics. Indeed, radars

use directional antennas which emit stronger radiation in one direction than in another, the

radiation peak being in the direction pointed by the antenna. The angular resolution of a

radar is usually approximated by the 3 dB beamwidth θ3dB, which is the angle between the

half-power (-3 dB) point of the antenna pattern and the point of the main lobe with maximum

power. In the following, a circular symmetric antenna pattern with the same beam width in

azimuthal and elevational directions will be assumed.

As can be seen on Figure 1.4, the resolution volume Vres illuminated by a transmitted pulse

along the radar beam can be approximated by a cylinder defined by the range r , the beam

width θ3dB and the radial resolution dr = (c ·τ)/2:

Vres ≈π

(
r
θ3dB

2

)2 cτ

2
(1.24)

It can be observed that the resolution volume increases with the square of the distance from

the radar. This effect is called beam-broadening and is one of the reasons why the quality

of radar measurements deteriorates with range (Ryzhkov, 2007). Another reason is that the
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Figure 1.4 – Schematic of a pulse radar. At each range bin r , the radial resolution dr and the
angular resolutions dθ and dφ define a volume of resolution Vres. The size of the volume of
resolution is proportional to the square of the distance from the radar.

transmitted signal gradually weakens when going through precipitation, because of scattering

in other directions than the radar and absorption of the incident wave by hydrometeors. This

effect is known as attenuation and increases with the frequency of the radar and the intensity

of precipitation.

Radars cover a large interval of frequencies. Generally the maximal range of the radar decreases

with increasing frequency but radars operating at higher frequencies are smaller, generally less

expensive and often have a higher radial resolution. Most operational weather radar radars

operate at S-band (2 to 4 GHz) or C-band (4 to 6 GHz). Back-scattering by precipitation starts

at S-band but the attenuation effect by hydrometeors at these wavelengths is still small. These

radars have thus large maximal ranges (up to 250 km). Radars operating at X-band emit at

a frequency between 8 and 12 GHz, where attenuation by precipitation is much larger. At

X-band, radars have a much smaller antenna and a shorter range (up to 60 km), as such, they

are generally restricted to research purposes.

The most common radar scanning mode is the Plane Postion Indicator (PPI), which is often

the only type of scanning performed by operational radars. In this mode, the radar performs a

complete or partial azimuthal rotation at a fixed elevation angle. Data are acquired in polar

coordinates (azimuth angle – radial distance). Since the elevation angle is usually higher

than 0◦ (typically 1 to 10◦ ), the altitude of the range bin increases with its distance to the

radar. Another type of scanning mode, often performed by research radars is the Range Height

Indicator (RHI). In this mode, the radar performs a high-resolution scan along a vertical cut of

the atmosphere at a fixed azimuth. Data are acquired in polar coordinates (elevation angle –

radial distance).
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Localized information about the transmitted and received powers is of great interest since it

can be related to the rain intensity. For a single body scatterer, the received power Pr is related

to the transmitted power Pt by the radar equation (Doviak and Zrnić, 2006). For a monostatic

radar (in which the receiver and the transmitter are collocated), which represents the vast

majority of weather radars, the radar equation is:

Pr = PtG2λ2σ0

(4π)3r 4 ∝ σ0

r 4 (1.25)

where Pr and Pt are the powers received, respectively, transmitted by the radar in W or mW,

G is the total gain of the radar system (mostly the antenna gain), λ is the wavelength of the

transmitted pulse, r is the distance to the target, σ0 is the radar cross-section of the target in

units of squared distance. For a scattering object at a certain range, the radar (backscattering)

cross-section σ0 is the cross-sectional area of an hypothetical isotropic scatterer located at the

same range as the target, that would return the same power to the radar as the actual target.

Note that in the present equation, the effect of attenuation by hydrometeors has, for now,

been neglected.

In weather applications, there are many scattering bodies (hydrometeors) per unit volume and

the radar equation has to be adapted. The total radar cross-section is the sum of all individual

cross sections within the radar resolution volume.

σ0 =Vres

Dmax∫
Dmin

σb(D)N (D) dD =Vresη (1.26)

where N (D) is the expected number of hydrometeors of diameter D per unit volume, as given

by the particle size distribution, σb(D) is the radar cross-section of a single hydrometeor of

size D and η is the reflectivity, the total radar cross-section per unit volume.

The weather radar equation can be obtained by substituting Equation 1.24 into Equation 1.26

(Probert-Jones, 1962). To account for the power density pattern of the antenna, a correction

factor of 1/(2 ln(2)) has to be applied to Vres. Note that this factor is only valid for a symmetrical

circular Gaussian shape, but is generally considered as a realistic approximation for any real

antenna.

Pr = PtG2ηcτπλ2θ3dB

(4π)3r 216 ln(2)
∝ η

r 2 (1.27)
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In this equation, the received power depends on the square of the range, instead of the power

four as with single targets. This is due to the fact that the radar resolution volume, and thus

the number of hydrometeors that re-emit power towards the radar, increases with the square

of the distance.

In the Rayleigh approximation, which is usually valid for diameters D � λ/16, the radar

backscattering cross section of a single water drop increases monotonically with the diameter.

σb,Rayl = π5

λ4 |K |2D6 (1.28)

where the superscript “Rayl” indicates Rayleigh scattering and K is the refractive factor of

the hydrometeors with respect to the incident wave. K = (m2 −1)/(m2 +2), with m being the

complex refractive index. For liquid water |Kw |2 ≈ 0.93 in the microwave regime.

Using Equation 1.28 in the definition of the reflectivity η gives:

ηRayl = π5

λ4 |K |2
Dmax∫

Dmin

D6N (D) dD = π5

λ4 |K |2Z Rayl
e (1.29)

where Z Rayl
e is the sixth moment of the particle size distribution. Ze is called the reflectivity

factor and is expressed in units of mm6m−3.

As a convention in radar meteorology, even when the Rayleigh approximation is not valid, the

reflectivity factor is still defined in terms of η, as a Rayleigh “equivalent” reflectivity factor.

Ze = ηλ4

π5|Kw |2 (1.30)

Where a constant value of |Kw |2 = 0.93 is generally used even if the radar might be sampling

ice-phase hydrometeors.

Because encountered values of Ze commonly span many orders of magnitude, a logarithmic

scale is often used: Z = 10 log10(Ze). Note that, though it is technically incorrect, by abuse of

language Z is often simply referred to as the reflectivity.

At higher frequencies, as in the X-band, the observations of reflectivity factor are affected

by along-path attenuation due to scattering and absorption by the hydrometeors. Part of

the transmitted power will be lost because of two-way attenuation along the path, causing a

decrease in the observed reflectivity factors.
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At a given range r , the observed (attenuated) reflectivity factor is:

Z att(r )= 10 log10

⎡
⎣Ze exp

⎛
⎝−2

r∫
r=0

ke (s) ds

⎞
⎠
⎤
⎦ (1.31)

= Z −8.6858

r∫
r=0

ke (s) ds (1.32)

where ke (r ) is the attenuation coefficient (in units of inverse length) at horizontal polarization

and the factor 2 accounts for the fact that the radar pulse travels the same path twice. The

term 8.6858 ke is often referred to as the specific attenuation k, expressed in units of dB km−1.

The attenuation coefficient k can also be expressed in terms of the particle size distribution.

k(r )= 8.6858

Dmax∫
Dmin

σe (D)N (D) dD (1.33)

where σe is the extinction cross-section which depends on the imaginary part of the complex

permittivity.

Several methods for attenuation correction methods exist in the liquid phase. The simplest

ones usually assume a power-law relation between k and Z , while others rely on other radar

observables not affected by attenuation (Testud et al., 2000).

Most weather radars include a target tracking system based on the Doppler-Fizeau effect. In

addition to reflectivity, these radars also gather information about the radial velocity compo-

nent of the precipitation and its standard deviation. This allows to gain information about

the rotational features within precipitation systems, and to improve the detection of ground

echoes3, as they are generally characterized by a null velocity.

Dual-polarization radars transmit and receive horizontally (H) and vertically (V) polarized

waves. As will be described in details in the next section, these radars give access to a whole

set of derived variables which give relevant information about the type of precipitation and

the shape of the hydrometeors. Weather radars that combine information about the phase

(Doppler radars) and transmit in both vertical and horizontal polarizations are generally called

polarimetric radars. In most radars, transmission at H and V polarizations is simultaneous,

but for older radars and some research radars the transmission can be alternate.

3 Strong backscattering caused by static elements of the relief such as building or rocks
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In this work, data from three different pulse radar systems will be used. All systems are

monostatic radars (collocated transmitter and receiver). All polarimetric radars that are used

are simultaneous H and V transmitters.

• Operational polarimetric C-band radars of MeteoSwiss (5.6 GHz)

• Mobile polarimetric X-band radar operated by the LTE laboratory at EPFL, “MXPol” (9.41

GHz)

• Dual-Frequency Precipitation Radar (DPR, Furukawa et al. (2016)) on board the Global

Precipitation Measurement (GPM, Iguchi et al. (2003)) mission Core Observatory satellite

operating at Ku (13.6 GHz) and Ka bands (35.6 GHz)

More technical details about these radars will be given throughout the thesis.

1.2.3.2 Polarimetric radar observables

The present section provides a short description of the polarimetric variables of major interest

for meteorological applications. The focus will be put on the relations between precipita-

tion microphysics and radar observations, rather than on the signal processing aspects of

radar observables acquisition. Note that all described radar observables are function of the

range r (Equation 1.21), but for sake of conciseness, this is not indicated explicitly in their

mathematical formulations.

The mathematical formulation of the radar observables involves the scattering matrix, which

relates the scattered electric field Es to the incident electric field Ei (Bringi and Chandrasekar,

2001) for a given scattering angle.

[
E s

h
E s

v

]
= e−ik0r

r

[
shh shv

svh svv

]
FSA

[
Ei

h
Ei

v

]
(1.34)

where k0 is the wave number of free space (k0 = 2π/λ).

The scattering matrix is a 2×2 matrix of complex numbers in units of m−1 (e.g., Bringi and

Chandrasekar, 2001; Doviak and Zrnić, 2006; Mishchenko et al., 2002).

SFSA =
[

shh shv

svh svv

]
FSA

(1.35)
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The FSA subscript indicates the forward scattering amplitude convention, in which the positive

z-axis is in the same direction as the travel of the wave (for both the incident and scattered

wave). In the FSA convention, the scattering matrix is also called the Jones matrix (Jones, 1941).

In the following the coefficients of the backscattering matrix (scattering towards the radar)

will be denoted by sb , and the coefficients of the forward scattering matrix (scattering away

from the radar) by s f .

Moreover, in the following, the term (complex) permittivity will be used for the relative dielec-

tric constant of a given material. It is defined by:

ε= ε′ + iε′′ (1.36)

where ε′ is the real part, related to the phase velocity of the propagated wave, and ε′′ is the loss

part, related to the attenuation of the propagated wave.

Reflectivity factor at horizontal (vertical) polarization

The reflectivity factors at horizontal ZH and vertical ZV polarizations are simply the dual-

polarization equivalents of Z . ZH is defined in dB as (ZV is strictly analogous):

ZH = 10 log10

⎡
⎣ λ4

π5|Kw |2
Dmax∫

Dmin

σb,h(D)N (D) dD

⎤
⎦ (1.37)

with the superscript h indicating the horizontal polarization. The backscattering cross-

sections σb can be obtained from the backscattering matrix.

[
σb

h
σb

v

]
= 4π

[
|sb

hh |2
|sb

vv |2
]

(1.38)

For pure materials, where the bulk density is independent of size (e.g. raindrops) and when the

Rayleigh approximation holds, ZH is simply the sixth moment of the particle size distribution,

expressed in decibel scale:

Z Rayl
H = 10 log10

⎡
⎣ Dmax∫

Dmin

D6N (D) dD

⎤
⎦ (1.39)
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Using measurements of received power, the possibly attenuated ZH can be calculated by

combining Equations 1.27 and 1.30.

ZH = 10 log10

[
Pr,h

Pt ,h

r 2λ2

G2|Kw |2cτθ3dB

1024 ln(2)

π3

]
(1.40)

ZH and ZV depend on the particle size distribution, the incident wavelength, as well as, through

σb , on the temperature and the dielectric properties of the hydrometeors.

For sake of simplicity, in what follows, ZH and ZV, expressed in units of dBZ, will sometimes

be simply referred to as horizontal and vertical reflectivities. Though, not technically correct,

this terminology is frequent, because the proper reflectivity η is rarely used in practical radar

meteorology.

Differential reflectivity

For oblate hydrometeors, for which the horizontal section is larger than the vertical section,

ZH is larger than ZV. Intuitively, the reflectivity factors at both polarizations can be combined

into a new variable that gives an indication of the particle shape: the differential reflectivity

(in dB).

ZDR = ZH −ZV (1.41)

ZDR is generally independent of the concentration and tends to be influenced mostly by the

largest particles, which have the highest reflectivity. In rain ZDR is generally positive, since

larger drops tend to fall faster and the air resistance flattens their base while falling. For ice

crystals, ZDR is slightly positive, whereas in hail it can be slightly positive, zero or negative

depending on the orientation of the hail (Zrnic and Ryzhkov, 1999). ZDR is close to zero at

higher elevations because when illuminated from below all drops appear symmetrical.

Copolar cross correlation coefficient

For a pulse radar, ZH and ZV are typically calculated as averages over several pulses separated

by short time intervals (Bringi and Chandrasekar, 2001). This reduces the measurement

noise and gives a more representative sampling of the resolution volume. Moreover it allows

to calculate an additional variable, the copolar cross correlation coefficient ρhv which is

estimated as the correlation between all backscattered echoes at horizontal and vertical

polarizations (Bringi and Chandrasekar, 2001).
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With a very large number of pulses (exhaustive sampling of the resolution volume), the mea-

sured ρhv should converge to the expected ρhv, which in terms of microphysical parameters is

equal to:

ρhv =

∣∣∣∣∣
Dmax∫
Dmin

(
sb

hh(D)
)∗

sb
vv (D)N (D) dD

∣∣∣∣∣√
Zh ·Zv

(1.42)

where Zh/Zv is the horizontal/vertical reflectivity in linear units (Ze in Equation 1.30), and

sb
hh/ sb

vv are the complex backscattering amplitudes at horizontal/vertical polarizations.

ρhv is very sensitive to inhomogeneities in the hydrometeor population within the resolution

volume. It is generally high in stratiform precipitation (> 0.95) and ice clouds, and tends to

be smaller in convective precipitation and aggregates (Matrosov et al., 2007). ρhv is often

used for the discrimination of ground clutter and non-meteorological targets where it is

particularly small (e.g., Rico-Ramirez and Cluckie, 2008; Berenguer et al., 2006), as well as for

the detection of the melting layer of precipitation (e.g., Giangrande et al., 2008; Bandera et al.,

1998; Wolfensberger et al., 2016).

Specific differential phase shift on propagation

Besides reflecting part of the emitted power back towards the radar, hydrometeors also slow

down the transmitted waves along the beam propagation path, which creates a shift in phase

between the emitted and the received signal. For non-spherical scatterers, this phase shift

is stronger for the waves polarized along their major dimension. The specific differential

phase shift on propagation (Kdp) is related to the difference in phase shift between both

polarizations.

Kdp = 180

π
103λ

Dmax∫
Dmin

ℜ
[
s f

hh(D)− s f
vv (D)

]
N (D) dD (1.43)

where s f
hh/s f

vv in meters are the forward complex scattering amplitudes at horizontal/vertical

polarizations and ℜ indicates the real part of the complex number. Kdp has units of ◦ km−1

and represents the rate at which the difference in phase shift between horizontal and vertical

polarizations increases.

Unfortunately, Kdp cannot be measured directly by the radar, as the phase shift can be mea-

sured only once the transmitted wave has been backscattered towards the radar. The observed

quantity is thus the (range-integrated) differential phase shift on propagation φdp. Kdp is the

radial derivative of φdp, which can be estimated numerically with a noise-robust estimator

24



1.2. Scientific background

such as the Kalman filter method by Schneebeli et al. (2014), or the moving window finite

difference scheme of Vulpiani et al. (2012). Moreover, at higher frequencies (e.g. mostly start-

ing from X-band), the differential phase shift on backscattering δhv , which is the phase shift

induced upon the backscattering process, is an additional source of error in the numerical

estimation of Kdp (e.g., Trömel et al., 2013; Schneebeli et al., 2014). At these frequencies, the

sum of δhv and φdp is called the total differential phase shift Ψdp and corresponds to the raw

radar observations, from which Kdp has to be estimated.

Increases in Kdp imply the presence of large amounts of liquid water and/or the presence of

highly oriented shapes. Kdp is linearly related to the specific attenuation and almost linearly

related to the rain rate Zrnic and Ryzhkov (1999). Kdp is not affected by attenuation and as

such is a robust indicator of rain intensity.

Doppler variables

A Doppler capable radar is able to measure the phase of a received wave. The phase shift

between the transmitted and the received waves is related to the radial component of the

velocity of the target by the Doppler-Fizeau effect.

ΔΘ =
(

4πvradΔt

λ

)
(1.44)

where ΔΘ is the observed phase shift, vrad is the radial component (relative to the radar beam)

of the target velocity and Δt is the time interval between emission and reception.

Most operational radars measure only the average radial velocity and its standard deviation

within the radar resolution volume, by averaging over many different pulses emitted at short

time intervals. The standard deviation of radial velocity is often referred to as the spectral width

and depends on the wind shear, the particle size distribution and atmospheric turbulence.

However, one must keep in mind that, since the volume of resolution increases with the

distance from the radar (Equation 1.24), the spectral width is also sensitive to the beam-

broadening effect.

Some radars are able to retrieve the full Doppler spectrum S(v): the power-weighted distribu-

tion of radial velocities within the radar resolution volume. The value of S(v) dv represents

the power returned to the radar by scatterers with radial velocity between v and v +Δv . The

resolution in velocity Δv and the maximum and minimum bounds on v are defined by radar

specific parameters such as the PRF and the length of the Fast Fourier Transform (FFT) used

to convert the time-domain samples to the frequency-domain.
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In terms of microphysical parameters the Doppler spectrum is equal to:

S(v)= λ4

π5|Kw |2
v+Δv∫
v

v σb
h(v)dv (1.45)

where σb
h(v) is the average horizontal backscattering coefficient of all scatterers having a radial

velocity component equal to v .

The average radial velocity is simply the first moment of the normalized (divided by the total

reflectivity) Doppler spectrum and the spectral width the square root of its second moment.

1.2.4 Quantitative precipitation estimation

Radar observables are well suited for quantitative precipitation estimation (QPE). The rain

intensity R in mm h−1 can be related to ZH, ZDR and Kdp. Most often, the rain intensity is

simply related to the horizontal reflectivity by a power law:

R = aZ b
H (1.46)

where parameters a and b are chosen based on the parameters of the drop size distribution

(DSD) obtained by disdrometers or by comparison with rain gauges measurements.

A wide range of Z −R relationships have been used in the litterature, depending on the

phase of precipitation (solid/liquid), the type of precipitation (stratiform/convective) and the

climatology. A commonly used Z −R relationship is a = 200,b = 1.6 (Marshall et al., 1955),

which is derived from the exponential Marshall-Palmer DSD model (Marshall and Palmer,

1948) and is valid for mid-latitude stratiform rainfall.

Several more sophisticated empirical methods have been proposed, that take advantage of

the polarimetry. For example in the S-band, Ryzhkov et al. (2005) proposed a mixed approach

combining the information from ZH, ZDR and Kdp. In this method, ZH is used only for weak

precipitation intensity and Kdp only for strong precipitation intensities, where attenuation

makes ZH dubious.
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1.3 Thesis outline

The main objective of this thesis is to develop new tools to evaluate numerical weather

simulations using radar observations. Three broad topics, which correspond to three different

ways to compare model and radar data, will be covered.

One way of comparison is to identify features on radar data that can be directly related to

model variables. Hence, in the first part of this thesis, the polarimetric radar data will be

used to retrieve the altitude and extent of the melting layer, an important feature of stratiform

precipitation, which can be used to identify the height of the 0◦C isotherm.

Another, more classical, method of comparison is to compare simulated precipitation with

precipitation estimated from radar reflectivities. The second part of this thesis proposes a

novel approach to this long-standing topic with the help of the multifractal framework, which

allows a multi-scale characterization over a large range of scales.

An even more sophisticated approach is to simulate radar variables from model outputs,

which can then be directly compared to observed radar data. Therefore, the third part of this

thesis presents a forward radar operator able to simulate polarimetric radar observables from

outputs of the COSMO NWP model. In the design of this operator, the knowledge gained in

the two previous parts about the radar signature of precipitation will be crucial. This operator

is carefully evaluated with radar data from various instruments and a sensitivity analysis of its

main assumptions is performed.

This thesis is structured as follows: Chapter 2 is devoted to designing an automatic melting

layer detection algorithm and providing an in-depth characterization of the polarimetric

signature within the melting layer. Most existing melting layer detection techniques do not

take advantage of the high vertical resolution offered by RHI scans and are quite rudimentary.

A new method is thus proposed, in which the lower and upper boundaries of the melting

layer are identified thanks to their strong vertical gradients in ZH and ρhv. The capacity

of the algorithm to separate high fall velocities in the liquid phase from small velocities in

the solid phase is investigated. The proposed method is also validated with radio sounding

measurements, offering a much better agreement than alternative methods. Finally, a detailed

characterization of the melting layer in several climatological conditions is proposed, which

shows that the distribution in thicknesses and the average polarimetric signature of the melting

layer are rather climate-independent.

Chapter 3 focuses on the evaluation of the precipitation intensities simulated by the COSMO

model with the universal multifractals framework. This framework allows to characterize a

complex geophysical field over multiple scales with only a limited number of parameters.

At first, a climatological study of five years of simulated precipitation at hourly resolution

is performed. The relationship between multifractal parameters and meteorological and

topographical descriptors is investigated, and it appears that the multifractal signature of

rainfall differs significantly from one climatological region to the other. At second, a more
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local analysis is performed in which the precipitation intensities simulated by COSMO during

three events, corresponding to typical synoptical situations over Switzerland, are compared

with the Swiss QPE product, in terms of their multifractal parameters. It is shown that the

COSMO simulations exhibit spatial scaling breaks that are not present in the radar data.

Chapter 4 presents the polarimetric radar operator and its evaluation. The implementation

of the radar operator is described in details, from the propagation of the radar beam to the

final estimation of the polarimetric variables and the Doppler spectrum. A special emphasis

is put on three novel aspects: (1) a very efficient and simple method to simulate the full

Doppler spectrum, (2) a local parameterization of solid hydrometeor properties with the help

of a multi-angle snowflake camera and (3) a new diagnostic parameterization of the melting

layer. The radar operator is then carefully evaluated both qualitatively and quantitatively. The

qualitative evaluation focuses on a visual comparison with radar observations for a selection

of events. The quantitative evaluation focuses on the comparison of the distributions of

simulated polarimetric variables with real radar data. using large datasets from an X-band

research radar, from the Swiss operational C-band radar network and from the spaceborne

GPM-DPR.

Chapter 5 extends Chapter 4 with a sensitivity analysis of the main parameters and assump-

tions used in the radar operator. Here again the radar data is used as a reference. In the liquid

phase, the effect of drop geometry and DSD model is tested, while in the solid phase, the

simple T-matrix model is compared with two more sophisticated scattering estimation meth-

ods, one based on MASC observations, the other based on the discrete dipole approximation

(DDA) and generalized multi-Mie method (GMM). It is shown that, in the liquid phase, the

shape of the DSD considered by COSMO has a strong influence on the simulated polarimetric

variables. A simple alternative DSD model is proposed that gives a significantly better match

with observed radar variables. In the solid phase, T-matrix based methods tend to underesti-

mate ZH, especially at higher frequencies (Ka band). The DDA/GMM based methods tend to

produce more realistic reflectivities, especially at higher frequency, but overestimate ZDR and

Kdp. Finally, Chapter 6 concludes this thesis and opens perspectives for future work.
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2 Detection and characterization of the
melting layer of precipitation

This chapter is adapted from the following article:

1. Wolfensberger, D., Scipion, D. and Berne, A. (2016), Detection and characterization of

the melting layer based on polarimetric radar scans. Q.J.R. Meteorol. Soc., 142: 108–124.

doi:10.1002/qj.2672

It presents a novel method for the automatic detection of the melting layer on RHI scans, as

well as a characterization of the melting layer in different climatological regions.
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2.1 Summary

Stratiform rain situations are often associated with the presence of a melting layer character-

ized by a strong signature in polarimetric radar variables. This layer is an important feature

as it indicates the transition from solid to liquid precipitation. The melting layer remains

poorly characterized, particularly from a polarimetric radar point of view. In this work a new

algorithm to automatically detect the melting layer on polarimetric RHI radar scans using

gradients of reflectivity and copolar correlation is proposed. The algorithm was applied to

X-band polarimetric radar data and validated by comparing the height of the detected layer

with freezing levels heights obtained from radio soundings and was shown to give both small

errors and bias. The algorithm was used on a large selection of precipitation events (more than

4000 RHI scans) from different seasons and climatological regions (South of France, Swiss

Alps and plains and Iowa-USA) to characterize the geometric and polarimetric signatures

of the melting layer. The melting layer is shown to have a very similar geometry on average,

independently of the topographical and climatological conditions. Variations in the thickness

of the melting layer during and between precipitation events are shown to be strongly related

to the presence of rimed particles, the vertical velocity of hydrometeors and the intensity of

the bright band.
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2.2 Introduction

The melting layer (ML) is an important feature of stratiform precipitation, associated with

the melting of snowflakes and ice crystals below the freezing level, that can be seen on pre-

cipitation radar scans as a thin, nearly horizontal layer with a high reflectivity factor. This

feature is known as the bright band (BB). The main cause of the BB effect is the fast increase

in the dielectric constant of particles during the melting process, caused by the transition

of the total water fraction within the ice-water mixture (Matrosov, 2008). The ML provides

useful information about the vertical structure of precipitation since the base of the ML gives

an indication of the vertical extent of liquid precipitation and the top of the ML is close to

the altitude of the 0 °C isotherm. The detection of the ML has been a long-standing topic

of interest for radar meteorologists, mainly for quantitative precipitation estimation (QPE),

because mixed-phase hydrometeors may contaminate rainfall estimates at longer distances

(Giangrande et al., 2008). Moreover, the detection of the ML makes it possible to separate

liquid from solid precipitation, which is critical information for hydrometeor classification

algorithms. Finally, the ML is characterized by an important attenuation effect at X-band

and higher frequencies. Measurements at X-band by Bellon et al. (1997) showed that the

attenuation effect of the ML could be 3 to 5 times larger than the one caused by the rain below.

On modern radars equipped with dual polarimetry, the ML is characterized by a very distinct

polarimetric signature (Figure 2.1). Besides the presence of large values of ZH due to the BB

effect, one notable characteristic of the ML on polarimetric scans is the presence of distinctly

smaller values of the copolar cross-correlation coefficient ρhv. Indeed, ρhv depends on the

homogeneity in shape of the hydrometeors and is significantly lower in the ML where phases

are mixed, than in stratiform rain or in solid precipitation (e.g. Matrosov et al. 2007). One

should keep in mind that low values of ρhv can also be caused by non-meteorological echoes

(e.g. insects, birds, aircraft). Additionally, the melting layer is also characterized by higher

differential reflectivities ZDR, due to the transition between the solid phase, where ZDR is

usually small (Doviak and Zrnić, 2006)), and the liquid phase, where it is higher. To summarize,

on polarimetric RHI scans, the ML is characterized by the combination of a layer of small ρhv

values, a transition from high to low ZDR, and the presence of high values in ZH.

Several operational algorithms for automatic detection of the ML on PPI scans have been

proposed in the literature. Sánchez-Diezma et al. (2000) proposed an algorithm for BB de-

tection from conventional operational radar scans based on the peak of reflectivity as well as

the gradients of reflectivity between the BB and the liquid and solid phases. For polarimetric

radars, Giangrande et al. (2008) proposed an algorithm for automatic ML detection in PPI

scans, which searches for all range bins with low ρhv and classifies them as ML bins if the

maxima of ZH and ZDR fall within a specified range. Matrosov et al. (2007) proposed a simpler

approach, again in PPI where the boundaries of the ML are detected using only ρhv, a method

also used by Kalogiros et al. (2013). The ML can also be detected by using Doppler velocities.

White et al. (2002) proposed a method using a wind profiler, which relies on the detection of

the peak in reflectivity and zones where the gradient of reflectivity is negatively correlated
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with the vertical Doppler velocity. Few ML detection methods exist for RHI scans. Bandera

et al. (1998) designed an algorithm that detects the ML based on the identification of strong

vertical gradients in ZH and in the linear depolarization ratio (LDR), and assumes higher

heterogeneity of radar variables within the ML.

Apart from its radar signature, the ML is also an important process as such. Some studies

focused on the seasonal and geographical variability of the height of the ML. For example,

Das et al. (1993) measured the variability of the ML height during 3 years in two different

climatological regions of India. Although very common, the ML is still a relatively poorly

known phenomenon and limited work has been done to date to study its scattering and

geometric signatures. Fabry and Zawadzki (1995) analyzed vertical Doppler X-band radar

and wind profiler data to quantitatively characterize the structure of the radar signature from

melting precipitation. They suggested that the main cause of the BB were shape and density

effects, as well as the change in the refractive index of hydrometeors during melting. Zawadzki

et al. (2005) developed a model for the melting snow and its radar reflectivity. A relationship

between a large increase in velocity through the ML and a small reflectivity difference between

the BB and the rain below was derived from the model and confirmed with vertically pointing

radar observations. Durden et al. (1997) studied scans from a polarimetric airborne radar

operated in the context of the TOGA COARE experiment over the Pacific ocean near New

Guinea. The authors found some relation between the BB intensity and the distance between

the maximum of reflectivity and the freezing level, which they explained by the latent cooling

effect of melting. Additionally, they found a positive correlation between the BB intensity with

both ρhv and the vertical fall velocity within the ML.

These studies generally focused on one specific region and as such they might not be rep-

resentative of the general characteristics of the ML. As an example, in tropical regions, the

seasonal variations in thickness and altitude of the ML are expected to be weaker than at

higher latitudes. Previous studies can also be complemented with the use of a hydrometeor

classification scheme to gain a deeper understanding of the main factors that contribute to

the ML variability.

Taking advantage of the strong polarimetric gradients at the ML boundaries, we propose a

new algorithm for automatic ML detection on RHI polarimetric scans that is able to detect

the height of boundaries of the ML all along the RHI. This algorithm is used to provide a more

complete characterization and analysis of the structure and the polarimetric signature of the

ML by using large datasets of polarimetric radar observations from different climatological

regions (South of France, Western Switzerland, Swiss Alps and Iowa-USA). This study is com-

pleted with an in-depth analysis of the relationship between different characteristics of the

ML.

This chapter is structured as follows: in Section 2.3 the instruments and the datasets are

described as well as all pre-processing operations transforming polar radar data into inputs to

the ML detection algorithm. The algorithm is explained in detail in Section 3 and is validated
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in Section 4. Results of the characterization of the ML are given in Section 5, which is divided

into four parts focusing respectively on the attenuation effect, the vertical structure, the

polarimetric signature and the geometry of the ML. These results are discussed in more details

in Section 6, which focuses on the relationship between ML descriptors, with an emphasis on

the ML thickness. Finally, Section 7 gives a summary of the main results and concludes this

work.

Figure 2.1 – Example of the ML signature in ZH, ZDR and ρhv in a typical stratiform rain situation
collected in the south of France (29.09.2012 12:24).

2.3 Data and processing

2.3.1 Instruments

The radar measurements used in this work come from the EPFL-LTE X-band polarimetric

radar, called MXPol, as well as from a nearly identical radar system operated in the context

of the NASA IFloodS (Iowa Flood Studies) program (Domaszczynski, 2012) . Information

about the characteristics of the polarimetric radar as well as its scanning strategy are given in

Table 2.1.

Frequency 9.4 GHz
Range 40 km
3dB beamwidth 1.45◦

Rad. Resolution 75 m
Polarization Simultaneous H-V
Scanning sequence PPIs at different elevations, 2 RHIs and a vertical PPI (for ZDR calibra-

tion)
Scanning mode Interleaved pulse pair mode (PPI), Full Doppler Spectrum (RHI and

vert. PPI)

Table 2.1 – MXPol properties and scanning strategy
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For validation, data from the Swiss operational radio soundings are used. These soundings

are performed twice daily (0 and 12 UTC) from Payerne in western Switzerland and include

measurements of temperature, pressure and relative humidity, recorded every second. This

corresponds to a vertical resolution of 5 to 10 meters depending on the ascending velocity of

the radiosonde.

2.3.2 Datasets

Since 2009, MXPol recorded a large amount of high resolution polarimetric data during

several measurement campaigns. In this work four datasets from different topographical

and climatological regions are used; they are described in Table 2.2 and their respective

locations are illustrated in Figure 2.2.

An interesting aspect is the high climatological diversity of the available data. The Ardèche

region is characterized by a Mediterranean climate according to Köppen’s climate classification

(Peel et al., 2007). This climate is associated with warm summers and occasionally strong

convective showers. Heavy precipitation events caused by the orographic updraft of wet air

coming from the sea occur frequently in Autumn. An overview of the climate of the Ardèche

region and of the HyMeX (Hydrological Cycle in the Mediterranean experiment) program is

given in Drobinski et al. (2013) and Ducrocq et al. (2014).

The region around Davos, in the Swiss Alps has a subarctic climate (Peel et al., 2007), with

long and cold winters and mild summers. Precipitation occurs mostly in summer and early

autumn due to orographic lifting and convection.

Iowa is part of the Midwestern United States and is characterized by a humid continental

climate (Peel et al., 2007) with marked seasonal variations. Summers are very warm and wet

and are often associated with strong convection, which can lead to the formation of supercells

and tornados.

Finally, the last dataset was recorded in Western Switzerland near the town of Payerne where

the largest Swiss meteorological station is located. The radar set-up took place in the context

of the PARADISO programme (PAyerne RADar and ISOtopes) which aims to study the segre-

gation of isotopes in precipitation using combined sensors (disdrometers, radars, profilers).

Compared with the Davos region, the Payerne region corresponds to a more oceanic climate

(Peel et al., 2007) typical of western Europe with limited seasonal temperature variability, and

milder winters. Precipitation occurs all over the year with a maximum in late summer and

autumn.
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Figure 2.2 – Location and pictures of the four radar sites

Site Season Context Altitude Coords. Topography Scans

Ardèche
(South
of
France)

Fall 2012,
Fall 2013

Data collected during the SOP1
(special observation period) and
SOP2 of the HyMeX program (Hy-
drological Cycle in the Mediter-
ranean experiment).

605 m
a.s.l.

4.55◦E
44.61◦N

Small hills and
riverbeds, between
400 and 800 m a.s.l

1763
RHI
with ML

Davos
(Swiss
Alps)

Spring 2010
to summer
2011

Data collected in Davos, eastern
Switzerland at high altitude to
study mixed phase and solid pre-
cipitation.

2133
m a.s.l

9.84◦E
46.79◦N

Complex terrain,
crossing of two
valleys, altitudes be-
tween 1500 and 3000
m a.s.l

816 RHI
with ML

Iowa
(Mid-
western
United
States)

Spring 2014 Data collected during the IFloodS
NASA campaign (Assess the capa-
bility of flood forecasting by using
satellite precipitation data).

379 m
a.s.l

91.86◦W
43.18◦N

Very smooth and flat
terrain with altitudes
between 200 and 400
meters m a.s.l

380 RHI
with ML

Payerne
(Swiss
Plateau)

Spring 2014 Data recorded during the PAR-
ADISO campaign (Payerne Radar
and Isotopes), which aims at
studying the segregation of iso-
topes in precipitation.

500 m
a.s.l

6.94◦E
46.81◦N

Flat plateau in
between the Jura
and Alps mountain
ranges with altitude
between 450 and 700
m a.s.l

507 RHI
with ML

Table 2.2 – Description of the available RHI scans datasets

2.3.3 Pre-processing of radar data

2.3.3.1 Radar variables and projections

In the context of this work, five polarimetric variables are used: the reflectivity factor at hori-

zontal polarization ZH [dBZ], the unitless copolar correlation coefficient ρhv, the differential

reflectivity ZDR [dB], the specific differential phase shift on propagation Kdp [◦km−1], and the

radial velocity vrad [m s−1]. Only RHI scans are used, meaning that all variables are originally in
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polar range-elevation coordinates. Only measurements at a range shorter than five kilometres

are used, in order to limit the effect of beam-broadening, and to consider only data with the

highest signal to noise ratio. The choice of 5 km range can be justified by the fact that, at this

distance, the diameter of the radar bin is approximately one third of the average ML thickness,

which should still allow resolution of the ML with sufficient accuracy. The proposed approach

should remain valid at longer ranges, but will suffer from beam broadening.

Kdp is estimated from the total differential phase shiftΨdp [◦] using a method based on Kalman

filtering (Grazioli et al., 2014a; Schneebeli and Berne, 2012). This approach is designed to

ensure the independence between Kdp estimates and other polarimetric variables, and to

capture the fine scale variations of Kdp. Since this estimation of Kdp does not depend on

ZH, it remains unaffected by the strong effect of the ML on ZH. All polarimetric variables are

censored with a mask of signal-to-noise ratio of 8 dB. Measurements at very low elevation

angles (0−2◦) are removed in order to avoid possible interferences from ground echoes. ZDR

measurements at high elevation angles (45◦–90◦) are discarded, as they are strongly biased by

the high angle of incidence of the radar beam.

The ML detection algorithm takes ZH and ρhv projected onto a two-dimensional Cartesian

grid as input. Projection from polar to Cartesian coordinates is done by simply assigning the

value of the nearest radar bin to every cell of the Cartesian grid. If several radar bins fall into

one Cartesian grid cell they are averaged (in linear values). In the context of this work, a small

cell size of 25 × 25 m2 is used to account for the higher density of radar bins at short range.

This cell size has been chosen as a compromise between calculation time and accuracy of the

Polar to Cartesian projection. Tests showed that changing the interpolation grid size between

25 and 75 m does not bias the results presented in Section 2.6.

2.3.3.2 Attenuation correction

In the liquid phase, the attenuation correction for ZH and ZDR is directly calculated in polar

data according to Testud et al. (2000), using the relations linking Kdp, ZH, the specific horizontal

attenuation AH (dB km−1), and the specific differential attenuation ADR (dB km−1). The power

laws linking the variables were obtained using simulated realistic drop-size distribution fields

(Schleiss et al., 2012). Since the attenuation properties in the melting layer are not known

precisely, the attenuation correction is calculated only in the liquid phase and the correction is

simply propagated further above, using the ML detection algorithm (Section 2.4) as reference

to detect the base of the ML. Neglecting the attenuation in the solid phase should be acceptable

since it is usually much smaller than in the liquid phase (Doviak and Zrnić, 2006). The situation

is quite different in the ML where significant attenuation may occur (Bellon et al., 1997). More

information about the ML attenuation effect is provided in Section
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2.3.3.3 Hydrometeor classification

In order to gain a better understanding of the ML signature, a hydrometeor classification

is performed in the solid phase above the detected ML using the classification algorithm of

Grazioli et al. (2014b). This algorithm takes ZH, ZDR, ρhv and Kdp as well as an estimation

of the freezing-level height as input and classifies every pixel into one of seven classes, light

rain (LR), rain (R), heavy rain (HR), melting snow (MS), ice crystals/small aggregates (CR),

aggregates (AG) and rimed particles (RI). In the context of this study, the height of the top of

the detected ML is used as an estimation of the freezing-level height.

A flowchart summarizing all the pre-processing steps is shown in Figure 2.3.

Figure 2.3 – Flowchart of the preprocessing steps

2.4 Automatic detection of the ML

2.4.1 Description of the algorithm

Instead of simply adapting an algorithm designed for PPI scans, a new algorithm was designed

that works directly in RHI scans by taking advantage of the fact that vertical gradients in ρhv

and ZH are usually large and well defined. ZDR is not used in the current algorithm because

it is ill-defined at high elevation angles and because no improvement was observed when

adding ZDR as a third input variable.
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Chapter 2. Detection and characterization of the melting layer of precipitation

The main advantage of this algorithm is that it estimates the ML boundaries all along the

vertical profile at a high resolution. As the main motivation of the present work is the charac-

terization of the ML, we only consider radar data at short range (5 km max), in order to have

reliable high-resolution observations not affected by beam broadening.

The algorithm is divided in two parts. First, an initial estimation of the ML is obtained by using

both ZH and ρhv and by assuming that the ML is a more or less horizontal structure. This first

part of the algorithm is similar to Bandera et al. (1998), the main difference being the use of

ρhv instead of LDR.

This initial estimation, which corresponds mostly to the layer of low ρhv, can sometimes

underestimate the extent of the ML. Indeed, ZH starts to increase when the ice crystals start to

melt, i.e. when they are still large but contain a significant amount of liquid water; however

ρhv decreases significantly only when the mixture between ice crystals and drops is already

quite heterogeneous. This happens at a lower altitude, when sufficient melting has already

occurred. Generally the distance between the maximum in ZH and the minimum in ρhv

increases with the concentration of hydrometeors (e.g.Giangrande et al. (2008)). In the case

of intense precipitation, the top of the ML may thus be above the layer of lower values of ρhv.

The second part of the algorithm aims to alleviate this effect: the top of the ML is estimated

using the same procedure but with gradients in ZH only.

All steps of the algorithm are explained in details below. Justification for the chosen values for

parameters of the algorithm will be given in Section 2.4.3.

Part 1: initial estimation

1. ZH and ρhv are normalized: [10,60] dBZ→ [0,1] for ZH and [0.65,1] → [0,1] for ρhv, in

order to give a similar weight to both variables. These boundaries correspond to the

range of values expected in precipitation. Experiments showed that changing this range

slightly, e.g. using [0,60] instead of [10,60], does not change the output of the algorithm.

2. The normalized variables are then combined into a single image:

IMcomb = ZH · (1−ρhv)

Note that since the ML is characterized by high values of reflectivity and small values of

ρhv, the complement of ρhv is used in the product.
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3. The vertical gradient of the image is computed using a classical vertical Sobel filter1:

hSobel =

⎡
⎢⎣ −1 −2 −1

0 0 0

1 2 1

⎤
⎥⎦

To decrease the noise, the image is filtered with a moving average of length Lfilt, grad (in

practice a length of 75 m is used, which corresponds to 75 m x 75 m, i.e. a window of 3 x

3 pixels).

4. The gradient image is thresholded. All pixels with absolute value exceeding Tgrad, min

(set to 0.02) are kept, whereas all others are set to 0. This step is done in order to detect

only gradient extremes that are strong enough to correspond to a potential ML edge.

5. The image is scanned column by column (i.e. a vertical profile). The minimum and

maximum of the vertical gradient are detected for each column. The lower edge of the

ML is associated with the maximum and the upper edge with the minimum.

6. The median height of the upper boundary of the ML in meters (MedML,bot) and the

median height of the lower boundary of the ML in meters (MedML,top) are computed at

the end of this step.

7. Step 5 is run again but this time after discarding the gradient image above (1+ fML,height)·
MedML,top and below (1− fML,height) ·MedML,bot, assuming the ML is a relatively flat

structure. This helps to remove the possible contamination by ground echoes or small

embedded cells of intense rainfall. The chosen value for fML,height is 0.3.

Part 2: correction of the ML top

8. The vertical gradient is calculated as in Step 3, but on the normalized ZH image only.

Note that there is no thresholding this time.

9. For every vertical column the gradient image is cut below the top of the ML calculated

in Part 1 (Figure 2.4, point 2) and above the first local maximum in the gradient in the

solid phase (Figure 2.4, point 4).

10. Using this new gradient image, the top of the ML is detected again as in Steps 5 to 7 of

Part 1.

11. (Optional): small gaps in the ML are filled if their size is smaller than 250 m (see Sec-

tion 2.4.3). Interpolation is done separately on the lower and upper boundaries of the

ML using shape-preserving piecewise Hermite interpolation polynomials (“pchip” in

Matlab).

1Compared with a simple 1D finite difference, the Sobel operator is less sensitive to isolated high intensity point
variations thanks to the local horizontal averaging over sets of three pixels (Wenshuo et al., 2010).
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An illustration of the behaviour of the gradient of ZH, ρhv and ZH · (1−ρhv) along a vertical

profile is given in Figure 2.4. Point 1 corresponds to a positive peak in the gradient of ZH · (1−
ρhv) and is associated with the bottom of the ML. Point 2 corresponds to a negative peak in the

gradient of ZH · (1−ρhv) and a positive peak in the ρhv gradient. It marks the upper edge of the

layer of low ρhv values. Points 1 and 2 are detected at the end of the first part of the algorithm

(step 7). Point 2 is generally lower in altitude than the freezing level due to concentration

effects. Point 3 corresponds to a negative peak in the ZH gradient, which marks the upper

bound of the BB and is closer to the real height of the freezing level. This point is considered

as the top of the ML and is detected at the end of the second part of the algorithm (step 10).

(a) (b)

[1/px]

Figure 2.4 – Gradients of ZH and ρhv at the boundaries of the ML. Note that in the units of the
vertical gradient, a pixel corresponds to 25x25 m2 (Section 2.3.3.1).

The gradient of ZH is generally low in the solid phase and oscillates around zero, while it is

highly variable in the liquid phase. The gradient of ρhv is mostly 0 in the liquid and solid

phases. Points 4 and 5 illustrate why the gradient is cut above the first local maximum in step

9 of the algorithm; it can happen that, when a layer of higher ZH is present in the solid phase

(in case of riming for example), the gradient decreases again to reach a secondary minimum

as in the points 5. Clearly these values do not correspond to the ML top and may in some

very rare cases be even stronger than the ZH gradient signature of the ML top. To alleviate this
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effect, the search for the minimum is stopped as soon as a first local maximum (point 4) is

encountered.

Figure 2.5 presents a flow chart of the proposed algorithm. In summary, ZH and ρhv are first

normalized and combined. The vertical gradient of the combined image is then calculated and

thresholded. In a first approximation, the upper and lower boundaries of the ML are identified

by the minimum and the maximum of the vertical gradient. This first approximation is then

refined by detecting again the upper boundary based on the gradient of ZH only.

Figure 2.5 – Flow diagram of the ML detection algorithm.

2.4.2 Outputs

Two examples of ML detection during stratiform situations of different intensities are shown

in Figure 2.6. The bottom of the detected ML matches well the sharp transition to smaller

values of ρhv inside the ML, and the top of the ML corresponds well with the top of the BB. The

second case shows that the algorithm also has a good sensitivity because even a weak ML can

be detected. Small-scale fluctuations of the ML are also accurately detected.

Thanks to the algorithm, it is possible to estimate the distribution of polarimetric variables

in the liquid phase (below the ML) and the solid phase (above). The distribution of ρhv over

all datasets (Figure 2.7) shows that ρhv within the detected ML is much lower than within the

liquid and solid phases, which indicates that the detected ML corresponds to a region of much

larger hydrometeor variability, consistent with the presence of melting. A more quantitative

analysis and evaluation of the algorithm is provided in section 2.6.
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Figure 2.6 – Two examples of ML detection overlaid on ρhv (left) and ZH(right).

Figure 2.7 – Distributions of ρhv in the liquid and solid phases as well as in the identified ML.

2.4.3 Algorithm parameters

The algorithm relies on four independent parameters which are given in Table 2.3. The

recommended values were first chosen empirically and then verified based on sensitivity and

statistical analysis, in order to assess the potential associated uncertainty.

The first parameter of importance is Tgrad, min, the threshold on gradient magnitude. The value

of 0.02 was chosen by visual inspection as it was found that values of this magnitude are very

rarely observed in situations without a ML. It is meant to avoid considering edges of too low

intensity. It was observed that this constraint does not negatively affect the detection, even for

relatively weak ML situations. Increasing the threshold will lead to fewer pixels being detected
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Parameter Meaning Value Unit

Lfilt, grad Size of moving average filter for
gradient smoothing

75 m

Tgrad, min Threshold on gradient magni-
tude

0.02 -

fML,height Maximum allowable relative
fluctuation of ML top and bot-
tom

0.3 -

Lgaps, max Max length of gaps in the ML
to be interpolated

250 m

Table 2.3 – Algorithm parameters and recommended values

and to gaps in the detected ML, but reduces the risk of erroneous detection. However, the

output of the algorithm is not very sensitive to small variations of this parameter because

gradients caused by the ML are many orders of magnitude larger than gradients below or

above the ML. To verify this, the algorithm was run on all RHI scans (from all datasets) using

values of Tgrad, min ranging from 0.005 to 0.035. For every threshold value, an agreement score

with the reference (Tgrad, min = 0.02) was calculated:

Score(k)= 2

∑N
i=0

∑M
j=0

(
MLi , j

Tgrad, min=k
×MLi , j

Tgrad, min=0.02

)
∑N

i=0

∑M
j=0

(
MLi , j

Tgrad, min=k
+MLi , j

Tgrad, min=0.02

)
where N and M are the dimensions of the Cartesian radar scan grid and MLi , j is the binary

ML image:

MLi , j =
⎧⎨
⎩1 if pixel i , j ∈melting layer

0 else

In other words, the agreement score is twice the number of pixels that are classified as the ML

for both gradient values, divided by the sum of the number of ML pixels detected for every

single threshold value. A value of 1 implies a perfect agreement and 0 a total disagreement

(the two MLs do not overlap at all). Figure 2.8 shows the agreement for every chosen threshold

value. Generally the agreement is quite good (more than 90%), which shows that the detected

MLs do not differ much.

The second parameter is the constraint on the relative height of the bottom and the top of

the ML. In the algorithm, it is assumed that the bottom of the ML does not fluctuate below

(1− fML,height) ·MedML,bottom, and the top of the ML not above (1+ fML,height) ·MedML,top. The

chosen value of fML,height = 0.3 was first determined by visual inspection. To test its relevance,
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Figure 2.8 – Sensitivity of the algorithm output to variations of Tgrad, min (gradient threshold) with
respect to reference threshold (0.02), shown with a red marker.

the top and bottom relative heights of the ML were computed on all available RHI scans for a

maximum distance from the radar going up to 35 km (the radar maximum range). The relative

heights are defined by:

MLtop, rel =
MLtop

MedML,top
and MLbottom, rel =

MLbottom

MedML,bottom

The distributions of the relative heights are shown in Figure 2.9. The cutting limits of 0.7 and

1.3 are displayed as red lines. The histograms are symmetrical and do not seem to be truncated

near the cutting limits. The fluctuations stay generally well below the red limits, even though

at 35 km range the beam broadening effect is quite important. The recommended value of 0.3

can thus be considered as appropriate and robust.

Figure 2.9 – Histogram of relative heights of the top and the bottom of the ML.

The third parameter is the maximum size of gaps that can be interpolated, Lgaps, max. It often

happens that, on the whole scan, a couple of pixels are not detected which leads to small holes
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in the detected ML. In those cases, interpolating small gaps could be considered as a valid

option. In order to set a limit to the maximum size of gaps that should be interpolated, the

distribution of gap sizes within the ML was computed.

Figure 2.10 – Normalized histogram of the distribution of gap sizes in the detected MLs

It can be seen on Figure 2.10, that the vast majority of gaps are rather small (< 300 m) and can

thus be safely interpolated. Accordingly, the recommended value of Lgaps, max is 250 m.

Interpolation can be useful if the liquid and solid phases have to be discriminated, for example

prior to performing a hydrometeor classification. In the context of this work, interpolation

was only used in order to get an estimation as complete as possible of the freezing-level

height for the hydrometeor classification, but was not used in the characterization of the ML

(Section 2.6).

Finally the last parameter Lfilt, grad is the length of the moving average filter used to smooth the

gradient image, in order to compensate part of the intrinsic noisiness of the gradient. A length

of 75 m is used in practice, which gives a moving window of size 75 × 75 m2. The size was

chosen in order to average the gradient approximatively over one radar bin. The sensitivity

of the algorithm to this parameter was tested in a way similar to the gradient threshold. It

was observed that doubling the size of the window changes only slightly the output of the

algorithm (85% of average agreement) and the distributions of the ML thickness (increase of

20 m in median), while polarimetric signatures stay largely unchanged (variations of less than

1%). This window size is hence not very critical.

2.5 Validation

2.5.1 Vertical hydrometeor fall velocities

A first assessment of the performance of the algorithm can be conducted by verifying the

consistency of its output. The ML is characterized by a change in the hydrometeor fall velocity,
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with a transition from low velocities in the solid phase to higher velocities in the liquid phase

White et al. (2002). The liquid and solid phases identified by the algorithm should confirm this

behaviour.

The empirical probability density functions of hydrometeor vertical fall velocity in the liquid

and solid phases, estimated by the radial velocity at 90◦ elevation, are shown in Figure 2.11.

The overlapping coefficient, which is a measure of agreement between two distributions and

corresponds to the area of overlap (Inman and Bradley, 1989) is respectively 0.06, 0.07, 0.06

and 0.11 for the Payerne, Davos, Iowa and Ardèche datasets, which shows that the distributions

within the liquid and solid phases for all datasets are strongly dissimilar. Since hydrometeor

fall velocities are almost2 independent from the radar variables used as input to the algorithm,

this result tends to indicate that the algorithm discriminates well the liquid from the solid

phase.

Figure 2.11 – Distributions of the hydrometeor vertical fall velocities in the liquid and solid phases.
The different symbols denote the different datasets.

2.5.2 Comparison with Payerne radiosoundings

The Payerne dataset offers a good opportunity to assess the agreement between the output

of the algorithm and the freezing-level height measured by the radio soundings, assuming

that the top of the ML can be associated with the 0◦C isotherm. To obtain a freezing-level

estimation, the algorithm was run with a maximum range of 5 km and the detected ML top

was averaged over the entire RHI. One difficulty in the comparison is that the distance and the

time interval between the sounding and the radar scan can be significant. The geographical

distance should not be a major issue since, for the range of isotherm 0 ° heights encountered

during this campaign (1500-3000 m), the horizontal advection of the radiosonde is reasonably

small, from 3 to 10 km. The time interval is more problematic since soundings are performed

2Due to reflectivity weighting, large hydrometeors, which have a strong reflectivity contribute more to the
overall radial velocity.
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only twice daily (at 0000 and 1200 UTC). To deal with this issue, errors were compared when

all data were used (interpolating sounding heights linearly through time) and when only radar

scans with a maximum time interval of 30 min to the closest sounding were used. Figure 2.12

shows that the correspondence is generally good and follows well the 1:1 line with errors rarely

exceeding 200 m. This remains true when considering larger time intervals. The average errors

are given in Table 2.4.

Figure 2.12 – 0◦C isotherm heights, radar vs soundings in Payerne. The 1:1 line is shown in
dashed blue. Red dots denote radar scans that are separated by at most 30 min from the closest
sounding.

Bias [m] MAE [m]

All scans -55.06 94.15
Scan with ΔT < 30 min -80.85 130.5

Table 2.4 – Bias and mean absolute error in the radar freezing level estimation for all scans and for
scans with a time interval to the radio sounding of maximum 30 min only. The bias is defined as the
difference between the height of the ML top and the sounding freezing level height.

The freezing-level height estimated by the algorithm is slightly underestimated but this is

still a good agreement considering the radial resolution of the radar (75 m) and the imperfect

matching in time and space. It is worth noticing that the error is larger for small time intervals

(red), which can be due to a sampling effect, the number of considered scans being small.

Additionally, this also tends to indicate that the effect of the time interpolation is not too large

and that freezing-level heights evolve regularly during the day.
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A possible explanation for this bias is that the extrema of the gradient, which are assumed to

correspond to the ML edges, might be within the “flank” of the peak of the normalized value

and not at its base (for maxima) or top (for minima), when the gradient starts to raise from low

values in the liquid/solid phase to high values in the ML. As such, the algorithm would tend to

slightly underestimate the height of the ML top. This can be seen on Figure 2.4, as the top of

the red area corresponding to the ML is below the first inflexion (starting from above) of ZH.

2.5.3 Comparison with an algorithm adapted from PPI scans

Most ML detection algorithm are designed for PPI scans of operational radars at C- or S-band

(e.g., Brandes et al., 2007; Giangrande et al., 2008). In order to compare the performance of

our algorithm with a more simple approach, we adapted the algorithm of Giangrande et al.

(2008) to RHI scans. The adapted algorithm works directly on polar RHI scans and classifies a

pixel as belonging to the ML if:

• ρhv > ρhv,min and ρhv < ρhv,max

• The maximum of ZH within a vertical window of 500 m below and above the pixel is >
30 and < 47 dBZ

• The maximum of ZDR within a vertical window of 500 m above the pixel is > 0.5 and <
2.5 dB

The vertical window of 500 m corresponds to an equivalent range of 500/sinθ, where θ is

the elevation angle. Once the ML has been identified in polar coordinates, it is converted to

Cartesian coordinates as in Section 2.3.3.1.

Giangrande et al. (2008) recommend to use ρhv,min = 0.9 and ρhv,max = 0.97, but we chose to

use ρhv,min = 0.85 instead since it is closer to the lower bound of ρhv values inside the ML (cf.

Figure 2.7).

Table 2.5 shows the performance of the modified Giangrande et al. (2008) algorithm on the

Payerne dataset from Section 2.5.2. It clearly appears that both the bias and the errors are

much larger. The large bias shows that the algorithm underestimates the height of the freezing

level because it does not sufficiently take into account the fact that the top of the BB can be

significantly higher than the layer of low ρhv. The performance on the scans with ΔT < 30 min

is slightly better but still much worse than for the proposed algorithm (Table 2.4). Note that

setting ρhv,min = 0.9 instead of 0.85 increases slightly the bias and the error (-292 m bias and

316 m MAE for all scans).

Overall, the designed algorithm accurately detects the freezing level height and separates well

the liquid and solid phases. It also performs much better than a simpler algorithm originally

designed for operational PPI scans and adapted to RHI scans. A benefit of detecting the ML on
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Bias [m] MAE [m]

All scans -274.68 301.79
Scan with ΔT < 30 min -226.02 229.9

Table 2.5 – Bias and mean absolute error in the radar freezing level estimation with the modified
Giangrande et al. (2008) algorithm for all scans, and for scans with a time interval to the radio sounding
of maximum 30 min.

RHI scans is that the height of its boundaries can be detected all along the radar profile, which

allows to get more information about the geometry and the small-scale variability in shape of

the ML.

This new algorithm is a very useful tool in the rest of this work which will focus on the

characterization of the melting layer. It can also be used for other purposes, e.g. for comparison

with numerical weather models or as a constraint for hydrometeor classification methods.

2.6 Characterization of the ML

All scans from all four available datasets were preprocessed and fed into the ML detection

algorithm. Based on the output of the ML detection algorithm, various ML descriptors were

computed, as illustrated in Figure 2.13. They can be grouped into four categories (Table 2.6).

The hydrometeor classification algorithm (Section 2.3.3.3) was used to classify every pixel in

the solid phase into one of three classes: aggregates, rimed particles and crystals. The fraction

of hydrometeors is simply the fraction of the pixels of one class over all pixels in the solid

phase.

Figure 2.13 – Schematic representation of the computed ML descriptors on a RHI scan. Computed
descriptors are highlighted with a red dot. Limits of the ML are shown as red dashed lines.
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Geometry - Thickness of ML [m]

- Altitudes of top and bottom of ML [m]

Polarimetry - Polarimetric variables (ZH. ZDR, ρhv, Kdp) in
ML, solid phase and liquid phase

- Bright-band intensity [dBZ]

- Altitude of the 20 dBZ isoline [m]

- Distance between the maximum of ZH and the minimum of ρhv [m]

- Gradient of ZH just above the ML [dBZ m−1]

- Amplitude (with respect to solid phase) of the bright-band peak [dBZ]

Doppler - Vertical fall speeds in ML, solid and liquid phases [m s−1]

Hydrometeors - Fractions of aggregates, ice crystals [-]

- Thickness of the riming layer [m]

Table 2.6 – List of melting layer descriptors by category. For polarimetric variables, the average over
the whole scan are taken, without consideration for the elevation angle. For ZDR, the elevation angles
(45◦ −90◦) are discarded (Section 2.3.3.1).

2.6.1 The ML attenuation effect

Before focusing on the ML descriptors, the potential error due to the attenuation in the ML

was investigated. Attenuation in the ML is a poorly known phenomenon, mainly because its

quantification poses many instrumental and methodological problems. Bellon et al. (1997)

estimated the attenuation in the ML in the vertical by comparing UHF and X-band radar

reflectivity measurements in the solid phase near the echo top assuming that solid hydrom-

eteors at this altitude behave as Rayleigh scatterers. The authors observed an increase in

the attenuation effect with the intensity of the BB and estimated the total attenuation over

the entire ML to be up to 1.7 dBZ for an intensity of 36.5 dBZ. At lower elevation angles, the

attenuation effect could be even stronger, especially for low melting layers. Klaassen (1990)

estimated the attenuation effect in the ML using a new scheme for the calculation of the

dielectric properties of melting ice. They observed a variable specific attenuation through

the ML with maximum values of around 1.5 dB km−1 at a frequency of 12 GHz. Simulations

made byMatrosov (2008) give an average specific attenuation of around 0.3-0.5 dB km−1 for

rain rates around 2-3 mm h−1. Pujol et al. (2012) relied on the simulation of airborne X-band

measurements and found much smaller values of attenuation, with a maximum specific

attenuation of around 0.2 dB km−1. For an average ML thickness of 300 m, this would be

30 times less than Bellon et al. (1997). Additionally, to the author’s knowledge, no study has

been conducted about the differential attenuation on ZDR caused by the ML. This effect could

also be quite high but is even more difficult to quantify because ZDR cannot be measured at

vertical incidence.
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To investigate the bias caused by neglecting the melting-layer attenuation effect, a statistical

analysis of the ZH and ZDR shift across the melting layer was performed. If the attenuation

effect is significant, there should be on average a decrease in ZH and ZDR between the point

where the beam enters the melting layer (at the bottom) and the point where it leaves the

melting layer (at the top). To simplify the notation, we will denote by MLD the distance

travelled by the radar beam through the ML. The decrease in ZH and ZDR should become

more and more important as the MLD increases. For a given radar radial, the MLD depends

on both the height of the melting layer and the elevation angle. It is maximal for low elevation

angles and low melting layers. It is possible to have a rough idea of the ML attenuation effect

by assuming homogeneity of the ML and by computing the shift in the differences of ZH and

ZDR across the ML with increasing MLD. The validity of this approach is restricted by the

assumption of homogeneity, but the very large amount of available data should alleviate the

sampling effect. For ZDR, the assumption of homogeneity is more difficult to justify due to

the high heterogeneity of particle shapes in the solid phase which can result in a potentially

large local variability of the intrinsic (non-attenuated) ZDR. As such, this estimation of the

differential attenuation of ZDR might be biased.

To be consistent with the rest of this work, only the first 5 km from the radar were considered

(Section 2.3.3.1). Results of this analysis are shown as a series of boxplots in Figure 2.14. A

clear, almost linear shift in the distributions of ZDR differences is visible, whereas in ZH the

shift is less evident and does not vary linearly with the distance. At a MLD of 2300 m, the

shift is around 1 dB in ZH and 0.6 dB in ZDR, which corresponds to approximately 16 and 27%

of the local variability, estimated for every distance bin by the Q90-Q10 interquantile. This

observation could give a rough estimation of the ML specific attenuation by dividing the shift

by the distance: 0.5 dBZ km−1 for ZH and 0.37 dB km−1 for ZDR.

Matrosov (2008) give a power law that estimated the ML attenuation normalized to the vertical

as a function of the rain rate: A(dB)= 0.048R1.05. Using this power law and the classical Z−R

relation Z = 200R1.6 (Marshall et al., 1955) separately along every radar beam crossing the ML,

one can obtain the theoretical total attenuation. Dividing this attenuation for every beam by

the sinus of the corresponding elevation angle and by the MLD, and averaging over all profiles

gives an average specific attenuation in ZH of around 0.2 dB km−1, which is smaller than the

observed value.

The measured specific BB attenuation in ZH can also be compared with observations by

Bellon et al. (1997) who measured the total BB attenuation at the vertical for some values

of ZH in rain. Interpolating between these measurements and using the same method as

previously on every radar beam crossing the ML, one obtains an average specific attenuation

of around 2 dB km−1 which is much larger than our estimation and the one of Matrosov (2008).

However, one should keep in mind the strong variability from event to event.3, as well as the

possibility of non-negligible attenuation in solid precipitation in the case of large aggregates.

3Bellon et al. (1997) measured for example 3 dB for an event with a BB peak of 40 dBZ and then only 0.5 dB for a
nearly identical event two days later.
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Chapter 2. Detection and characterization of the melting layer of precipitation

Figure 2.14 – Boxplots of the distributions of the differences in ZH (top) and ZDR (middle) across the
melting layer as well as the cumulated fraction of ZDR pixels for a range of MLDs. Since ZDR is not
reliable at high elevation angles, distributions at short distances are not available. The represented
values in the boxplots are the quantiles 10 (lower whisker), 25, 50, 75 and 90 (upper whisker). The last
plot gives the fraction of pixels measured in the ML and the solid phase which, in the beam of the radar,
have a MLD smaller than the corresponding value in abscissa.

Another possible reason for this large difference comes from the uncertainty of extrapolating

the vertical measurements of Bellon et al. (1997) to lower elevation angles.

This shift is small for ZH compared with the typical values in stratiform rain or in the ML (20-40

dBZ). It is even smaller than the usual calibration error on ZH which is around 1 dBZ. As such,
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2.6. Characterization of the ML

the output of the ML detection algorithm should not be influenced by the ML attenuation

effect. Additionally, considering the high values of ZH in the ML, the effect on the overall

distribution of reflectivity in the ML should be limited.

However, the differential attenuation on ZDR seems to be quite important compared with the

usual range of ZDR values (0-3 dB). However one should keep in mind that in the solid phase

most pixels will have a low MLD and will not be affected very much by attenuation. The third

plot of Figure 2.14 shows that 80% of all pixels in the solid phase have a MLD smaller than

1300 m. Since correction of this differential attenuation effect is currently not possible, values

of ZDR inside, and to a lesser extent above, the ML should be considered carefully, as they are

certainly negatively biased.

2.6.2 Polarimetric signature of the ML

The distributions of ZH, ZDR, Kdp and ρhv for the four datasets are shown in Figure 2.15. The

two derived variables, amplitude of the BB and distance between peak of ZH and minimum

in ρhv, are represented as well. In addition, a summary of these distributions as quantiles is

given in Table 2.7. The shapes of the distributions in ρhv agree relatively well, but the Iowa

and Davos datasets are characterized by the presence of a larger number of smaller values

of ρhv. The shapes of the distributions in Kdp are quite similar for the Davos, Ardèche and

Payerne datasets, but the Davos distribution is shifted towards larger Kdp. The Iowa dataset

differs from the others as its distribution is much more symmetrical with fewer smaller Kdp

values. Distributions in ZH show some discrepancies between datasets. The Ardèche dataset

has much stronger ZH values, whereas the Iowa (IFloodS) dataset has much lower values. The

Iowa dataset is quite small and was recorded during a limited period of time (April/May 2014).

It is dominated by situations with relatively weak rain rates. In contrast, the Ardèche dataset

was recorded in autumn, a season during which very heavy precipitation often occurs over

the south east of France, so part of this discrepancy could be due to this sampling effect. ZDR

distributions generally agree quite well with the exception of the Davos dataset which has

stronger values (by around 1 dB). Part of this bias could come from the fact that the radar was

equipped with flexible wave-guides during that campaign, which were later replaced by a

rotary joint. This could also explain the shift in Kdp in the Davos dataset.

Giangrande et al. (2008) detected the ML on S-band PPI scans and computed the distributions

of ZH , ZDR and ρhv in wet snow over 29 h of observation. The distribution of measured ZH

values shows a relatively symmetrical distribution with a mode around 30 dBZ whereas the

distribution of ZDR shows a right-skewed distribution with a mode around 1 dB, which is in

close agreement with what we observe when merging all datasets. However there is some

difference in the distribution of ρhv which has a smaller spread and a more symmetrical

distribution, with a smaller mode (0.96), but a similar mean. Since the size of their dataset is

much smaller than ours, this could be due to a sampling issue.
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Chapter 2. Detection and characterization of the melting layer of precipitation

Figure 2.15 – Polarimetric signatures within the ML. From top-left to bottom-right: ZH, ZDR, amplitude
of ZH (between solid phase and ML), ρhv, Kdp and Dist. between peak in ZH and minimum in ρhv

Additionally, the two derived variables (the BB amplitude and the distance between the peak

of ZH and the minimum in ρhv) have a very similar distribution on all datasets, which tends to

show that on average concentration effects and increase of reflectivity due to the BB effect are

similar. Durden et al. (1997) computed empirical moments of some ML descriptors over the

tropical Pacific region. In terms of BB intensity (maximum of ZH) and amplitude, our overall

statistics are in good agreement with their observations as well as the model profiles given by

Brandes et al. (2007), with only a few dBZ of difference (31.75 in our case versus 35.4 (Durden

et al., 1997) and 35 (Brandes et al., 2007)). Note also that the average minimal value of ρhv

(0.86) in the ML is equal to the one found by Durden et al. (1997). The distance between the

peak of ZH and the minimum of ρhv) has an average of 96 m and a standard deviation of 84 m

which are quite close to those of Durden et al. (1997): 121 and 92 m respectively.
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2.6. Characterization of the ML

The average vertical velocity in the ML is also very similar (1.22 here versus 1.4 m s−1 for

Durden et al. (1997)). The good agreement of our observations with those of Durden et al.

(1997) indicates again that the ML has very consistent features globally.

In summary, the polarimetric signature of the ML appears to be quite consistent over all

datasets, with the exception of ZH which strongly depends on the intensity of the recorded

rainfall events. Additionally, the distribution of both the BB amplitude and the distance

between the maximum in ZH and the minimum in ρhv, which is related to concentration

effects, are also very similar for all the considered climatological regions.

Var. Stat. All Davos Ardèche Iowa Payerne

ZH

Mean 29.04 28.10 31.44 22.67 25.59
Stdev. 7.97 7.14 7.62 7.45 7.24
Q10 18.28 18.54 20.88 14.06 16.03
Q90 39.34 37.33 40.92 32.78 34.69

BB
peak

Mean 31.75 31.01 34.02 25.46 29.00
Stdev. 7.35 6.39 7.20 6.82 6.33
Q10 21.81 22.40 23.95 17.15 20.48
Q90 41.43 39.38 42.99 33.51 37.00

ZDR

Mean 1.99 1.99 1.13 0.65 0.98
Stdev. 0.95 0.95 0.72 1.14 0.83
Q10 0.30 0.92 0.33 -0.77 0.12
Q90 2.55 3.26 2.11 1.95 2.09

ρhv

Mean 0.93 0.91 0.94 0.91 0.94
Stdev. 0.06 0.07 0.05 0.07 0.05
Q10 0.85 0.81 0.88 0.81 0.87
Q90 0.99 0.98 0.99 0.98 0.99

Min.
of ρhv

Mean 0.86 0.82 0.89 0.82 0.88
Stdev. 0.07 0.07 0.05 0.06 0.06
Q10 0.76 0.71 0.81 0.73 0.79
Q90 0.94 0.90 0.94 0.89 0.94

Kdp

Mean 0.11 0.20 0.09 0.14 0.07
Stdev. 0.21 0.28 0.18 0.21 0.17
Q10 -0.11 -0.10 -0.11 -0.06 -0.15
Q90 0.38 0.55 0.33 0.37 0.28

Table 2.7 – Statistics describing the distributions of the polarimetric variables within the
melting layer. The bright-band (BB) intensity is simply the maximum of ZH in every vertical
column of the ML.
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Chapter 2. Detection and characterization of the melting layer of precipitation

2.6.3 Vertical profiles of polarimetric variables through the ML

The polarimetric variables are not uniform within the ML and exhibit a vertical structure.

Figure 2.16 shows the distributions of ZH, ZDR and ρhv as a function of the relative height

inside the ML (0 corresponds to the bottom and 1 to the top of the detected ML). Note that Kdp

is not represented because it shows no significant dependence on height. It can be seen that

the height of the peak in ZH (maximum of the BB) is around 25% higher than the minimum in

ρhv. The ML also shows a peak in ZDR in the lower part of the ML at the same height as the

minimum in ρhv. The lower heights of the peaks of ZDR and ρhv can be explained by the fact

that, unlike ZH, these two radar variables are insensitive to concentration effects. The decrease

in ZDR near the bottom of the ML could be due to the break-up of large melted aggregates.

However, one should keep in mind the differential attenuation effect of the ML on ZDR which

could also contribute to the lower height of the ZDR peak.

2.6.4 Geometry of the ML

2.6.4.1 Thickness

The detected MLs have on average a very similar geometry on all datasets. Figure 2.17(a) shows

the distribution of the ML thickness; all distributions have a similar shape with a strong mode

around 300 m, and a long right tail. The melting layer in Payerne is slightly thinner (purple

area) but the differences are small relative to the radial resolution. Generally differences in the

mean are small (maximum 35 m) and quantiles also agree well between datasets; the quantile

10% is around 250 m whereas the quantile 90% is always around 450 m. This suggests that

on average the thickness of the ML is independent of the climatological conditions and the

topography. It can be observed that the thickness of the ML never gets below 175 m but can

reach values up to 600 m. The minimal thickness is probably linked with the minimal time

snowflakes need to completely melt. The time required for complete melting can be roughly

estimated for every RHI scan by dividing the thickness of the ML by the vertical velocity. This

gives an average time (over all available scans) of about 2 min for particles to melt completely.

Our observations of the ML thickness agree well with other observations made in the literature.

The distribution of ML thickness observed by Giangrande et al. (2008) looks very similar with a

marked right tail and a mode around 300 m. Bandera et al. (1998) used a similar ML detection

algorithm to process 200 RHI scans recorded over the UK and observed an average thickness of

300 m which is very close to our observed average value (320 m). (Durden et al., 1997) found a

slightly larger average thickness of 400 m, though considering the radial resolution of the radar

(75 m) this difference is barely significant. One possible explanation is that their estimation

of the ML is based solely on the detection of the BB whereas on the current algorithm ρhv is

also considered for the detection of the base of the ML. In the case of strong precipitation, the

lower part of the BB is not as well defined as the upper part and this could lead to a slightly

larger thickness of the ML.
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2.6. Characterization of the ML

Figure 2.16 – Boxplots of the distributions of (a) ZH, (b) ρhv and (c) ZDR as a function of the
relative height inside the ML. Least-square fitting polynomials of the medians as a function of
relative height hr are also shown, along with their associated norm of residuals ||e||.

2.6.4.2 Horizontal variability

The horizontal variability of the ML can be quantified by the variograms of the ML thickness

and of the heights of the top and bottom of the ML. The variogram is a function that describes

the degree of spatial dependence of a spatial random field or stochastic process z. It can

be defined by the empirical semivariance γ, which is half of the average squared difference

between pairs of points separated by a given distance (Chilès and Delfiner, 1999).
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Figure 2.17 – (a) Distributions of the ML thickness for the four datasets, with medians indicated
by dashed lines. (b) Normalized (by the variance) variograms of the ML thickness and top and
bottom heights. The x-axis is the horizontal distance along the RHI.

γ̂(h)= 1

2

1

n(h)

n(h)∑
i=1

[z(xi +h)− z(xi )]
2

where n(h) is the number of pair of points separated by interdistance h, and z(xi ) is the value

of the spatial field at position xi .

This gives indication about the decorrelation distance4, the sub-grid variability and the

smoothness of a process. The beam-broadening effect causes an artificial trend in the thick-

ness and boundaries of the ML with increasing distance from the radar. To alleviate this effect,

the variograms were computed for every scan on linearly detrended variables. Additionaly, to

4The distance at which the variogram reaches its maximum and stabilizes, also called range.
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2.7. Correlation analysis of ML descriptors

account for the fact that datasets are of different sizes, the variograms were normalized, i.e.

divided by the corresponding variances (of ML thickness or top and bottom ML heights). For

every dataset, the variograms were then averaged over all scans.

The normalized variograms of the ML boundaries and thickness (Figure 2.17(b)) show a

similar structure between the datasets, with a similar range and a similar slope, especially at

low distances where the variability is maximal. The ML top boundary reaches decorrelation

at around over 1500 m, whereas the bottom of the ML seems to be smoother and does not

decorrelate completely over 2500 m. Experiments show that this is mainly due to the use of

only ZH to detect the top of the ML. Indeed, unlike ρhv, ZH is dependent on the concentration

of hydrometeors and is more strongly influenced by large hydrometeors. The variogram of the

thickness has a similar trend but with an even smaller decorrelation range. This can be due to

the fact that, after detrending, heights of the top and bottom of the ML are positively yet not

totally correlated (r = 0.62).

2.7 Correlation analysis of ML descriptors

2.7.1 Factors controlling the ML thickness

Figure 2.18 – Event by event variability of the ML thickness on the HyMeX dataset. Every coloured
line corresponds to a different precipitation event. (a) Time series showing the mean ML thickness for
every scan. Note that for visualization purposes all lines are displayed adjacently even if they are in fact
temporally separated. (b) The distributions of the ML thickness are displayed within all precipitation
events.

Although the ML has a quite consistent shape on average, variations of the ML thickness can

be quite significant between and especially during precipitation events. This can be seen for

example on the HyMeX dataset (Figure 2.18), where the ML thickness can easily vary from 250

to 500 m within the same precipitation event.

In order to identify the possible causes of increased thickness of the ML, a correlation analysis

of all ML variables was performed. Before calculating the correlations, the ML statistics

described in Table 2.6 were averaged over every single RHI scan in order to reduce them to the

same dimension5.

5All ML descriptors are not defined over the same domain, for example the vertical velocity is only available at
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Chapter 2. Detection and characterization of the melting layer of precipitation

Before computing the correlations, the variables were also log-transformed to account for

possible non-linearities.

First of all, it is interesting to notice that there is no correlation between the altitude of the top

or bottom of the ML and the thickness of the ML (r = 0.08 for the top and r =−0.013 for the

bottom). Consequently, the seasonal variability of the ML, characterized mostly by variations

in the freezing-level height, does not seem to contribute significantly to the variability in the

ML thickness.
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Figure 2.19 – Correlation plot of some relevant variables. Positive correlations are in red and negative
correlations in blue.

However, other descriptors have quite high correlations with the ML thickness. These relations

are shown in the form of a correlation plot in Figure 2.19. Unsurprisingly, the ML thickness

depends strongly on the intensity of ZH in the ML (r = 0.77). Such a correlation was also

observed by Durden et al. (1997). The clear linear trend between the two variables is shown in

Figure 2.20. The ML thickness is also strongly correlated with ZH in the liquid phase (r = 0.72).

A higher reflectivity in the liquid phase indicates a higher rain rate which corresponds to a

larger mass of ice to melt, hence an increase in the ML thickness. This strong correlation

also shows that by simply knowing the reflectivity in rain, one can already get some relevant

information about the properties of the ML. The intensity of ZH in the ML and the thickness

are also strongly related to the vertical extension characterized by the distance of the 20 dBZ

ZH contour from the ML (r = 0.9 and r = 0.7 respectively). A possible explanation is the fact

the vertical whereas ZDR is available only at low elevation angles.
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that intense BBs are usually associated with higher ZH in the solid phase, due to the presence

of larger hydrometeors. Kdp in the ML is slightly less correlated with the thickness (r = 0.42),

but considering the large amount of data this is still an important correlation. Note that Kdp

is not redundant with ZH, since their correlation is relatively low (r = 0.36). Additionally, the

thickness is also well correlated with the vertical fall velocity in the ML (r = 0.61). This could

be explained by two different reasons: indirectly because dense particles, which take longer to

melt, have also higher terminal velocities, and directly because fast falling particles will travel

further before melting and will extend the ML downwards.
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Figure 2.20 – Scatterplots of (a) thickness versus ZH in the ML and (b) thickness versus distance
between peak of ZH and minimum of ρhv. Counts indicate the number of points in every hexagonal
bin.

61



Chapter 2. Detection and characterization of the melting layer of precipitation

Another important factor is the gradient of ZH above the ML, which is positively correlated

with the ML thickness (r = 0.57); thicker melting layers are associated with a faster decrease

in reflectivity above the melting layer. This is possibly the case when the reflectivity in the

solid phase is relatively high, due to the presence of denser and larger solid particles. Fabry

and Zawadzki (1995) also observed such a correlation and suggested that in the case of high

rainfall rates, updrafts could be strong enough to bring considerable amounts of cloud water

from below the ML into the solid phase above, resulting in “ particularly wet graupel particles”,

with a high reflectivity. To verify this hypothesis, the relation between the thickness of the ML

and the spectral width within the ML both taken at vertical incidence was studied. However,

no strong correlation was detected (r = 0.18).

A thicker ML is quite often associated with the presence of a layer of rimed particles above

the ML (r = 0.56 with the thickness of the riming layer). This could be due to the higher

density of these particles and hence the increasing time it takes for them to melt, as well as

their larger terminal fall velocities (Pruppacher and Klett, 1997). In the same way, a thicker

ML is also correlated with a smaller fraction of ice crystals, since ice crystals and rimed

particles are negatively correlated (r =−0.67). The distance between the peak in ZH and the

minimum in ρhv is also positively correlated to the thickness (r = 0.44) which indicates that

the concentration of hydrometeors also seems to play a role. The linear trend between the two

variables is visible in Figure 2.20. Indeed, when the concentration of hydrometeors is higher,

the shift in altitude between the peak in ZH and the minimum in ρhv increases, since ZH is

sensitive to concentration effects but ρhv is not. An increased hydrometeor concentration

could lead to an increase in the diabatic cooling of the surrounding air during the melting

process. This effect can be quite important when the situation is very stable and when

horizontal temperature advections are small (Kain et al., 2000). According to Durden et al.

(1997), the cooling effect can increase the thickness of the ML because particles will take more

time to melt. The cooling effect increases with the precipitation intensity and can significantly

lower the freezing level. Note also that the minimum in ρhv in the ML is less correlated than

ZH with the ML thickness (r =−0.44). Both variables are only weakly correlated (r =−0.26).

The differences between these two variables, computed after normalizing them by the mean,

are significantly correlated with the vertical distance between the peak of reflectivity and the

minimum of ρhv inside the ML (r =−0.59), which seems to indicate that strong concentrations

of solid hydrometeors above the ML can lead to a decoupling of ZH and ρhv within the ML.

Note that all factors described above, with the exception of the BB amplitude, are statistically

significantly correlated with the ML thickness (at α= 1%).

It can seem surprising that the amplitude of the BB is not significantly correlated with the ML

thickness, nor the intensity of ZH in the ML. This can be explained by the high correlation

between ZH in the ML and ZH in the solid phase (r = 0.8). Small amplitudes of the ML can

be caused either by a weak stratiform situation with a thin ML, where the flux is small, or by

a strong stratiform situation with high reflectivity above the ML (aggregates and/or rimed

particles). In fact, the relation between the amplitude of ZH in the ML and the thickness of the
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ML seems to be weakly quadratic. When considering only MLs with a thickness larger than

the median (>350 m), the correlation becomes negative (r =−0.38), which shows that thick

MLs tend to be associated with a smaller amplitude between the BB peak and the reflectivity

in the solid phase. The correlation becomes positive (r = 0.25) when considering only MLs

with a thickness smaller than the median.

Finally, unlike Durden et al. (1997), we did not identify a significant correlation between

altitude of the ML and intensity of the BB (r = −0.06). This might be due to the fact that,

unlike in tropical regions, variations in the ML height in temperate climate are dominated by

seasonal variations.

2.7.2 Principal component analysis

Principal component analysis (PCA) is a statistical procedure that tries to explain the covari-

ance structure of data by means of a small number of orthogonal components which are

linear combinations of the original variables. Transformation is done in such a way that the

components are ordered by decreasing variance and the first components explain the largest

part of the variability in the data.

Figure 2.21 – Biplot of the ML descriptors projected onto the plane of the first two PCA components.
The first two components explain 60% of the total variance. The “Corr” subscript indicates that the
variable (ZH or ZDR) has been corrected for attenuation in the liquid phase.

To gain a better understanding of the relations between the selected factors, a PCA on stan-

dardized data was performed. The PCA was performed with ROBPCA, a robust version of the
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algorithm (Hubbert et al., 2005), that does not rely on the empirical covariance matrix. To

simplify the analysis, only the first two components were kept. They explain respectively 52

and 24% of the total variance. The biplot representing the factors projected into the space of

the two first components is shown in Figure 2.21. The arrows represent the loading which is

the weight by which every standardized variable should be multiplied to get the component

scores. Their length is proportional to the contribution of the variable to the two components

and the angle between two arrows is an approximate measure of their correlation. Highly

correlated variables point in the same direction; uncorrelated variables are at right angles

to each other. It can be seen that the first component corresponds mostly to the intensity

and vertical extension of the BB, the presence of riming and the thickness. The fraction of

rimed particles has a similar and significant contribution to both components. The second

component depends mostly on the signature in ρhv and ZDR in the ML. Considering their

loading and the relative weight of every component, it can be seen that the most important

factors explaining the variability in the ML are (in order of importance) the fraction of riming,

the gradient of ZH in the solid phase and the signature in ρhv of the ML. The thickness of the

ML depends both on the signature in ρhv and on the signature in ZH, which correspond well

to the first and second components. As such the variability in thickness is a good indicator

of the overall variability of the ML. As shown in the correlation analysis, the thickness is also

closely related to the vertical velocities inside and below the ML.

2.8 Summary and conclusions

In this work, a new algorithm was developed to automatically detect the melting layer (ML)

on polarimetric RHI scans. This algorithm was then used to characterize the ML on high-

resolution RHI scans collected by X-band polarimetric radars in different climatological

regions.

The ML detection algorithm is based on the identification of strong vertical gradients in the

reflectivity factor at horizontal polarization ZH and the copolar cross-correlation coefficient

ρhv. The algorithm takes RHI scans projected to Cartesian coordinates as input and is divided

into two parts: in the first part the bottom and the top of the melting layer are detected using

both ZH and ρhv, while in the second part the estimation of the ML top is refined by using only

ZH.

The algorithm was validated by comparing the height of the top of the detected ML with

freezing level measurements from collocated radio soundings. The freezing level estimation

of the algorithm was shown to be accurate, with an average error close to the radial resolution

of the radar and only a small negative bias. In addition, the distributions of the vertical fall

velocities were compared between the liquid phase (below the detected melting layer) and the

solid phase (above). The distributions are clearly separated with almost no overlap, showing

that the algorithm separates well the liquid and the solid phases.

The shift in ZDR and ZH across the ML was analyzed in order to get a rough idea of the
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attenuation effect of the ML. It was shown that the effect on ZDR can be important and

outweighs by far the attenuation effect caused by liquid statiform rain, whereas the effect on

ZH is only small.

The ML detection algorithm was used to characterize the ML in terms of polarimetric and

geometric signatures on four large datasets of radar scans from different topographical and

climatological regions (south of France, Swiss Alps, Swiss plains and Iowa). Additionally, a

hydrometeor classification was performed in the solid phase above the ML. The thickness of

the ML was shown to be on average very similar on all datasets, with a slightly right skewed

distribution and a mean between 300 and 330 m. Similarly, the horizontal variability of the

thickness and the relative heights of the ML boundaries, characterized by their variograms,

show very similar decorrelation ranges and slopes between datasets.

In terms of polarimetric signature, the ML has similar distributions in Kdp, ρhv and ZDR with

the exception of the dataset from Davos in the Swiss Alps which has higher values of ZDR. This

could be due to the use of different radar waveguides. Differences in ZH are more important,

with variations in the mean ranging from 2 to 8 dBZ between datasets. Average values of the

peak of ZH, the minimum in ρhv and the vertical distance separating them were found to be

in good agreement with observations made by Durden et al. (1997) over the Pacific tropical

region.

Even though the geometrical structure of the ML is quite homogeneous on average, it is

quite variable during and between precipitation events. To gain a better understanding of

this variability a correlation analysis between descriptors of the ML was carried out. Results

indicate that a thick ML is usually associated with a strong bright band, a higher vertical

extension of precipitation, as well as a larger gradient of ZH above the ML. A thicker ML is also

associated with a higher distance between the peak in ZH and the minimum in ρhv, a factor

related to the concentration of hydrometeors. A higher concentration of particles will increase

the diabatic cooling caused by the melting process, which could increase the thickness of the

ML. Additionally, a significant dependency on the presence of rimed particles above the ML

and the vertical velocity in the ML was found. Rimed particles are characterized by their higher

density and their higher fall velocities, which leads to an increase in the distance travelled by a

particle before complete melting.

Finally, a principal component analysis showed that the most important factors explaining the

overall variability of the ML are (in order of importance) the fraction of riming, the gradient of

ZH in the solid phase, and values of ρhv inside the ML.

The analysis of the ML conducted during this work could be complemented with additional

X-band radar datasets from other climatological regions, in order to verify the consistency of

the characterization. Future work will be devoted to the extension of the algorithm to PPI and

to other frequencies, in particular to the Swiss operational polarimetric C-band radar network.
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3 Multifractal evaluation of simulated
precipitation intensities

This chapter is adapted from the following article:

1. Wolfensberger, D., Gires, A., Tchiguirinskaia, I., Schertzer, D., and Berne, A.: Multifractal

evaluation of simulated precipitation intensities from the COSMO NWP model, Atmos.

Chem. Phys., https://doi.org/10.5194/acp-2017-73, 2017.

This work presents a comparison of precipitation intensities simulated by the COSMO model

with radar observations, over a wide range of spatial and temporal scales, using universal

multifractals.
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3.1 Summary

The framework of universal multifractals (UM) characterizes the spatio-temporal variability of

geophysical data over a wide range of scales with only a limited number of scale-invariant pa-

rameters. This work aims to clarify the link between multifractals (MF) and more conventional

weather descriptors and to show how they can be used to perform a multi-scale evaluation of

model data.

The first part of this work focuses on a MF analysis of the climatology of precipitation inten-

sities simulated by the COSMO numerical weather prediction model. Analysis of the spatial

structure of the MF parameters and their correlations with external meteorological and to-

pographical descriptors reveals that simulated precipitation tends to be smoother at higher

altitudes, and that the mean intermittency is mostly influenced by the latitude. A hierarchical

clustering was performed on the external descriptors, yielding three different classes, which

correspond roughly to Alpine/continental, Mediterranean and temperate regions. Distribu-

tions of MF parameters within these three classes are shown to be statistically significantly

different, indicating that the MF signature of rain is indeed geographically dependent.

The second part of this work is event-based and focuses on the smaller scales. The MF

parameters of precipitation intensities at the ground are compared with those obtained from

the Swiss radar composite during three events corresponding to typical synoptic conditions

over Switzerland. The results of this analysis show that the COSMO simulations exhibit spatial

scaling breaks that are not present in the radar data, indicating that the model is not able to

simulate the observed variability at all scales. A comparison of the operational one-moment

microphysical parameterization scheme of COSMO with a more advanced two-moment

scheme reveals that, while no scheme systematically outperforms the other, the two-moment

scheme tends to produce larger extreme values and more discontinuous precipitation fields,

which agree better with the radar composite .
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3.2 Introduction

Validation of precipitation fields simulated by a numerical weather prediction model is a

delicate task as reference data (rain gauges, radar scans) are typically available at a different

spatial and temporal resolution than the model. Traditional point-based verification scores

are generally unable to provide sufficient information about the forecast quality, as they do not

take into consideration the spatial structure and are affected by the so-called “double penalty”

(Gilleland et al., 2009). Indeed, small displacements in the simulated forecast features will

be penalized twice, once for missing the observation and again for giving a false alarm. The

impact of this double penalty is related to the variability in the simulated fields, which tends to

increase with the resolution of the model. Numerous methods have been proposed in recent

years to address this issue. Some methods rely on the use of traditional scores but applied on

filtered fields, estimating the forecast performance as a function of scale and precipitation

intensity (e.g., Ebert, 2008; Mittermaier et al., 2013), while others detect specific features of

forecast and verification fields and compare these features based on their attributes (e.g.,

Davis et al., 2006; Wernli et al., 2008). Yet another type of validation technique relies on the

separation of scales with the use of space-frequency tools such as the 2D wavelet transform

(Vasić et al., 2007).

Multifractals (MFs) offer a convenient way to analyze the variability of complex geophysical

systems globally over a wide range of scales. In the context of MFs, the statistical properties of

a field are related to the resolution by a power-law (Schertzer and Lovejoy, 1987). Universal

Multifractals (UMs) are a framework of MFs based on the concept of multiplicative cascades,

which allows for analysis and simulation of a high variability across scales with only a small

number of parameters with physical meaning (e.g., Schertzer and Lovejoy, 1987; Lovejoy and

Schertzer, 2007). In meteorology, UMs have been used to study a large variety of complex

natural phenomena such as the distribution of rainfall intensities at the ground (e.g., Marsan

et al., 1996; Gires et al., 2016, 2015), atmospheric turbulence (e.g., Parisi and Frisch, 1985a;

Schertzer and Lovejoy, 2011) or climate change (e.g., Schmitt et al., 1995; Royer et al., 2008).

Gires et al. (2011) used the UM framework to compare simulations of Meso-NH, a non-

hydrostatic numerical weather prediction (NWP) model developed by Météo-France and

the Laboratoire d’Aérologie (e.g., Lafore et al., 1998; Cohard and Pinty, 2000), with composite

radar images during a heavy convective rainfall event. This comparison showed that the

radar quantitative precipitation estimation (QPE) and the model simulations were generally

characterized by similar ranges of scaling and agreed quite well with a simple space-time

scaling model.

Gires et al. (2011) focused on a rather flat area and a single event. It is therefore relevant to study

the MF behavior of model simulations and radar observations over a more complex terrain

and in a broader meteorological context. This work is thus divided into two parts. The first part

aims to illustrate the use of MFs for characterizing regional patterns of precipitation and to

relate them to meteorological and topographical features. To this end, a large-scale analysis of
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5 years of simulated precipitation intensities from the COSMO numerical weather prediction

model is conducted. The MF properties of the corresponding climatology of precipitation

intensities are then studied and related to several regional and meteorological descriptors.

The second part of this paper extends the work of Gires et al. (2011) over Switzerland for

three different meteorological situations (snowstorm, convective summer precipitation and

stratiform rainfall) by using simulated precipitation intensities from the COSMO model run

with different microphysical parameterizations.

This chapter is structured as follows: in Section 2, the COSMO model and the Swiss radar

composite are briefly described. The studied events, radar datasets and model variables are

then described in detail. Section 3 provides a short summary of the UM framework. In Section

4, a climatological analysis of precipitation intensities simulated by COSMO is performed with

the UM framework in relation to external geographical and meteorological descriptors. In

Section 5, a spatial and temporal analysis of precipitation intensities on the ground simulated

by COSMO is performed during three characteristic events. The results are then compared

with the UM analysis of the radar composite. Finally, Section 6 gives a summary of the main

results and concludes this work.

3.3 Description of the data

3.3.1 The COSMO model

Since an introduction to the COSMO model has been given in Section 1.2.2, only a small re-

minder of the key points of its microphysical parameterizations, which are of high importance

in this work, will be given.

In COSMO, grid-scale clouds and precipitation are parameterized operationally with a one-

moment scheme similar to Rutledge and Hobbs (1983) and Lin et al. (1983) with five hy-

drometeor categories: rain, snow, graupel, ice crystals and cloud droplets. The particle size

distributions (PSD) are assumed to be exponential for all hydrometeors, except for rain where

a gamma PSD is assumed. The only free parameter of the PSDs is the slope parameter Λ which

can be obtained from the prognostic mass concentrations. The scale parameter μ is equal to

zero (exponential PSDs) for all hydrometeors except for rain where it is set to 0.5 by default.

The intercept parameter N0 depends on the prescribed μ for rain, but is constant during the

simulation. or in the case of snow, is temperature dependent.

A more advanced two-moment scheme with a sixth hydrometeor category, hail, was devel-

oped for COSMO by Seifert and Beheng (2006). In this scheme all PSDs are assumed to be

gamma distributions where the intercept and slope parameters are free parameters that can

be obtained from the prognostic moment of order zero number concentration and from the

prognostic mass concentration. As this scheme significantly increases the overall computation

time it is currently not used operationally.

70



3.3. Description of the data

The precipitation intensity at the ground is the sum of the sedimentation fluxes of all hydrom-

eteors at the lowest model level. Mass-diameter relations as well as velocity-diameter relations

for the precipitating hydrometeors are assumed to be power-laws for both microphysical

schemes, except for rain in the two-moment scheme, where a slightly more refined formula by

Rogers et al. (1993) is used.

3.3.2 Climatological study

In the first part of this work, a MF characterization of all precipitation intensities simulated

by COSMO during 5 years is performed. The computed MF parameters are then compared

with various descriptors. A total of 43115 hourly time steps of COSMO-2 simulations (at 2

km horizontal resolution) in analysis mode covering a period of 5 years (2011 to 2016) were

retrieved from the MeteoSwiss archives. The first and last 100 kilometers of the COSMO-2

domain along both longitudinal and latitudinal directions were discarded from the analysis

in order to avoid border effects. The remaining area is shown in Figure 3.2 (Domain 1). This

area was then divided into 209 subsquares of size 64 x 64 (128 km x 128 km), with an overlap of

two thirds between consecutive squares. This ratio has been chosen as a trade-off between

representativity (total number of squares) and computation time.

Besides the MF parameters, which will be described later on, 11 local descriptors of the

geography and meteorology were computed from the COSMO data within every square

(Table 3.1). Spatial maps of all descriptors are given in Appendix A.1.

Name Description Unit

Average altitude average altitude m
Midpoint latitude latitude of square center degree north
Midpoint longi-
tude

longitude of square center degree east

Total precipitation total precipitation during all years mm
Standard deviation
of precipitation

average standard deviation during timesteps with pre-
cip.

mm

Wet fraction fraction of simulated precipitation amounts that ex-
ceed a threshold of 0.1 mm per hour

-

Geopotential average geopotential height at 850 hPa m
Wind speed average wind speed at 850 hPa m s−1

Wind direction average wind direction at 850 hPa degree
Temperature average temperature at 850 hPa K
Potential vorticity average potential vorticity at 850 hPa m2 kg−1 s−1

Table 3.1 – List and description of all meteorological and topographical descriptors used in
the MF characterization of the climatology of precipitation intensities.
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3.3.3 QPE comparison

3.3.3.1 Simulation of events

In the second part of this work, three precipitation events were simulated with COSMO and

compared to the radar QPE in terms of the MF properties of their rainfall intensity fields. These

events correspond to three typical meteorological situations observed over Switzerland. A

brief description of the events is given in Table 3.2, and 500 hPa geopotential and pressure at

mean sea level charts are shown in Figure 3.1. To simulate these events, COSMO was used with

the standard “COSMO-2” set-up (COSMO, 2015). As was done in similar studies (Bohme et al.,

2009), a spin-up time of 12 hours was used to account for the cold start of the model. For the

initial and boundary conditions,analysis runs of the COSMO-7 model were used. This allows

for forcing the model with the most accurate information available at the time of simulation.

In addition, the events were also simulated using the non-operational two-moment scheme,

while keeping all other namelist parameters unchanged. For all simulations, model outputs

were written every 5 minutes of simulated time, which corresponds to the temporal resolution

of the Swiss radar composite.

Day Timeline Number
of time
steps

Description

26 March
2010

08:00 - 18:00 144 (12 h) Crossing of a strong cold front causing sudden
drop of temperature followed by heavy graupel
and snowfall as well as strong winds

08 April 2014 02:00 - 10:00 144 (12 h) Stationary front with widespread stratiform pre-
cipitation over Switzerland

13 August
2015

12:00 - 24:00 144 (12 h) Strong summer convection triggered by the pres-
ence of very warm and wet subtropical air over
Switzerland

Table 3.2 – Short description of the three precipitation events considered.

26 March 2010 06:00 UTC 13 August 2015 12:00 UTC

612

geopotential [dam]

608
604
600
596
592
588
584
580
576
572
568
564
560
556
552
548
544
540
536
532
528
524
516
520
512
508
504
500
496
492

08 April 2014 06:00 UTC

Figure 3.1 – 500 hPa geopotentials and pressure at mean sea level for the three considered
events. Modified from http://www.wetterzentrale.de/de/default.php.
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Figure 3.2 – Situation map showing the theoretical maximum extent of available QPE (light
blue), the location of the Swiss operational radars (blue dots), the region used for the clima-
tological study of COSMO precipitation intensities (domain 1), and the subregions centered
over the precipitation events used in the QPE analysis (domains 2 and 3).

3.3.3.2 QPE data

In Section 3.6, precipitation intensities at the ground simulated by the COSMO are compared

with the QPE product from the Swiss operational radar composite. The Swiss radar composite

consists of PPI measurements of the four 1 operational polarimetric C-band radars. The

QPE product of MeteoSwiss is computed in the following way: the linear equivalent radar

reflectivity measurements at up to six 1◦ ×1◦ ×83m clutter-free radar bins are corrected for

partial beam-blocking and averaged to derive polar 1◦ ×1◦ ×500m radar bins. Reflectivity

measurements are then converted to equivalent precipitation intensity with a Marshall and

Palmer (1948) Z −R relationship. The precipitation estimation at the ground is extrapolated

from multi-radar observations aloft using a weighting function that depends on the altitude

above the ground and the radar visibility. The correction for the vertical profile of reflectivity

is done with an average profile based on aggregation over a few hours and over the visible part

of the area located less than 70 km from the radar. More information on the MeteoSwiss QPE

estimation can be found in Germann et al. (2006). Note that the Plaine-Morte radar was only

installed in 2014 and was thus not available during the first event (26 March 2010). The Swiss

radar composite extends radially up to 250 km from every single radar (Figure 3.2). However,

1The Weissfluhgipfel radar was not yet installed at the time of the considered events
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the quality of the product improves with the proximity to the radar and in the areas where the

radar scanning domains overlap. To perform a comparison of rain intensities, a smaller field

of 128 km x 128 km was chosen in the center of the domain where the quality of the product is

optimal (Domain 2 in Figure 3.2). For the second event (8 April 2014) the domain was moved

slightly to the left in order to better follow the evolution of the precipitation event (Domain 3

in Figure 3.2).

3.4 The UM framework

3.4.1 Multifractality

Let E be a normalized (divided by its mean) conservative field, which can be one-or-two

dimensional (time series or spatial map). The field E also needs to have the same length in all

dimensions, and this length must be a power of two.

The fractal dimension D f of E indicates how a corresponding binary field (where all values

larger than a given threshold are set to 1) scales with the resolution. The resolution λr is

defined by the ratio between the largest possible scale L and the considered observation scale

l (λr = L/l ).

Nλr =λ
−D f
r (3.1)

where Nλr is the number of positive samples (rainy pixels for example) at a given resolution,

which can be obtained with the help of box counting. An example of this box counting method

is given in Appendix A.2.

It is possible to interpret this result in a probabilistic way. Indeed, consider a line or cube of size

l , then p is the probability that it intersects the binary precipitation field E . This probability

scales with the resolution:

p = λ
D f
r

λD
r

=λ
−c f
r (3.2)

where D is the dimension of the field (1 for a time series, 2 for a spatial field) and c f =D −D f

is called the fractal codimension of the field.

It is clear that the values of D f (and cF ) depend on the threshold that is used. Several thresholds

and corresponding values of D f are thus required to characterize the field.
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In the MF framework this characterization is performed with scale-independent thresholds

(Schertzer and Lovejoy, 1987), which yields a MF version of Equation 3.2.

p
(
Eλr ≤λ

γ
r
)≈λ

−c(γ)
r (3.3)

where c(γ) is the codimension function which is convex and increasing and γ is a so-called

singularity, which is independent of scale. λγ
r can thus be seen as a scale invariant threshold.

Since c(γ) takes several values, MFs can be understood as a hierarchy of embedded fractal

sets.

It can be shown that Equation 3.3 implies that the statistical moments q of the field scale with

the resolution (Schertzer and Lovejoy, 1987):

〈E q
λr
〉 ≈λ

K (q)
r (3.4)

where K (q) is the moment scaling function which is related to c(γ) by a Legendre transform

(Parisi and Frisch, 1985b). For a conservative field 〈Eλr 〉 = 1.

The quality of the scaling can be studied with the trace moment (TM) method which consists

of a log-log plot of the up-scaled fields as a function of the resolution λr for each moment q ,

the slope being the moment scaling function.

In the UM framework (Schertzer and Lovejoy, 1987), the moment scaling function for a

conservative field Kc (q) can be fully characterized with only two parameters, α and C1.

Kc (q)= C1

α−1

(
qα−q

)
(3.5)

C1 is the mean intermittency codimension and measures the clustering of the average intensity

at increasing scales. C1 is equal to zero when the field is homogeneous. α is the multifractality

index and measures the clustering variability with respect to the intensity level; α ∈ [0,2].

The size of the sample limits the insight one can get of a statistical process. For a MF processes,

if Ns samples are available this will result in a maximum singularity γs (and corresponding

moment order qs) beyond which the values of the statistical estimates of the codimension

and moment scaling function are not considered as reliable (e.g., Schertzer and Lovejoy, 1987;

Lovejoy and Schertzer, 2007).

75



Chapter 3. Multifractal evaluation of simulated precipitation intensities

It can be shown that in the MF framework, qs and γs are equal to the following:

qs =
(

D +Ds

C1

) 1
α

and γs =α′C1

(
D +Ds

C1

) 1
α′

(3.6)

where 1
α + 1

α′ = 1 and Ds is the sampling dimension defined by Ns =λ
Ds
r .

An example of the use of γs can be found in Royer et al. (2008) who investigated the impact

of climate change on rainfall extremes with a climate model. They observed an increase in

γs over time, which could result in a possible increase in the intensity of rainfall extremes

over the next hundred years. Douglas and Barros (2003) and Hubert et al. (1993) also used the

maximum singularity γs in the estimation of probable maximum precipitation.

In this work, the UM parameters are estimated with the double trace moment (DTM) method

(Lavallée et al., 1993). This method relies on the fact that, in the context of UM, the moment

scaling function K (q,η) of the field E
(η)
λr

, obtained by raising the field E at a power η and

up-scaled at resolution λr , can easily be expressed as a function of α (Lavallée et al., 1993).

〈
(
E

(η)
λr

)q〉 ≈λ
K (q,η)
r =λ

ηαK (q)
r (3.7)

α is thus the slope of the linear part of K (q,η) as a function of η in a log-log plot.

3.4.2 Non-conservative fields

In the case of a non-conservative field φ, we have 〈φλr 〉 �= 1.

One way to consider non-conservative fields within the UM framework it to assume that they

can be expressed as the following:

φλr = Eλr λ
−H
r (3.8)

where H is the non-conservation parameter (H = 0 for conservative fields) and E is a con-

servative field characterized by a moment scaling function Kc (q) with parameters C1 and

α.

The moment scaling function of the non-conservative field φλr is then given by:

K (q)=Kc (q)−Hq (3.9)
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H can be related to the spectral slope β by:

β= 1+2H −Kc (2) (3.10)

where β is the exponent of the power law that characterizes the relation between power

spectrum and wave numbers:

E(k)∝ k−β (3.11)

Hence the larger the value of the slope β, the shorter the decorrelation range. If β is larger

than the dimension of the field, the field is non-conservative.

Eλr can be estimated from φλr with a fractional integration (for H < 0) or differentiation (for

H > 0) of order H , which is equivalent to a multiplication by kH in the Fourier space. In

practice however, for H > 0, particularly when H > 0.5, Eλmax (the field E at the maximum

resolution) is often approximated by the renormalized absolute fluctuations of the field.

Eλmax(i )=
∣∣φλmax(i +1)−φλmax(i )

∣∣
〈∣∣φλmax(i +1)−φλmax(i )

∣∣〉 , i = 1,2, ..,N (3.12)

Table 3.3 provides an overview of all MF parameters as well as their interpretation, while

Appendix A.3 provides some visual examples of how varying the MF parameters affects the

spatial structure of randomly generated MF fields.
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Parameter
name

Interpretation

α multifractality in-
dex

When α = 0, the field is mono-fractal which means that a
single fractal dimension is sufficient to fully characterize the
field. The higher α, the larger the variability within areas
with precipitation.

C1 mean intermit-
tency

Measures how concentrated the average field is, C1 = 0 for
a uniform field. The larger C1, the larger the intermittency
of the field. High C1 associated with high α implies strong
extremes.

β Negative of the
spectral slope

The larger β the shorter the decorrelation range of the data.
If β= 0, the power spectral density is the one of white noise,
meaning there is no decorrelation. When β is large, large-
scale phenomena have a large contribution to the variability
in the data, which means that the fields have a larger corre-
lation range (smoother fields).

H non-conservation
parameter

Scale-independent proportionality factor relating a conser-
vative field to the non-conservative field (a field for which
the average is not scale independent). Can be seen as a
smoothing factor. If H is positive, the field is too smooth and
one needs to differentiate it to retrieve a conservative field.
If H is negative, the field is too discontinuous and one needs
to integrate it to retrieve a conservative field.

γs maximum singu-
larity

Maximum observable singularity (scale independent thresh-
old) from the data. Large γs implies that stronger extremes
are present in the data.

R2 TM coefficient of
determination

Coefficient of determination of the relation between a given
moment of order q and the scale (Equation 3.4) on a log-log
plot. If the field is MF the plot is a straight line with slope
K (q). In practice, q = 1.5 is often used as a reference to
determine R2. R2 can be seen as an estimation of the quality
of scaling and of the viability of the MF approach for the
data.

D f Fractal dimension Factor relating the number of rainy observations at a given
scale to the corresponding scale. The larger D f , the more
uniform the binary precipitation field (obtained with a
threshold of zero) is.

Table 3.3 – Overview of all MF parameters
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3.4.3 Spatio-temporal analysis

The MF analysis of time series of two-dimensional fields, such as the ones considered in this

study, can be performed both in space, by considering an ensemble of two-dimensional fields

(one sample for every time step), or in time, by considering an ensemble of one-dimensional

time series (one sample for every coordinate in the two-dimensional field).

A simple spatio-temporal scaling model (e.g., Marsan et al., 1996; Deidda, 2000; Macor et al.,

2007; Radkevich et al., 2008) is based on the hypothesis of an anisotropy coefficient between

space and time:

Kspace(q)= Ktime(q)

1−Ht
(3.13)

where Ht is the anisotropy coefficient between space and time, which in the theory of Kol-

mogorov (e.g., Kolmogorov, 1962; Marsan et al., 1996)is equal to one third. This result implies

identical α and proportional C1 and H parameters.

C1,space

C1,time
= Hspace

Htime
= 1

1−Ht
(3.14)

3.5 Climatological analysis of MF parameters

Within all 209 selected squares (Section 3.3.2), the MF parameters α, C1, β, H , γs , R2 and D f

were computed both in time and in space by performing an ensemble average, i.e. by taking

the mean parameters over all the available realizations of the process. In space, every time

step is considered as a realization of a two-dimensional geophysical process, while in time

every COSMO-2 grid point is considered as a realization of a one-dimensional geophysical

process (time series). For the analysis in space, this implies 43115 realizations of a 64 x 64

2D field and for the analysis in time, 4096 realizations (64 x 64) of a time series of length

32768 (215 which is the closest power of 2 to 43115). Analysis of the overall temporal power

spectrum (not displayed) revealed the presence of a strong peak centered around a resolution

of 3 hours, which is very likely to be caused by the fact that in the assimilation scheme of

COSMO, target values (references for differences) are updated only at discrete times, which

for surface synoptic observations is every 3 hours. To remove the effect of the nudging in

the estimation of MF parameters, only the larger timescales (from 8 hours to 5 years) were

considered. Even though some areas are characterized by values of H > 0.5 (non-conservative

fields), it was decided to treat all areas in a consistent way, by working on the original fields

instead of the fluctuations. Indeed, it was observed that using fluctuations for areas where

H > 0.5, was causing important discontinuities in the spatial structure of MF parameters.
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Indeed, using fluctuations is only a crude way to address the non-conservativity of the fields.

A proper correction using fractional integration would allow for a much smoother correction,

since it is proportional to H , but is computationally intractable because of the very large

dataset that is used.

In order to test the effect of zeros on the overall analysis, the MF parameters were also esti-

mated in space2 by using only the fields where there is precipitation over at least 50% of the

surface. This did, however, not impact the main conclusions in terms of correlations and

spatial structure of the MF parameters. Hence the subsequent study was performed on the

raw precipitation fields without any kind of filtering.

3.5.1 Correlation study

In the first step, the relationships between MF parameters evaluated in time and space and the

descriptors detailed in Table 3.1 were analyzed by looking at the non-parametric (Spearman)

correlations. Figure 3.3 displays the correlation plots for the MF parameters in space and time.

The following conclusions can be drawn from the correlation plots. D f is strongly correlated

with the latitude, indicating that the fractal dimension of rain is larger at higher latitudes (i.e.

cooler climates). D f is also quite strongly correlated to the wet fraction: the more often it rains,

the higher the fractal dimension. Similarly C1 also has a strong latitudinal trend and tends to

decrease in regions with a high wet fraction (less intermittency), which is typically the case in

cooler climates. α also seems to show a latitudinal trend, though not as strong as for C1 and

D f . The link between α and the standard deviation is not obvious since the standard deviation

is a second-order statistic, while the UM parameters are based on all moments. C1 and γs tend

to decrease with the altitude while β and H tend to increase. This could be due to orographic

effects, precipitation over mountains being both dominated by large-scale circulations and

generally abundant.

The correlation values are roughly consistent in time and in space, although the ones in time

are generally higher. In time the correlation between β and H is lower than in space. This

can be explained by the lower values of β in time. Because of this and as a consequence of

Equation 3.10, H becomes more correlated with α and C1.

3.5.2 Hierarchical clustering

A hierarchical clustering of all 209 areas was performed based on the value of their descriptors

(Table 3.1), using the Ward linkage method (Ward, 1963). Investigation of the dendrogram

gives an optimal number of clusters of either three or six. Figure 3.4 shows the resulting

classification for three different clusters.

2In time, it would not be possible to filter out non rainy time steps, as it would break the continuity of the time
series.
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Figure 3.3 – Correlation plots showing the Spearman (rank) correlation between MF param-
eters and descriptors. (a) MF parameters estimated in space, and (b) with MF parameters
estimated in time. Note that the part on the right of the correlation plot in time has been
truncated since it is the same as on the correlation plot in space. Correlations that are not
statistically significant (for a significance level of 5%) and correlations which are not consistent
in sign between time and space are left in white.

As could be expected, the clustering of the meteorological and topographical descriptors

results in a meaningful spatial distribution. Indeed, all clusters are spatially very coherent, with

cluster 1 corresponding mostly to the Alpine regions, from the Mediterranean Sea to Austria,

cluster 2 corresponding mostly to the cooler temperate regions in the east of France and south

of Germany, and cluster 3 corresponding to the warmer Mediterranean regions in the south of

France, in Italy and the Balkans. Note that over land areas a somewhat similar classification
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Figure 3.4 – Hierarchical clustering of the 209 regions into three clusters based on the meteo-
rological and topographical descriptors listed in Table 3.1.

can be obtained by aggregating classes of the famous Köppen (1936) climate classification. A

comparison between the meteorological clustering and the Köppen classification is performed

in Appendix A.4.

The distributions of MF parameters within these clusters, as illustrated in Figure 3.5, highlight

some obvious discrepancies in MF parameters between clusters. In space, α, H , β and D f

seem to be lower in cluster 3 than in the others, while C1 and γs are higher. Clusters 1 and 2

do not exhibit such marked differences but differ nonetheless by stronger values of D f and

slightly larger values of H , β and α. In time, cluster 1 (Alpine regions) is characterized by high

values of α and β and low values of C1, which indicates frequent rainfall and a large variability

in intensities. Cluster 2 differs by its low values of β and H , indicating that small temporal

frequencies play a bigger role in the overall variability in precipitation.

The statistical significance of these discrepancies was confirmed both with the MANOVA

(multivariate analysis of variance) and the non-parameteric Kruskall-Wallis statistical tests.

All tests were performed with a significance level of 2.5%. The MANOVA reveals that the

multivariate means of MF parameters (both in time and space) are significantly different

between the three clusters, as well as between all three pairs of clusters taken separately (1 vs

2, 2 vs 3 and 1 vs 3). The non-parameteric Kruskall-Wallis test, performed separately for all MF

parameters, reveals that distributions of all MF parameters are significantly different between

the three clusters. A pairwise comparison (1 vs. 2, 2 vs. 3 and 1 vs. 3) reveals that, in time, all

MF parameters are significantly different between all pairs of clusters, except for H which is

not statistically different between clusters 1 and 2. In space, the situation is similar, but this

time it is C1 and γs which are not significantly different between clusters 1 and 2.
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Figure 3.5 – Boxplots showing the distributions of MF parameters within the clusters. MF
parameters estimated in time are shown with a dashed pattern. Note that the left y-axis
applies to MF parameters in space and the right y-axis (in red) to MF parameters in time (the
boxplots indicated with a red hatch).

To summarize, the statistical analysis shows that the MF parameters of precipitation intensities

are significantly different within the three climatological clusters.

3.5.3 Spatial structure of MF parameters

Figure 3.6 shows the spatial structure of MF parameters in space and reveals that α is partic-

ularly large over Bavaria, the Piemont region of Italy and the Champagne region of France.

However these “clusters” of large values are quite difficult to relate to other trends, especially

in terms of descriptors. Generally, the Swiss Alps are characterized by relatively low values of

α. In terms of C1, there is a clearer trend, with a strong latitudinal and elevational negative gra-

dient, which can be related to an increase in overall precipitation amounts. In terms of β, the
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regions over Italy show smaller values, which tend to indicate that precipitation events exhibit

strong high-frequency components (such as for example short convective storms). Over the

Alps and the more continental regions, where the precipitation systems are mostly frontal, β

increases. The trend is similar for H which is related to β. For γs , we observe a similar trend

to C1 with a decrease with altitude and elevation. This indicates that precipitation extremes

are stronger in southern regions. For R2 it is difficult to identify a proper spatial structure,

except that the foothill regions of the Alps generally have large R2 values. Finally for D f , there

is mostly a latitudinal trend: the value of D f increases with the latitude, which can be related

to a decrease in the number of zeros (smaller C1 and generally larger α).

In time, similar conclusions can be drawn for C1, D f , γs and β. For the other parameters,

the latitudinal trend seems to be much more visible than in space, especially for H and R2.

R2 seems to be generally larger in time than in space. Unlike in space, for α in time there is

a clearer dependency on the altitude. α in time tends to be larger in mountainous regions,

indicating a larger temporal variability in precipitation intensities in these regions.

To summarize, the MF signature of precipitation is related both to the topography, the climate

and the typical meteorological conditions. As such MFs can be used as a way to characterize

precipitation fields and assess the realism of simulated atmospheric variables.
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Figure 3.6 – Spatial representation of the MF parameters estimated in space for all areas. The
special colormap for H has been chosen to separate positive and negative values and highlight
non-conservative areas where |H | > 0.5. For R2, circles represent all zones where R2 < 0.9,
whereas squares represent all zones with good scaling (R2 ≥ 0.9). As previously mentioned,
the size of the represented squares is not to scale. The colors in the background correspond to
the hierarchical classification.
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3.6 Comparison of simulated precipitation with radar QPE

The previous section presented the MF approach in a climatological context, which helps

to link meteorology/geography and MF parameters. In the present section, we evaluate the

quality of the precipitation simulated by COSMO with two different microphysical schemes,

by comparing it with quantitative precipitation estimations from the Swiss radar network

using the UM framework. This comparison requires the COSMO model to be run at the radar

temporal resolution (5 minutes) in a very expensive setup (two-moment scheme). As such,

a climatological comparison over several years is not feasible from a computational point

of view. Hence, the comparison is now conducted on the event scale, which also makes the

intercomparison of the microphysical parameterizations easier.

The power law Z −R relationship by Marshall and Palmer (1948), which is used by MeteoSwiss

to derive the QPE, does not correspond with the Z −R relationships derived from the COSMO

microphysical parameterizations. This explains part of the discrepancy between radar QPE

and simulated precipitation intensities, but in general should not impact the validity of the MF

comparison. Indeed, if the Z −R relationship derived from the COSMO parameterizations can

be approximated by a power law, then the correction needed to account for discrepancies in

Z −R relationships is itself a power law: Rcorr = aRb , where Rcorr is the precipitation intensity

one would obtain by first converting COSMO precipitation intensities to reflectivities and

then back to precipitation intensities using the radar QPE Z −R relationship. It can be shown

(Tessier et al., 1993), that in the context of UM, the corrected field will have the same value

of α and the same scaling properties as the original field, while C1 will be multiplied by bα.

Moreover, for the one-moment scheme, it was observed that while the intercept parameter

a changes significantly, the exponent parameter b is almost the same: Rcorr = 0.68R0.98. As

the exponent 0.98 is close to unity, this implies an almost direct proportionality, and as such

even C1 should barely be affected. Note that this power law was derived by using the T-matrix

method (Mishchenko et al., 1996) to compute radar cross sections at C-band.

For the two-moment scheme, things are more complicated as no one-to-one relationship

exists between rain rate and reflectivity. However, a rough estimation of the error in C1 was

derived by considering a representative set of rainy time steps from all events. The estimated

values of b for the two-moment scheme varies between 0.81 and 1.23, which would imply a

maximum relative error in C1 of 51% on spatial fields and 23% on time series.

Overall, correcting precipitation fields for discrepancies in the Z −R relation is challenging,

especially in the solid phase and for the two-moment scheme, where deriving a Z −R relation

from the model parameterization is difficult. However, in the MF context, only C1 should be

affected and only with significant solid precipitation or when using the two-moment scheme.

This should be kept in mind when interpreting C1 values.
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3.6.1 Scaling analysis

A MF comparison of the precipitation fields simulated by COSMO in its one-moment and

two-moment schemes with the QPE product from the Swiss radar composite was performed.

As a first step, a spectral analysis was performed both in time (ensemble of one-dimensional

time series of precipitation intensities) and in space (ensemble of two-dimensional maps of

precipitation intensities).

128

Figure 3.7 – Spectral analysis in space of the QPE products during the three events. The
displayed lines are best-fit lines. The associated value of β, computed from the radar QPE
data, is given in the legend. Note that the maximal represented observation scale, which
corresponds to the Nyquist frequency, is twice the maximal resolution.
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Figure 3.7 shows the spectral analysis in space for all events and data. A best-fit line is shown

for the radar QPE from which the value of β is computed. β is equal to −m, where m is the

slope of the best-fit line.

For the 26 March 2010, we observe a single scaling regime for the radar QPE, with a good

scaling both on large (16-64 km) and small scales (2-16 km), as the spread around the line is

relatively small. For the model intensities, we observe strong discrepancies with the radar

QPE in terms of spectral slope at smaller scales (2−8 km), which are not well represented. A

possible explanation for this break in scaling properties of the model is the fact that large scales

are dominated by the dynamics of the model (primitive equations of the atmosphere), whereas

smaller scales are dominated by the parameterizations of subgrid phenomena (turbulence,

convection). However, even at larger scales (8-64 km), the agreement between radar QPE and

model simulations is still quite poor in terms of spectral slope. Obviously, for this rainfall

event, COSMO is not able to recreate the spatial structure of precipitation observed by the

radar.

For the 8 April 2014, the scaling is similar between radar and model precipitation intensities,

possibly indicating that for this stratiform rain event, parameterizations and dynamics match

better. Both radar and simulations show a weak scaling break at around 8 km.

For the last event, we observe again a good scaling for the radar QPE and a much worse scaling

for the model precipitation intensities. However, in contrast with the first event, the larger

scales (> 16 km) are not well represented. Indeed, inspection of the time series of precipitation

shows that COSMO is not able to locate accurately the convective cells of precipitation and

generally overestimates their extent. In terms of microphysical parameterizations, we observe

that the spectral slopes of the one-moment scheme are generally closer to the ones obtained

from the radar QPE. This is especially visible for the last (convective) event, where the COSMO

simulations show weak scaling (β close to zero). This implies that the simulated rainfall inten-

sities are dominated by small-scale features, while large-scale features are underestimated.

Note also that for large-scale features, the power density function of COSMO simulations

corresponds to white noise, indicating that the COSMO model has a shorter decorrelation

range than the radar data.

The spectral analysis in time (not displayed) generally shows similar results, but with larger

values of β and overall better scaling (less spread).

Table 3.4 displays the non-conservation parameter H and the fractal dimension D f evaluated

for time series of precipitation intensities (analysis in time) and for spatial fields of precip-

itation intensities (analysis in space), for both the radar QPE (in regular font), the COSMO

one-moment scheme (in bold), and the COSMO two-moment scheme (in italic) and for all

events. A value of H larger than 0 indicates that the field is smoother than the observed field

from a direct MF cascade process, and a value of H smaller than 0 indicates that the field is

too discontinuous. The larger D f , the more uniform the binary precipitation field is. In space

D f = 2 implies that it rains everywhere, while in time D f = 1, implies that it rains all the time.
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Taking the radar as a reference, one sees that the convective event is characterized by the

largest values of H , followed by the snowfall event and the stratiform event. When comparing

H between COSMO and the radar QPE, one observes that H in time is always larger with the

one-moment scheme than on the radar QPE, indicating that the temporal structure of the

simulated fields is likely to be too smooth. In space, the trend is not as obvious and the match

between the radar QPE and the precipitation intensities simulated with the one-moment

scheme seems better. In terms of fractal dimension, it can be seen that for all events, both in

space and time, the radar QPE has the most discontinuous binary precipitation field due to its

smaller values of D f . COSMO simulations are characterized by larger values of D f , indicating

a wider coverage of precipitation and less convoluted precipitation fields and time series. It is

interesting to notice that the two-moment scheme gives values of D f that are closer to those

of QPE, which indicates that it is better at simulating small-scale variations in the temporal

and spatial occurrence of precipitation.

Overall, it is worth noticing that the two-moment scheme almost always has smaller H values

than the one-moment scheme, which indicates that it is more discontinuous both in time and

space.

In order to account for the fact that the fields are mostly non-conservative (|H | > 0.5), and to

treat all fields in a consistent way, all further analysis were performed on fluctuations of the

original fields (Equation 3.12). Note that while this does not result in perfectly conservative

fields, it still makes them more conservative since all values of |H | are smaller than 0.5 after

taking the fluctuations.

26 March 2010 8 April 2014 13 August 2015

Hspace 0.411/0.432/0.752 0.342/0.500/0.260 0.651/0.612/0.332
Htime -0.044/0.615/0.262 0.232/0.938/0.238 0.696/0.818/0.265
D f ,space 1.793/1.904/1.825 1.836/1.921/1.900 1.804/1.869/1.849
D f ,time 0.893/0.960/0.958 0.946/0.969/0.937 0.877/0.944/0.930

Table 3.4 – Values of the non-conservation parameter H and the fractal dimension D f in time
and space for all events for the radar QPE, the COSMO one-moment scheme and the COSMO
two-moment scheme.

Figure 3.8 shows the TM analysis in space and time for the three events and for a value of

q = 1.5. The value of K (q = 1.5) is the slope of the best-fit lines. Repeating the TM analysis for

various values of q allows us to characterize K (q) and to estimate α and C1. For the first two

events a scaling break can be observed at large scales for the COSMO precipitation intensities

(64-128 km). These scales were excluded from the analysis due to the limited number of points

in this scale range. For consistency with the observations of the spectral analysis, the scale

range of 2-8 km was excluded from the analysis for the first event. This scale range does not

scale well on COSMO simulations when compared with radar observation in this event. For

the last event, two scaling regimes are observed for the COSMO intensities (2-16 and 16-128

km), which were studied separately. On the contrary, for the radar QPE no scaling break is
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Figure 3.8 – Scaling (TM) analysis of the QPE product during the three events obtained with
q = 1.5. The displayed lines are best-fit lines taking into account a possible scaling break.

observed in space. In time, a weak scaling break can be observed both for radar and COSMO

intensities at a resolution of around 160 minutes. Hence, results are discussed only for the

timescales between 5 and 160 min (smaller scales).
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3.6.2 Spatio-temporal analysis

Values of α, C1 and γs obtained with an analysis in time and in space of the three events

are given in Figure 3.9. For the first two events, all parameters are computed only on the

smaller scales (up to 64 km in space and up to 160 minutes in time), in order to account for

the observed scaling break. For the last event both scale ranges are considered.
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Figure 3.9 – α, C1 and γs parameter values obtained with an analysis in time and space on
the fluctuations of the precipitation intensities for the three events. For the last event, both
the parameters at large and small spatial scales are displayed. The numbers in blue are the
space/time ratios for α and C1.

For the first event, both COSMO microphysical schemes give very similar MF parameters and

the discrepancy with the radar QPE is quite important. In space, it can be observed that α is

slightly smaller in the COSMO simulations than on the radar QPE. It is clear as well that the

simulated C1 is too small compared with the radar observations. This tends to indicate that

COSMO is underestimating the spatial intermittency. Generally, the observed discrepancies

in α and C1 tend to indicate that the spatial structure of the simulated fields is too smooth

and lacks the variability observed by the radars. In time, the agreement is better for C1, but

COSMO has clearly higher values of α indicating a larger temporal variability than the radar

QPE. For this event, there is a noticeable discrepancy between the maximum singularity γs in

space obtained from the radar QPE (0.721) and the γs obtained from the model (around 0.6 for

both schemes). This indicates that during this event COSMO had a tendency to underestimate

extreme values, which might be caused by its difficulty to accurately simulate snowfall events,
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Chapter 3. Multifractal evaluation of simulated precipitation intensities

since COSMO does not consider partially melted snow (Frick and Wernli, 2012). Note that

QPE of snow is very difficult and it is likely that the radar QPE itself is already underestimating

precipitation intensities (Speirs et al., 2017), which would make this difference in γs even more

noteworthy.

For the stratiform rain event, the MF parameters of the COSMO simulations are in better

agreement with the radar QPE. In time, the two-moment COSMO scheme gives values that

are in relatively close agreement with the radar QPE and, in this regard, outperforms the

one-moment scheme. COSMO simulations show generally smaller values of α and C1 than

the radar QPE, which is a trend that is observed for all events.

For the last convective event, two scaling regimes are considered in space: larger scales (16-

128 km) and smaller scales (2-16 km). As already observed in the spectral analysis, there is a

better agreement between the radar observations and the simulations with the one-moment

scheme at smaller spatial scales. In time, however, the temporal intermittency of COSMO

is smaller than for the radar QPE, which can be explained by the fact that COSMO generally

overestimates the extent of the convective systems. Compared with the one-moment scheme

and the radar QPE, the two-moment scheme has a smaller α in space but a larger α in time, as

well as a smaller intermittency in time and space.

In summary, the observations of the spatio-temporal analysis are consistent with the spectral

and scaling analysis where (1) a strong discrepancy in scaling behavior was observed between

COSMO and the radar QPE at small scales for the first event,(2) a better scaling of the model

precipitation intensities was observed for the second event, (3) a discrepancy in scaling at

large scales was observed between COSMO (especially for the two-moment scheme) and the

radar QPE for the third event.

Overall, it can be observed that except for the first event where both schemes give similar

values, the two-moment scheme is usually characterized by a larger C1 than the one-moment

scheme, both in time and space, whereas in terms of α there is no recurring trend. However

one must keep in mind that this difference in C1 is within the expected range of uncertainty

for this parameter (see second paragraph of Section 3.6). For the MF parameters α and C1,

there is generally a good agreement between radar observations and simulations in the range

of scales where the model exhibits a good scaling behavior. In terms of α and C1, none of

the two microphysical schemes seem to perform significantly better than the other. The two-

moment scheme is, however, generally characterized by a slightly larger maximum singularity

γs , indicating a better capacity to simulate extreme values. This is especially visible in the

last convective event. In terms of space/time ratios, the observed ratios differ significantly

from the theoretical model: the α space/time ratio is always larger and the C1 space/time ratio

always smaller than the theoretical values (1 and 1.44 respectively).

Gires et al. (2011) found different breaks for a Cevenol event (strong precipitation events

occurring in fall in the south of France): roughly 16 km in space and one hour in time, as well

as a better agreement with a simple space-time model, but only for large scales which are not
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the primary focus of this study. These differences could be associated with the fact that the

topography of the area analyzed in this paper is more pronounced than in Gires et al. (2011). It

should also be noted that, in our case, the values of UM parameters α and C1 exhibit a better

agreement between observations and model simulations in the relevant range of scales.

3.6.3 Times series of UM parameters

To compare time series of UM parameters α and C1, the focus is put on the third (convective)

event which shows the largest temporal variability. It was observed that the conclusions drawn

for the third event in terms of discrepancies between radar and model MF parameters can be

generalized to all events.

Figure 3.10 shows the time series of α and C1 throughout the third (convective) event for the

COSMO and the radar QPE precipitation intensities, as well as some illustrative precipitation

fields that will be discussed.

13 August 2015

During the convective event, four different phases can be identified. In the first short phase

(12:00-14:00 UTC), observations and simulations agree relatively well in α and C1. This period

corresponds to the initial stages of the event when only a few isolated cells are present (panel

(a) in Figure 3.10). In the second phase (14:00 - 17:00 UTC), a large convective system is

crossing the domain on the radar observations, which causes a strong increase in α and a

decrease in C1. This convective system is, however, located more in the south on the simulation

and enters the domain only at around 15:30 (panel (b) in Figure 3.10). During the third phase

(17:00-21:00), the large convective system is visible on the simulated field, whereas on the

observed radar fields, the most intense convective cells are already out of the domain. This

causes a larger α in the simulations than in the observations (panel (c) in Figure 3.10). Finally,

during the last phase (21:00-24:00 UTC), a new convective system is visible on the observed

field but is more or less absent on the simulated fields. This causes a discrepancy, the simulated

fields having a smaller α and a larger C1 than the observations (panel (d) in Figure 3.10). For

this event, the spatial and temporal shifts between the convective system simulated by COSMO

and the real convective system observed by the radar network are the main causes of the bad

scaling observed at larger scales. Note that the succession of phases detailed before is also

clearly visible in the time series of wet area fraction displayed in Figure 3.11.

93



Chapter 3. Multifractal evaluation of simulated precipitation intensities

12:00:00 14:00:00 16:00:00 18:00:00 20:00:00 22:00:00 00:00:00
Time [hr]

0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
1.8

[
]

12:00:00 14:00:00 16:00:00 18:00:00 20:00:00 22:00:00 00:00:00
Time [hr]

0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4

C 1
[

]

COSMO 1-M
COSMO 2-M
RADAR

13 August 2015

13
:2

0
15

:1
0

19
:0

0
23

:1
0

(a)

(b)

(c)

(d)

(a) (b) (c) (d)

Figure 3.10 – The upper panel displays the α and C1 time series during the third event. The
lower panels (a), (b), (c) and (d) show the spatial structure of simulated and observed precipi-
tation fields during four different time steps (13:20, 15:10, 19:00 and 23:10 UTC).
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Figure 3.11 – Fraction of wet area during the event of the 13 August 2015.

For the two other events, the conclusions are similar: discrepancies in MF parameters between

simulated and observed precipitation intensities, are caused primarily by temporal and spatial

shifts in the simulated precipitation patterns. The effect of such shifts on the MF analysis

hints at the possibility of a further analysis based not on a fixed study domain but on a study

domain which follows the precipitation system, in a way similar to Nykanen and Harris (2003).

Using a mobile window would make the discrepancies in MF parameters depend much more

on the small-scale structures of simulated precipitation intensities, since it would strongly

reduce the effect of misplacement of the simulated precipitation systems.

3.7 Summary and conclusions

In this work a spatial and temporal analysis of precipitation intensities simulated by the

COSMO NWP model was performed using the universal multifractal (UM) framework which

allows for the representation of the variability across scales with a limited number of parame-

ters.

The first part of this work focused on a MF analysis of the climatology of precipitation in-

tensities simulated by COSMO in its operational analysis mode. Analysis of the correlations

between MF parameters and external meteorological and topographical descriptors revealed

that the fractal dimension (D f ) and the mean intermittency (C1) are strongly correlated to

the fraction of rainy simulations. Additionally, the fractal dimension tends to increase and

the mean intermittency tends to decrease with latitude, which indicates that rainfall fields

are more homogeneous at higher latitudes. The effect of topography is visible in the values of

C1 and the maximum singularity γs (related to extreme values) which tend to decrease with

altitude, as well as in H and β which tend to increase with altitude. This indicates a smaller

intermittency and less rainfall extremes in mountainous regions, as well as smoother rainfall

intensity fields, which can be linked to the dominance of large-scale orographic effects. A

hierarchical clustering was performed based on the meteorological and topographical de-

scriptors. The resulting classification into three classes was shown to correspond well with

the famous Köppen (1936) climate classification. Distributions of MF parameters within
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these three classes were found to be statistically significantly different, indicating that the MF

signature of rain is indeed climate dependent. Finally, investigation of the spatial structure of

MF fields confirmed the conclusions of the correlation analysis, namely that the values of β

and H are mostly influenced by the altitude (simulated precipitation tends to be smoother

at higher altitudes) and D f and C1 are mostly influenced by the latitude (the intermittency

decreases with latitude).

The second part of this work focused on three different events, one cold front associated with

heavy snowfall, one stationary front associated with stratiform rain and a stable atmosphere,

and one summer convection event with heavy rain. All events were simulated at a 2 km

resolution with both the standard operational one-moment microphysical parameterization

of COSMO and a more advanced two-moment microphysical scheme. A comparison of the

precipitation intensities at the ground simulated by COSMO and the Swiss radar composite

was performed in terms of their MF signature. Although the radar data show one single scaling

regime over the studied spatial-scale ranges (1-128 km), the COSMO simulations display

scaling breaks for the first and the last event. It can be observed that during the snowstorm

event, COSMO is unable to properly reproduce radar observations at small scales, which

might be caused by the intrinsic difficulty of simulating solid precipitation. During the last

convective event, the opposite can be observed, and COSMO is struggling to reproduce the

larger scales, due to its difficulty in locating accurately the convective system in time and

space during this event. In the temporal scales, a scaling break is observed both for the radar

data and the COSMO simulations at around 3 hours. Comparisons of the one-moment and

two-moment COSMO microphysical parameterizations show that the fields simulated by

the two-moment scheme tend to display a larger intermittency and variability than the one-

moment scheme. This does not generally translate into a better agreement of MF parameters

α and C1 with the radar composite, except during the stratiform event where the two-moment

scheme performs slightly better. However, the two-moment scheme gives a consistently better

agreement with the radar QPE in terms of spatial and temporal fractal dimensions, which

measure how convoluted the precipitation occurrence signal is.

Ultimately, the MF framework can be used to identify the scale ranges in which the model is

able to simulate realistic fields of water contents, and as such this technique can be used as a

diagnostic tool for model evaluation.
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4 A forward polarimetric radar operator
for the COSMO NWP model

This chapter is adapted from the following manuscript:

1. Wolfensberger, D. and Berne, A.: From model to radar variables: a new forward polari-

metric radar operator for COSMO, Atmos. Meas. Tech. Discuss.

This work presents a new forward polarimetric radar operator for the COSMO model, able to

simulate radar observations of ZH, ZDR, Kdp, and Doppler velocity.
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4.1 Summary

In this work, a new forward polarimetric radar operator for the COSMO numerical weather

prediction (NWP) model is proposed. This operator is able to simulate measurements of

radar reflectivity at horizontal polarization, differential reflectivity as well as specific differ-

ential phase shift and Doppler variables for ground based or spaceborne radar scans from

atmospheric conditions simulated by COSMO. The operator includes a new Doppler scheme,

which allows to estimate the full Doppler spectrum, as well a melting scheme which allows to

represent the very specific polarimetric signature of melting hydrometeors. In addition, the

operator is adapted to both the operational one-moment microphysical scheme of COSMO

and its more advanced two-moment scheme. The parameters of the relationships between

the microphysical and scattering properties of the various hydrometeors are derived either

from the literature or, in the case of graupel and aggregates, from observations collected in

Switzerland.

The operator is evaluated by comparing the simulated fields of radar observables with obser-

vations from the Swiss operational radar network, from a high resolution X-band research

radar and from the GPM-DPR. This evaluation shows that the operator is able to simulate an

accurate Doppler spectrum and accurate radial velocities as well as realistic distributions of

polarimetric variables in the liquid phase. In the solid phase, the simulated reflectivities agree

relatively well with radar observations, but the simulated ZDR and Kdp tend to be underesti-

mated. This radar operator makes it possible to compare directly radar observations from

various sources with COSMO simulations and as such is a valuable tool to evaluate and test

the microphysical parameterizations of the model.
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4.2 Introduction

Weather radars deliver areal measurements of precipitation at a high temporal and spatial

resolution. Most recent operational weather radar systems have dual-polarization and Doppler

capabilities (called polarimetric in the following), which provide not only information about

the intensity of precipitation, but also about the type of precipitation (e.g. phase, homogeneity

and shape of hydrometeors). Additionally, the Doppler capability of weather radars allows to

monitor the radial velocity of hydrometeors. In view of their capacities, weather radars offer

great opportunities for validation of and assimilation in numerical weather prediction (NWP)

models. This is unfortunately far from being a trivial task since radar observables which are

derived from the backscattered power and phase from precipitation cannot be simply put into

relation with the state of the atmosphere as simulated by the model. There is thus the need

for a conversion tool, able to simulate synthetic radar observations from simulated model

variables: a so-called forward radar operator.

Over the past few years, several forward radar operators have been developed. One of the

first efforts was made by Pfeifer et al. (2008) who designed a polarimetric operator for the

COSMO model, able to simulate horizontal reflectivity ZH, differential reflectivity ZDR and

linear depolarization ratio (LDR) observations. The operator relies on the T-matrix method

(Mishchenko et al., 1996) to estimate scattering properties of individual hydrometeors. As-

sumptions about shape, density and canting angles, which cannot be obtained from the NWP

model were obtained from a sensitivity study. A limitation of this operator is that it does not

perform any integration over the antenna power density pattern and thus neglects the beam

broadening effect which can be quite significant at longer distances from the radar (Ryzhkov,

2007).

Cheong et al. (2008) developed a three-dimensional stochastic radar simulator able to simulate

raw time series of weather radar data. Doppler characteristics are retrieved by moving discrete

scatterers with the three-dimensional model wind field, which allows to produce sample-to-

sample time series data, instead of theoretical moments as with conventional radar simulators.

Thanks to this, the radar simulator is able to generate the full Doppler spectrum, at the expense,

however, of a high computation cost and without taking attenuation into account.

Jung et al. (2008) developed a polarimetric radar operator able to simulate ZH, ZDR and Kdp,

and adapted it for two different microphysical schemes: one single-moment scheme and

one two-moment scheme. The authors also proposed a method to simulate the effect of the

melting layer with a weather model that does not explicitly simulate wet hydrometeors. They

used this operator to simulate realistic polarimetric radar signatures of a supercell storm from

simulations obtained with the Advanced Regional Prediction System (ARPS; Xue et al. (2000)).

The validation of the operator was however limited to idealized cases at S-band only.

Ryzhkov et al. (2011) developed an advanced forward radar operator for a research cloud model

with spectral microphysics able to simulate ZH, ZDR, LDR and Kdp. Scattering amplitudes of

smaller particles are estimated with the Rayleigh approximation whereas the T-matrix method
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is used for larger hydrometeors. Note, however, that this cloud model is computationally

expensive and is not used for operational weather prediction.

Augros et al. (2016) elaborated a polarimetric forward radar operator for the French non-

hydrostatic mesoscale research NWP model Meso-NH (Lafore et al., 1998), based on the

forward conventional radar operator of Caumont et al. (2006), and which simulates all op-

erational polarimetric radar observables: ZH, ZDR, φDP, ρhv and Kdp. The operator uses the

T-matrix method for rain, snow and graupel particles and Mie scattering for pristine ice par-

ticles. Beam-broadening is taken into account by approximating the integration over the

antenna normalized power density pattern with a Gauss-Hermite quadrature scheme.

Finally, Zeng et al. (2016) developed a forward radar operator for the COSMO model. The

operator is designed for operational purposes (assimilation and validation) with an emphasis

on performance and modularity. It simulates Doppler velocity with fall speed and reflectivity

weighting as well as attenuated horizontal reflectivity, with different levels of approximation

that can be specified. Note that the operator is currently not able to simulate polarimetric

variables.

Most available radar operators are primarily designed to simulate operational PPI (plane posi-

tion indicator) scans from operational weather radars at S, C or X bands. In research however,

other types of radar data are available which can also be relevant in the evaluation of a NWP

model, especially for the simulated vertical structure of precipitation. Some examples of radar

data used for research include satellite swaths at higher frequencies, such as measurements

from the dual-frequency precipitation radar (DPR, Furukawa et al. (2016)), on-board the GPM

core satellite, as well as power weighted distributions of scatterer radial velocities (Doppler

spectra), commonly recorded by many research radars.

The purpose of this work is to design a state of the art forward polarimetric radar operator

for the COSMO NWP model taking into account the physical aspects of beam propagation

and scattering as accurately as possible, while ensuring a reasonable computation time on a

standard desktop computer. The radar operator also needs to be versatile and able to simulate

a variety of radar variables at many frequencies and for different microphysical schemes,

in order to be used in the future as a model evaluation tool with operational and research

weather radar data. As such, this radar operator includes a number of innovative features:

(1) the ability to simulate the full Doppler spectrum at a very low computational cost, (2) the

ability to simulate observations from both ground and spaceborne radars (3) a probabilistic

parameterization of the properties of solid hydrometeors derived from a large dataset of

observations in Switzerland and(4) the inclusion of cloud hydrometeors (which contribution

becomes important at higher frequencies). In addition the radar operator has been thoroughly

evaluated using a large selection of radar data at different frequencies and corresponding to

various synoptic conditions.

The chapter is structured as follows. In Section 2, a description of the COSMO NWP model as

well as the radar data used for the evaluation of the operator is given; in Section 3; the different

100



4.3. Description of the data

steps of the polarimetric radar operator are extensively described and its assumptions are

discussed in details. Section 4 focuses on the evaluation of simulated radar observables using

real radar observations from both operational and research ground weather radars as well as

GPM-DPR satellite data. Finally Section 5 summarizes the main results and opens perspectives

for possible applications of the operator.

4.3 Description of the data

4.3.1 COSMO model

As in Chapter 3, only a reminder of the key points of the microphysical parameterizations of

COSMO will be given.

In COSMO, grid-scale clouds and precipitation are parameterized operationally with a one-

moment scheme with five hydrometeor categories: rain, snow, graupel, ice crystals and cloud

droplets. Snow is assumed to be in the form of rimed aggregates of ice-crystals that have

become large enough to have an appreciable fall velocity. Cloud ice is assumed to be in the

form of small hexagonal plates with no appreciable fall velocity. The particle size distributions

(PSD) of precipitating hydrometeors are assumed to be exponential for all hydrometeors,

except for rain, where a gamma PSD is assumed. Ice crystals and cloud droplets do not have

a spectral representation in the one-moment scheme of COSMO, but are instead treated as

bulk, with the total number of particles being a function of the air temperature. In terms of

terminal velocities, in the version of COSMO that is being used (5.04), neither ice crystals nor

cloud droplets are sedimentating, however in more recent versions (starting from 5.1), ice

crystals have a bulk non-diameter dependent terminal velocity, that depends on their mass

concentration.

A more advanced two-moment scheme with a sixth hydrometeor category, hail, was devel-

oped for COSMO by Seifert and Beheng (2006). In this scheme all PSDs are assumed to be

generalized gamma distributions that depend on particle mass.

In COSMO, for both microphysical schemes, mass-diameter relations as well as velocity-

diameter relations for the precipitating hydrometeors are assumed to be power-laws, except for

rain in the two-moments scheme, where a slightly more refined formula by Rogers et al. (1993)

is used. Additionally, in contrast with the one-moment scheme, ice crystals are considered to

have a diameter-dependent terminal velocity in the two-moment scheme, in the form of a

power-law.
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For both schemes, all PSDs can be expressed as particular cases of generalized gamma PSDs.

N (D)= N0Dμexp
(−Λ ·Dν

)
m−3mm−1 (4.1)

where N0 is the intercept parameter in units of mm−1−μm−3, μ is the dimensionless shape

parameter, Λ is the slope parameter in units of mm−ν and ν is the dimensionless family

parameter.

In the one-moment scheme, which is used operationally, the only free parameter of the PSDs

is the slope parameter Λ which can be obtained from the prognostic mass concentrations.

The intercept parameter N0 is either assumed to be constant or in the case of snow to be

temperature dependent. The shape parameter μ is equal to zero (exponential PSDs) for all

hydrometeors, except for rain where it is set to 0.5 by default and ν is always equal to one.

In the two-moment scheme, both Λ and N0 are prognostic parameters, and can be obtained

from the prognostic moment of order zero (number concentration QN in m−3) and from the

mass concentration QM in kg m−3. μ and ν are defined a-priori.

Table 4.1 gives the values of PSD parametersμ, N0 and ν, mass-diameter power-law parameters

a and b and terminal velocity-diameter power-law parameters av and bv for all hydrometeor

types and the two microphysical schemes..

Rain Snow Graupel Hail Ice crystals

N0 2529/free 1/free 4000/free �/free -/free
μ 0.5/2 0/1.2 0/5.37 �/5 -/
ν 1/1 1/1.1 1/1.06 -/1 �/
a 5.236E-7/5.245E-7 3.8E-8/3.8E-8 8.5E-8/8.5E-8 �/3.392E-7 1.300E-7/1.170E-7
b 3.00/3.00 2.00/2.00 3.10/3.10 �/3.00 3.00/3.31
av 4.11/- 0.871/0.871 0.945/1.258 �/3.362 -/0.966
bv 0.50/- 0.25/0.20 0.89/0.85 �/0.50 -/1.20

Table 4.1 – Parameters of the hydrometeors PSDs and power-laws for the one-moment and
two-moment parameterizations (separated by a slash sign). � indicates that the hydrometeor
is not simulated in this scheme, a dash indicates that this parameter is not defined in this
parameterization, and “free” indicates a prognostic parameter. Note that the value of μ for
rain can be specified in the user namelists, 0.5 being the default value. The parameters a and
b correspond to the power-law: m(D)= aDb , where m is in kg and D in mm. The parameters
av and bv correspond to the power-law: vt (D)= av Dbv , with vt being the terminal velocity in
m s−1 and D in mm.

1for snow, a relation of N0 with the temperature is used (Field et al., 2005)
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MXPol Swiss radar network

Location Payerne: 46.81350◦N, 6.94308◦E, 495 m a.s.l Albis: 47.28436◦N, 8.51201◦E, 891 m a.s.l
La Dôle: 46.42561◦N, 6.09995◦E, 1680 m a.s.l
Monte Lema: 46.04079◦N, 8.83321◦E, 1604 m a.s.l

Frequency f 9.41 GHz (X-band) 5.6 GHz (C-band)
Pulse width τ 0.5 μs 0.577 μs
PRF 1666 Hz 500 to 1500 Hz (depends on elevation)
FFT length 128 -
3dB
beamwidth

1.45◦ 1◦

Sensitivity
(SNR = 8 dB)

11 dBZ at 10 km 0 dBZ at 10 km

Table 4.2 – Specifications of the ground radars used in the evaluation of the radar operator

4.3.2 Radar data

For the evaluation of the simulated polarimetric variables, the final product from the Swiss

operational radar network is used. The Swiss network consists of five polarimetric C-band

radars, performing PPI scans at 20 different elevation angles (Germann et al., 2006). The final

quality-checked measurements are corrected for ground clutter, calibrated and aggregated at a

resolution of 500 m. Starting from the data provided by MeteoSwiss, additional pre-processing

steps have been undertaken. These include the correction of ZDR with a daily radar-dependent

calibration constant provided by MeteoSwiss, and a numerical estimation of Kdp from ΨDP

with the ensemble Kalman filter method of Schneebeli et al. (2013). Note that two of the

operational radars were installed only quite recently (2014 and 2016) and were thus not used

in this study (see Figure 4.1).

For the evaluation of simulated Doppler variables (mean radial velocity and Doppler spectrum

at vertical incidence), observations from a mobile X-band radar (MXPol) deployed in Payerne

in Western Switzerland in Spring 2014 were used. The radar was operated in the context of the

PARADISO measurement campaign (Figueras i Ventura et al., 2015). The PARADISO dataset

provides a great opportunity to evaluate the simulated radial velocities, as Payerne is the

location from which the operational radio soundings, which are assimilated in the model,

are launched. Additionally, for the evaluation of ice crystals in the forward operator, MXPol

measurements recorded during three pure snowfall events in the Eastern Swiss Alps in Davos

were used. More details about these events will be given in Section 4.3.3.

An overview of the specifications of all radars used in this study is given in Table 4.2. The

location of the three Swiss operational radars used in the evaluation of the radar operator

(Section 4.5.3) and their maximum considered range (100 km) are shown in Figure 4.1.

Besides ground radar data, measurements from the GPM-DPR radar were used to validate

the simulation of spaceborne radar swaths. The GPM-DPR radar operates at both Ku (13.6

GHz) and Ka (35.6 GHz) bands. At Ku-band, the satellite swath covers approximately 245 km

in width, with an horizontal resolution approximatively 5 km and a 250 m vertical (radial)

resolution. At Ka-band, the satellite swath is more narrow, covering only 125 km in width.
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Figure 4.1 – Location of the five Swiss operational radars. The black circles indicate the maxi-
mum range of radar data (100 km) used for the evaluation of the radar operator (Section 4.5.3).
Since they were installed only quite recently, no data from the Weissfluhgipfel and Plaine
Morte radars were used in this study.

4.3.3 Precipitation events

A list and short description of all 5 events used for the evaluation of the radar operator with

data from the operational C-band radars (Section 4.5.3), all 6 events from the PARADISO

campaign used for the evaluation of the radar operator with data from MXPol (Section 4.5.2),

and all 3 solid precipitation events used for the evaluation of ice crystals (Section 4.5.5) is

given in Table 4.3.

For the comparison of simulated GPM swaths with real observations (Section 4.5.4), the 100

overpasses with the largest precipitation fluxes recorded between March 2014 and the end of

2016 were selected. Overall, this selection is a balanced mix between widespread low-intensity

precipitation and local strong convective storms.

4.4 Description of the polarimetric radar operator

The radar operator simulates observations of ZH, ZDR, Kdp, average Doppler (radial) velocity

and of the full Doppler spectrum based on COSMO simulations and user-specified radar

characteristics, such as its position, its frequency, the 3 dB antenna beamwidth Δ3dB, the pulse

duration τ and the pulse repetition frequency (PRF). Figure 4.2 summarizes the main steps of

this procedure, which will be more extensively detailed in the further section.
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Event Description Used for

1 February 2013 Heavy snowfall event with strong westerly geostrophic winds. A
22 March 2014 Stationary front with widespread stratiform liquid precipitation over Switzerland. B
8 April 2014 After the crossing of a cold front, presence of mostly liquid widespread stratiform

precipitation over Switzerland.
A/B

1th May 2014 Occlusion over Switzerland with mild temperatures and widespread stratiform
precipitation

B

7 May 2014 Wake of a cold front with scattered stratiform precipitation B
11 May 2014 Wake of a cold front with strong scattered stratiform and occasionally convective

precipitation
B

14 May 2014 Occlusion over Switzerland with mild temperatures and widespread stratiform
precipitation

B

8 November 2014 The first two weeks of november 2014 were characterized by very heavy rainfall over
the Southern Alps with strong Foehn winds, due to the presence of a very strong
low pressure system over the Mediterranean (Xandra).

A

9 January 2015 Crossing of a warm front over Switzerland with widespread stratiform precipitation
and snowfall over the Swiss Alps.

C

26 January 2015 Snowfall event over the Swiss Alps with very similar characteristics to the 9 January
2015 event

C

23 February 2015 Crossing of a cold front over Switzerland with some widespread and medium-
intensity snowfall

C

13 August 2015 Strong summer convection triggered by the presence of very warm and wet sub-
tropical air over Switzerland.

A

7 June 2016 Presence of warm and moist air over Western Europe with a succession of thunder-
storms.

A

Table 4.3 – List of all events used for the comparison of simulated radar observables with
real ground radar observations. The last column indicates the context of the comparison. A
indicates the comparison with the operational C-band radars (Section 4.5.3), B indicates the
comparison with the X-band radar (Section 4.5.2) in Payerne and C indicates the evaluation of
ice crystals with the X-band radar in the Swiss Alps in Davos (Section 4.5.5).

4.4.1 Propagation of the radar beam

Microwaves in the atmosphere propagate along curved lines at speeds v < c as the permit-

tivity of the atmosphere ε is larger than ε0, the permittivity of vacuum. In the case of large

atmospheric permittivity gradients the beam can even be refracted back to the surface, which

can cause distant ground objects to appear on the radar scan. Obviously in order to simulate

the propagation of the radar beam, the effect of atmospheric refraction needs to be taken into

account. In the radar operator, computing the distance at the ground s, and the height above

ground h for every radial distance r (see Figure 4.3), can be done in two ways.

Equivalent Earth Model

The Equivalent Earth Model is a simple yet often used model, in which the atmospheric

refractive index n =�
ε is assumed to be a horizontally homogeneous linear function of height

dn
dh = const.. This approximation is simple and often used in practice, as it does not require

any knowledge about the current state of the atmosphere, and is quite accurate as long as the

assumed vertical profile of n is valid in the first kilometers of the atmosphere.
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Figure 4.2 – Forward operator workflow

Atmospheric refraction model (Zeng et al., 2014)

In case of non-standard temperature profiles, such as a temperature inversion, the profile of n

can vary significantly from the one assumed by the Equivalent Earth Model, which can lead to

strong underestimation of the beam refraction. Fortunately Zeng et al. (2014) proposed a more

generic and accurate model that is based on the vertical profile of atmospheric refractivity

derived from the model data. This vertical profile can be approximated from the temperature

T , the partial pressure of water vapor Pw and the total pressure P (Doviak and Zrnić, 2006). The

height at a given range can then be estimated by solving a second order ordinary differential

equation derived from Snell’s law for spherically stratified layers. Again, this model assumes

horizontal homogeneity of the atmospheric refractivity.

The choice of the refraction model (Earth equivalent or atmospheric refraction) is left to the

user of the radar operator, noting that the computation cost for the latter is slightly larger. The
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whole evaluation of the radar operator presented in Section 4.5 was performed with the more

advanced model of Zeng et al. (2014).

4.4.2 Downscaling of model variables

Once the distance at the ground s and the height above ground h, are obtained from the refrac-

tion model for a given range, it is easy to retrieve the lat/lon/height coordinates (ψWGS,λWGS,h)

of the corresponding radar gate, knowing the beam elevation θg and azimuth φg angles at the

radar gate, as well as the position of the radar.

Now that the coordinates of all radar gates have been defined, the model variables must

be downscaled to the location of the radar gates. The advantage of downscaling model

variables before estimating radar observables, instead of doing the opposite, is twofold. At

first, it is much more computationally efficient, because computing radar observables requires

numerical integration over a particle size distribution at every bin, which is costly. Secondly,

model variables are much less correlated than the final radar observables, which tend to be

strongly correlated, with the exception of the radial velocity. This was tested by computing the

non-linear Spearman rank correlations for a representative subsets of model simulations. For

model variables, the correlations are generally low (±0.2), except between temperature, snow

and graupel concentration where they are around 0.7. For radar observables, however, the

correlations are very high (almost 1 between Kdp and ZH and around 0.9 between ZDR and

ZH. Since multidimensional interpolation is difficult and expensive, it is thus preferable to

aggregate the less correlated model variables.

Technical details about the trilinear downscaling procedure are given in Appendix B.1.

4.4.3 Retrieval of particle size distributions

In the one-moment scheme, for a given hydrometeor type ( j ), the COSMO specific mass con-

centration Q( j )
M in kg m−3 is proportional to a specific moment of the particle size distributions

(PSD), as the COSMO parameterizations assumes simple power-laws for the mass-diameter

relations: m( j )(D) = a( j )Db( j )
. Because all COSMO PSDs belong to the class of generalized

gamma PSDs, QM can be expressed as:

Q( j )
M = a( j )

D ( j )
max∫

D ( j )
min

Db( j ) ·
N ( j )(D)︷ ︸︸ ︷

N ( j )
0 Dμ( j )

exp
(
−Λ( j )Dν( j )

)
dD (4.2)

As is done in the COSMO microphysical parameterization (see Doms et al. (2011)), the PSDs are

assumed to be only weakly truncated and the integration bounds
[
D ( j )

min,D ( j )
max

]
are replaced by
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[0,∞), in order to get an analytical solution and avoid the cost of numerical root finding. Note

that this truncation hypothesis is done only for the retrieval of Λ and not when computing

the radar observables (Section 4.4.6.3 and Appendix B.3). For the one-moment scheme, by

integrating the Equation 4.2, one gets the following expression for the free parameter Λ( j ).

Λ( j ) =

⎛
⎜⎝N ( j )

0 a( j )Γ
(

b( j )+μ( j )+1
ν( j )

)
ν( j )Q( j )

M

⎞
⎟⎠
ν( j )
/
(b( j )+μ( j )+1)

(4.3)

For the two-moment scheme, the method is similar, except that both mass and number

concentrations are needed to retrieveΛ and N0. The corresponding mathematical formulation

is given in Appendix B.2.

Equation 4.3 allows to retrieve the PSD parameters for all hydrometeors in Table 4.12 at every

radar gate using the model variable Q( j )
M , and, for the two-moments scheme, Q( j )

N as well.

Knowing the PSDs (N ( j )(D)) makes it possible to perform the integration of polarimetric

variables over ensemble of hydrometeors as will be described in the next steps of the operator.

The contribution of ice crystals and cloud droplets to the overall radar signature has often been

neglected in other radar simulators (e.g., Augros et al., 2016; Jung et al., 2008). In our radar

operator, cloud droplets are neglected because the radar operator is designed for common

precipitation radar frequencies (2.7 up to 35 GHz), for which the contribution of cloud droplets

is very small (Fabry, 2015). However at higher frequencies and in weak precipitation, the

contribution of ice crystals can be significant, especially for ZDR, as these crystals can be quite

oblate (Battaglia et al., 2001). Therefore, ice crystals are considered explicitely, even though

they do not have a spectral representation in the one-moment scheme of COSMO. Instead, a

realistic PSD is retrieved with the double-moment normalization method of Lee et al. (2004).

This formulation of the PSD requires to know two moments of the PSD as well as an appropriate

normalized PSD function. Field et al. (2005) proposes best-fit relations between the moments

of ice crystals PSDs as well as fits of generating functions for different pair of moments. Taking

advantage of these results, the PSDs of ice crystals in the one-moment scheme can be retrieved

by estimating the second moment from the third moment (the COSMO mass concentration)

and by using these two moments with the corresponding generating function proposed by

Field et al. (2005). Note that this method is not used in the two-moment scheme, where ice

crystals have prescribed gamma PSDs like any other hydrometeor type.

2except for the ice crystals in the one-moment scheme, where COSMO does not consider any spectral represen-
tation and where another approach has to be considered.
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4.4.4 Integration over the antenna pattern

As stated previously, for a real radar antenna, part of the transmitted power is directed away

from the axis of the main beam, which increases the size of the radar sampling volume with

range, an effect known as beam-broadening. Depending on the antenna beamwidth this effect

can be quite significant and needs to be accounted for by integrating the radar observables

at every gate over the antenna power density pattern. Equation 4.4 formulates the antenna

integration for an arbitrary radar observable y and a normalized power density pattern of the

antenna represented by f 2, as in Doviak and Zrnić (2006).

I
[
y
]
(rg ,θg ,φg )=

rg+Δr /2∫
rg−Δr /2

θg+π/2∫
θg−π/2

φg+π∫
φg−π

y(r,θ,φ) f 4(θg−θ,φg−φ)|W (rg−r )|2 cosθdrdθdφ (4.4)

In our operator, similarly to Caumont et al. (2006) and Zeng et al. (2016), we set W (rg −r )= 1 if

r ∈ [rg − cτ
4 ,rg + cτ

4

]
and W (rg − r )= 0 otherwise. Indeed since the model resolution (1-2 km)

is about one order of magnitude larger than the typical gate length of a modern radar (80-250

m), effects related to the finite receiver bandwidth can be neglected. Integration over r can

still be done a posteriori by using a higher radial resolution and aggregating the simulated

radar observables afterwards.

Another often used simplification is to neglect side lobes in the power density pattern and

to approximate f 2 by a circularly symmetric Gaussian. These simplifications reduce the

integration to Equation 4.5.

I
[
y
]
(rg ,θg ,φg )=

θg+π/2∫
θg−π/2

φg+π∫
φg−π

y(rg ,θ,φ)exp

(
−8ln2

(θg −θ)2

Δ3dB
−8ln2

(φg −φ)2

Δ3dB

)
cosθdθdφ

(4.5)

This integration can be accurately approximated with a Gauss-Hermite quadrature (Caumont

et al., 2006):

I
[
y
]
(rg ,θg ,φg )≈

J ,K∑
j=1,k=1

w ′
j w ′

k y(rg ,θg + z ′j ,φg + z ′k )cos
(
θg + z ′k

)
(4.6)

where w ′ =σw ,z ′ =σz with σ= Δ3dB

2
�

2log2
, where Δ3dB is the 3 dB beamwidth of the antenna in
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degrees, and w and z are respectively the weights and the roots of the Hermite polynomial of

order J (for azimuthal integration) or K (for elevational integration). For the integration in

the radar operator, default values of J = 5 and K = 7 are used according to Zeng et al. (2016).

The quadrature points thus correspond to separate sub-beams with different azimuth and

elevation angles that are resolved independently. A schematic example of this quadrature

scheme is shown in Figure 4.3 for J ,K = 3.

Figure 4.3 – Beam broadening increases the sampling volume with increasing range and
is caused by the fact that the normalized power density pattern of the antenna (shown in
red/blue tones) is not completely concentrated on the beam axis. The blue dots correspond to
the integration points used in the quadrature scheme (in this case with J ,K = 3 for illustration
purposes) and their size depends on their corresponding weights. The effect of atmospheric
refraction on the propagation of the radar beam is also illustrated: r is the radial distance
(radar range) and s and h are the distance at ground and above ground which need to be
estimated accurately.

Another advantage of using a quadrature scheme is that is makes it easy to consider par-

tial beam-blocking (greyed out area in Figure 4.3). Note that in our operator, the blocked

sub-beams are simply lost (i.e. are not considered in the integration) and no modelling of

ground echoes is performed. However, as was done in the evaluation of the operator (Sec-

tion 4.5), these beams can easily be identified and removed when comparing simulated radar

observables with real measurements.

The choice of this simple Gaussian quadrature was validated by comparison with an exhaustive

integration scheme during three precipitation events (two stratiform and one convective).

The exhaustive integration consists in the decomposition of the real MXPol antenna pattern

(obtained from laboratory measurements) into a regular grid of 200 × 200 sub-beams. Such

an integration is obviously extremely computationally expensive and cannot be considered

as a reasonable method for integration in practice. Four other quadrature schemes were

tested, (1) a sparse Gauss-Hermite quadrature scheme (Smolyak, 1963), (2) a custom hybrid

Gauss-Hermite/Legendre quadrature scheme based on the decomposition of the real antenna

diagram in radial direction with a sum of Gaussian functions (3) a Gauss-Legendre quadrature
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scheme weighted by the real antenna pattern and (4) a recursive Gauss-Lobatto scheme

(Gautschi, 2006) based on the real MXPol antenna pattern. All schemes were tested in terms of

bias and root mean square error (RMSE) in horizontal reflectivity ZH and differential reflectivity

ZDR as a function of beam elevation (from 0 to 90◦), taking the exhaustive integration scheme

as a reference.

Figure 4.4 shows an example for one of the two stratiform events. It can be observed that the

simple Gauss-Hermite scheme is the one which performs the best on average (lowest bias

and RMSE for both ZH and ZDR), with schemes (1) and (3) performing almost systematically

worse. Schemes (2) and (4) tend to perform slightly better at low elevation angles in particular

situations where strong vertical gradients are present, generated for instance by a melting

layer or by strong convection. This is due to the fact that, in these situations, the contribution

of the side lobes can become quite important, for example when the main beam is located

in the solid precipitation above the melting layer but the first side lobe shoots through the

melting layer or the rain underneath. However, considering that these schemes are more

computationally expensive and tend to perform worse at elevations > 3◦, it was decided to

choose the simple Gauss-Hermite scheme, which seems to offer the best trade-off. As an

improvement to the operator, it could conceivable to design an adaptive scheme that depends

on the specific state of the atmosphere and the beam elevation.
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Figure 4.4 – Bias and RMSE in terms of ZH during one day of stratiform of precipitation (around
120 RHI scans), for the five considered quadrature schemes. The exhaustive quadrature
scheme is used as a reference. The other two events show similar results.
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4.4.5 Derivation of polarimetric variables

All radar observables for a simultaneous transmitting radar can be defined in terms of the

backscattering covariance matrix Cb and the forward scattering vector S f , which are the

following for a given hydrometeor of type ( j ) and diameter D :

Cb,( j )(D)=
⎡
⎣ |sb,( j )

hh |2 sb,( j )
vv

(
sb,( j )

hh

)∗
sb,( j )

hh

(
sb,( j )

vv

)∗ |sb,( j )
vv |2

⎤
⎦ ∈R2×2 (4.7)

and

S f ,( j )(D)=
[

s f ,( j )
hh

s f ,( j )
vv

]
∈C2×1 (4.8)

where the superscripts b and f indicate backward, respectively forward scattering directions

and s are elements of the scattering matrix that relates the scattered electric field to the

incident electric field for a given particle of diameter D .

The radar backscattering cross sections σb are easily obtained from Cb :

σ
b,( j )
h (D)= 4πCb,( j )

1,1 (D)

σ
b,( j )
v (D)= 4πCb,( j )

2,2 (D) (4.9)

All polarimetric variables at the radar gate polar coordinates (rg ,θg ,φg ) are function of Cb

and S f and can be obtained by first integrating these scattering properties over the particle

size distributions, summing them over all hydrometeor types and finally integrating them

over the antenna power density. The exhaustive mathematical formulation of all simulated

radar observables is given in Appendix B.3. Additionally, real radar observations of ZH and

ZDR are affected by attenuation, which needs to be accounted for to simulate realistic radar

measurements. The specific differential phase shift on propagation Kdp also needs to be

modified in order to account for the specific phase shift on backscattering (see Appendix B.3).

4.4.6 Scattering properties of individual hydrometeors

Estimation of Cb,( j ) and S f ,( j ) for individual hydrometeors is performed with the transition-

matrix (T-matrix) method. The T-matrix method is an efficient and exact generalization of Mie

scattering by randomly oriented nonspherical particles (Mishchenko et al., 1996). Since the
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shape of raindrops is widely accepted to be well approximated by spheroids (e.g., Andsager

et al., 1999; Beard and Chuang, 1987; Thurai et al., 2007), the T-matrix method provides a well

suited method for the computation of the scattering properties of rain. This method is also

used for the solid hydrometeors (snow, graupel and hail), at the expense of some adjustments,

that will be described later on.

The T-matrix method requires knowledge about the permittivity, the shape, and the canting

angle of particles. Since particles are assumed to be spheroids, the aspect-ratio ar , defined

in the context of this radar operator as the ratio between the smallest dimension and the

largest dimension of a particle, is sufficient to characterize their shapes. The canting angle o

is defined as the angle formed between the horizontal and the major axis (∈ [-90,90]) and is

related to the Euler angle β (pitch).

In order to make the overall computation time reasonable, the scattering properties for the

individual hydrometeors are pre-computed for various common radar frequencies and stored

in three-dimensional lookup tables: diameter, elevation and temperature for standard hydrom-

eteors and diameter, elevation and wet fraction for wet hydrometeors (Section 4.4.7). On run

time, these scattering properties are then simply queried from the lookup tables, for a given

elevation angle and temperature or wet fraction.

4.4.6.1 Aspect-ratios and canting angles

Rain

For liquid precipitation (raindrops), the aspect-ratio model of Thurai et al. (2007) is used and

the drop canting angle is assumed to be normally distributed with a zero mean and a standard

deviation of 7◦ according to Bringi and Chandrasekar (2001).

Snow and graupel

For solid precipitation, estimation of these parameters is a much more arduous task, since solid

particles have a very wide variability in shape. Few aspect-ratio models have been reported in

the literature and even less is known about the canting angles of solid hydrometeors.

In terms of aspect ratio, Straka et al. (2000) report values ranging between 0.6 and 0.8 for dry

aggregates and between 0.6 and 0.9 for graupels while Garrett et al. (2015) report a median

aspect ratio of 0.6 for aggregates and a strong mode in graupel aspect ratios around 0.9.

In terms of canting angle distributions, both Ryzhkov et al. (2011) and Augros et al. (2016)

consider a Gaussian distribution with zero mean and a standard deviation of 40◦ for aggregates

and graupels in their simulations.

Given the large uncertainty associated with the geometry of solid hydrometeors, a parame-

terization of aspect ratios and canting angles for graupel and aggregates was derived using

observations from a multi-angle snowflake camera (MASC). A detailed description of the
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MASC can be found in Garrett et al. (2012). MASC observations recorded during one year

in the Eastern Swiss Alps were classified with the method of Praz et al. (2017), giving a total

of around 30’000 particles for both hydrometeor types. The particles were grouped into 50

diameter classes and inside every class a probability distribution was fitted for the aspect ratio

and the canting angles. For sake of numerical stability, the fit was done on the inverse of the

aspect-ratio (large dimension over small dimension). In accordance with the microphysical

parameterization of the model, the considered reference for solid hydrometeor diameter is

the maximum diameter (largest dimension of a solid hydrometeor).

The inverse of aspect ratio, 1/ar , is assumed to follow a gamma distribution, whereas the

canting angle o is assumed to be normally distributed with zero mean, and the parameters of

these distributions depend on the considered diameter D .

o : f (o,D)=N
(
0,σD

o

)
(4.10)

1

ar
: f (

1

ar
,D)=

( 1
ar

−1)Λar (D)−1exp

(
−

1
ar

−1

M(D)

)
(M(D))Λar (D)Γ(Λar (D))

(4.11)

where Λar and M are the shape and scale parameters of the gamma aspect-ratio probability

density function and σo is the standard deviation of the Gaussian canting angle distribution.

Technically Λ, M and σo have been fitted at fixed diameter bins, then the dependence of these

parameters to D has been fitted by power-laws for each parameter:

σo(D)= 58.07 D−0.11

Λar (D)= 6.33 D−0.4

M(D)= 0.06 D−0.71 (4.12)

Note that the gamma distribution is rescaled with a constant shift of 1, to account for the

fact that the smallest possible inverse of aspect-ratio is 1 and not 0. The relationship of all

parameters Λar , M , and σo to the diameter bins �D�, was fitted with a power law, which allows

to estimate them for any arbitrary maximum diameter D . This also allows integration over the

canting angle and aspect-ratio distributions for all particle sizes.
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(a)

(b)

Figure 4.5 – Fitted probability density functions for the inverse of the aspect-ratio (a) and the
canting angle (b). The power-laws relating the particle density function parameters to the
diameter are displayed in the grey boxes on the top-left. Note that the fit was performed on
the inverse of the aspect-ratio (major axis over minor axis).

Figure 4.5 shows the fitted densities for every diameter and every value of inverse aspect-ratio

and canting angle. Overlaid are the empirical quantiles (dashed lines) and the quantiles of

the fitted distributions (solid lines). Generally the match is quite good. The fitted models are

able to take into account the increase in aspect-ratio spread and decrease in canting angle

spread with particle size, which are the two dominant trends that can be identified in the

observations.

Figure 4.6 shows the effect of using this MASC-based parameterization instead of the values

from the literature (Ryzhkov et al., 2011) on the resulting polarimetric variables. Whereas

only a small increase is observed for the horizontal reflectivity ZH, the difference is quite

important for ZDR and Kdp, especially for graupel. The MASC parameterization tends to

produce a stronger polarimetric signature. It is interesting to notice that ZDR tends to decrease

with the concentration, which is rather counter-intuitive as ZDR is thought to be independent

115



Chapter 4. A forward polarimetric radar operator for the COSMO NWP model

0

20

40
Z H

[d
BZ

]

1.00

1.01

1.02

1.03

1.04

Z D
R

[d
B]

10 5 10 4 10 3

Concentration [g m 3]

0.0

0.2

0.4

0.6

0.8

K d
p

[
 k

m
1 ]

Snow
Graupel

Standard scheme
(litt.)

Integration over
MASC pdf

Figure 4.6 – Polarimetric variables as a function of the mass concentration for snow and
graupel when using canting angle and aspect ratio parameterizations from the literature
(Ryzhkov et al., 2011) (solid line) and when using the parameterization based on MASC data
(dashed line).

of concentration effects. This can be explained by the fact that, in COSMO, the density of

snowflakes decreases with their size (they become less compact) and therefore the permittivity

computed with the mixture model (Equation 4.14) decreases as well. When the concentration

increases, the proportion of larger (and more oblate) snowflakes increases but given their

smaller permittivity, the overall trend is a slight decrease in ZDR.

Note that even if this increase in the polarimetric signature of aggregates and graupel seems

particularly drastic, comparisons with real radar measurements indicate that the operator is

still underestimating the polarimetric variables in snow (Section 4.5.3).
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Hail

A similar analysis could not be performed for hail, as no MASC observations of hail were

available. Hence, the canting angle distribution is assumed to be Gaussian with zero mean

and a standard deviation of 40◦, whereas the aspect ratio model is taken from (Ryzhkov et al.,

2011).

ahail
r =

⎧⎨
⎩1−0.02D, if D < 10 mm

0.8, if D ≥ 10 mm
(4.13)

Ice crystals

For ice-crystals, the aspect ratio model is taken from Auer and Veal (1970) for hexagonal

columns, whereas the canting angle distribution is assumed to be Gaussian with zero mean

and a standard deviation of 5◦, which corresponds to the upper range of the canting angle

standard deviations observed by Noel and Sassen (2005) in cirrus and midlevel clouds.

4.4.6.2 Permittivities

Rain

For the permittivity of rain εr , the well known model of Liebe et al. (1991) for the permittivity of

water at microwave frequencies is used. Note that recently, a new model for water permittivity

has been proposed by Turner et al. (2016), which appears to provide a better agreement with

field observations at high frequencies. However, for common precipitation radar frequencies

(< 30 GHz) and temperatures (>−20◦) both models agree very well.

Snow, graupel, hail and ice crystals

Dry solid hydrometeors consist of a mixture of air and solid ice. The permittivity of such

mixtures can be estimated with a special case of the Maxwell-Garnett mixing formula (e.g.,

Ryzhkov et al., 2011).

ε( j ) =
1+2V ice

f
εice−1
εice+2

1−V ice
f

εice−1
εice+2

(4.14)

where V ice
f is the volume fraction of ice within the given hydrometeor (snow, graupel or hail)

and εice is the complex permittivity of ice, which can be estimated with Hufford (1991)’s

formula. Note that this is a special case of the more general Maxwell-Garnett formula (the
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general form is given in (Bohren and Huffman, 1983)), and is valid only for two-component

mixtures where one component (the matrix) is air.

The volume fraction of ice V ice
f can be estimated with the COSMO mass-diameter relations:

V ice
f ≈ ρ(j)

ρice
≈ 6a( j )Db( j )

πD3a( j )
r (D)ρice

(4.15)

where the density of ice is assumed to be constant ρice = 916 kg m−3. The aspect-ratio a( j )
r

has to be taken into account in the computation of the particle volume because the reference

diameter for snowflakes and graupels is the maximum diameter and not the equivolume

diameter.

4.4.6.3 Integration of scattering properties

The matrices Cb,( j )(D) (Equation 4.7) and S f ,( j )(D) (Equation 4.8) are obtained by integration

over distributions of canting angles and, for snow and graupel, aspect-ratios.

For Cb,( j ) this gives for snow and graupel:

Cb,( j )(D)= 1

2π

2π∫
0

π∫
0

1∫
0

cb,( j )(D,ar ,α,β) · sin(β) p(β)p(ar ) dα dβ dar (4.16)

And for rain and hail, where ar is constant for a given diameter:

Cb,( j )(D)= 1

2π

2π∫
0

π∫
0

cb,( j )(D,α,β) dα dβ (4.17)

where cb,( j )(D,α,β) are the scattering properties for a fixed diameter and α and β (the canting

angle) are the yaw (azimuthal orientation) and pitch Euler angles. The only difference between

o and β is that β ∈ [0,π] and o ∈ [−π/2,π/2]. p(β) and p(ar ) are the probabilities of β and

ar for a given diameter D as obtained from Equations 4.11 and 4.10. Note that the final

scattering properties are averaged over all azimuthal angles α, which are all considered to be

equiprobable. The sin(β) in the equation is the surface element which arises from the fact that

the integration over α and β is a surface integration in spherical coordinates. The procedure

for S f is exactly the same.

Since the computation of the T-matrix for a large number of canting angles and aspect-ratios

can be quite expensive, two different quadrature schemes were used, one Gauss-Hermite

scheme for the integration over the Gaussian distributions of canting angles, and one recursive

Gauss-Lobatto scheme (Gander and Gautschi, 2000) for the integration over aspect-ratios.
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4.4.6.4 Taking into account the radar sensitivity

The received power at the radar antenna decreases with the square of the range, which leads

to a decrease of signal-to-noise ratio (SNR) with the distance. To take into account this effect,

all simulated radar variables at range rg are censored if:

ZH(rg )< S +G +SNRthr +20 · log10

(
rg

r0

)
(4.18)

where G is the overall radar gain in dB, S is the radar antenna sensitivity in dBm, ZH is the

horizontal reflectivity factor in dBZ, and SNRthr corresponds to the desired signal-to-noise

threshold in dB (typically 8 dB in the following). r0 is a distance used to normalize the argument

of the logarithm. r0 has the same units as the distances defined in Equation 1.40. If all units

are consistent then r0 = 1.

4.4.7 Simulation of the melting layer effect

Stratiform rain situations are generally associated with the presence of a melting layer (ML),

characterized by a strong signature in polarimetric radar variables (e.g., Szyrmer and Zawadzki,

1999; Fabry and Zawadzki, 1995; Matrosov, 2008; Wolfensberger et al., 2016). In order to

simulate realistic radar observables, this effect needs to be taken into account by the radar

operator. Unfortunately COSMO does not operationally simulate wet hydrometeors, even

though a non-operational parameterization was developed by Frick et al. (2013). Jung et al.

(2008) proposed a method to retrieve the concentration of wet snow aggregates by considering

co-existence of rain and dry hydrometeors as an indicator of melting. A certain fraction of rain

and dry snow is then converted to wet snow which shows intermediate properties between

rain and dry snow, depending on the fraction of water within (wet fraction). Initially, the

method of Jung et al. (2008) has been implemented and adapted to also consider wet graupel.

However, two issues with this method have been observed. First of all the co-existence of

liquid water and wet hydrometeors causes a secondary mode in the Doppler spectrum within

the melting layer, due to the different terminal velocities, a mode that was never observed in

the corresponding radar measurements. Secondly, the splitting of the total mass into separate

hydrometeor classes (rain and wet hydrometeors) causes a localized but unrealistic decrease

in reflectivity just underneath the melting layer. It was thus decided to use an alternative

parameterization in which only wet aggregates and wet graupel exist within the melting layer.

At the bottom of the melting layer, where the wet fraction is usually almost equal to unity, these

particle behave almost like rain and at the top of the melting layer, where the wet fraction is

usually very small, these particles behave like their dry counterparts. Note that, in contrary to

Frick et al. (2013) which explicitly consider separate prognostic variables for the meltwater on

snowflakes, our scheme is purely diagnostic and is meant to be used in post-processing, when

the COSMO model has been run without a parameterization for melting snow.

Note that the described melting layer scheme is valid only for the operational one-moment
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scheme. Adapting it to the two-moments would be quite complex as it requires to also estimate

the number concentrations of melting hydrometeors.

4.4.7.1 Mass concentrations of wet hydrometeors

The fraction of wet hydrometeor mass is obtained by converting the total mass of rain and dry

hydrometeors within the melting layer into melting aggregates and melting graupel.

Qms =Qs +
(
Qr Qs

Qs +Qg

)
(4.19)

Qmg =Qg +
(
Qr Qg

Qs +Qg

)
(4.20)

where the superscripts s, g and r indicate dry snow, dry graupel and rain, and ms and mg

indicate wet snow and graupel. D is the maximal diameter of the melting particle (along its

major dimension). Note that the mass of rainwater is added to the mass of wet hydrometeors

proportionally to their relative fractions.

The wet fraction within melting hydrometeors can be estimated by the fraction of mass coming

from rainwater over the total mass:

f ms
wet =

Qr Qs

Qs (Qs +Qg )+Qr Qs (4.21)

f mg
wet = Qr Qg

Qg (Qs +Qg )+Qr Qg (4.22)

4.4.7.2 Diameter dependent properties

Mass

For the mass of wet hydrometeors, the quadratic relation proposed by Jung et al. (2008) is

used:

mm(D)= ( f m
wet

)2 mr (D)+
[
1− ( f m

wet

)2]md (D) (4.23)

where the superscript d indicates the corresponding dry hydrometeor and the superscript m

indicates the melting hydrometeor.
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Terminal velocity

For the terminal velocity vm
t of melting hydrometeors, the equation is computed from the

terminal velocities of rain and dry hydrometeors, using a best-fit obtained from wind tunnel

observations by Mitra et al. (1990).

vm
t (D)=φvr

t (D)+ (1−φ)vd
t (D) (4.24)

where φ= 0.246 f m
wet + (1−0.246)

(
f m
wet

)7
This relation is also used by Frick et al. (2013) and Szyrmer and Zawadzki (1999).

Canting angle distributions

For the canting angle distributions, a linear shift of σo (the standard deviation of the Gaussian

distribution of canting angle) with f m
wet is considered:

σm
o (D)= f m

wetσ
r
o(D)+ (1− f m

wet)σ
d
o (D) (4.25)

Aspect-ratio

For a given diameter, the distribution of aspect-ratio for melting hydrometeors is the renormal-

ized sum of the gamma distribution of dry aspect-ratios obtained from the MASC observations

(Equation 4.11) and the aspect-ratio distribution of rain, linearly weighted by the melting frac-

tion f m
wet. Since for rain the aspect-ratio is considered to be constant for a given diameter, the

distribution would be a Dirac. Instead, in order to perform the weighted sum, the distributions

of aspect-ratios in rain are represented by a very narrow Gaussian distribution (σr
a-r = 0.001)

centered around the corresponding aspect-ratio.

Permittivity

To estimate the permittivity of these mixtures, the two-component Maxwell-Garnett mixture

model, as given in Equation 4.14 is used again. However, melting hydrometeors are a mixture

of three components: water, ice, and air, which requires to use the two-component model

recursively, first to derive the permittivity of dry snow, and then the permittivity of the dry

snow and water mixture. The volume fractions of all components Vf can again be estimated

with the mass-diameter model:
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V water
f = f m

wet
ρm

ρwater (4.26)

V ice
f =

ρm −V water
f ρwater

ρice
(4.27)

V air
f = 1−V water

f −V ice
f (4.28)

(4.29)

where ρm is the density of the melting particle, which can be obtained by:

ρm(D)= mm(D)

V m(D)
≈ 6mm(D)

πD3am
r

(4.30)

where mm(D) is given by Equation 4.23 and am
r is the aspect-ratio of the melting hydrometeor.

Unfortunately the estimated permittivity will depend on whether water is treated as the matrix

and dry snow as the inclusions, or the opposite, giving two different possible outcomes. To

overcome this issue, a formulation proposed by Meneghini and Liao (1996) is used, where the

final permittivity is a weighted sum of both permittivities and where the weights are function

of the wet fraction. This method is also used by Ryzhkov et al. (2011).

4.4.7.3 Particle size distribution for melting hydrometeors

Once the mass concentrations and the wet fractions are known, it is possible to retrieve a

particle size distribution for melting hydrometeors. Szyrmer and Zawadzki (1999) suggest to

match the flux of rainwater at every diameter:

Nr (D)vr
t (D)= Nm(D)vm

t (D) =⇒ Nm(D)= Nr (D)
vr

t (D)

vm
t (D)

(4.31)

where vt is the hydrometeor terminal velocity.
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In our model, this PSD is adjusted by multiplying it with a mass conservation factor κ to ensure

that the integral of the PSD weighted by the particle mass matches the concentrations of wet

hydrometeors Qm . Hence

Nm,corr(D)= κNm(D) (4.32)

with

κ= Qm

Dmax∫
Dmin

mm(D)Nr (D)dD

(4.33)

where mm(D) is the mass of a melting particle of diameter D (Equation 4.23).

4.4.7.4 Integration scheme

Due to the sharp transition it causes in the simulated polarimetric variables, the melting

layer effect causes major difficulties when integrating radar variables over the antenna power

density. Indeed, the Gauss-Hermite quadrature scheme is appropriate only for continuous

functions and will work well with a small number of quadrature points only for a relatively

smooth function. Using a small number of quadrature points in the case of a melting layer

was found to create unrealistic artefacts with the presence of several shifted melting layers of

decreasing intensities. Globally increasing the number of quadrature points by a significant

amount is not a viable solution as it increases linearly the computation time. Instead, the best

compromise was found by increasing the number of quadrature points only at the edges of

the melting layer, where the transitions are the strongest. In practice this is done by using

ten times more quadrature points in the vertical than normally, but taking into account only

the 10% of quadrature points with the highest weights for the computation of radar variables,

except near the melting layer edges where all points are used.

In practice, the number of quadrature points used near the ML edge (which corresponds to the

lowest/highest occurrence of snow/graupel and rain coexistence), decreases with the distance

to the edge, according to a Gaussian function with a standard deviation equal to twice the

radial resolution of the radar. This Gaussian function reaches its maximum (100% = all points)

at the location of the ML edges and quickly reaches its minimum of 10% at a certain distance

from the edge.
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4.4.8 Retrieval of Doppler velocities

4.4.8.1 Average radial velocity

As illustrated in Figure 4.7, the average radial velocity vrad is the power-weighted sum of the

projections of U (eastward wind component), V (northward wind component), W (vertical

wind component), and vt , the hydrometeor terminal velocity, onto the axis of the radar beam

defined by elevation θg and azimuth φg .

Estimating vrad requires to know the terminal velocity of precipitating hydrometeors. In this

work, the power-law relations prescribed by COSMO’s microphysical parameterizations are

used, with parameters as given in Table 4.1.

It can be shown (e.g., Bringi and Chandrasekar, 2001) that, in the hypothesis of radial ho-

mogeneity inside a radar resolution volume, the average radial velocity at a given radar gate

characterized by coordinates rg (range), φg (azimuth) and θg (elevation) is given by Equa-

tion 4.34.

vrad(rg ,φg ,θg )=
I

⎡
⎣∑H

j=1

D ( j )
max∫

D ( j )
min

v ( j )
rad(D,rg ,φg ,θg )σ( j )

h (D)N ( j )(D) dD

⎤
⎦

I

⎡
⎢⎢⎣ H∑

j=1

D ( j )
max∫

D ( j )
min

σ
( j )
h (D)N ( j )(D) dD

⎤
⎥⎥⎦

︸ ︷︷ ︸
η(rg ,φg ,θg )

where

v ( j )
rad(D,r,φ,θ)= [U (rg ,φg ,θg )sinφg +V (rg ,φg ,θg )cosφg

]
cosθg

+
[
W (rg ,φg ,θg )− v ( j )

t (D)
]

sinθg

(4.34)

where I is the quadrature antenna integration operator defined in Equation 4.6 and σ
b,( j )
h (D)

is the backscattering radar cross-section at horizontal polarizations for an hydrometeor of

type j and diameter D ,
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Figure 4.7 – Trigononometric expression of the radial velocity as the sum of the projection
into the beam axis of the 3-dimensional wind field (U ,V ,W ) and the hydrometeor terminal
velocity vt .

4.4.9 Doppler spectrum

In this section a simple scheme is proposed that is able to compute the Doppler spectrum

at any incidence at a very small computational cost (less than 10% of the total cost). Unlike

Cheong et al. (2008), this approach is not based on sampling and is thus deterministic, but the

computational cost is much smaller.

Using the specified hydrometeor terminal velocity relations, it is possible to not only compute

the average radial velocity, but also the Doppler spectrum: the power weighted distribution of

scatterer radial velocities within the radar resolution volume.

First, the resolved velocity classes of the Doppler spectrum vr,bins[i ] are computed for every

bin i , based on the specified radar FFT window length NFFT and Nyquist velocity vNyq.

vrad,bins[i ]= (i − NFFT

2
)

vnyq

NFFT
∀i =−N

2
, ...,

N

2
(4.35)

where vNyq is the Nyquist velocity, in m s−1, given by

vNyq = 100
PRF ·λ

2
(4.36)

where λ is the radar wavelength in cm and PRF is the pulse repetition frequency of the radar

(number of pulses transmitted per second).
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For every hydrometeor j and every velocity bin i , given the three-dimensional wind compo-

nents (U , V , W ), one can estimate the hydrometeor terminal velocity vt that would be needed

to yield the radial velocity vrad,edges[i ]:

v ( j )
t (r,φ

′
,θ

′
)[i ]=W (r,φ

′
,θ

′
)+ U (r,φ

′
,θ

′
)sinφ

′ +V (r,φ
′
,θ

′
)cosφ

′

tanθ′
− vrad,bins[i ]

sinθ
′ (4.37)

Once this is done, the corresponding diameters D ( j )[i ] can be retrieved by inverting the

diameter-velocity power-laws (see Table 4.1). Finally, for a given radar gate defined by coordi-

nates (rg ,φg ,θg ) the Doppler spectrum S in linear Ze units (mm6 m−3), for a given velocity bin

i is

S(rg ,φg ,θg )[i ]= λ4

π5|Kw |2 I

⎡
⎢⎣ H∑

j=1

D ( j )[i ]∫
D ( j )[i+1]

σ
b,( j )
h (D)N ( j )(D) dD

⎤
⎥⎦ (4.38)

Any statistical moment can then be computed from this spectrum. The average radial velocity,

for example is simply the first moment of the Doppler spectrum:

vrad(rg ,φg ,θg )=
∑N

i=0 vrad,bins[i ]S(r,φ,θ)[i ]∑N
i=0 S(rg ,φg ,θg )[i ]

(4.39)

4.4.10 Turbulence and antenna motion correction

The standard deviation of the Doppler spectrum, often referred to as the spectral width, is a

function of both radar system parameters and meteorological parameters that describe the

distribution of hydrometeor density and velocity within the sampling volume (Doviak and

Zrnić, 2006). Assuming independence of the spectral broadening mechanisms, the square of

the velocity spectrum width σ2
v (i.e. standard deviation of the spectrum) can be considered as

the sum of all contributions (Doviak and Zrnić, 2006).

σ2
v =σ2

s +σ2
α+σ2

d +σ2
o +σ2

t (4.40)

where σ2
s is due to the wind shear, σ2

α to the rotation of the radar antenna, σ2
d to variations in

hydrometeor terminal velocities, σ2
o to changes in orientations or vibration of hydrometeors

and σ2
t to turbulence.
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In the forward radar operator,σ2
s is already taken into account by the integration scheme,σ2

d by

the use of the diameter-velocity relations and σ2
o by the integration of the scattering properties

over distributions of canting angles. Thus, the spectrum computed in Equation 4.4.9 needs

to be corrected only for turbulence and antenna motion. Doviak and Zrnić (2006) gives the

following estimation for σα.

σα =
(
ωλcosθg

2πΔ3dB

)�
ln2 (4.41)

where ω is the angular velocity (in rad s−1). Note that σα is equal to zero at vertical incidence,

which is the most common configuration for Doppler spectrum retrievals.

For σt , Doviak and Zrnić (2006) gives the following estimation, originally derived by Labitt

(1981), which is based on the hypothesis of isotropic and homogeneous turbulence, with all

contributions to turbulence coming from the inertial subrange.

σt =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

[
εt rg (1.35B)3/2

0.72

]1/3

if σr � rσθ⎡
⎢⎣ εtσr (1.35B)3/2[

11
15 + 4

15 (r 2σ2
θg
σ−2

r

]−3/2

⎤
⎥⎦

1/3

else

(4.42)

where B is a constant between 1.53 and 1.683 and εt is the eddy dissipation rate (EDR) ex-

pressed in units of m2s−3. εt is the rate at which turbulent kinetic energy is converted into

thermal internal energy. It is a model variable, simulated by the turbulence parameterization

and can be obtained as any other variable used in the radar operator, by downscaling to the

radar gates. Finally σr and σθ depend on the radar specifications: σr = 0.35cτ/2 (τ is the pulse

duration in s) and σθ =Δ3dB/4
�

ln(2).

This makes it possible to estimate both σo and σt using the specified radar system parame-

ters and simulated turbulence variables. If one assumes the spectral broadening caused by

the antenna motion and turbulence to be Gaussian with zero mean (e.g., Babb et al., 2000;

Kang, 2008), the corrected spectrum can be obtained by convolution with the corresponding

Gaussian kernel.

3A constant value of 1.6 is used in the radar operator.
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Scorr[i ]=
NFFT∑
j=0

S[i − j ]
1√

2πσt+α)2
exp

[
−vrad,bins[ j ]

2σ2
t+α

]
(4.43)

where σt+α =σt +σα

4.4.11 Attenuation correction in the Doppler spectrum

In reality, attenuation will cause a decrease in observed radar reflectivities at all velocity bins

within the spectrum. To take into account this effect, the path integrated attenuation in

linear units at a given radar gate (kh in Equations B.6) is distributed uniformly throughout the

spectrum.

S(rg ,φg ,θg )att[i ]= S(rg ,φg ,θg )[i ] ·exp

⎛
⎝−2

rg∫
r=0

kh(r,θg ,φg ) dr

⎞
⎠ (4.44)

4.4.12 Simulation of satellite swaths

The radar operator was adapted to be able to simulate swaths from spaceborne radar systems

such as the GPM-DPR (Iguchi et al., 2003) at both Ku and Ka bands. The main modifications to

the standard routine concern the beam tracing, which is estimated from the GPM data files (in

HDF5 format) by using the WGS84 coordinates at the ground and the satellite position in Earth-

centered Earth-fixed coordinates to retrieve the coordinates of every radar gate. Currently, the

atmospheric refraction is neglected which leads to an average positioning error of 55 m, the

error being minimal at the center of the swath (where the incidence angle is nearly vertical)

and maximal at the edges of the swath. The integration scheme remains unchanged and a

fixed beamwidth of 0.5 ◦ is used according to GPM specifications. An important advantage of

simulating satellite radar measurements over simply comparing the precipitation intensities

at the ground, is that it allows a three-dimensional evaluation of the model data.

4.4.13 Computation time

Though being mostly written in Python, the forward radar operator was optimized for speed

as all computations are parallelized and its most time consuming routines are implemented

in C. In addition, the scattering properties of individual hydrometeors are pre-computed and

stored in lookup tables. Table 4.4 gives some indication of the computation times encountered

for different types of simulated scans. The RHI scan consists of 150 different elevation angles

in the main direction of the precipitation system, with a maximal range of 20 km and a radial

resolution of 75 m. The RHI scan is also computed with the full Doppler scheme (Section 4.4.9),
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and the melting layer is simulated with the quadrature oversampling scheme described in

Section 4.4.7.4. The PPI scan consists of 360 different azimuth angles at 1◦ elevation at C-band,

with a maximal range of 150 km and a radial resolution of 500 m. All scans are performed in

a stratiform rain situation (8 April 2014 for ground radars and 4 April 2014 for GPM), with a

wide precipitation coverage. The advanced refraction scheme by Zeng et al. (2014) is used for

all scans except the GPM swath. To integrate over the antenna density pattern, 3 quadrature

points in the horizontal and 5 in the vertical are used for all scans (with an oversampling factor

of 10 at the ML edges).

It can be seen from Table 4.4 that the computation times are usually reasonable even on a

standard desktop computer, except when simulating the melting layer effect on a PPI scan at

low elevation. However, it can be seen that the forward radar operator scales very well with

increasing number of computation power and nodes, as the computation time decreases more

or less linearly with increasing computer performance.

RHI, with
ML and

spectrum

PPI, no ML PPI, with
ML

GPM Ku
band, no

ML

Desktop 2.1 min 5.3 min. 11.1 min. 8.9 min.
Server 1 min. 2.1 min. 6.16 min. 5.3 min.

Table 4.4 – Observed computation times for three types of scans and two computers. The
desktop has an 8 cores i7-4770S CPU with 3.1 GHz (30.5 GFlops/s) and 32 GB of RAM, the
server has a 12 cores i7-3930K with 3.20GHz (59 GFlops/s) and 32 GB of RAM

4.5 Evaluation of the operator

In this section, a comparison of simulated radar fields with radar observations is performed. It

is important to realize that discrepancies between measured and simulated radar variables

can be caused both by:

1. The inherent inexactitude of the model which manifests itself by differences in mag-

nitude as well as temporal and spatial shifts in the simulated state of the atmosphere,

compared with the real state of the atmosphere.

2. Limitations of the forward radar operator, e.g. imperfect assumptions on hydrome-

teor shapes, density and permittivity, inaccuracies due to numerical integration, non-

consideration of multiple scattering effects.

When validating the radar operator, only the second factor is of interest but as the discrepancies

are often dominated by the first factor, validation becomes a difficult task.
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Hence, for evaluation purposes, it is important to run the model in its best configuration,

in order to limit as much as possible its inaccuracy. This is is why the model was run in

analysis mode, with a 12 hours spin-up time, using analysis runs of the coarser COSMO-7 (7

km resolution) as input and boundary condition. Note that even though COSMO has recently

become operational at a resolution of 1 km over Switzerland, the simulations performed in

this work were still done at a 2 km resolution. Note that the present evaluation was done

with the standard one-moment scheme, for sake of simplicity, but Appendix B.2 gives some

additional indications and results for the two-moments scheme.

Evaluation of the radar operator was first done by visual inspection on a time step basis and

was followed by a more quantitative evaluation over the course of the whole precipitation

events.

4.5.1 Qualitative comparisons

4.5.1.1 PPI scans at C-band

Figures 4.8 and 4.9 show two examples of simulated and observed PPI scans from the La Dôle

radar in western Switzerland at 1◦ elevation during one mostly convective event (13 August

2015) and one mostly stratiform event (8 April 2014). The displayed radar reflectivities are raw

uncorrected ones, and the attenuation effect is taken into account for simulated reflectivities.

It can be seen that in both cases, the model is able to locate the center of the precipitation

event quite accurately but tends to overestimate its extent, especially in the convective case.

Generally, the simulated ZH, ZDR and Kdp are of the same order of magnitude as the observed

ones, with the exception of the stratiform case, where the simulated Kdp is underestimated on

the edges of the precipitating system. The simulated radial velocities seem very realistic and

agree well with observations both in terms of amplitude and spatial structure.
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Figure 4.8 – Example of simulated and observed (with the Swiss La Dôle C-band radar) PPI
at 1◦ elevation during the 13 August 2015 convective event (Table 4.3). The left side panel
corresponds to the simulated radar observables and the right side to the observed ones. The
displayed variables are, from top to bottom, the horizontal reflectivity factor (in dBZ), the
differential reflectivity (in dB), the specific differential phase shift upon propagation (in ◦km−1,
and the radial velocity (in m s−1).
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Figure 4.9 – Same as Figure 4.8 but for the stratiform event on the 8 April 2014 (Table 4.3).
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4.5.1.2 RHI with melting layer at X-band

Figure 4.10 shows one example of simulated and observed RHI scan in a stratiform situation

(22 March 2014) with a clearly visible melting layer at low altitude. It can be seen that the

forward radar operator is indeed able to simulate a realistic polarimetric signature within the

melting layer with a clearly visible bright-band in ZH, an increase in ZDR followed by a sharp

decrease in the solid phase above and higher values of Kdp. The extent of the melting layer

seems also to be quite accurate when compared with radar measurements. Note that, in this

case, the model slightly overestimates the signature in ZDR and ZHbelow the melting layer,

but this is related to the fact that COSMO tends to overestimate the rain intensity during this

particular event. In terms of radial velocities, again the model simulates some very realistic

patterns that agree well with the observations, with two shear transitions at around 1 and 3.5

km altitude followed by a strong increase in velocities at higher altitudes.
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Figure 4.10 – Example of RHI showing the observed and simulated melting layer during the
PARADISO campaign in Spring 2014 (Table 4.3). The left panel corresponds to the simulated
radar observables, the right panel to the observed values at X-band.
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4.5.1.3 GPM swath

Figure 4.11 shows an example of simulated and measured GPM swath at Ku band at different

altitudes. Again the forward radar operator produces a realistic horizontal and vertical struc-

ture as well as plausible values of reflectivities, given the fact that in this case the simulated

average rain rate is lower than the GPM estimated average rain rate (0.38 mm s−1 vs 0.46 mm

s−1).

Figure 4.11 – One example of comparison at several altitude levels between GPM radar obser-
vations at Ka band (left) and the corresponding radar operator simulation from the COSMO
model (right) for one GPM overpass. Note that there is an area with velocity folding (blue area
in the middle of a larger red area) around 5 km altitude and 10-15 km horizontal distance on
the radar RHI scan.

4.5.2 Doppler variables

Evaluation of the simulated average radial velocities was performed by comparison of sim-

ulated velocities with observations from the MXPol X-band radar deployed in Payerne in

Western Switzerland in Spring 2014 in the context of the PARADISO measurement campaign.

A total of 720 RHI scans (from 0 to 180◦ elevation) were simulated over six days of mostly

stratiform precipitation (c.f. Table 4.3). Figure 4.12 shows a comparison of the distributions

of radial velocities between the simulation and the radar observations. The scatter-plot in

Figure 4.13 shows the excellent overall agreement when considering all events and scans.

Simulations match very well observations, both in terms of distributions and in terms of

one-to-one relations, which shows that the radar operator is indeed able to simulate accurate
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radial velocities. Since wind observations from the radio soundings performed in Payerne

are assimilated into the model, one can expect it to perform well in this regard. These results

indeed confirm these expectations.
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Figure 4.12 – Distributions of simulated (blue) and observed (red) radial velocities during six
days of precipitation in Western Switzerland.

During the PARADISO campaign, MXPol was also retrieving the Doppler spectrum at vertical

incidence, which allows to compare simulated spectra with real measurements. Figure 4.14

shows the daily averaged simulated and measured Doppler spectra during the same six days

of precipitation. Generally, the simulated spectrum is able to reproduce the transition from

high velocities near the ground (in liquid precipitation) to smaller velocities in altitude (solid

precipitation). The height of this transition, which corresponds roughly to the isotherm 0◦,
as well as the simulated velocities above and below the isotherm 0◦ agree quite well with

the observations. Thanks to the melting layer scheme, the operator is able to produce a

quite realistic transition between solid and liquid phase. Indeed, when the melting scheme

is disabled, the simulated Doppler spectra show a very abrupt and unrealistic transition in

velocities. In terms of reflectivity, the bright-band effect is clearly visible on the simulated

spectra and its magnitude relative to the reflectivities below and above the melting layer agrees

well with observations. In absolute terms however, some events show a good agreement (22
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Figure 4.13 – Scatter-plot of overall agreement between measured and simulated radial veloci-
ties (for all events). The red line shows the 1:1 relation. The coefficient of determination (R2)
is 0.9.

March 2014, 7 May 2014), while in others, the simulated reflectivities tend to be overestimated

over the whole spectrum (8 April 2014, 14 May 2014, 1st May 2014). It is likely however, that

these discrepancies are mostly caused by the larger precipitation intensities simulated by the

model during these days.

Precipitation measurements with a rain gauge collocated with the radar tend to confirm this

hypothesis. For the two events with the strongest discrepancies (1st May and 14 May), the

gauge measured in total 1.9 and 1.2 mm of precipitation, whereas the model simulated 16.9

and 2.1 mm of precipitation in the closest grid cell.

4.5.3 Polarimetric variables

Evaluation of polarimetric variables (ZH, ZDR and Kdp) is difficult, because their agreement

with radar observations depends heavily on the temporal and spatial accuracy of simulated

precipitation fields. However, when averaging over a sufficiently large number of samples,

the radar operator should at least be able to simulate realistic distributions of polarimetric

variables, as well as realistic relations between these polarimetric variable. Augros et al.

(2016) for example, validated their operator, inter alia, by comparing simulated and observed

membership functions between the polarimetric functions.

In order to test the quality of the simulated polarimetric variables, five events corresponding

to different synoptic situations with widespread precipitation over Switzerland were selected

(Table 4.3). The simulated polarimetric variables were compared with observations from three
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Figure 4.14 – Simulated and measured average (over the event) Doppler spectra at vertical
incidence during six days of precipitation in Western Switzerland. The dashed line represents
the radial velocity calculated from the spectrum (Equation 4.39)

operational C-band radars (La Dôle, Albis and Monte Lema).

The duration of all events ranges between 12 and 24 hours with a resolution in time of 5

minutes (which corresponds to the temporal resolution of the available radar data). A total of

1017 PPI scans were simulated at 1◦ elevation with a maximum range of 100 km (in order to

limit the effect of beam-broadening). Both observed and simulated radar data were censored

with an SNRthr value of 8 dB (Equation 4.18).

The shape parameter of the gamma DSD used in COSMO for rain has a strong influence on the

outcome of the radar operator. Indeed, the skewness of the gamma distribution is inversely

proportional to μrain, so DSDs with small values of μrain will have longer right tails. This is of

particular importance when simulating polarimetric variables that are related to statistical

moments of a high order, such as ZDR. Two values of μrain have been tested, μrain = 0.5,

which is the default value in the model and μrain = 2 which corresponds to the upper range of

recommended values in the model.

The comparison between simulated and observed radar variables was performed separately in

the liquid and solid phases. Indeed, the uncertainty in the liquid phase is expected to be lower

than in the ice phase because the scattering properties of raindrops are more reliable than in

137



Chapter 4. A forward polarimetric radar operator for the COSMO NWP model

snowfall. The simulated model temperatures were taken as a criterion to separate the phases;

the liquid phase corresponds to T > 5◦ and the solid phase to T <−5◦ as in Augros et al. (2016).

Areas with temperatures in between have been ignored in order to limit the contribution

of wet snow which is not directly simulated by COSMO. It was observed that increasing the

temperature margin between liquid and solid phases did not change significantly the main

results and conclusions. Decreasing it, however, would affect quite significantly the observed

radar signatures due to the inclusion of measurements from the melting layer, which have a

much stronger polarimetric signature than dry snow.

Figure 4.15 shows the corresponding histograms of observed and simulated polarimetric

variables and precipitation intensities at the ground in the liquid phase, for μrain = 2. The

histograms for μrain = 0.5 (not displayed) show only minor differences. The simulated dis-

tributions agree well with the observed ones in terms of broad features, which confirms the

fact that the operator is able to simulate realistic radar observables at least in liquid phase.

One can observe that the radar operator is not able to simulate negative ZDR, which can be

explained by the assumptions about the drop shapes and canting angles, which make it almost

impossible for a drop to have a vertical dimension larger than its horizontal dimension. In

addition, the radar operator seems to produce slightly smaller values of ZH than observed,

but this can be attributed to the fact that COSMO tends to simulate smaller precipitation

intensities than the ones estimated from the radar reflectivities (bottom-right of Figure 4.15).

Indeed, the discrepancies in ZH agree well with the discrepancies in precipitation intensities.
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Figure 4.15 – Observed (red) and simulated (green) distributions of polarimetric variables
(ZH, ZDR and Kdp) as well as the precipitation intensities on the ground (in log scale) for the
one-moment scheme with μrain = 2 in the liquid phase.
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Figure 4.16 – Observed (red) and simulated (green) ZH −ZDR and ZH −Kdp relationships for
the COSMO one-moment scheme in liquid and solid phases. These membership functions
are computed by dividing all simulated values in bins of reflectivity of 1 dBZ of width, and
computing the quantiles of the dependent variable (on the y-axis) within every bin.

Figure 4.16 shows the observed (from MeteoSwiss radars) and the simulated ZH−ZDR and ZH−
Kdp relations averaged over all radars and all events in the liquid and solid phases. It appears

that the radar operator is able to simulate realistic relations between polarimetric variables at

least in the liquid phase. In terms of ZDR, a value of μrain = 2 seems more appropriate than

a value of 0.5, which tends to overestimate the differential reflectivity for a given horizontal

reflectivity. For Kdp the trend is reversed. A possible explanation is that ZDR is independent of

the concentration and highly dependent on the length of the DSD tail, i.e. small differences in

the numbers of large and oblate drops can cause large differences in differential reflectivity.

Kdp however, depends on both the total concentration and the tail of the DSD, and is quite

sensitive to the mode of the DSD. However, one must also keep in mind that the “observed”

Kdp values are in fact estimated from noisy Ψdp measurements and as such are likely to be

underestimated (Grazioli et al., 2014a). This dependency of simulated polarimetric variables

on small changes in the DSD shape illustrates quite well the difficulty to parameterize the

DSDs to match both the lower order moments used in weather prediction (number and mass

concentration) and the higher order moments, to which the radar observables are related.

In the solid phase, the radar operator tends to underestimate ZDR and Kdp, which is a trend

also observed by Augros et al. (2016). This is likely due to the combination of the imperfect

parameterization of snow PSD in the model, the crude assumptions about the permittivity

of snow and graupel (mixture model derived from the COSMO density parameterizations),

and the estimation of the scattering properties (T-matrix is likely not correct for ice-phase

hydrometeors).
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4.5.4 GPM swaths

In order to evaluate the simulation of GPM swaths, the distributions of simulated and observed

reflectivities at both Ku and Ka band were compared for 100 GPM overpasses over Switzerland,

corresponding to the overpasses with the largest precipitation fluxes (c.f. Section 4.3.3).
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Figure 4.17 – Observed (red) and simulated (blue = one-moment, green = two-moments)
reflectivities at Ku band (a) and Ka band (b), as well as the precipitation intensities (in log-
scale) at the ground (c) estimated by GPM and simulated by COSMO

Figure 4.17 shows the overall distributions of reflectivity at both frequency bands as well as the

distributions of estimated GPM precipitation intensities and COSMO simulated intensities.

Note that all reflectivities below 14 dBZ have been discarded as this corresponds roughly to

the radar sensitivities at Ka and Ku band (Toyoshima et al., 2015). Although the distributions

are very consistent, some minor discrepancies are present, mostly for low reflectivities (at

Ka band only) and high reflectivities which appear more frequently in the simulations than

in the measurements from the GPM-DPR. Again, this is consistent with the differences in

simulated precipitation intensities (in panel c). COSMO tends to produce a larger number of

precipitation intensities ≥ 30 mm hr−1 as well as a larger number of precipitation intensities
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below 0.15 mm hr−1 which corresponds roughly to 14 dBZ. In addition, comparison of GPM

measurements with ground radar observations confirms that GPM tends to underestimate

larger reflectivities Speirs et al. (2017). Overall, the simulated distributions of reflectivity

at both frequency bands are realistic and agree quite well with the observations for both

microphysical scheme. Note that when neglecting ice crystals the match is much poorer (see

Section 4.5.5).

4.5.5 Effect of ice crystals

In order to evaluate the addition of ice crystals to the forward operator, a two-fold analysis was

performed. First, the simulated polarimetric variables obtained with and without considering

ice crystals were compared with real observations by MXPol during three pure snowfall events

in the Swiss Alps in Davos (Table 4.3). Since no liquid precipitation or melting layer was

present during these events, the attenuation effect is expected to be negligible. Note that the

analysis focused on the one-moment scheme but the effect on the two-moment scheme is

expected to be quite similar.
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Figure 4.18 – Observed and simulated (with and without ice crystals) distributions of po-
larimetric variables during three pure snowfall events for the one-moment microphysical
scheme.

Figure 4.18 shows a comparison of the distributions of polarimetric variables in the solid

phase averaged over all three events for the one-moment microphysical scheme. On ZH, the

effect of adding ice crystals is characterized by an additional mode around 8 dBZ, which is not

present on radar observations. This mode is caused by the large homogeneity in the simulated

ice crystals, which, according to the microphysical parameterization, are all assumed to be

hexagonal plates. In reality, ice crystals can have a large variability of shapes (e.g., Magono and

Lee, 1966; Bailey and Hallett, 2009), and their backscattering coefficients can be quite different

(Liu, 2008), which would result in a much more spread out reflectivity signature of ice crystals.

On ZDR, one can see that, when neglecting ice crystals, one completely removes the right tail

of the distribution (values above 0.2 dBZ) that is clearly visible on the observed values. When

considering ice crystals, which have a quite strong signature in differential reflectivity, this

right tail gets accurately reproduced and matches well with the observations. However, even

when adding ice crystals, the radar operator is not able to reproduce the negative ZDR values
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that are quite frequent in the observations. On Kdp, a similar effect can be observed, though

not as clear. Still, the addition of ice crystals creates an additional mode in the distribution

of simulated values which slightly better matches with the observed one (longer tail and

good agreement of the additional mode with the mode of the observed distribution). Just

as with ZDR, the radar operator is not really able to simulate negative values of Kdp, which

are also frequent in the observations. These discrepancies could however also be due in

part to uncertainties in the radar observations, coming from possible miscalibration (for

ZDR) and inaccuracies in the retrieved Kdp values. Still, overall at X-band, the addition of ice

crystals leads to a much better representation of ZDR in solid precipitation, a slightly better

representation of Kdp and no significant improvement in ZH.

Due to their smaller sizes, the effect of ice crystals on ZH should increase with the frequency.

To investigate this effect, a second comparison was performed on the simulation of GPM

swaths, with and without ice crystals. The resulting distributions of ZH at Ku and Ka band

were compared with means of QQ-plots of observed versus simulated quantiles. Figure 4.19

shows these QQ-plots at Ka band for both the one-moment and the two-moments scheme.

The red line is the 1:1 which implies a perfect match with the observed quantiles. The results

at Ku band are not displayed as they are visually very similar to the results at Ka band. For

the one-moment scheme, a much better agreement with observations is observed for small

quantiles (up to 20 dBZ) when adding ice crystals. Without ice crystals, small quantiles tend

to be underestimated. Large simulated quantiles tend to be overestimated when compared

with GPM observations. For very large quantiles, this overestimation is slightly stronger when

adding ice crystals but this might be a sampling effect as large quantiles are very sensitive

to outliers. For the two-moments scheme, adding ice crystals does not seem to significantly

improve the agreement with observed quantiles.
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Figure 4.19 – QQ-plots of the quantiles of simulated ZH values versus the quantiles of observed
GPM ZH values at Ku band. The red line corresponds to the 1:1 line indicating a perfect match
with observed quantiles.
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As a conclusion, adding ice crystals improves the quality of the simulated ZDR and Kdp in pure

solid precipitation at X-band and when simulating horizontal reflectivities at K band.

4.6 Summary and conclusions

In this chapter we proposed a new polarimetric radar forward operator for the COSMO

NWP model which is able to simulate measurements of reflectivity at horizontal polarization,

differential reflectivity and specific differential phase shift on propagation for ground based or

spaceborne (e.g. GPM) radar scans, while taking into account most physical effects affecting

the propagation of the radar beam (atmospheric refractivity, beam-broadening, partial beam-

blocking and attenuation). Integration over the antenna pattern is done with a simple Gauss-

Hermite quadrature scheme. This scheme was compared with more advanced schemes that

also take into account antenna side lobes, but was shown to offer on average the best trade-

off, due to its better representation of the main lobe and lower computational cost. The

operator was extended with a new Doppler scheme, which allows to efficiently estimate the

full Doppler spectrum, by taking into account all factors affecting the spectral width (antenna

rotation, turbulence, wind shear and attenuation), as well as a melting layer scheme able to

reproduce the very specific polarimetric signature of melting hydrometeors, even though the

COSMO model does not explicitly simulate them. Finally, the operator was adapted both to

the operational one-moment microphysical scheme of COSMO and to its more advanced

two-moment scheme. Performance tests showed that the operator is sufficiently fast and

efficient to be run on a simple desktop computer.

The scattering properties of individual hydrometeors are pre-computed with the T-matrix

method and stored into lookup tables for various frequencies. The permittivities for the

complex hydrometeors (snowflakes, hail and graupel) are obtained with a mixture model by

using the mass-diameter relations of COSMO to estimate their densities. The other required

parameters for the T-matrix method (canting angle distributions and aspect-ratios) are ob-

tained from the literature (for rain, hail and ice crystals) and from measurements performed

in the Swiss Alps with a multi-angle snowflake camera (MASC), for snow and graupel. A large

number of MASC pictures are used to estimate realistic parameterizations of the distributions

of aspect-ratio and canting angle of graupels and aggregates, leading to a good agreement

with measured quantiles. Integration of the hydrometeors scattering properties over these

distributions was shown to increase the polarimetric signature of solid hydrometeors, which

tends to be often underestimated in simulations.

The operator was evaluated by a comparison of the simulated fields of radar observables

with observations from the operational Swiss radar network, from a high resolution X-band

research radar and from GPM swaths. Visual comparisons between simulated and measured

polarimetric variables show that the operator is indeed able to simulate realistic looking fields

of radar observables both in terms of spatial structure and intensity, and to simulate a realistic

melting layer both in terms of thickness and polarimetric signature. Comparisons of the radial
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velocities measured by the X-band radar and simulated by the radar operator, in the vicinity

of the Payerne radiosounding site show an excellent agreement with a high determination

coefficient. The operator is also able to simulate realistic Doppler spectra at vertical incidence,

with realistic fall velocities and reflectivities below and above the melting layer, as well as

within the melting layer, thanks to the melting scheme. A comparison of the distributions of

polarimetric variables as well as the relations between these variables with measurements

from the Swiss operational C-band radar network was performed. In the liquid phase, the

radar operator is generally able to simulate realistic distributions of polarimetric variables and

realistic relations between them.

In the solid phase, however, the polarimetric variables tend to be underestimated when using

the T-matrix method to simulate hydrometeor scattering properties, even with the local MASC

parameterization. Finally the effect of considering or not ice crystals in the simulation was

investigated and it was observed that at X-band the agreement with observed differential

reflectivity and differential phase shift improves signficantly, whereas at GPM frequencies, the

simulated distributions of reflectivity are more realistic, especially for smaller reflectivities.

Ultimately, this operator provides a convenient way to relate outputs of a NWP model (state

of the atmosphere, precipitation) to polarimetric radar measurements. The evaluation of

the operator has shown that this tool is a promising way to test the validity of some of the

hypothesis of the microphysical parameterization of COSMO. In the next chapter, a detailed

sensitivity analysis of the main parameters and assumptions of the radar operator will be

performed, taking again a large dataset of radar observations as reference. In the liquid

phase, the analysis will focus on the geometry of raindrops as well as the parameterization of

the DSD. In the solid phase, the polarimetric variables simulated with the T-matrix method

will be compared with more sophisticated scattering models, such as the discrete dipole

approximation or the generalized multi-Mie method (Lu et al., 2016).
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5 Sensivity study of the polarimetric
radar operator

5.1 Summary

In this chapter, the sensitivity of the radar variables simulated by the radar operator described

in details in Chapter 4 to some of its main assumptions is tested. The study is separated

between the liquid phase, where the geometrical parameters of raindrops and the effect of the

drop size distribution parameterization are tested, and the solid phase, where several methods

for the estimation of scattering by solid hydrometeors are compared. In the liquid phase, the

results indicate that ZDR and to a lesser extent Kdp are very sensitive to the considered DSD

model. In addition ZDR depends strongly on the aspect-ratio model and the canting angle

distribution. It is shown also that a simple generalized gamma DSD model could be optimized

to provide a much better agreement between observed and simulated radar quantities, while

providing the same concentration and rainrate as the original COSMO DSD. This alternative

models also shows a better agreement with Parsivel observations in terms of median DSD.

In the solid phase, it is shown that T-matrix based methods tend to underestimate strongly the

signature in ZDR and Kdp even when integrating over realistic geometries derived from MASC

observations. It reveals that the T-matrix method tends to underestimate strongly the polari-

metric signature in snow, and to underestimate the reflectivity factors at higher frequencies.

In this regard, the more advanced discrete dipole approximation and generalized multi-Mie

scattering methods give promising results that could lead to a significant improvement in the

simulated radar variables.
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5.2 Introduction

In Chapter 4, a polarimetric forward radar operator for the COSMO NWP model has been

presented. This operator has been evaluated with radar data from the Swiss operational radar

network, from an X-band polarimetric research radar and with swaths from the spaceborne

GPM-DPR. The evaluation showed that the radar operator is able to simulate realistic Doppler

information, both in terms of average velocity and spectrum as well as realistic values of

horizontal reflectivity (ZH), differential reflectivity (ZDR) and specific differential phase shift

(Kdp) in the liquid phase. It was also hinted that some assumptions of the COSMO model and

the radar operator could have a strong impact on the observed discrepancies. For example

when changing the shape parameter μ of the gamma DSD of rain, the polarimetric signature in

rain changes significantly with a better agreement in the ZH −ZDR relationship at the expense

of a poorer match in the ZH −Kdp relation.

In the solid phase the agreement is generally much worse than in the liquid phase and the radar

operator is strongly underestimating the polarimetric signature in Kdp and ZDR. A large part

of this discrepancy could be explained by the crude assumptions used by the radar operator

to determine the scattering properties of solid hydrometeors: all particles are assumed to be

spheroids with a diameter-dependent homogeneous permittivity, a quite unrealistic model

when compared for example with the intricate structure of a dendrite aggregate.

In this work we will investigate in more details the relation between the polarimetric signature

simulated by the radar operator and some of the relevant parameters and assumptions that

are used. Here again the radar data will be used as a reference. In the liquid phase, the effect

of drop geometry and DSD model will be tested, while in the solid phase, the simple T-matrix

model will be compared with two more sophisticated scattering estimation methods. The first

alternative method is still based on the T-matrix method but uses MASC measurements to

estimate more realistic particle geometries, while the second method uses the polarimetric

scattering database of Lu et al. (2016). Real radar observations from both ground radars

(operational Swiss radar network at C-band, and MXPol at X-band), and from the GPM-DPR

satellite radars (Ku and Ka bands) will be used again as a reference.

This chapter is structured as follows: in Section 2, a description of the various parameters,

data and methods used in this sensitivity analysis will be described, in Section 3, the main

results of this sensitivity analysis will be presented, first in the liquid phase and then in the

solid phase. Finally, Section 4 gives a summary of the main results and concludes this work.

5.3 Methods and data

A sensitivity analysis is performed in order to quantify the influence of the main assumptions

and parameterizations on which the radar operator is based. The analysis is conducted sepa-

rately in the liquid and solid phase because the main sources of uncertainty are different. In

the liquid phase, the T-matrix scattering method is exact as long as the particles are spheroids
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(Mishchenko et al., 1996), and the permittivity of water can be estimated with great precision

(Liebe et al., 1991). As such, for rain, the T-matrix model is well suited, and the analysis focuses

on the assumptions about the shape of raindrops used in the T-matrix computations. In the

solid phase, the T-matrix method is only a crude approximation, as solid hydrometeors have

complex shapes and their permittivities cannot be known with precision. Hence, in the solid

phase, the analysis focuses on an intercomparison of different scattering methods.

5.3.1 Scattering in the liquid phase

The T-matrix method is a reasonable choice for raindrops whose shape can be well approxi-

mated by spheroids. However the simulated scattering properties depend quite strongly on

three parameters, on which the sensitivity analysis will focus:

Canting angle distributions

A Gaussian distribution with zero mean is a reasonable choice to estimate the probability

density function of canting angles for raindrops (Bringi and Chandrasekar, 2001). However,

the standard deviation σrain
o of this distribution is variable and there is no agreement on the

best value to be used. In this study, values of σrain
o ranging from 2.5 to 17.5 ◦ with a step of 2 ◦

are used.

Aspect-ratio models

The aspect-ratio model prescribes the oblateness of a raindrop spheroid as a function of its

diameter. Several models have been proposed in the litterature. Four different aspect-ratio

models are tested: Andsager et al. (1999), Thurai and Bringi (2005), Brandes et al. (2002) and

Thurai et al. (2007)

Shape parameter of the rain drop size distribution

Another crucial parameter is theμrain shape parameter in the rain drop size distribution, which

can be chosen a-priori in the COSMO set-up. An example of the effect of μrain for a constant

rain concentration is given in Figure 5.1. The gamma DSD varies between an exponential

distribution (for μrain → 0) and a Gaussian distribution (for μrain →∞). The length of the right

tail is inversely proportional to μrain and affects strongly the resulting polarimetric variables,

as they are very sensitive to large particles. In this study values of μrain ranging from 0.5 to 5

with a step of 0.5 are used.

5.3.2 Scattering in the ice phase

In the ice phase, most of the uncertainty comes from the estimation of the permittivity and

the validity of the considered scattering estimation method. Initially, the same study as in
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Figure 5.1 – Effect of the shape parameter μ on the raindrop size distribution for a constant
mass concentration of 1 g m−3 of rain

the liquid phase was repeated in the solid phase1, using the same radar observations and

simulated events, but with the canting angle standard deviation and aspect ratios of snow

and graupel as parameters. It appeared that the match with the radar observations was poor

regardless of the values used.

Hence, instead of focusing on the parameters of the T-matrix method, the analysis compares

three different scattering methods to estimate the scattering properties of aggregates, graupel

and ice crystals.

Simple T-matrix

In this method, the permittivities of snow aggregates, graupel and ice crystals are estimated

with the Maxwell-Garnett mixing formula as described in Formula 4.14 using again the COSMO

mass-diameter relations to estimate the particle densities. For the aspect-ratio, a constant

value of 0.6 for aggregates and 0.9 for graupel is considered, which correspond to the median

values observed by Garrett et al. (2015) on MASC data. The canting angle distributions of

both aggregates and graupels are assumed to be gaussians with a zero mean and a standard

deviation of 40 ◦ as in Augros et al. (2016) and Ryzhkov et al. (2011). For ice-crystals the aspect

ratio model is taken from Auer and Veal (1970) for hexagonal columns and the canting angle

distribution is assumed to be Gaussian with zero mean and a standard deviation of 5◦, which

corresponds to the upper range of the values observed by Noel and Sassen (2005) in cirrus

and midlevel clouds. Ice crystals, aggregates and graupel particles are all approximated as

spheroids and their polarimetric scattering properties are estimated with the T-matrix method.

(Mishchenko et al., 1996).

1Defined in this case by all radar gates where the simulated COSMO temperature is lower than −5◦
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MASC T-matrix

This set-up corresponds to the default scattering method used by the radar operator described

in Chapter 4. It is very similar to the previous one, with the sole difference that the scattering

properties estimated with the T-matrix method for snow aggregates and graupels are inte-

grated over realistic distributions of aspect-ratios and canting-angles obtained from MASC

observations in the Swiss Alps (Section 4.4.6.1). This allows to better take into account the

effect of very oblate particles, which, even though they are rare, can strongly affect the overall

polarimetric signature, especially in ZDR.

DDA/GMM

This method is based on the polarimetric scattering database ICEPART developed by Lu

et al. (2016), which contains polarimetric scattering property information for plates, columns,

branched planar crystals, aggregates and conical graupel computed with either the discrete

dipole approximation (DDA) or the generalized multi-particle Mie method (GMM). In the

current version of the database, the scattering properties are available for X, Ku, Ka and W

frequency bands.

The DDA method is based on the discretization of an ice particle into a cluster of polarizable

points. The method takes into account both the induction of dipoles by the incident electric

field and the interaction between all the dipoles. The GMM method gives an analytical

solution of Maxwell’s equations for a particle approximated as a cluster of non-overlapping

small spheres with fixed size and permittivity (Xu, 1995). Lu et al. (2016) use the GMM method

for aggregates because the DDA method is numerically efficient only for relatively compact

particles. For all other particle types, the DDA method is used. The database focuses on

isolated particles (and not populations of particles), for which the scattering properties are

computed for a large number of azimuthal and elevational incidence angles.

Note that other scattering databases exist that use similar methods (e.g., Tyynelä and Chan-

drasekar, 2014; Kuo et al., 2016) but they can not currently be used in the context of this radar

operator, as they do not give any information about forward scattering (Kuo et al., 2016), or

consider only an ensemble of particles with various sizes (Tyynelä and Chandrasekar, 2014).

Indeed in order to use these databases in the context of the radar operator, the backscattering

covariance matrix Cb,( j ) and the forward scattering vector S f ,( j ) for every hydrometeor type j

need to be estimated for a large number of different diameters in order to allow integration of

these properties over the particle size distributions (PSD). Using Lu et al. (2016)’s database it is

possible to retrieve this information with the following pre-processing steps:

1. For every incident elevation angle and particle, the individual scattering properties (S f

and Cb) are averaged for all incident azimuths.
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2. Using the COSMO mass-diameter relations, the mass of every individual particle (as

provided in the database) is related to an equivalent maximum diameter. Particles are

then sorted by increasing diameter.

3. For every hydrometeor type, a set of 25 diameter bins are determined, linearly increasing

from the minimal to the maximal diameter. The scattering properties are then averaged

within every diameter bin.

4. The resulting scattering properties are then interpolated over 1024 bins covering the

same range. This is done in order to be generic with the T-matrix method, where the

scattering properties are weighted by the PSD and integrated over 1024 diameter bins

(by default).

As a final step, for aggregates and graupels only, a Gaussian filter with a diameter-dependent

standard deviation σo(D) is applied in the elevational direction in order to account for the

variability in canting angle. As in the MASC T-matrix method, the values of σo(D) are obtained

from MASC observations (see Equation 4.10 and Figure 4.5).

5.3.3 Data

5.3.4 Radar data

For the study in the liquid phase, all PPI scans used in the inter-comparison with the Swiss

radar network (Section 4.5.3) were simulated and compared with the radar observations of

three Swiss C-band radars (index A in Table 4.3). For computational reasons, it is not possible to

do an exhaustive sensitivity study, where all possible combinations of all parameters are tested.

Instead, all parameters are varied independently of each other. This study was performed

on pure liquid phase areas only, defined in this case by all radar gates where the simulated

COSMO temperature is larger than 5◦. A maximal range of 100 km is considered in the analysis.

The sensitivity analysis in the solid phase is divided in two separate studies. In the first study,

the simulated radar variables were evaluated with observations from MXPol, an X-band radar

(see Table 4.2), recorded during two field campaigns performed in Davos in the Eastern Swiss

Alps in 2010 and in 2014 (index C in Table 4.3). The radar was located at a high altitude and

recorded several events with pure solid phase precipitation. The study focuses on five events

(four from 2014 and one from 2010). All events can be considered as pure solid phase as

the temperature at the radar was negative and all retrieved data is located above the radar.

This allows to rule out the contribution of liquid and partly melted precipitation, and hence

attenuation can be neglected. A maximal range of 30 km is considered in the analysis.

In the second study, the simulated reflectivities were compared with measurements from the

GPM-DPR radar satellite at both Ka (35.6 GHz) and Ku (13.6 GHz) bands. The comparison is

based on the same 100 overpasses, with the largest precipitation fluxes, used in 4.5.4. As the
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study focuses on the solid phase, only GPM measurements classified as such were retained

(see Iguchi et al. (2010) for details about GPM phase classification).

To simulate the studied events, the standard operational MeteoSwiss set-up of COSMO was

used. As in Section 4.5, operational analysis of COSMO-7 are used as initial and boundary

conditions.

To simulate radar observables from COSMO outputs, the radar operator described in Chapter 4

was run in its “standard” configuration, using the Gaussian quadrature scheme with 3 quadra-

ture points in the azimuthal direction and 5 in the elevational direction (J ,K in Equation 4.6).

For the computation of the atmospheric refraction, the ordinary differential equation method

of Zeng et al. (2014) was used. The melting scheme was not used, because the sensitivity study

considers only pure liquid and solid phases.

5.3.5 Parsivel data

In order to compare the COSMO drop size distribution parameterizations with real observa-

tions, data from three Parsivel-1 (Particle size and velocity) optical disdrometers were used.

These instruments were deployed at short distance from each other, near the Payerne Me-

teoSwiss station. Like the X-band radar presented above, these instruments were deployed

in the context of the PARADISO measurement campaign. The same six events used for the

validation of Doppler variables were also used for this comparison (Index C in Table 4.3). The

measured drop size distributions were corrected with measurements from a 2-dimensional

video disdrometer (2DVD) using the method of Raupach and Berne (2015). For more details

regarding these instruments, see Raupach and Berne (2015). All disdrometers were located

within the same COSMO grid cell, so the measured DSDs were simply averaged before com-

paring them with the COSMO parameterizations.

5.4 Results

5.4.1 Sensitivity in rain

5.4.1.1 Polarimetric distributions and relations

One cannot expect a 1:1 match between simulated and observed radar variables, because the

COSMO model is never perfectly accurate both in terms of spatial and temporal structure

of the atmospheric fields. However over a sufficiently large sample (several events), one can

expect a good agreement between simulated and observed probability density functions of

radar observables as well as similar relationships between them. This requires however that

the parameterization of hydrometeors within the model is realistic (e.g. PSD, mass/velocity-

diameter relations).
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Figure 5.2 shows the relations between polarimetric variables obtained using radar observa-

tions and simulated with different values of the three considered parameters of raindrops. It

appears that the ZH-ZDR relation seems to be more affected than the ZH-Kdp relation. The

most sensitive factor seems to be μrain which is the only parameter to significantly affect

the ZH-Kdp relation. In terms of μrain, higher values around 3 give a better ZH-ZDR relation

but increase the overestimation in the ZH-Kdp relation. This highlights the fact that the one-

moment COSMO DSD, being a quite simple model, is not really able to accurately represent

all observed moments. In terms of aspect-ratio model, no model seems to be consistently

better than the other and they all tend to overestimate low ZDR values at small reflectivities.

In terms of canting angle distributions, larger values around 10-15 ◦ seem preferable as they

reduce the overestimation in both polarimetric relations.
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Figure 5.2 – Observed and simulated relations between polarimetric variables obtained for
various aspect-ratio models (a), canting angle standard deviations (b) and μrain (c)

Figure 5.3 shows how varying μrain affects the distributions of simulated polarimetric variables.

It appears that ZDR is the radar variable that is the most sensitive to variations of μrain, whereas

Kdp and the radial velocity seem to be barely affected. The distribution of ZDR tends to become

more and more heavy tailed when μrain decreases. A similar effect can be observed for ZH,

although to a much smaller extent. Compared with radar observations, using a low value of
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μrain tends to yield a more realistic location of the mode but a tail that is too short, whereas

using a high value of μrain will cause the opposite effect.

Histograms of radar variables for different aspect-ratio models and canting angle standard

deviations (not displayed) show that only ZDR seems to be significantly affected. The general

conclusion which is valid for all parameters is that no perfect match with radar observations

can be found for ZDR: either the tail of the simulated distributions are too short (for example

with the Andsager et al. (1999) aspect-ratio model or with σrain
o > 10◦), either the mode is

located too much on the right (for example with the Thurai et al. (2007) aspect-ratio model or

with σrain
o < 5◦) .
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Figure 5.3 – Observed and simulated distributions of radar variables in rain for different values
of μrain

5.4.1.2 Alternative DSD model

Since μrain seems to be the main contributing factor in the polarimetric signature of rain,

an optimization procedure was performed to try to find an alternative model with similar

properties but a better match with radar observables. The model that was adjusted is a

generalized gamma distribution (Auf der Maur, 2001):

N (D)= N0Dμexp
(−ΛDν

)
m−3mm−1 (5.1)

where N0 is the intercept parameter in mm−1−μm−3 m−3, Λ is the slope parameter in mm−ν, μ

is the dimensionless shape parameter and ν is the dimensionless family parameter.

The generalized gamma distribution is a versatile model, whose moments have an analytical
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solution. The considered DSD is also constrained to give the same mass concentration and

rain rate as the original COSMO one-moment Gamma DSD with μ= 0.5(see Table 4.1). which

ultimately leaves two free parameters (μ,ν) to optimize. The cost (objective) function for

optimization is computed in the following way: For every polarimetric variable, the overlap

coefficient between simulated and observed histograms is computed (the area shared by both

histograms ∈ [0,1]). For every polarimetric relation (ZH vs ZDR and ZH vs Kdp), the sum of all

absolute differences between radar and model (for every ZH bin) is computed and divided by

the total area under the radar relation (the integral of the polarimetric relation). The sum of

these individual scores is then divided by five, which gives a normalized score. The best set of

parameters (μ,ν) was found with the particle swarm optimization, an efficient metaheuristic

method for global minimization (Kennedy and Eberhart, 1995).

The best match was found with (μ = 9.91662053, ν = 0.66075762) giving a cost of 0.354,

corresponding to an improvement of 31% with respect to the reference DSD (cost = 0.512).

Note that the value of μ= 0.108 is much lower than the value around 3.5 found for Parsivel

DSDs (Figure 5.5), but these values can not be compared directly, because the considered

distribution models are quite different (the generalized gamma DSD includes an exponent of

ν= 1.2 on the diameter on the exponential). The two constrained parameters Λ and N0 can

be obtained by:

λ =
[

RΓ
(
μ+b+1

ν

)
avQΓ

(
μ+b+bv+1

ν

)
]− ν

bv

N0 = νQλ
μ+b+1

ν

aΓ
(
μ+b+1

ν

)
(5.2)

where R is the rain rate and QM is the mass concentration of raindrops, a and b are the

intercept and slope parameters of the mass-diameter relation and av and bv the intercept and

slope parameters of the velocity-diameter relation of raindrops.

Figure 5.4 shows the observed and simulated histograms of polarimetric variables as well

as the polarimetric relations obtained with the reference COSMO DSD and the optimized

model. It can be clearly seen that the optimized DSD gives a better representation of the mode

of the polarimetric distributions, as well as a better agreement in the ZH-ZDR relation. The

agreement in the ZH-Kdp relation also seems better for ZH < 45 dBZ. The resulting DSDs are

shown in the bottom right. The optimized model produces much less small drops, but more

larger drops which have a strong influence on polarimetric radar variables.
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Figure 5.4 – Observed and simulated histograms of polarimetric variables as well as polari-
metric relations obtained with the reference COSMO DSD and the optimized DSD for a rain
concentration of 1 g m−3. The corresponding DSDs are shown at the bottom-right.

5.4.1.3 Comparison of the COSMO DSDs with ground measurements
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Figure 5.5 – Median measured (pink dots) and COSMO parameterized rain DSDs (blue, red and
green lines) at the ground in Payerne over six stratiform precipitation events. The dashed lines
correspond to the interquantile of parameterized DSDs, whereas the pink bars correspond to
the interquantile of measured DSDs.

Figure 5.5 shows a comparison of the average median rain DSD observed by Parsivels, the

operational gamma COSMO DSDs (with μ= 0.5 and μ= 2), and the alternative generalized

gamma DSD over the six days of precipitation during the PARADISO campaign (Section 5.3.5

and Table 4.3). It is obvious that the gamma COSMOS DSD with μrain = 0.5 tends to produce
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too many small drops when compared with the Parsivel data. However one must keep in

mind that due to the instrument’s limitations, the Parsivel, as most disdrometers, has difficulty

to measure very small drops and might underestimate their numbers (Thurai et al., 2017).

However, one can still observe with certitude that the mode of the COSMO parameterized

DSDs is located too much on the left, especially for μrain = 0.5. The generalized gamma DSD

gives a much better agreement with the median Parsivel DSD, with a much better position in

the mode. Note that all COSMO DSDs tend to underestimate by far the observed variability,

which can be explained mostly by the limited resolution of the model and the deterministic

nature of the radar operator.

These results tend to confirm that the alternative DSD model is more realistic and could

be useful to reduce the intrinsic bias in simulated radar quantities caused by discrepancies

between the real drop size distributions and its operational parameterization.

5.4.2 Sensitivity in the solid phase

5.4.2.1 Polarimetric variables at X-band

Figure 5.6 (a) compares observed histograms of polarimetric variables and simulated his-

tograms with the three different scattering methods. It can be seen that the DDA/GMM

method tends to overestimate ZDR and Kdp, whereas the T-matrix methods tend to underesti-

mate it. The MASC T-matrix method brings only very minor improvement. The DDA/GMM

method has a better agreement in terms of ZH, and is at least able to simulate larger values

of ZDR and Kdp, which are totally absent with the T-matrix methods. The two peaks in ZDR

caused by the DDA/GMM method correspond to aggregates and ice crystals whose mod-

elled shapes are quite asymmetric. In terms of polarimetric relations (Figure 5.6 (b)), the

DDA/GMM method is the only one able to simulate a significant dependence of ZDR on ZH.

Though ZDR seems largely overestimated, if one ignores the almost constant bias, the shape

of the relation seems to agree roughly with the radar observations. The DDA/GMM method

also overestimates Kdp at higher reflectivity values, but, considering the fact that the T-matrix

methods barely give any response in Kdp, still seems the better choice. Overall, it can be seen

that the DDA/GMM method seems promising as it is able to simulate larger polarimetric

variables in the solid phase. It should be noted that, in our opinion, the existing databases

are not yet mature enough to be used in the context of a polarimetric forward radar operator,

as they are either non-polarimetric or do not include any dependency on the canting angle

distributions. This will likely change in the near-future though, given the current effort of the

community.
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5.4.2.2 Reflectivities at Ka and Ku bands

In its matched scan configuration, the GPM-DPR radar provides collocated measurements of

reflectivity factors at both Ka and Ku band. When the Rayleigh conditions are not satisfied at

least at one frequency, which is typically the case at both GPM-DPR frequencies, the measured

reflectivity factors at both frequencies differ (Matrosov et al., 2005). The logarithmic difference

of reflectivity is defined as the dual frequency ratio (DFR) and yields information about the

characteristic particle size. Unfortunately, in liquid precipitation, the DFR is often dominated

by variations in attenuation rates between both frequencies (Le et al., 2016), which limits its

applications for ground based radars.

For airborne or spaceborne radar, however, which provide top-down observations, the differ-

ential attenuation effect is expected to be quite small in solid precipitation (Matrosov et al.,

2005). Therefore, comparison of simulated reflectivity factors at both Ka and Ku bands with

GPM-DPR observations in solid precipitation (Figure 5.7), can be used as a way to evaluate

the accuracy of the considered scattering model.

Figure 5.7 shows that all scattering methods yield a much smaller variability than what is

observed on GPM data. This can be explained by the intrinsic smoothness of the COSMO

model and its limited resolution. Indeed, in reality, precipitation is far from being homoge-

neous within a COSMO grid cell (Raupach and Berne, 2016). Moreover, even though a radar
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Figure 5.7 – Observed and simulated reflectivities at Ku and Ka bands. The hexagonal density
plot corresponds to the bivariate distribution of Ka and Ku reflectivities observed on the
GPM DPR data. The bold line correspond to the average trend observed for the simulated
reflectivities using the three scattering methods. The dashed lines correspond to the quantiles
25 and 75.

emits many pulses in the same direction. the sampling within its resolution volume is never

exhaustive and two radar measurements performed by the same radar at the same time and

place could yield different outcomes. This is especially true for airborne radars, such as GPM,

which tend to have large resolution volumes close to the surface. In terms of average trend,

however, the DDA method clearly outperforms the T-matrix based approaches, as it follows

closely the trend observed in the bivariate GPM density, especially for smaller reflectivities.

The T-matrix methods seems to underestimate reflectivity at Ka band, resulting in a larger DFR.

Here as well, using the MASC parameterization in the T-matrix method provides only a very

minor improvement. It is interesting to notice that the discrepancy between DDA and T-matrix

increases for larger reflectivities, where one can expect larger hydrometeor diameters and,

thus, more deviation from the Rayleigh regime. This agrees well with Ka band simulations by

Tyynelä et al. (2011), who observed a clear underestimation of horizontal backscattering cross-

sections with the T-matrix method, for aggregates larger than 6 mm, that tends to increase

with the diameter.

Overall, when compared with the T-matrix methods, the DDA method yields more accurate

reflectivities for larger frequencies and larger diameters, where the Rayleigh approximation is

no longer valid.
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5.5 Summary and conclusions

A sensitivity analysis of some of the main parameters of the radar operator presented in

Chapter 4 has been performed, both in the liquid and the solid phases. In the liquid phase,

the analysis focused on the comparison of C-band measurements with simulated radar ob-

servables, using different aspect-ratio models, raindrop canting angle distributions and DSD

shape parameters. In the solid phase, the analysis focused on the comparison of X-band

measurements in pure solid precipitation with radar observables simulated using different

scattering estimation methods for snowflakes, graupel and ice crystals.

In the liquid phase, the sensitivity study reveals that the agreement between simulated and

observed polarimetric variables depends strongly on the assumptions about the geometry

of raindrops. It was shown that using different aspect-ratio models affects significantly the

simulated differential reflectivities, with no model performing distinctly better than the others.

However, the most important parameter seems to be the shape parameter μ in the drop size

distributions formulation in COSMO, which has a strong influence on the asymmetry of the

DSD. Using a larger μ tends to underestimate the ZH-Kdp relation but overestimate the ZH-

ZDR relation, and inversely for a smaller μ. Nonetheless, it was shown that is possible to use

a generalized gamma distribution with optimized parameters, to significantly improve the

match with radar observations while preserving the same mass concentration and rain rate.

A comparison with measurements from Parsivel disdrometers reveals that this alternative

DSD model gives a better agreement with the median Parsivel observed DSD than the original

COSMO gamma DSD, which tends to locate the mode too much on the left, especially for

μ= 0.5. These results suggest that this DSD model could be useful for assimilation purposes,

to reduce the intrinsic bias between simulated and observed radar variables, caused by the

assumptions of the COSMO microphysical parameterizations.

In the solid phase, the polarimetric variables tend to be underestimated when using the

T-matrix method to simulate hydrometeor scattering properties, even when using MASC

observations to derive realistic aspect-ratios and canting angles. However when using dis-

crete dipole and generalized multi-particle Mie scattering databases instead of the T-matrix

method, the situation is reversed and the polarimetric signature in the solid phase are too

strong, which can be explained by the crude assumptions used to adapt the databases to

the radar operator. Moreover, with these databases, the trend between simulated reflectivity

factors at Ku and at Ka bands agrees much better with the trend observed on the real GPM

observations. Ultimately, this study reveals that the T-matrix method is not able to simulate

realistic polarimetric quantities in snow and points out the potential benefit of using more

exhaustive DDA scattering databases, that should be available in the near-future .
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6.1 Summary

This thesis work was devoted to investigating the potential use of polarimetric radar data in

NWP, with a focus on precipitation, at several scales and in mountainous terrain. Three main

topics have been covered, the detection and characterization of the melting layer of precipita-

tion, the evaluation of simulated precipitation intensities with a multi-scale approach, and the

design and evaluation of a polarimetric forward radar operator. The techniques developed and

the results drawn are relevant for the parameterization of sub-grid processes, the validation of

model simulations and parameterizations, and, on a longer term, for assimilation purposes.

The density, the terminal velocity and the electromagnetic properties of precipitation depend

strongly on its phase, and for melting hydrometeors, on their liquid water content. As such,

when validating NWP models, it is crucial to be able to distinguish the phases of precipitation in

radar data. In Chapter 2, a new algorithm able to detect the extent of the melting layer (ML) on

polarimetric RHI scan was proposed. Validation of the algorithm with radio sounding showed

that it is able to estimate the height of the isotherm 0◦C with good precision and accuracy, and

outperforms by far a simple alternative method adapted from PPI scans. Thanks to this new

algorithm, a detailed characterization of the geometrical and polarimetric properties of the

melting layer was performed, at various locations in the world. The thickness of the ML was

shown to be on average very similar on all datasets, with a slightly right skewed distribution

and an average between 300 and 330 m. Riming was identified as the most important factor

explaining the overall variability of the ML. The algorithm was also used to obtain a rough

estimation of the total attenuation within the melting layer. It was shown that the values of

ZDR within and above the melting layer could be significantly affected by attenuation. Overall,

this algorithm can be used as a way to validate the simulated freezing level height, and the

results of the characterization can be relevant to evaluate a parameterization scheme for

melting hydrometeors.

Validation of simulated precipitation intensities is difficult, because the outcome of traditional

performance scores depends very much on the considered scale. To try to alleviate this
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difficulty, the potential of multifractals (MF) for model evaluation was investigated in Chapter 3.

Indeed, MFs offer obvious benefits, because they allow to characterize the spatio-temporal

variability of geophysical data over a wide range of scales with only a limited number of scale-

invariant parameter. To try to clarify the physical meaning of MF parameters a climatological

study over several years of simulated precipitation fields was performed. It was observed that

the MF signature of specific areas was indeed related to their topographical and meteorological

properties, though this relation is not always simple to determine. The study then focused on

three different events, corresponding to synoptical conditions over Switzerland, for which the

MF parameters of simulated precipitation fields was compared with the MF parameters of

the operational radar QPE. It was observed that the radar QPE generally displays a better and

more uniform scaling over all considered ranges (1-128 km), than the model simulations. In

particular, the simulated precipitation fields show a poor scaling at small scales during the

snowstorm event (too smooth) and at large scales during the convective event (mislocation of

the convective system). When comparing the one and two-moment microphysical schemes,

it was observed that the two-moment scheme gives a larger variability of precipitation and

a consistently better agreement with the radar QPE in terms of spatial and temporal fractal

dimensions, which measure how convoluted the precipitation occurrence signal is. Overall, it

was shown that MFs can be used to easily identify at which spatial and temporal scales the

model deviates from the observations, even though this is not easy to relate to specific aspects

of the model parameterizations.

Another way to validate NWP simulations is to convert them to variables that can be directly

compared to radar observations. To this end, a new forward polarimetric radar operator for

COSMO model has been proposed. This operator is able to simulate measurements of radar re-

flectivity at horizontal polarization, differential reflectivity as well as specific differential phase

shift and Doppler variables for ground based or spaceborne radar scans, from atmospheric

conditions simulated by COSMO. The operator includes a new Doppler scheme, which allows

to estimate the full Doppler spectrum, as well a melting scheme which allows to represent the

very specific polarimetric signature of melting hydrometeors. The operator was evaluated by

comparing the simulated fields of radar observables with observations from the Swiss opera-

tional radar network, from a high resolution X-band research radar and from the GPM-DPR.

This evaluation showed that the operator is able to simulate an accurate Doppler spectrum

and accurate radial velocities as well as realistic distributions of polarimetric variables in the

liquid phase.

In Chapter 5, a sensitivity analysis of the radar operator showed that the agreement between

simulated and observed polarimetric variables depends strongly on the assumptions about the

geometry of raindrops and the considered DSD model. It was observed that using a larger DSD

shape parameter μ tends to underestimate the ZH-Kdp relation but overestimate the ZH-ZDR

relation, and inversely for a smaller μ. Similar conclusions are reached in terms of aspect-ratio

models and standard deviations of canting angle distributions. Nonetheless, it was shown that

is possible to replace the standard DSD with a generalized gamma distribution with optimized

parameters to significantly improve the match with radar observations, while preserving the
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same mass concentration and rain rate. In the solid phase, the polarimetric variables tend to be

strongly underestimated when using the T-matrix method, even when MASC observations are

used to parameterize the geometry of snowflakes and graupels. With the use of more advanced

scattering databases (based on the DDA and GMM methods), the situation is reversed and

the polarimetric signature in the solid phase tends to be too strong. These methods, however,

provide much more realistic values of reflectivity at higher frequencies (Ka band). Ultimately,

the expected publication of more exhaustive DDA scattering databases in the near-future

seems promising to simulate realistic radar observables in solid precipitation.

6.2 Important contributions of this thesis

The most important contributions of this thesis can be summarized as follows:

1. A melting layer detection algorithm able to detect the lower and upper boundaries of

the melting layer with good accuracy has been proposed and described in details.

2. A quite exhaustive characterization of the geometrical and radar properties of the

melting layer has been performed. The results indicate that many properties of the

melting layer seem to be climate independent.

3. The potential of MFs for model evaluation has been investigated. The relationship be-

tween MF parameters and more classical meteorological and topographical descriptors

has been studied. Additionally, the presence of scaling breaks in simulated precipitation

field was highlighted.

4. A new polarimetric forward operator for the COSMO model has been developed. Its

main novelties are the use of a parameterization based on MASC observations for the ge-

ometrical properties of snow aggregates and graupels, as well as a very computationally

efficient scheme to compute the full Doppler spectrum. The code for the radar operator

is open-source and available online1.

5. The effect of uncertainties in the geometry of raindrops on the simulated radar observ-

ables has been investigated. For solid hydrometeors, the T-matrix method has been

compared with more advanced scattering methods (DDA and GMM) in terms of agree-

ment with observed radar variables. Although this comparison had already been done

for isoled particles, it had never been performed in the context of a full-fledged radar

operator.

6. Two python libraries potentially useful for the COSMO community have been shared

online. The first one pycosmo2 allows to read, write, plot and process COSMO GRIB files.

It also allows to create profiles of model data, at fixed geographical coordinates, or at the

1https://github.com/wolfidan/cosmo_pol
2https://github.com/wolfidan/pycosmo
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location of PPI or RHI radar scans. The second one cosmo_query3 allows to automatically

retrieve COSMO data from the central CSCS (Swiss National Supercomputing Centre)

archives, for fixed days, locations, subset of variables, etc.

6.3 Perspectives

Various aspects of the research presented in this thesis could benefit from further attention. In

terms of melting layer detection, the presented algorithm could be adapted to operational

PPI scans, which represent by far the most common type of radar scan. The main difficulty

would be to account for the fact that in PPI scans, the edges of the melting layer are much less

clear and well-defined. Preliminary tests showed that the algorithm can still deliver satisfying

results, provided that some of the constants parameters (thresholds) are adjusted accordingly.

Moreover, part of the uncertainty related to the use of PPI scans could be lifted by also including

ZDR in the ML detection algorithm on PPI scans. The crude estimation of the attenuation effect

through the ML performed in Section 2.6.1 could be greatly improved by using two or more

radars, located relatively close to each other. These radars should perform quasi-simultaneous

sampling of the same volume, but with different incidence angles, and thus different distances

through the melting layer (MLD as in Section 2.6.1. The PARADISO campaign set-up could

have been appropriate, because there were two X-band radars operating at the same time,

not far away from each other. Unfortunately, one of the two radars was performing a vertical

profile, while the other radar was performing a RHI scan in the direction of the first radar,

making it impossible to compare ZDR values (as it is always 0 at vertical incidence).

In the multifractal study, at the end of Chapter 3 is was suggested that using a mobile domain

moving with the precipitation system, instead of a fixed domain, could have been more

relevant. Indeed, it was observed that the discrepancies in multifractal properties seem to be

somewhat dominated by temporal and spatial shifts of the simulated precipitation systems,

which tend to become more important over the course of the event. Using a mobile window

could help to focus more on the simulated structure of precipitation fields rather than simply

on its spatial and temporal occurrence.

The polarimetric forward operator developed in Chapter 4 is already quite sophisticated,

but in Chapter 5 two potential axes of improvement have been identified. The prescribed

DSD model in COSMO could be adapted to a model providing a better agreement with radar

observables. This would require to carefully evaluate this new DSD model and assess that it

doesn’t affect negatively the simulated precipitation fields. Moreover, it was observed that

more advanced scattering methods (DDA and GMM) could help to simulate more realistic

polarimetric variables in solid precipitation. Following a workshop in June 2017, several

scientists active in the study of solid precipation agreed to publish a new common database

of solid hydrometeor scattering properties in the near future. This database could provide

great opportunities for improvements, as the current ones tend to be too incomplete or

3https://github.com/wolfidan/cosmo_query
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too focused. In terms of melting hydrometeors, it would be interesting to adapt the radar

operator to the mixed phase scheme of Frick and Wernli (2012) and see how well the simulated

radar observables in the ML agree with the simple diagnostic melting scheme proposed in

Section 4.4.7.

Once it is guaranteed that the radar operator is able to simulate realistic radar observables

in solid, mixed and liquid phases, it would be interesting to merge the polarimetric radar

operator with the operational and much more polished single polarization radar operator of

Zeng et al. (2016). The radar operator could then be used to assess several parameters of the

COSMO microphysical parameterizations, such as, for example, the mass-diameter relations

and velocity-diameter relations, which are often based on quite dated empirical fits. It would

also be possible to adapt the radar operator to higher frequencies such as the W band (60-100

GHZ), a frequency band often used by cloud radars4. This would require to take into account

small non-precipitating cloud droplets and to parameterize the multiple scattering effect,

which becomes significant at high frequencies (Battaglia et al., 2007). On the longer term, this

radar operator could be used for data assimilation, in the context of a Local Ensemble Kalman

Filter (LEKF), as was done already by Zeng (2013) for Doppler velocity. A major difficulty in

assimilating polarimetric variables, however, is that their measurement noises are both large

and strongly correlated, and are very much instrument-dependent. Moreover, the relation

between simulated polarimetric variables and model variables is very non-linear and prone to

large uncertainties, especially for solid phase hydrometeors.

4A Doppler cloud radar profiler at W-band has recently been purchased by the LTE lab
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A Appendix of Chapter 2

A.1 Spatial representation of all descriptors

Figure A.1 shows the spatial representation of all areas used in the the climatological study of

MF parameters as well as the corresponding local descriptors.

167



Appendix A. Appendix of Chapter 2

44◦N

45◦N

46◦N

47◦N

48◦N

4◦E 5◦E 6◦E 7◦E 8◦E 9◦E 10◦E 11◦E 12◦E 13◦E 14◦E
44◦N

45◦N

46◦N

47◦N

48◦N

4◦E 5◦E 6◦E 7◦E 8◦E 9◦E 10◦E 11◦E 12◦E 13◦E 14◦E
44◦N

45◦N

46◦N

47◦N

48◦N

4◦E 5◦E 6◦E 7◦E 8◦E 9◦E 10◦E 11◦E 12◦E 13◦E 14◦E

44◦N

45◦N

46◦N

47◦N

48◦N

4◦E 5◦E 6◦E 7◦E 8◦E 9◦E 10◦E 11◦E 12◦E 13◦E 14◦E
44◦N

45◦N

46◦N

47◦N

48◦N

4◦E 5◦E 6◦E 7◦E 8◦E 9◦E 10◦E 11◦E 12◦E 13◦E 14◦E
44◦N

45◦N

46◦N

47◦N

48◦N

4◦E 5◦E 6◦E 7◦E 8◦E 9◦E 10◦E 11◦E 12◦E 13◦E 14◦E

44◦N

45◦N

46◦N

47◦N

48◦N

4◦E 5◦E 6◦E 7◦E 8◦E 9◦E 10◦E 11◦E 12◦E 13◦E 14◦E
44◦N

45◦N

46◦N

47◦N

48◦N

4◦E 5◦E 6◦E 7◦E 8◦E 9◦E 10◦E 11◦E 12◦E 13◦E 14◦E
44◦N

45◦N

46◦N

47◦N

48◦N

4◦E 5◦E 6◦E 7◦E 8◦E 9◦E 10◦E 11◦E 12◦E 13◦E 14◦E

25
0

50
0

75
0

10
00

12
50

15
00

17
50

Average altitude [m]

3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.5
Total precip. amount [mm] ×107

1.2 1.4 1.6 1.8 2.0 2.2
Standard deviation of precipitation [mm]

0.10 0.12 0.14 0.16 0.18 0.20 0.22
Wet fraction [-] 21

57
21
58

21
59

21
60

21
61

21
62

Geopotential at 850 hPa [m]

0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
Average wind magnitude at 850 hPa [m·s−1]

24
0

26
0

28
0

30
0

32
0

34
0

Average wind direction at 850 hP [degree] 27
3.
00

27
3.
25

27
3.
50

27
3.
75

27
4.
00

27
4.
25

27
4.
50

27
4.
75

Temperature at 850 hPa [K]

−5
.2
−5
.0
−4
.8
−4
.6
−4
.4
−4
.2
−4
.0
−3
.8

Potential vorticity at 850 hPa
[K m2 kg−1 s−1]

×10−6

Figure A.1 – Spatial representation of all areas used in the climatological study and the cor-
responding local descriptors. The squares are indicators of the location of the center of all
areas and are not drawn to scale. The colors drawn below the squares correspond to the
classification obtained in Section 3.5.2.
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A.2 A visual example of box counting

Figure A.2 illustrates an example of box counting on a binary field of precipitation. For every

consecutive resolution, the data is average in 2×2 boxes, and if at least one grid cell is rainy,

the aggregated grid cell will be rainy as well. Finally, the fractal dimension D f is obtain with

a best-fit of the logarithm of the number of rainy grid cells as a function of the logarithm of

the scale. Obviously, in practice the value of D f will depend on the threshold that is used to

binarize the precipitation field, which is the main idea behind multifractals.
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Figure A.2 – A visual example of box counting. Yellow grid cells correspond to rainy cells,
purple grid cells to non-rainy cells. The panel of images in row (a) correspond to the binary
field aggregated at increasing resolution λ. λ= 1 corresponds to the original binary field which
has an outer (maximum) scale of 32 pixels. (b) corresponds to the log-log plot of scale λ versus
number of rainy cells N .
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A.3 Visual example of the effect of multifractals on the structure of

a field

Figure A.3 illustrates the effect of varying α and C1 on randomly generated isotropic conserva-

tive MF fields. One can see how increasing α increases the variability within non-zero intensity

regions, whereas increasing C1 decreases the intermittency and makes the field look more

spatially homogeneous.

Figure A.3 – Illustration of the effect of α and C1 on randomly generated fields. Blue pixels
correspond to zero intensity, whereas pixels with non-zero intensity are shown with a greyscale
colormap. Taken from Lovejoy (2017)

Figure A.4 illustrates the effect of H on isotropic MF fields, with constant α and C1. H can be

considered as a kind of smoothness parameter that denotes the order of integration (H < 0) or

differentiation (H > 0) needed to obtain the observed field from a direct MF cascade process.
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Figure A.4 – Illustration of the effect of H on randomly generated fields forα= 1.2 and C1 = 0.05.
Blue pixels correspond to zero intensity, whereas pixels with non-zero intensity are shown
with a greyscale colormap. Taken from Lovejoy (2017)
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A.4 Comparison with the Köppen classification

Figure A.5 shows the Köppen classification of the 209 subsquares used in Section 3.5. Indeed,

the classification is quite close to the one obtained in Section 3.5.2 with topographical and

meteorological descriptors. The main differences are the fact that class 3 gets smaller and class

2 larger, especially in the southwest, that some areas in the north of Italy are in class 2,and that

sea regions are absent, since the Köppen classification does consider only land areas.

Figure A.5 – Aggregated Köppen climate classification within all 209 subsquares used in
Section 3.5.2. class 1 corresponds to Köppen classes Dwa, Dwb and Dfc (Cold climates), class
2 to Köppen class Cfb (temperate with warm summer) and class 3 to Köppen classes Cfa and
Csa (temperate with hot summer).

Distribution of MF parameters within Köppen areas (not displayed) show only minor de-

viations from those obtained with the meteorological classification (Figure 3.5). However,

some differences are visible in space for the distributions of α and C1, which tend to be less

distinguishable between classes 1 and 2 than on the original meteorological classification.

As a consequence, in the Köppen classification, differences in the distributions of α in space

are not statistically significant according to the Kruskall-Wallis test. All other statistical tests,

however, give similar outcomes than with the original classification, but often with a larger p

value.
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B.1 Trilinear downscaling

Downscaling is computationally faster if the radar gate coordinates are first converted from

the World Geodetic System 1984 (WGS) lat/lon coordinates to the local pole-rotated model

coordinates, where the model variables are defined on a regular grid. To this end, the spher-

ical WGS coordinates of the radar gate (ψWGS = lon, λWGS = lat) are first projected to Earth-

centered,earth-fixed (ECEF) coordinates (x, y,z) and then rotated to the pole-rotated system

using two rotations matrices, one for the longitudinal rotation of the pole ΔλWGS , and one for

the latitudinal rotation of the pole ΔψWGS , to yield (xrot, y rot,zrot).

⎛
⎜⎝xm

ym

zm

⎞
⎟⎠=
⎛
⎜⎝ cosΔλWGS sinΔλWGS 0

−cosΔλWGS cosΔλWGS 0

0 0 1

⎞
⎟⎠
⎛
⎜⎝ cosΔψWGS 0 sinΔψWGS

0 1 0

−sinΔψWGS 0 1

⎞
⎟⎠
⎛
⎜⎝x

y

z

⎞
⎟⎠ (B.1)

Finally, the Cartesian coordinates (xm , ym ,zm) in the model pole-rotated system, are projected

back to spherical coordinates to yield (ψrot,λrot), the spherical coordinates of radar gates in

the model pole-rotated system.

For every radar gate, the eight neighbor model nodes can efficiently be identified by direct

mapping of the (ψrot,λrot) coordinates (which as stated are on a regular grid) and by binary

search through all vertical model levels. Once the neighbors have been identified (Figure B.1),

downscaling is done by first linearly interpolating all neighbors with identical (ψrot,λrot) to the

height z of the radar gate: (Au , Al ) → A�, (Bu ,Bl ) → B�, (Cu ,Cl ) → A�, (Du ,Dl ) → D� . The

resulting points (A�,B�,C�,D�) are then bilinearly interpolated to the horizontal location of

the radar gate.
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Figure B.1 – Location of the eight neighbours of a radar gate R. The position of the radar gate
is shown by a red star.

B.2 Specificities of the two-moments scheme

In the two-moment scheme all prescribed PSDs are initially defined as a function of particle

mass.

Nm(x)= N0,mxμm exp(−Λmxνm ) (B.2)

where the subscript m denotes that the quantity is mass-based and Nm(x) is in units of

kg−1m−3.

However in the context of this radar operator, it is much more convenient to work with

diameter-based PSDs. This conversion can be done by using the prescribed mass-diameter

relations which are part of the microphysical scheme: D(x) = amxbm ⇒ x = D
am

1
bm and by

considering that Nm(D)= Nd (x) · dD
dx = am(bm −1)xbm−1Nd (x), where the subscript d denotes

that the quantity is diameter-based and Nd (x) is in units of mm−1m−3. Replacing this in
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B.3. Polarimetric equations

Equation B.2 yields:

Nd (x)= N0,d Dμd exp(−Λd Dνd ) (B.3)

with

N0,d = N0,m

bm

(
1

am

) μm+1
bm

μd = μm+1
bm

−1

Λd = Λm

aνm /bm
m

νd = νm
bm

(B.4)

By equating M0 with the number concentration QN and adMbd with the mass concentration

QM , where ad = a−1/bm
m and bd = 1/bm , one is able to retrieve the N0,d and Λd from the

prognostic parameters of the PSDs.

N0,d = νdQN

Γ
(
μd+1
νd

)Λ μd +1
νd

d and Λd =
⎡
⎣ 1

ad

Γ
(
μd+1
νd

)
Γ
(
μd+bd+1

νd

)x
⎤
⎦
−νd /bd

(B.5)

where x =QM /QN is the average particle mass.

Note that besides these differences in PSD retrieval, the two-moment scheme also yields

slightly different hydrometeor scattering properties, since the mass-diameter relations differ

from the one-moment scheme.

B.3 Polarimetric equations

Equations B.6 give the basic polarimetric equations integrated over ensembles of hydromete-

ors for every radar gate defined by a given set of spherical coordinates xg = (rg ,θg ,φg ), where

rg is the range, θg is the elevation angle θg and φg is the azimuth angle. The backscattering

covariance matrix Cb , forward scattering vector S f , and backscattering cross-sections σb for a

given hydrometeor ( j ), are defined as in Equations 4.7, 4.8 and 4.9. λ is the wavelength in cm.
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Appendix B. Appendix of Chapter 3

Zh(xg )= λ4

π5|Kw |2
H∑

j=0

D ( j )
max∫

D ( j )
min

N ( j )(D,xg ) ·σb,( j )
h (D,xg ) dD

[
mm6m−3]

Zv (xg )= λ4

π5|Kw |2
H∑

j=0

D ( j )
max∫

D ( j )
min

N ( j )(D,xg ) ·σb,( j )
v (D,xg ) dD

[
mm6m−3]

Kdp(xg )= 0.18

π
λ

H∑
j=0

D ( j )
max∫

D ( j )
min

N ( j )(D,xg ) ·ℜ
(
S f ,( j )

1 (D,xg )−S f ,( j )
2 (D,xg )

)
dD

[◦ km−1]

δhv(xg )= 180

π
λ arg

⎛
⎜⎜⎝ H∑

j=0

D ( j )
max∫

D ( j )
min

N ( j )(D,xg )Cb,( j )
2,1 (D,xg ) dD

⎞
⎟⎟⎠ [◦]

kh(xg )=λ
H∑

j=0

D ( j )
max∫

D ( j )
min

N ( j )(D,xg )ℑ
(
S f ,( j )

1 (D,xg )
)

dD
[
km−1 ]

kv(xg )=λ
H∑

j=0

D ( j )
max∫

D ( j )
min

N ( j )(D,xg )ℑ
(
S f ,( j )

2 (D,xg )
)

dD
[

km−1 ]

(B.6)

where Zh and Zv are the linear reflectivity factors at horizontal and vertical polarizations, Kdp,

is the specific differential phase shift upon propagation, δhv is the total differential phase shift

upon backscattering, and kh and kv are the attenuation coefficients in linear scale.

The phase shift upon backscattering δhv is not taken into account in Kdp, because the radar Kdp

retrieval method that is being used (Schneebeli et al., 2013) is able to remove the contribution

of δhv. However besides Kdp, the total phase shift Ψdp is also simulated1, which combines

the phase shift due to backscattering and propagation. Additionally, the effect of two-way

attenuation is taken into account for Zh and Zv. This yields the following polarimetric products

at every radar gate and for every sub-beam (Equations B.8).

1Despite being simulated, this quantity was not used in the context of this thesis as it cumulative and thus
cannot be related in an easy way to other radar observables. Besides, it is often very noisy on real radar data. In
fact its derivative Kdp, estimated from radar observations with robust differentiation techniques, is much more
useful and widely used.
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Z att
h (xg )= Zh(xg ) ·exp

⎛
⎝−2

rg∫
r=0

kh(r,θo ,φo) dr

⎞
⎠ [

mm6m−3]

Z att
v (xg )= Zv (xg ) ·exp

⎛
⎝−2

rg∫
r=0

kv (r,θo ,φo) dr

⎞
⎠ [

mm6m−3]

Ψdp(xg )= 2

rg∫
r=0

Kdp(r,θg ,φg )+δhv (xg )
[◦] (B.7)

The final volume-integrated polarimetric estimates Z att
H , Z att

DR, Kdp and Ψdp are obtained

by integrating the necessary quantities over all sub-beams with the quadrature antenna

integration operator I defined in Equation 4.6. The linear reflectivity factors are also converted

to logarithmic scale.

Z att
H (xg )= 10 log10

(
I
[
Z att

h (xg )
])

Z att
V (xg )= 10 log10

(
I
[
Z att

v (xg )
])

Z att
DR(xg )= Z att

H (xg )−Z att
V (xg )

Kdp(xg )= (I [Kdp(xg )
])

Ψdp(xg )= (I [Ψdp(xg )
])

(B.8)
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