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Abstract
Cloud computing has been experiencing sharp development over the last years, leading to

an increased demand for application migration to the cloud. Cloud providers, in an effort

to attract more customers and earn their confidence, offer to tenants the illusion of an iso-

lated network, exposing familiar abstractions. At the same time, creating this illusion poses

challenging problems for the providers, as one tenant’s traffic may interfere with another’s in

complicated, unpredictable ways.

First, new challenges have arisen in administering access-control rules (ACLs). On the one

hand, installing ACLs at the server is incompatible with bare-metal support and introduces

unnecessary performance overhead. On the other hand, offloading the most popular ACLs on

the limited hardware memory in Top-of-Rack (ToR) switches should not be conducted naïvely,

as the existence of wildcard rules presents inter-rule dependencies that must be respected.

Second, tenants’ demands have evolved beyond requesting hardware resources; for instance,

tenants may require bandwidth provisions between their resources or optimized access to a

specific cloud service, e.g., a Mail server or a Database. Cloud providers have not adequately

adapted to these expanding demands, therefore elevating hardware resources to “first class

citizens,” as non-hardware constraints are not considered during resource allocation, instead

they are applied afterwards.

In this thesis we propose two architectures that facilitate cloud providers in managing their

shared network resources in a flexible way. First, we demonstrate virtual flow tables, a ToR

architecture that handles ACLs using a two-level memory hierarchy. The most popular ACLs

are stored in the limited hardware memory, respecting any dependencies between wildcard

rules, while the ToR’s supervisor engine maintains access to the entire ACL rule-set. Second,

we present a two-tiered architecture for scheduling cloud resources, consisting of a resource-

agnostic scheduling layer and a resource-specific enforcement layer. Network resources and

constraints are taken into consideration during resource scheduling, instead of afterwards,

while resource provisioning, as well as general network-management policies, are delegated

to the resource-specific tier.

Key words: caching, cloud architecture, flexibility, network virtualization, scheduling, wildcard

rules

iii





Résumé
Le cloud computing a connu un fort développement au cours des dernières années, entraînant

une demande accrue pour la migration d’applications vers le cloud. Les fournisseurs de ser-

vices cloud, dans le but d’attirer plus de clients et gagner leur confiance, offrent aux locataires

l’illusion d’un réseau isolé, exposant des abstractions familières. Dans le même temps, créer

cette illusion pose des problèmes difficiles pour les fournisseurs de services cloud, car le trafic

d’un locataire peut interférer avec celui d’un autre de manière compliquée et imprévisible.

Tout d’abord, de nouveaux défis sont apparus dans l’administration des règles de contrôle d’ac-

cès (ACLs). D’une part, l’installation des ACLs sur le serveur est incompatible avec le soutien

de “bare-metal” et entraîne des pertes de performances inutiles. D’autre part, le déchargement

des ACLs les plus populaires sur la mémoire matérielle limitée dans les commutateurs du

Top-of-Rack (ToR) ne doit pas être effectué naïvement, car l’existence des règles génériques

présente des dépendances entre règles qui doivent être respectées.

Deuxièmement, les demandes des locataires ont évolué au-delà de la simple demande de

ressources matérielles ; par exemple, les locataires peuvent nécessiter des dispositions de

bande passante entre leurs ressources ou un accès optimisé à un service de cloud spécifique,

par exemple un serveur de messagerie électronique ou une base de données. Les fournisseurs

de services cloud ne se sont pas adaptés de manière adéquate à ces exigences croissantes,

élevant ainsi les ressources matérielles aux “citoyens de première classe”, car les contraintes

non matérielles ne sont pas prises en compte lors de la planification des ressources.

Dans cette thèse, nous proposons deux architectures qui facilitent les fournisseurs de services

cloud dans la gestion de leurs ressources réseau partagées de manière flexible. Premièrement,

nous démontrons des tables des règles virtuel, une architecture du ToR qui gère les ACLs

en utilisant une hiérarchie de mémoire à deux niveaux. Les ACLs les plus populaires sont

stockées dans la mémoire matérielle limitée, en respectant les dépendances entre les règles

génériques, tandis que le moteur de supervision du ToR conserve l’accès à toutes des règles.

Deuxièmement, nous présentons une architecture à deux niveaux pour la planification des

ressources du cloud, constituée d’une couche de planification des ressources agnostique et

d’une couche d’application des ressources spécifique. Les ressources réseau et les contraintes

sont prises en compte lors de la planification des ressources, et non plus après, tandis que le

provisionnement des ressources, ainsi que les politiques générales de gestion du réseau, sont

déléguées au niveau spécifique à la ressource.

Mots clefs : architecture cloud, flexibilité, mise en cache, planification du placement, règles
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1 Introduction

A key goal of modern cloud providers is to offer to each of their tenants the illusion of an

isolated network that is under the tenant’s control, e.g., by exposing to the tenants abstractions

like layer-2 broadcast domains, IP subnets, or security groups. This illusion makes it easier for

tenants to replicate their physical network organization in the cloud and manage it with the

same familiar processes. At the same time, creating this illusion poses challenging problems

for the cloud providers, as one tenant’s traffic may interfere with another’s in complicated,

unpredictable ways.

In this thesis, we propose two mechanisms that are meant to help cloud providers manage

shared network resources in ways that are compatible with the above goal. In particular,

we propose: (i) a mechanism for managing shared flow tables in packet switches; and (ii) a

mechanism for managing the throughput and latency experienced by different tenants sharing

the same network links.

1.1 Managing Shared Flow Tables

Flow tables in packet switches are an ideal place for storing access-control rules (ACLs), i.e.,

rules that specify which source and destination addresses/ports are allowed to exchange traffic.

ACLs are the main mechanism offered to cloud tenants for controlling their communications,

and they enable tenants to enforce policies that in a physical network would be enforced by

traditional stateful firewalls. Today, cloud providers typically install ACLs at the server, within

the operating system (OS) that hosts the tenant virtual machines (VMs) or containers. This

approach is convenient, because it does not require any changes to network devices, which

are typically hard to reprogram. This convenience, however, comes at the cost of significant

disadvantages:

• Incompatibility with bare-metal support (where the cloud provider offers tenants access

to physical machines): For security reasons, ACLs must be installed at an entity outside

the one being governed. For instance, if a rule specifies that tenant X must not send any

1



Chapter 1. Introduction

traffic to tenant Y , it does not make sense to let tenant X itself enforce this rule. Hence,

when tenants are given access to servers, ACLs must be installed somewhere outside the

server.

• Unnecessary performance overhead: Compute virtualization platforms are designed

to avoid host-OS involvement as much as possible, and installing ACLs within the host

OS violates this mentality. Bypassing the host OS with single-root I/O virtualization

(SR-IOV) [45] and offloading the implementation of network abstractions elsewhere has

tremendous potential for performance improvement [12, 44].

Instead, we propose installing ACLs at the Top-of-Rack switch (ToR). Others have taken similar

approaches: FasTrak also installs ACLs at the ToR, but only for a few flows selected by the guest

OS [44]. In contrast, our mechanism does it for all traffic and without any changes to the guest

OS, which leads to very different technical challenges. Amazon and Microsoft also install ACLs

outside the server, but at the network interface card (NIC) as opposed to the ToR [62, 21]. In

contrast, our mechanism does not require proprietary hardware, but only software changes at

the ToR.

The challenge we face is that a typical ToR lacks the amount of data-path memory necessary

to store any significant number of ACLs. This is a fundamental limitation related to the ASIC

manufacturing process, which is unlikely to disappear in the near future [41]. To address this

challenge, we propose a ToR architecture that exports the abstraction of a virtual flow table,

which fits orders of magnitude more ACLs than the ToR’s data-path memory (the physical flow

table). We provide this abstraction through a simple, two-level memory hierarchy, where the

ToR’s (fast but small) data-path memory acts as a cache for a much larger and slower backing

store accessible from the ToR’s supervisor engine. However, naïve caching in the presence

of ACLs with wildcards leads to incorrect forwarding behavior. Hence, this thesis focuses on

caching algorithms that support ACLs with wildcards while maintaining correct forwarding

behavior.

1.2 Scheduling Shared Network Resources

Today, cloud providers do not typically provide their tenants with bandwidth or latency guar-

antees for their intra-cloud communications. For instance, today, a cloud tenant can request

and obtain a certain number of virtual machines (VMs) or containers with certain process-

ing/memory/storage resources; the same tenant, however, cannot request that the network

paths between these compute nodes have certain bandwidth and/or latency properties.

The challenge we face is that cloud providers not only need to schedule many different

resource types, but that these types keep evolving, e.g., cloud providers are now starting to

offer processing on FPGAs, GPGPUs, scrubbing boxes, etc. Hence, we need a scheduling

solution that seamlessly and flexibly integrates not only network resources, but also new

resource types. To address this challenge, we propose a two-tiered scheduling architecture
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that consists of two layers: (i) resource-agnostic scheduling, which makes scheduling decisions

without having any semantic information about specific resource types; (ii) resource-specific

enforcement, which consists of multiple infrastructure resource managers, each one handling a

specific resource type, and which implements the scheduling decisions made by the resource-

agnostic scheduler. This thesis focuses on the network infrastructure resource manager, which

communicates to the resource-agnostic scheduler the availability of network resources and

implements the scheduler’s decisions that pertain to these resources.

1.3 Contributions

After presenting related work in Chapter 2, this thesis makes two contributions:

1. In Chapter 3, we present a switch architecture that exposes the abstraction of a virtual

flow table, which fits orders of magnitude more rules than the switch’s physical flow

table. We provide this abstraction through a simple, two-level memory hierarchy, where

the switch’s (fast but small) data-path memory acts as a cache for a much larger and

slower backing store accessible from the ToR’s supervisor engine. We focus on the

particular challenge of caching rules with wildcards, because naïve caching of such rules

leads to incorrect forwarding behavior. We formulate the problem of choosing which

wildcard rules to cache in the data-path and show that it is NP-hard. Then we propose a

simple, practical caching algorithm, called Most Heavily Used, which favors the caching

of rules that recently matched the most amount of traffic. We show—through extensive

simulations—that, given realistic data-path memory sizes and realistic data-center

traffic, our algorithm results in 5% miss rate (i.e., 95% of the traffic stays in the data-

path).

2. In Chapter 4, we present a two-tiered architecture for scheduling cloud resources, con-

sisting of a resource-agnostic scheduling layer, which makes scheduling decisions with-

out any semantic information about specific resource types, and a resource-specific

enforcement layer, which enforces the scheduler’s decisions. We focus on the network

infrastructure resource manager, which enforces scheduling decisions that pertain to

network resources. We show—through extensive experiments on an educational cloud

platform—that a cloud provider can use our mechanism to (a) provide bandwidth and

latency guarantees to cloud tenants sharing the same network links; and (b) implement

useful, general network-management policies, like oversubscription and fair network

sharing.

We present our conclusions in Chapter 5.
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2 Related Work

In this chapter, we present the fundamental background concepts on two research fields that

have motivated our work, as well as notable related advancements and research proposals. In

particular, section §2.1 illustrates current approaches on flow-rule forwarding in Software-

Defined Networking, while section §2.2 exhibits the state-of-the-art practices on scheduling

cloud resources.

These research fields have been a major focus of our work on adding flexibility in multi-tenant

networks, as we will thoroughly show in chapters 3 and 4.

2.1 Flow-Rule Forwarding in Software-Defined Networking

Software-Defined Networking (SDN) [27] has recently enabled the dynamic management

of a network by decoupling the control plane from the forwarding plane. Protocols such as

OpenFlow [35] have popularized the use of flow-rule forwarding in Internet routers.

In this section, we highlight the related work that has been conducted on the following SDN-

affiliated fields:

1. Packet Classification (section §2.1.1), algorithms matching ingress packets arriving at a

switch with internally stored flow rules.

2. Cache Management for Flow Rules (section §2.1.2), the challenge of storing and main-

taining the entire traffic flow rule-set, given the slower processing speed in the control-

plane and the limited memory in the data-plane.

2.1.1 Packet Classification

Packet classification is the procedure of matching ingress packets at an Internet router with

a flow rule. In this section, we present the fundamental background and related work in

hardware- and software-based classification algorithms.
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Hardware-based Classification

Packet classification within the hardware is typically conducted by storing flow rules within

Ternary Content-Addressable Memory (TCAM), capable of conducting packet classification at

Gigabit rate [69], as the lookup time is executed in amortized constant time (e.g., 1.25 ns [4]).

Although packet classification within a TCAM offers significant advantages, fully replacing

software-based classification with TCAM-based solutions may be cost-prohibitive, as a typical

TCAM chip may cost 4−5 times more than a SRAM chip [34].

In this thesis, the terms “TCAM” and “hardware memory” will be used interchangeably.

Software-based Classification

Software-based packet classification, which has been extensively studied in the literature [24],

is an elaborate problem, as two competing bottlenecks have to be simultaneously addressed:

(i) worst-case time complexity, i.e., the required time to match an ingress packet to the ap-

propriate rule; and (ii) worst-case storage complexity, i.e., the required memory to store all

flow rules within the memory. The simplest packet classification algorithm is to conduct a

linear search through the entire flow rule-set, a process which would only be feasible for a

relatively small rule-set, as the lookup time complexity grows linearly with the number of

installed traffic rules.

To address the aforementioned challenges in packet classification with bigger rule-sets, a

plethora of partitioning heuristics have been proposed, such as HiCuts [25, 26], HyperCuts [54]

and EffiCuts [60]. The core mechanism of this class of algorithms is the division of the entire

flow rule space into smaller partitions, in order to facilitate quicker rule lookups.

2.1.2 Cache Management for Flow Rules

Cache management for flow rules is the problem of choosing an appropriate subset of the

entire traffic rule-set to be cached in the limited hardware memory within the edge switches. In

this section, we present the related work that has been conducted by the academic community

on this field and highlight the potential challenges.

DevoFlow [10] exposes the scalability limitations of the OpenFlow flow setup rate. The authors

propose utilizing wildcard rules at the edge switches to handle all ingress “microflows” by

default and invoke the controller only when “elephant” flows are detected. Although this

approach limits the number of specific, exact-match rules installed in egress switches, this

work assumes enough available memory at the edge switches to install the necessary wildcard

rules which will handle the ingress traffic, while preserving the network’s forwarding policy

semantics.

vCRIB [42] and DIFANE [70] both partition the hyperspace of the traffic rules, respectively repli-
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cating or partitioning rules as necessary. Dependencies between wildcard rules are resolved

by treating the generated partitions as the atomic units, as they are proactively distributed

across multiple devices in their entirety. In vCRIB, only ingress packets matching the installed

partitions at a given edge switch are promptly handled, while the rest are redirected to other

devices. In DIFANE, the first ingress packets of a network flow arriving at an edge switch

are always redirected to the authoritative switch responsible for the partition containing the

network flow, until the respective rules are cached at the edge switch. Nevertheless, both

papers assume that there are enough switches available with adequate aggregate memory to

store the entire rule-set.

CAB [67] also divides the rule-set hyperspace into smaller partitions, replicating rules as nec-

essary, and initially keeping all generated partitions within the controller. When a new ingress

packet arrives at an edge switch, the entire corresponding partition is installed, including

the appropriate rule matching the ingress packet. Similarly, when a traffic rule expires, the

entire corresponding partitions are removed. Since partitions are treated as atomic units, any

dependency issues between rules are resolved by caching at the edge switch all wildcard rules

within a given partition. Nevertheless, this approach is likely to bring in the TCAM mutually

independent rule subsets, potentially polluting the limited hardware memory with flow rules

that will apply to little or no traffic at all.

CacheFlow [29] offloads the entire rule-set on the guest OS within the switch, while updat-

ing periodically the limited switch TCAM with the subset of the “heaviest” rules, including

high-priority dependent rules. To avoid polluting the hardware with numerous low-weight,

high-priority rules that would handle little traffic, CacheFlow abstracts long chains of such

dependent rules by introducing “cover” rules, redirecting microflows to the switch guest OS.

Nonetheless, this approach assumes that it is feasible to truncate long dependency chains,

replacing them with a few rules; this hypothesis may not be scalable in bigger data-centers or

Internet Service Providers, where complex dependencies within a bigger traffic rule-set may

arise.

2.1.3 Our Approach in Facilitating Caching Overlapping Rules

In this dissertation, we address the challenge of caching wildcard rules from a different

perspective. In particular:

1. We do not assume that we have adequate aggregate hardware memory available within

the data-plane switches to store the necessary traffic rules (DevoFlow, vCRIB, DIFANE).

Instead, we concentrate on picking a rule subset to be cached in the switch TCAM.

2. We do not insert unnecessary rules into the limited hardware memory. This sets our work

apart from CAB, where entire coarse-grained partitions are being inserted in the TCAM.

Instead, we conduct an analysis to detect dependencies between wildcard flows, which

are subsequently taken into consideration to maintain correct forwarding semantics. In
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particular, when a rule R is inserted in the TCAM, we also insert all higher-priority rules

that overlap with R; conversely, when a rule R is evicted from the TCAM, we also evict

all lower-priority rules that overlap with R.

3. We do not make any assumptions on the dependency patterns between traffic rules

(CacheFlow). Instead, we are utilizing software-based classification algorithms (§2.1.1)

to break rule dependencies by partitioning the rule hyperspace.

We thoroughly present our work on this problem in chapter 3.

2.2 Scheduling Cloud Resources

Cloud Computing, the universal access to a shared pool of configurable computing resources [36],

has been experiencing sharp development over the last years, leading to an increased demand

for application migration to the cloud [50].

In this section we highlight the related work that has been conducted on the following fields

affiliated with Cloud Computing:

1. Bandwidth Provisioning (section §2.2.1), offering minimum bandwidth guarantees to

end-users, in addition to hardware-related performance guarantees.

2. Resource Oversubscription (section §2.2.2), the policy of allocating resources to end-

users beyond the nominal capacity of the cloud infrastructure, in order to achieve higher

resource utilization.

3. Enforcing Bandwidth Fairness (section §2.2.3), which ensures proper and “fair” band-

width allocation across different tenants.

2.2.1 Bandwidth Provisioning

Recent growth in Cloud Computing has led cloud providers to offer increased resource and

performance guarantees to potential tenants, such as CPUs, Virtual Machines or storage

capacity, in an effort to attract more customers and earn their confidence. Nevertheless, cloud

providers still fail to adequately provision network guarantees, such as assured bandwidth or

tail latency thresholds. Notable state-of-the-art examples include:

• Amazon Web Services (AWS) provide “Enhanced Networking” [1, 2]. It does not directly

address the tenants’ needs, as tenants have to specify placement groups [3], thus in-

dicating more constraints than the ones they really need. In a sense, tenants provide

themselves the solution to the scheduler, whereas the scheduler should determine it

on its own. Furthermore, there is no concrete quantification of the expected network
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performance; instead, CPU performance is used to provide the end-user a performance

estimation.

• Google Cloud Platform lists only the egress throughput caps that the tenant will experi-

ence [18], without providing any minimum guarantees during scheduling.

• Microsoft Azure offers a “Virtual Network” [40] to inter-connect scheduled resources, as

well as bandwidth-optimization support [38, 39]. In spite of this, network provisioning

is not taken into consideration during resource scheduling, but instead afterwards.

• The OpenStack “kilo” scheduler [46] may accept an �������������	
�� parameter,

exposed to the tenant, so that the end-user may schedule their resources to a faster

cluster. Notwithstanding the availability zones, users are essentially required to provide

a hint to the scheduler, instead of simply stating their networking demands.

The absence of network resources or constraints during scheduling could seriously hinder the

predictability of the infrastructure’s performance, thus also the performance of tenant applica-

tions. For instance, concurrent batch applications, e.g., MapReduce applications, deployed by

multiple tenants could introduce network congestion resulting in mutual underperformance.

Furthermore, in such an environment, it would be infeasible to offer any latency guarantees

to tenants deploying latency-sensitive applications, e.g., Memcached.

To address the aforementioned challenges, significant research has been conducted over

the past years in an effort to provide minimum bandwidth guarantees and respect latency

constraints.

OpenStack Neutron

OpenStack Neutron [47] provides “networking-as-a-service” to end-users, by presenting a

networking management framework. Examples of services provided by Neutron include:

(i) custom network topology or VLAN specification; (ii) floating IP address allocation, allow-

ing dynamic resource reallocation across the cloud infrastructure in case of system failure;

(iii) Quality of Service (QoS) functionalities aimed to fulfill Service-Level-Agreements (SLA)

with end-users, such as egress bandwidth rate limiters; and (iv) exposing advanced features

“as-a-service,” such as firewalls or load balancers. Furthermore, Neutron offers a wide range of

plugins to facilitate its deployment by seamlessly integrating in real and virtual switches, such

as Open vSwitch [16] and Cisco Nexus 1000V [8].

Academic Research

The authors in [71] show that the decision of satisfying a heterogeneous bandwidth request in

the cloud is a NP-complete problem and propose a Virtual Machine (VM) allocation heuristic.

GARA [15] exposes both hardware and network resources to the scheduler as abstract re-

sources. GateKeeper [51] proposes an admission control mechanism that provides minimum
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bandwidth guarantees to tenants, albeit without enforcing bandwidth allocation on “band-

width abusive” applications. SecondNet [23] implements a scalable bandwidth allocation

algorithm by representing the scheduling problem as a weighted bipartite graph and executing

min-cost network flow matching.

Proteus [66] provides predictable performance and cost guarantees by profiling the tenant

applications and letting tenants choose their bandwidth caps based on the proposed cost

models. Cicada [33] measures the application’s traffic, provides feedback to the tenant and

may accordingly update the resource placement. The authors in [17] approach the problem

from the perspective of VM migration and propose a sequence planning heuristic that re-

spects application bandwidth demands. CloudMirror [32] abstracts bandwidth reservation

requests by allowing tenants to specify bandwidth requirements between different application

components.

2.2.2 Resource Oversubscription

Resource oversubscription is the practice of reserving more resources on a cloud platform

than nominally available, on the grounds that tenants are not expected to continuously utilize

their requested resources to their full extent. Underutilized resources tend to incur higher

maintenance costs within a given time interval, therefore cloud providers share a natural

incentive to increase resource utilization, potentially beyond their nominal capacities.

Sponge [68] proposes a CPU oversubscription mechanism for Virtual Machines (VMs) with

respect to minimizing the potential impact on application performance. The authors in [56]

demonstrate that reserving more resources than nominally available does not necessarily

violate the Service-Level-Agreement (SLA) with the end-users, while the authors in [59]

present a thorough analysis on over-provisioning techniques of CPU and network resources.

2.2.3 Enforcing Bandwidth Fairness

Cloud providers, in an effort to achieve high network link utilization and to earn the end-users’

confidence, are modeling TCP-like behavior in multi-tenant networks during bandwidth

allocation, either at a virtual machine level or tenant level. Therefore, enforcing fairness has

been extensively studied in the bibliography.

Seawall [53] proposes a hypervisor-deployed mechanism that imposes per-source fair band-

width allocation. EyeQ [28] abstracts the data-center as an extensive switch, applying band-

width sharing policies at an end-to-end level. FairCloud [48] enforces proportional sharing on

congested links across different tenants, so that tenants may not take advantage of specific

communication patterns. Spiderweb [30] redistributes bandwidth between tenants according

to their demands and payments. ElasticSwitch [49] provides minimum bandwidth guarantees

and dynamically adjusts VM-to-VM bandwidth throttling based on the congestion level of the

network.
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2.2.4 Our Approach in Facilitating Cloud Resource Scheduling

In this dissertation, we propose a flexible cloud platform to facilitate the implementation and

the deployment of: (i) bandwidth provisioning; (ii) resource oversubscription; and (iii) enforc-

ing bandwidth fairness. We have designed our platform based on two fundamental principles:

1. Flexibility: cloud administrators should be able to seamlessly integrate new resources

and network-management mechanisms in our platform.

2. Abstraction: our architecture should conceal the low-level implementation details from

the scheduler and the tenants. On the other hand, any features interacting with tenants

should be exposed in a user-friendly way, oriented around the tenant demands.

We thoroughly present our approach in chapter 4.
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3 Managing Shared Flow Tables

In this chapter, we present our solution for managing shared flow tables in multi-tenant

environments. As stated in the introduction, we propose installing access control rules in

packet switches—whereas today they are typically installed in servers, which is incompatible

with bare metal support and yields unnecessary performance overhead. The place to store

rules in packet switches is the data-path memory, which, however, is typically too small

for storing all the rules necessary in a multi-tenant environment. We address this by using

data-path memory as a cache for a larger, but slow state store. The technical challenge we

focus on is that caching rules that include wildcards leads to incorrect forwarding behavior, if

done naïvely. We show that the problem of identifying the best rules to cache is NP-hard and

propose a simple, implementable algorithm to solve it. We evaluate our algorithm through

extensive simulations and real traffic traces. All formal definitions and notations used in this

chapter are summarized in appendix A.

3.1 Virtual Flow Tables

3.1.1 Abstraction and Implementation

Consider a Top-of-Rack (ToR) switch with a physical flow table that fits T access rules; we say

that the switch exposes (to a network operator or SDN controller) the abstraction of a virtual

flow table (VFT) if, from the network operator/controller’s point of view, the switch can store

N � T access rules. The top picture in Figure 3.1 illustrates the abstraction.

We implement the VFT abstraction with a simple, two-layer memory hierarchy:

1. A software table, located outside the switch’s data-path and accessible only by the

switch’s local control plane (typically a set of processes running on a CPU located in the

same chassis as the data-path), which fits N access rules.

2. A hardware table, accessible by the switch’s data-path (typically a switching ASIC), which

fits T � N access rules. This is the same as the switch’s physical flow table; we use the
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term “hardware” instead of “physical” to differentiate from the software table.

The software table is the authoritative table that stores all the access rules installed on the

switch by the network operator or SDN controller. The hardware table acts as a cache for the

software table, and we refer to access rules that are stored in the hardware table as “cached

rules.” The bottom picture in Figure 3.1 illustrates our two-layer memory hierarchy.

Software Table
Guest OS, Large Memory, Slow Rule Access

Hardware Table
ASIC, Small Memory, Fast Rule Access

Virtual Flow Table

Large Memory
Fast Rule Access

Figure 3.1 – Virtual Flow Table abstraction (top) and underlying memory hierarchy (bottom)

Caching is managed by the cache manager: a process running on the switch’s local control

plane, which periodically polls the hardware table, computes a weight for each rule in that

table that reflects the rule’s recent popularity, and replaces lighter rules with heavier rules.

The switch’s data-path handles all the traffic that can be served from the hardware table and

passes the rest to the switch’s local control plane. More specifically: When a new packet arrives

at the data-path, a lookup is performed in the hardware table. If the lookup returns an action

other than “forward to the local control plane,” the packet stays in the data-path until it is

dropped or forwarded. Otherwise, the packet is tagged with ingress port number and passed

to the switch’s local control plane, where a lookup is performed in the software table. Since

the software flow table is authoritative, every lookup returns either a “drop” or a “forward”

action. If the latter, the packet is tagged with the proper egress port number and passed back

to the switch’s data-path, which removes all tags and forwards the packet through the specified

egress port. Figure 3.2 illustrates this interaction between data-path and local control plane.

14



3.1. Virtual Flow Tables

Top-of-Rack
Switch
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Threads
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Figure 3.2 – System architecture

We have implemented a prototype that exports the VFT abstraction on a switch consisting of a

Broadcom Trident+ switching ASIC coupled with a NetLogic XLP MIPS processor [14]. This

dissertation, however, does not focus on the prototype implementation, but rather on the

design of the VFT abstraction and, in particular, the challenge of handling overlapping rules,

which is described next. The numbers we present in the rest of this chapter were obtained from

a C++-based simulator, where both the hardware and software flow tables are implemented as

Standard Template Library unordered (hash) tables.

3.1.2 The Challenge of Overlapping Rules

The presence of overlapping rules introduces profound challenges in managing cached rules

with respect to maintaining correct forwarding behavior.

To demonstrate our argument, we start with a simple example of overlapping rules, which allow

all traffic from ��������������	 to ���	�������
 except ICMP traffic, which is dropped.
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1 ������ ��	
��	
��
��� � ������ �
��

��� � ������ ��� � ������� �����

2 ������ ��	
��	
��
��� � ������ �
��

��� � ������ ���� � ������� � ��

These rules overlap in the sense that an ingress packet P may match both of them; this is why a

priority is specified for each rule, indicating which rule should be preferred in case of multiple

matches.

Throughout this thesis, we assume that two overlapping rules never share the same priority.

Typically, more general rules are assigned lower priorities than a more specific rule. In the

above example, the first rule (R1), which allows all traffic between the specified prefixes, would

be allocated a low priority than the second rule (R2), which blocks all ICMP traffic between

the same specified prefixes.

We say that “rule R1 is lower-overlapping relative to R2,” or “R2 is higher-overlapping relative

to R1,” and we write R1 < R2, when R1 and R2 overlap and R1 has lower priority than R2. In this

case, when a packet matches both rules, only the actions of R2 are triggered.

Overlapping rules pose a challenge in our context, because careless caching of such rules

leads to incorrect forwarding behavior. In the above example, if the first rule was cached in

the hardware table but the second rule was not, an ICMP packet matching both rules would

be allowed (whereas the correct behavior would have been to block it). Hence, if we insert the

first rule in the cache, we must also insert the second one. Conversely, if we evict the second

rule from the cache, we must also evict the second one.

In general, to maintain correct forwarding behavior, we must ensure that, for each cached rule

R, there is no higher-overlapping rule that is not cached. This is equivalent to the following

principles:

• When we insert a rule R in the hardware table, we must also insert all higher-overlapping

rules Rh > R.

• When we evict a rule R from the hardware table, we must also evict all lower-overlapping

rules Rl < R.

In case of “chain overlaps,” we must follow these principles recursively. For example, consider

the following 2-tuple rules:

1 ������ ��
��

��� � ������ !�


�	 � ��������� "�#"

2 ������ ��


�	 � ������ !�
��	

��� � ��������� � ��$�

3 ������ ��
�%�

��� � ������ !�


�	 � ��������� ���

While R1 > R2 and R2 > R3, R1 and R3 do not overlap. Nevertheless, if we insert R3 in the hard-

ware table, we must also insert R2 (so that packet ������������ �����	����
 triggers R2,

not R3), and, recursively, we must also insert R1 (so that packet ����������� �����	����


triggers R1, not R2).
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Problem Statement

Consider a set of N rules RN = {R1,R2, . . . ,RN } and a hardware table of size T ≤ N . We

assign to each rule Ri a benefit metric bi ∈ R≥0. We want to choose a subset of the rules

RT ⊆RN ,s.t.|RT | ≤ T to cache in the hardware table, such that we maximize the aggregate

benefit of the cached rules and maintain correct forwarding behavior.

To formally state the problem, we represent the set of rules RN as a directed acyclic graph

G = (V , A), where:

• For each rule Ri there is a vertex ui ∈V , and there are no other vertices in V .

• For each Ri < R j there is an arc (i , j ) ∈ A, and there are no other arcs in A.

We must solve the following optimization problem:

maximize:
N∑

i=1
bi xi

subject to:
N∑

i=1
xi ≤ T

and xi ∈ {0,1}

and xi ≤ x j ∀(i , j ) ∈ A

In other words, we must choose at most T vertices from G , such that we maximize their

aggregate benefit, on the condition that: if we choose a vertex ui , we must also choose any

vertex u j that is reachable from ui .

Complexity

We now show that our optimization problem is NP-hard, by reducing the NP-hard 0-1 knapsack

problem [9] to an instance of our optimization problem.

We consider M ∈N+ items. Each item yi has weight wi ∈N+ and benefit value bi ∈ R+. The

0-1 knapsack problem is the following optimization problem:

maximize:
M∑

i=1
bi xi

subject to:
M∑

i=1
wi xi ≤ T

and xi ∈ {0,1}

Furthermore, consider an instance of the original overlapping rules problem, with the follow-

17



Chapter 3. Managing Shared Flow Tables

ing constraints for a directed acyclic graph G = (V , A):

C1. b j = 0 ∀u j ∈ V : ∃(i , j ) ∈ A. Every vertex with an incoming arc has a zero benefit value.

Vertices with no incoming arcs will be hereinafter referred to as “root vertices.”

C2. No vertex uk exists that can be reached from two different vertices (ui ,u j ), i 
= j , with

bi > 0 and b j > 0, i.e., from two different root vertices.

We may reduce the 0-1 knapsack problem to the aforementioned instance of our original

problem as follows:

1. Each item yi , i = 1,2, . . . , M is mapped to a root vertex u j ∈ V with the same positive

benefit value bi = b j > 0.

2. The weight wi of item yi is mapped to the wi −1 vertices uk ∈V that are reachable from

the root vertex u j .

We may intuitively view the reduction as follows. Each item yi of the knapsack problem with

a benefit value bi > 0 and weight wi > 0 is mapped to a rule Ri so that: (i) rule Ri bears the

same benefit value bi ; (ii) there are no lower-overlapping rules with respect to Ri ; and (iii) if

and only if Ri is inserted in the hardware flow table, this will trigger the insertion of wi −1

higher-overlapping rules with respect to Ri , bearing zero-benefit values.

Furthermore, there are no inherent dependencies within the knapsack problem parameters,

due to the aforementioned constraints imposed on graph G . In particular:

• Constraint (C1) guarantees that no root vertex is reachable from another root vertex.

This assures that the inclusion of a knapsack item yi will not necessarily enforce the

inclusion of a different item y j , j 
= i .

• Constraint (C2) guarantees that no vertex will be “double-counted,” because two dif-

ferent root vertices have been included. This assures that the weights w of different

knapsack items are independent of each other.

Conclusion

To summarize, overlapping rules pose a challenge in our context, because: (i) they introduce

constraints as to which subset of rules we can insert in or evict from the hardware table in

order to maintain correct forwarding behavior; and (ii) choosing the optimal subset of rules to

cache in the hardware table is an NP-hard problem. In section §3.2, we present two heuristics

that address this challenge.
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3.2 Cache Management for Overlapping Rules

3.2.1 The Software Table

The software table provides the same lookup interface as the hardware table: lookup by

multiple keys and multiple key ranges, e.g., “{IP source address 128.178.50.0/24, port number

0–1024}”. However, unlike the hardware table, which is typically stored in ternary CAM (TCAM),

hence benefits from hardware support that performs such lookup in O (1), the software table is

stored in plain DRAM. Hence, special care must be taken to ensure good lookup performance.

We organize and search the software table as proposed in HiCuts [24], which we briefly

introduced in §2.1.1: First, we partition the flow rule space. Second, we create the packet

classifier structure, a directed acyclic graph where each leaf node corresponds to a generated

partition. When a packet P is looked up, we retrieve the corresponding leaf node of the

classifier, where a linear search is subsequently run to select the highest-priority flow rule that

matches with P . At the same time, the software table embeds information that enables us to

quickly detect rule overlaps. We provide further details in the following sub-sections.

To simplify description, we assume proactive rule management, where the software table is

pre-populated with all the rules needed for correct forwarding behavior. Adapting our system

to reactive rule management (where the software table is populated at run time by an SDN

controller) would be straightforward.

We also assume that, given any rule R in the software table and the set of its higher-overlapping

rules RH , the set {R}∪RH fits in the hardware table. If this is not the case, then the hardware

table is too small to provide correct forwarding behavior.

Partitioning the Flow Rule Hyperspace

We recursively apply the HiCut algorithm [24] on the entire d-dimensional rule hyperspaceUd ,

containing a set of M rules RM = {R1,R2, . . . ,RM }, in order to limit the dependencies between

overlapping rules. We call RM the original rule set. Algorithm 3.1 illustrates the process in

detail, where we provide:

1. Two arguments:

(a) a d-dimensional hyperspace Sd ⊆Ud .

(b) a set RS of n ≤ M rules {R1,R2, . . . ,Rn}, contained in Sd .

On the initial call of the algorithm we provide Sd =Ud and RS =RM .

2. Two configurable parameters:

(a) �����, the maximum rules that may be contained in a single partition. If a partition

has at most ����� rules, the algorithm stops.
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(b) �����, the “space factor,” indicating how much memory should be allocated

during partitioning.

The algorithm may be summarized as follows: First, we decide the dimension Fc of Sd that we

should partition; we call Fc the “cut dimension.” Second, we compute the number of parti-

tions that should be generated. We subsequently distribute the rules in RS to the respective

partitions they conflict with; we say that a rule R conflicts with a partition covering a subspace

Sd
P ⊆Sd if R ∈Sd

P . Rules that conflict with multiple partitions are promptly replicated. Finally,

we apply recursively the partitioning algorithm on each generated partition.

If a partition is found to contain at most ���	
 rules, it is no further partitioned. We call

this partition a leaf partition or leaf node and store the rule set RS in its corresponding data

structure. We provide details on the data structure in subsequent paragraphs.

To find the “cut dimension” Fc , we utilize the following heuristic: First, we simulate a series

of partitions across every dimension Fi of Sd . We stop partitioning a dimension Fi when we

have allocated at least ����� ·n memory, in terms of the number of partitions and rules that

would be generated. Second, for each dimension Fi we find the partition conflicting with

the most rules; we define this number of conflicts as the “local maximum” of Fi . Finally, we

choose the dimension Fc with the smallest “local maximum.”

Since rules covering multiple partitions are replicated, the partitioning algorithm generates a

set of N ≥ M rules RN ⊇RM , which is defined as the union of the rule sets that stored in each

leaf partition. The set RN is called the partitioned rule set, which is the rule set that we store

in the software table.

Creating the Packet Classifier

The packet classifier is a data structure which we create during the partitioning of the entire

flow rule hyperspace Ud , as we previously described. We represent the classifier as a directed

acyclic graph (DAG) G = (V , A), which is recursively constructed as follows:

1. A vertex u0 ∈V is added to represent the entire flow rule hyperspaceUd . Vertex u0 is the

“root” of G .

2. An instance of the partitioning algorithm is run on vertex u = u0.

3. Each time the partitioning algorithm generates a new partition p, we add a new vertex

v ∈V to represent p and a new arc (u, v) ∈ A. Let VP ⊂V denote the set of all vertices v

added during this step, in this instance of the partitioning algorithm.

4. If VP =�, the algorithm stops. Otherwise, step (2) is recursively called ∀u ∈VP .

We utilize the aforementioned process to create the linked data structure, where each node of
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3.2. Cache Management for Overlapping Rules

Algorithm 3.1: Recursive partitioning of the flow rule hyperspace

Data: d-dimensional hyperspace Sd

Data: Set of rules RS contained in Sd

Data: �����: maximum number of rules to store in a partition
Data: ���	
: space factor
Result: Recursively partition Sd until each leaf node has at most ����� rules

1 Function ����������Sd , RS	 :
2 n ←|RS |
3 if n ≤ ����� then 
� ��� � � ���� ���� �


4 store RS in this partition
5 return

6 forall dimensions of Sd do 
� �������� ������������ �


7 ����← min(4,
�

n) 
� ������� ������ �� ��������� �


8 	���← interval [a,b) of current dimension
9 ����← false

10 while not ���� do
11 cut 	��� in ���� equal intervals
12 �����← ���� 
� ������ �������� �


13 forall generated partitions do
14 
����
��← number of rules in RS that conflict with this partition
15 �����←�����+
����
��

16 if �����< ����n	 then ����← 2 ·���� 
� �������� ������������ �


17 else ����← true

18 ��
	���	�← max
{

����
��

}

19 ���← dimension with the min
{
��
	���	�

}

� ��� �������� �


20 partition ���, committing the respective simulation, generating ���� partitions
21 forall generated partitions do
22 Sd

P ← sub-space of this partition, with “narrower” ��� 
� Sd
P ⊂Sd �


23 RP ← replicate all rules
{
R ∈Sd |R ∈Sd

P

}

� ����������� ���� �� �


24 ����������Sd
P , RP	 
� �������� ������������ �


25 return

26 Function ����n	 : int :
27 return ���	
 ·n 
� ���� ������ �������� �
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the classifier corresponds to a vertex of the generated DAG. We present the definition of the

node class in listing B.1, which stores the following information:

1. ��������	, representing the d-dimensional hyperspace Sd covered by the node. Each

dimension is represented by a left-closed, right-open interval [a,b).

2. �
���������, representing the dimension along which the non-leaf node has been

partitioned based on the HiCut algorithm. It is set to �������������� in leaf nodes.

3. �����������, a map holding the pointers to the child nodes, if any. The key k of the

map corresponds to the left bound of that child’s interval [ac ,bc ), across dimension

�
���������; therefore, k = ac .

4. ������, a vector maintaining pointers to all flow rules contained in that particular

node’s hyperspace. This container may be optionally left empty in non-leaf nodes to

preserve memory.

We illustrate a detailed example of our data structure in appendix B.

Detecting Direct and Indirect Rule Overlaps

After the packet classifier structure has been created, we detect all rule overlaps within each

leaf node of the classifier. As stated above, each leaf node stores:

• The subspaceSd of the rule set it covers. Since leaf nodes represent the final partitioning

of the entire rule set hyperspace Ud ⊇ Sd , the subspace intersection of any two leaf

nodes is always the empty set.

• A vector with pointers1 to the flow rules contained in the leaf node’s hyperspaceSd . Flow

rules covering multiple partitions have been already replicated across the respective leaf

nodes.

As a result, each leaf node maintains the sole ownership of its contained flow rules and no cross-

leaf node dependencies exist between rules. Therefore, we may execute our pre-processing

algorithms to detect rule dependencies independently on each leaf node, containing at most

����� N rules.

We subsequently detect the potential dependencies between rules independently within each

leaf node. Each flow rule Ri holds two vectors, called ��� and ���, which are initially empty.

We will populate ��� with pointers2 to all other flows R j that are directly or indirectly higher-

overlapping3 with Ri . In a similar way, we will populate ��� with pointers to all lower-priority

directly or indirectly overlapping flows.

1 C++14 �����������	
�� to indicate “permanent” ownership.
2 C++14 ���������	
�� to indicate “temporal” ownership, acquired only when necessary.
3 Refer to appendix A.5 for the formal definitions of “directly overlapping” and “indirectly overlapping.”
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Direct Overlaps We initially detect the direct overlaps with a simple algorithm (Algorithm 3.2),

running4 in O
(
(�����)2d

)
. We consider every pair of flow rules and intersect their respective

hyperspaces to determine whether they overlap or not.

Algorithm 3.2: Detect directly overlapping rules within a given leaf node

Data: vector �����n� of n rules
Result: vector ��	��i � with directly higher-overlapping rules relative to �����i �, ∀i ∈ [1,n]
Result: vector �
��i � with directly lower-overlapping rules relative to �����i �, ∀i ∈ [1,n]

1 for i = 1 to n do
2 Ri ← �����i �
3 for j = i +1 to n do
4 R j ← ����� j �
5 if R1 ∩R2 
= � then �� ��	
�� �
	���� �

 ���
���� ����� ��

6 if Ri > R j then �� Ri ��� ����
	 �	��	��� ��

7 append Ri to ��	�� j �
8 append R j to �
��i �

9 else �� R j ��� ����
	 �	��	��� ��

10 append Ri to �
�� j �
11 append R j to ��	��i �

Indirect Overlaps We subsequently compute the indirectly overlapping rules relative to

each rule within a given leaf node (Algorithm 3.3).

First, we create a directed acyclic graph G = (V , A), where:

• For each rule Ri in the given leaf node there is a vertex ui ∈ V and there are no other

vertices in V .

• For each Ri < R j there is an arc (i , j ) ∈ A, and there are no other arcs in A.

Second, we execute the following steps for every vertex ui ∈V :

1. We run the Depth-first search (DFS) algorithm with ui as the start vertex.

2. For all visited vertices u j ∈ V , the respective rules R j are added to vector ���� of Ri ,

if not already present. As a result, vector ���� will contain all directly or indirectly

higher-overlapping rules with respect to Ri .

We follow a similar approach to populate the ��� vector of each rule Ri with all indirectly

lower-overlapping rules relatively to Ri . To do that, we inverse the arcs of G and execute DFS

4 Subsequent Algorithm 3.3 runs in O
(
�����

2)
, thus we did not optimize the time complexity of Algorithm 3.2.
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on every vertex, as previously. As a result, the time complexity of detecting indirect overlaps

within a single leaf node is O
(
�����2

)
.

Algorithm 3.3: Detect indirectly overlapping rules within a given leaf node

Data: vector �����n� of n rules
Data: vectors ��	� and �
�, already populated from Algorithm 3.2.
Result: append to ��	��i � all indirectly higher-overlapping rules relative to �����i �, ∀i ∈ [1,n]
Result: append to �
��i � all indirectly lower-overlapping rules relative to �����i �, ∀i ∈ [1,n]

1 G(V , A) ← empty directed graph
2 for i = 1 to n do add ui ∈V �� �		 
������ ��

3 for i = 1 to n do �� �		 ��� ��

4 forall rules R j ∈ ��	��i� do add (i , j ) ∈ A

5 foreach ui ∈V do �� ���	 ��	������ ��������
��������� ��

6 run DFS on ui

7 forall visited vertices u j ∈V do
8 add rule R j in ��	��i �, if not already present

9 mark all vertices as not visited �� �� ��� ��������� ���� ���������� ��� ��

10 invert every arc a ∈ A
11 foreach ui ∈V do �� ���	 ��	������ �������
��������� ��

12 run DFS on ui

13 forall visited vertices u j ∈V do
14 add rule R j in �
��i �, if not already present

15 mark all vertices as not visited

Packet Lookup on the Software Table

When a packet P is looked up at the software table, we first locate the corresponding leaf node

of the classifier and then find the highest-priority flow rule that matches P .

Leaf node search By definition, each leaf node covers a specific partition of the entire d-

dimensional flow rule hyperspace. Therefore, a packet P will be always contained in the

subspace of exactly one leaf node, regardless whether a matching rule exists or not. As we

have already stated, each non-leaf node stores: (i) the dimension it has been partitioned along

(���	��������); and (ii) its child nodes in an ordered map (���	�������). As a result,

when a packet is looked up on a non-leaf node, a binary search5 matches the packet header

corresponding to ���	�������� with the child node which also contains P . This process is

repeated recursively until we reach a leaf node and runs in O (d) [26].

5 C++14 �������������	
�����
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Flow rule search After P is matched with a leaf node, we conduct a linear search on all flow

rules contained in the leaf node, stored in vector �������. Let set Rm denote all rules that

match6 with P . If Rm 
= �, then we trigger the forwarding actions of the rule with the highest

priority in Rm . This process runs in O (�����).

Otherwise, if Rm =�, no matching rule exists and a default, policy-specific action is triggered,

e.g., to drop P or to forward P to the controller. We assume in this dissertation that a matching

rule always exists for every packet P that is looked up on the software table.

3.2.2 Rule Replacement

Let T and N be the number of rules that fit in the hardware and the software table, respectively,

with T � N , RT the set of rules that are cached in the hardware table at a given time, with

|RT | ≤ T , and RN ⊇ RT the entire rule-set, with |RN | ≤ N , which is always stored in the

software table.

The cache manager periodically runs a rule replacement algorithm that performs two tasks:

1. it picks a set of rules R I ⊆ RN to insert in the hardware table, where |R I | ≤ T and

R I ∩RT =� (no rules in R I are currently cached);

2. if the hardware table is full, it picks a set of rules RE ⊆RT to evict from the hardware

table, where RE ∩R I = � (no point in evicting a rule that will be inserted), so that

|(RT \RE )∪R I | = |RT |− |RE |+ |R I | ≤ T .

The goal of the rule replacement algorithm is to maximize the number of bytes that will be

handled by the data-path (i.e., the number of bytes contained in packets that will match a

cached rule) over the next update interval. There are two reasons why the algorithm is not

optimal: First, to be optimal, it would require advance knowledge of all the new packets that

will arrive until the next run of the algorithm. Second, even if it did have such knowledge, it

would need to solve an NP-hard problem, as we have already discussed in section §3.1.2.

Hence, we have developed two algorithms, a non-implementable one that acts as our baseline

(§3.2.3) and an implementable one (§3.2.4). Both algorithms make educated guesses on the

ideal sets R I and RE by leveraging the anticipated packet locality based on recent history.

3.2.3 Baseline Algorithm: Least Recently Used

Our baseline algorithm (Algorithm 3.4) follows a “least recently used” (LRU) replacement

policy. It runs every time a new packet P arrives. In the following description,

• R is the rule that matches P , which is found either in the hardware or the software table

6 appendix A.3
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as part of the forwarding process;

• L is a linked list of all the cached rules and RLRU is the rule at the back of L.

The algorithm performs the following tasks:

1. Identifies the set of rules RH that are higher-overlapping relative to R.

2. If R 
∈ L (the matched rule is not already cached), the algorithm needs to insert R and all

the rules in RH \L in the hardware table.

If there is not enough space in the hardware table, the algorithm evicts enough cached

rules to make space, as follows:

(a) Moves all the rules in RH ∩L to the front of L.

(b) Identifies the set of rules RL ⊆ L that are lower-priority overlapping relative to

RLRU . Then it evicts RLRU
7 and all the rules in RL , both from the hardware table

and the L.

(c) Repeats step (2b) as many times as necessary.

After enough space has been made, the algorithm inserts R and all the rules in RH \L in

the hardware table and the L.

3. Moves R and all the rules in RH to the front of L.

The reason this algorithm is not implementable is that it potentially triggers hardware-table

evictions and insertions every time a new packet arrives. In state-of-the-art switches, evict-

ing and inserting rules from the hardware table are costly operations that can take several

microseconds, whereas new packets arrive at the granularity of nanoseconds.

Still, we implemented this algorithm because LRU is arguably the most successful cache

replacement policy, and we need to compare to it any implementable algorithm we propose.

3.2.4 An Implementable Algorithm: Most Heavily Used

Our implementable algorithm (Algorithm 3.5) follows a “most heavily used” (MHU) policy. It

runs every tu time units, where tu is a configurable parameter called the update interval. In

the following description,

• b ∈R≥0 is a benefit metric assigned to a given rule R, initialized at b = 0;

• ������� is the aggregate size, in bytes, of all packets that have been matched with a

given rule R over the last update interval, in either the hardware or the software table;

7 Due to step (2a), RLRU 
∈RH . We assume |{R}∪RH | ≤ T (see §3.2.1).
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Algorithm 3.4: “Least Recently Used” replacement policy

Data: Size T of hardware table
Data: Set RT of cached rules in the hardware table
Data: Linked list L of all cached rules RT

Data: Packet P with a matching rule R
Result: Insert in RT rule R and higher-overlapping rules relative to R

1 RH ← higher-overlapping rules relative to R
2 forall rules in RH ∩L do move rule to front of L

3 if R 
∈ L then R I ← {R}∪ (RH \L) �� R ��� ����	
 �� ���
��	 ����	 ��

4 else R I ←�
5 while |L|+ |R I | > T do �� ��� 	����� ����	 �� ���	�� R I ��

6 RLRU ← rule at the back of L
7 RL ← lower-overlapping rules in Lwith respect to RLRU

8 evict all the rules in {RLRU }∪RL from L and RT

9 insert all the rules in R I at the front of L and in RT

• h f ∈ [0,1) is the history factor of the MHU policy, representing the weight allocated on

the previous value of b when computing its new value.

The algorithm performs the following tasks:

1. Updates the benefit value of all the rules in RN as follows:

bnew = h f ·bol d + (1−h f ) ·�������

2. Sorts8 all rules in RN by decreasing benefit value b.

3. Constructs the set of “chosen” rules RC , which represents the next “snapshot” of the

entire hardware table, as follows:

(a) Determines the rule R ∈ (RN \RC ) with the highest benefit value b > 0.

(b) Identifies the set of rules RH that are higher-overlapping relative to R.

(c) If this set fits in the remaining hardware memory, i.e., if |{R}∪RH ∪RC | ≤ T , adds

R and all the rules in RH \ RC to RC . Otherwise, R is no longer considered for

insertion.

(d) Repeats steps (3a) through (3c) as many times as necessary, until |RC | = T or no

other rules in RN \RC have a positive benefit value.

4. Determines the set of rules R I = RC \ RT that will be inserted in the hardware table.

The remaining rules in RC ∩RT are already present in the hardware table and will be

protected from potential eviction.

8 C++14 ���������
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5. If there is not enough space in the hardware table, the algorithm evicts9 enough cached

rules to make space, as follows:

(a) A random rule R ∈RT \RC is chosen.

(b) Identifies the set of rules RL that are lower-overlapping relative to R.

(c) Then it evicts R and all the rules in RL from the hardware table (rule set RT ).

(d) Repeats steps (5a) through (5c) as many times as necessary.

6. After enough space has been made, inserts all the rules in R I in the hardware table.

Algorithm 3.5: “Most Heavily Used” replacement policy

Data: Size T of hardware table
Data: Set RT of cached rules in the hardware table
Data: Set RN of rules stored in the software table
Data: Benefit value b of every rule
Data: ����� bytes handled by every rule in last update interval tu

Data: MHU history factor hf ∈ [0,1)
Result: Update RT with “most heavily used” rules in RN

1 forall rules in RN do b ← hf ·b + (1−hf ) · �����

2 sort all the rules in RN by decreasing value b

3 RC ←� �� ������	
 ���� ��

4 for R = front of RN to back of RN do
5 if |RC | = T then break �� 	� ���� �������� ������ ��

6 else if b = 0 then break �� ���� �� ��� ���� ���� ���� ��	���� ��

7 else if R 
∈RC then �� ��� ��� 	�� ���	 �����	 ��� ��

8 RH ← rules overlapping with R, with a higher priority
9 Rtemp ← {R}∪ (RH \RC ) �� R �	� 	�	������	 ���������������	� ��

10 if |Rtemp |+ |RC | ≤ T then �� �� ���� ����� �� �	���� Rtemp ��

11 RC ←Rtemp ∪RC

12 R I ←RC \RT �� �����	 �	� 	�	������� ��

13 while |RT |+ |R I | > T do �� 	�� �	���� ������ �� �	���� R I ��

14 R ← random rule in RT \RC �� ������� ��� 	�� �����	 ��

15 RL ← lower-overlapping rules in RT , with respect to R
16 evict all the rules in {R}∪RL from RT

17 insert all the rules in R I to RT

9 Initially, we would straightforwardly evict all the rules in RT \ RC from the hardware table. However, in
experimental scenarios where RC was consistently smaller than the entire hardware table (|RC | < T ), multiple
rules were unnecessarily being evicted, inflating the rule replacement rate. This resulted from the good locality of
our packet traces (§3.3.1), therefore less than T rules would have a positive benefit value b. The replacement rate
of the LRU policy would outperform the MHU replacement rate in these scenarios.
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3.3 Experimental Evaluation

In this section we present the experimental evaluation of our virtual flow tables architecture,

which we conducted according to the following methodology:

1. We obtained two data center packet traces T1 and T2 for the purposes of simulating

the behavior of our platform in a real environment. We present these traces in section

§3.3.1.

2. For each of the aforementioned packet traces, we generated a synthetic overlapping rule

set RM of M rules, which we call the original rule set. We describe this procedure in

section §3.3.2.

3. We selected a set X of independent variables that we varied in our benchmarks and

the set Y of dependent variables that we measured to evaluate the performance of our

platform. We present these variables in sections §3.3.3 and §3.3.4, respectively.

4. For each distinctive independent variable set X, we followed the following steps (Algo-

rithm 3.6):

(a) We selected the Ti = T1 packet trace and the respective original rule set RM we

had generated in step (2).

(b) We populated the software table with the original rule set RM .

(c) We structured the software table as we have described in §3.2.1, by partitioning

the U2 space and creating the packet classifier data structure.

(d) The partitioning algorithm generated a new rule set RN ⊇ RM of N ≥ M rules,

which we call the partitioned rule set. The software table was at this point popu-

lated with RN .

(e) We selected the LRU replacement policy to be executed concurrently with step

(4f).

(f) We executed a benchmark by feeding the packet trace Ti to the hardware table.

Every ingress packet was looked up at the hardware table and, if no matching rule

was found, was also looked up at the software table.

(g) All dependent variables in Y were measured during the execution of the bench-

mark, in step (4f).

(h) Steps (4e) through (4g) were executed again, using the MHU policy.

(i) Steps (4a) through (4h) were executed again, using Ti = T2 as the packet trace.

We illustrate our experimental results in section §3.3.5. We conducted all benchmarks on a

single, isolated Dell Poweredge C6220, bearing an Intel Xeon E5-2660 CPU.

For the purposes of this evaluation, we worked within the 2-dimensional space U2 = {source

IP address, destination IP address}. Adapting our evaluation to higher dimensions would be
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straightforward. Furthermore, we assume that there are no “rule timeouts” and the update

interval of the MHU policy is always configured at tu = 1s.

Algorithm 3.6: Evaluation of virtual flow tables

Data: 2-dimensional space U2 = {source IP address, destination IP address}
Data: Set of packet traces T = {T 1, T 2}
Data: Set of replacement policies P = {LRU, MHU}
Data: Set of independent variables X
Result: Set of dependent variables Y

1 foreach T i ∈T do
2 generate original overlapping rule set RM = ���������T i� 	
 �������� ��� 
	

3 populate software table with RM

4 configure partitioning algorithm ��������� with X 	
 �������� ��� 
	

5 run partitioning algorithm ����������U2, RM�

6 for ������ ∈P do
7 feed T i to the hardware table
8 obtain measurements for each y ∈Y

3.3.1 Packet traces

For the purposes of our evaluation, we have chosen to deploy data-sets from two university

campus data centers that have been presented and analyzed in [7]. In particular, we have

selected the packet traces EDU1 and EDU2, due to the dense locality characteristics they

exhibit, as the number of active flows within a one second interval does not exceed 500 in 90%

of the time. These packet traces are publicly available at [6], and will hereinafter be referred

to as UNI1 and UNI2, respectively. For the purposes of our evaluation scenarios we have

accelerated both traces by a factor of 100. We illustrate the characteristics of the original and

the accelerated packet packets in Table 3.1

Characteristic
Original Accelerated

UNI1 UNI2 UNI1 UNI2

Packets per second 4688 10428 4.7 ·105 1.04 ·106

Throughput (Mbit/sec) 26.2 63.8 2.6 ·103 6.4 ·103

Duration (sec) 3914 9480 39.1 94.8

Table 3.1 – Characteristics of packet traces; original and accelerated versions

3.3.2 Creating a synthetic overlapping rule set

We have generated a synthetic set RM of overlapping rules for each of the two packet traces

UNI1 and UNI2, by executing the following steps (Algorithm 3.7):
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1. Each packet generates a single rule R with the same source and destination IP address

pair, hereinafter denoted as {srcIP,dstIP}

2. Each generated rule has a 33% chance of being:

(a) An exact match rule {srcIP/32,dstIP/32}.

(b) A wildcard rule {srcIP/24,dstIP/24}.

(c) A wildcard rule {srcIP/16,dstIP/16}.

3. A priority is assigned to each generated flow rule. Exact match rules are assigned

the highest priorities, followed by the /24 wildcard rules and subsequently by the /16

wildcard rules, which are assigned the lowest priorities.

4. Finally, any duplicate rules are purged.

This methodology ensures that:

• Every packet will be matched to at least one rule, since a rule R is generated for every

packet, unless R already exists.

• The dense locality characteristics of the traces will result in generating overlapping rules,

e.g., packets P1 : 1.1.1.1 → 2.2.2.2 and P2 : 1.1.5.5 → 2.2.6.6 may result in generating rules

R1 : 1.1.1.1/32 → 2.2.2.2/32 and R2 : 1.1.0.0/16 → 2.2.0.0/16, which are overlapping rules.

• The more specific rules will bear a higher preference than the more generic rules, thus

avoiding redundancies, e.g., rule R1 : 1.1.1.1/32 → 2.2.2.2/32 will have a higher prefer-

ence than R2 : 1.1.0.0/16 → 2.2.0.0/16, otherwise no ingress packet would ever match

with R1.

We generated two synthetic rule-sets RM from traces UNI1 and UNI2, with 8,994 and 11,210

rules, respectively.

3.3.3 Independent variables

We have selected the following independent variables, hereinafter referred to as parameters,

to evaluate our platform:

1. The size T of the hardware table, hereinafter referred to as ����. This represents the

total rule space in the TCAM memory.

2. The ����� parameter of the partitioning Algorithm 3.1, i.e., the maximum number of

flow rules in a classifier leaf node.

3. The 	
��� parameter of the partitioning Algorithm 3.1, i.e., the memory allocation

factor.
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Algorithm 3.7: Generating a synthetic overlapping rule set from a packet trace

Data: A packet trace T
Result: Set of overlapping rules RN

1 open T for reading
2 while not at the end of T do
3 read next packet P ∈ T
4 extract �������= (srcIP,dstIP) from P
5 if ������� has not been processed yet then �� ���� �� �	 
��	 ���	��	� �� ��

6 generate random integer k ∈ [1,3]
7 switch k do �� ��� ���������� �� �	��	. . . ��

8 case 1 do ����← 32 �� . . . �� 	���� ����
 ��	 ��

9 case 2 do ����← 24 �� . . . � ������� ��� ��	 ��

10 case 3 do ����← 16 �� . . . � � ������� ��� ��	 ��

11 generate R with ������� and ����

12 if R 
∈RN then add R to RN �� ��� ����	�� ��� �	�	��	 �
	 ���	 R ��

13 close T

14 ���	��
�← 0 �� ���	 ����	 �	���	� 
��
	 ������ ��

15 foreach mi ∈ {32,24,16} do �� 	���� ��	� ���� �������� ���� ��

16 foreach R ∈RN with ���� = mi do
17 assign ���	��
� to R
18 ���	��
�← ���	��
�+1

4. The h f parameter of the Most Heavily Used replacement policy (Algorithm 3.5), i.e., the

history factor, hereinafter referred to as 
�����. As anticipated, we have benchmarked

only the Most Heavily Used policy when varying this independent variable.

As we have already stated, set X= {
����,����
,�����,
�����

}
is provided as an argument

to Algorithm 3.6. We have executed this Algorithm under four use-cases, each time vary-

ing a different parameter xi ∈X, while keeping constant the value of the other parameters

x j ∈X, j 
= i (Table 3.2). In detail:

• The constant value of ���� is being set to 1024, which is a realistic configuration given

the memory capacity of contemporary TCAMs (§2.1.1).

• The constant value of ����
 is set to 10, as it creates relatively few dependencies while

at the same time demanding a memory footprint that our hardware can provide. Never-

theless, when the ����� parameter is being varied, for high values of ����� we would

run out of memory, thus ����
 is set to 50 in these experiments.

• The constant value of ����� is set to 2. We have empirically found, as presented in

§3.3.5, to be a near-optimal trade-off between memory allocation and execution time.
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• The constant value of ������� is set to 0.5 to equally weight both the observed bytes in

the last update interval and the previous benefit value of each flow rule.

Varied parameter
Fixed parameters

��	
 ����� ��	� �������

��	
 – 10 2 0.5
����� 1024 – 2 0.5
��	� 1024 50 – 0.5
������� 1024 10 2 –

Table 3.2 – Independent variables used in virtual flow tables evaluation scenarios

3.3.4 Dependent variables

We have evaluated our platform in terms of:

I. Efficiency: how much data is handled within the data-path and how many operations

are needed, on average.

II. Memory consumption: how the memory demands of our platform are affected based on

the configuration of the partition Algorithm 3.1.

To quantify the efficiency and the memory consumption of our platform, we have measured

the following dependent variables, hereinafter referred to as metrics:

1. Byte Miss Rate: the percentage of the ingress bytes that has been handled by the soft-

ware pipeline, calculated as:

Byte Miss Rate = Ingress bytes handled by software table

Total ingress bytes
·100%

An efficient rule replacement policy is expected to produce a low byte miss rate, as a

larger proportion of the ingress bytes ends up being matched with a rule stored in the

hardware table and, therefore, forwarded at line rate.

2. Replacement Rate: the number of rules that have been evicted from the hardware

table, on average, over the nominal duration of the packet trace, as dictated by the

replacement policy that is being employed, calculated as:

Replacement Rate = Number of evicted rules from the hardware table

Nominal duration of the packet trace

The nominal duration of a packet trace (Table 3.1) is defined as:

Nominal duration = Timestamp of last packet−Timestamp of first packet
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A replacement policy producing a formidable replacement rate would be unpractical

to be deployed on a real switch due to hardware limitations and energy consumption

issues. Therefore, a lower replacement rate is desirable.

3. Individual Caching: the number of distinct rules from the partitioned rule set RN

that have been inserted in the hardware table at least once, at any time during the

experiment’s execution, as a fraction of the number of original rules in RM , calculated

as:

Individual Caching =
∣∣{R ∈RN | R has been cached at least one time in the past

}∣∣

|RM |

4. Replication Rate: the number of rules in the partitioned rule set RN stored in the

software table, over the number of rules in the original rule set RM , calculated as:

Replication Rate = |RN |
|RM |

Metrics 1 – 2 evaluate our platform in terms of efficiency, while metrics 3 – 4 evaluate our

platform in terms of memory consumption.

3.3.5 Results

In this section we present the results of our evaluation benchmarks, organized by the measured

metrics y ∈Y.

Byte Miss Rate

We present the byte miss rate when measured against:

• the ���� parameter, in Figure 3.3;

• the ����� parameter, in Figure 3.4;

• the 	
��� parameter, in Figure 3.5;

• the MHU ��	��� parameter, in Figure 3.6.

���� parameter The miss rate exhibits the anticipated behavior. Fewer bytes are handled

by the software table as we increase the value of ����, due to having more available memory

in the hardware table. As a result, more rules are stored concurrently in the hardware table,

resulting in fewer packets being redirected to the software table.
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����� parameter The performance of the MHU policy is directly dependent on the �����

parameter. In particular, higher ����� values lead to coarse-grained partitioning of the U2

plane, resulting in more rules per leaf partition and thus more dependencies between rules.

Therefore, a rule that is being brought into the hardware table will tend to bring more higher-

overlapping rules with it, effectively increasing its memory footprint. Consequently, less rules

with a high benefit value may be stored, increasing the byte miss rate, as more packets are

being redirected to the software table.

On the other hand, the LRU policy is virtually unaffected by the ����� parameter. This

behavior is anticipated, as the LRU policy is triggered on every ingress packet, therefore always

inserting in the hardware table the same sequence of flow rules. Although the cached rule

sets may be bigger, the relatively big TCAM size (Table 3.2) prevents the eviction of active flow

rules.

���	
 parameter The memory factor only affects the internal structure and the depth of

the packet classifier tree, but does not influence how cross-rule dependencies are mitigated or

how rules are replaced in the hardware table. Therefore, it does not affect our metric, which

we have also verified empirically.

������ parameter We have classified the miss rate into three types, depending on the

status of the matching rule in the software table, at the time of the packet lookup:

1. Mandatory bytes: the matching flow rule has never been inserted in the hardware table

at any point in the past and this is the first time a packet matches this flow rule. This

type is not shown in our results, as it was less than 1% and thus not meaningful.

2. Cold bytes: the matching flow rule has never been inserted in the hardware table at any

point in the past, but has been matched by at least one packet. The LRU policy never

produces this type, as every flow matched with an ingress packet is immediately cached

in the hardware table.

3. Evicted bytes: the matching flow rule had been inserted in the hardware table at some

point in the past, but was eventually evicted.

The total byte miss rate tends to decrease as we increase the MHU history factor. In particular,

by allocating more weight to the previous benefit value of a flow rule at the expense of the

observed traffic, flow rules tend to stay cached for longer intervals in the hardware table.

Consequently, our traces, which exhibit strong locality characteristics, take advantage of the

prolonged preservation of flow rules within the hardware table.

Regarding the specific miss types, we observe that as we increase the history factor:
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Figure 3.3 – Byte miss rate versus ����

• there are less evicted miss bytes, since flows tend to stay longer in the hardware table;

• there are more cold miss bytes, since flows need to stay active for a longer time to get

eventually inserted in the hardware table.

Overall, the impact of the decrease in evicted miss bytes is much more substantial, leading to

an overall decrease in the byte miss rate.

Replacement Rate

We present the rule replacement rate when measured against:

• the ���� parameter, in Figure 3.7;

• the ����� parameter, in Figure 3.8;

• the 	
��� parameter, in Figure 3.9;

• the MHU ��	��� parameter, in Figure 3.10.

General observations We observe that the replacement rate of the LRU policy is substan-

tially higher than the respective replacement rate of the MHU policy, even up to 5 orders
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Figure 3.4 – Byte miss rate versus �����

 0%

 2%

 4%

 6%

 8%

 10%

 12%

 14%

 1  1.5  2  2.5  3  3.5  4

B
y
te

 m
is

s 
ra

te

Memory allocation factor

Least Recently Used
Most Heavily Used

(a) “UNI1” packet trace

 0%
 2%
 4%
 6%
 8%

 10%
 12%
 14%
 16%

 1  1.5  2  2.5  3  3.5  4

B
y
te

 m
is

s 
ra

te

Memory allocation factor

Least Recently Used
Most Heavily Used

(b) “UNI2” packet trace

Figure 3.5 – Byte miss rate versus ���	
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Figure 3.6 – Byte miss rate versus �������

of magnitude for small sizes of the hardware table. This behavior is attributed to the fact

that the LRU policy is triggered on every packet miss, which may produce more than 100k

(theoretical) updates per second. For comparison, when evaluating our earlier prototype10

we had measured the average latency between ASIC updates at 300μs [14], translating to

approximately 3,333 updates per second; the LRU policy would not be feasible.

��	
 parameter We observe in Figure 3.7 that when we employ the LRU replacement policy

on a relatively small hardware table, e.g., with ��	
= 10 entries, the algorithm is constantly

updating the hardware table in order to keep the traffic within the data-path. The replacement

rate tends to drop as we increase the value of ��	
, due to having more available memory in

the hardware table, resulting in less lookup misses; as a result, fewer rules are evicted.

On the other hand, the MHU policy is triggered every tu = 1s, therefore no more than M =
��	
 entries may be replaced within a second, regardless of the packet lookup rate at the

hardware table. We observe an initial increase of the replacement rate as we allocate more

memory to the hardware table; this is a direct consequence of our replacement policy, which

replaces approximately the entire hardware table when limited hardware memory is available.

Nevertheless, the replacement rate tends to eventually stabilize, due to having abundant

memory for the current “working set” in a given update interval tu .

10 We have briefly described the relation between this prototype and our current work in section §3.1.1.
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Figure 3.7 – Replacement rate versus ����

����� parameter Lower values of the ����� parameter tend to produce more fine-grained

partitions of the U2 space, with less overlaps between traffic rules. On the other hand, higher

values tend to produce more coarse-grained partitions with more complex dependencies. This

directly affects the LRU algorithm, which brings into the hardware table a larger overlapping

rule set, on average. On the other hand, the MHU policy is virtually unaffected, as it is primarily

constrained by the size T of the hardware table.

	
��� parameter The memory factor only affects the internal structure and the depth of

the packet classifier tree, but does not influence how cross-rule dependencies are mitigated or

how rules are replaced in the hardware table. Therefore, it does not affect our metric, which

we have also verified empirically.

��	��� parameter The replacement rate tends to decrease linearly as we increase the

MHU history factor. This is the anticipated behavior, as a higher history factor allocates more

weight to the previous benefit value of a flow rule at the expense of the observed traffic in the

last update interval tu . As a result, there is a lower incentive to evict existing flows from the

hardware table, unless a flow remains “inactive” for a longer period of time. Furthermore,

newer flows must exhibit substantially higher handled traffic within the same time interval to

be assigned a higher benefit value and, thus, qualify to be cached in the hardware table.
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Figure 3.8 – Replacement rate versus �����
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Figure 3.9 – Replacement rate versus ���	
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Individually Cached Flow Entries

We present the fraction of individually cached rules when measured against:

• the ��	
 parameter, in Figure 3.11;

• the ����� parameter, in Figure 3.12;

• the ��	� parameter, in Figure 3.13;

• the MHU ������� parameter, in Figure 3.14.

General observations We observe that the LRU policy almost always caches the same num-

ber of individual rules. This is the expected behavior, as the LRU always brings in the hardware

table the corresponding rule R that matches an ingress packet. Any minor variations occur

from the resulting dependencies between rules, as the LRU also brings any higher-overlapping

rules relative to R.

��	
 parameter The MHU policy gradually caches more individual rules as we allocate

more memory in the hardware table, until the hardware table is big enough to match the

respective metric reported by the LRU. As a result, the MHU avoids polluting the limited

hardware memory with numerous low-benefit rules with few matching ingress packets. On

the other hand, the LRU does not apply such optimizations and always inserts the same

number of rules.

����� parameter Increasing the ����� value generates more coarse-grained partitions, pro-

ducing larger dependent rule sets. As a result, a rule R tends to bring more higher-overlapping

rules in the hardware table (Figure 3.8). Nevertheless, coarse-grained partitions reduce rule

replication, therefore fewer individual rules end up being inserted in the hardware table.
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Figure 3.11 – Cached rules versus ����

����� parameter The memory factor only affects the internal structure and the depth of

the packet classifier tree, but does not influence rule replication, how cross-rule dependencies

are mitigated or how rules are replaced in the hardware table. Therefore, it does not affect our

metric, which we have also verified empirically.

�	��
�� parameter Our results are consistent with our previous findings in Figure 3.10.

When increasing the history factor, flow rules tend to stay longer in the hardware table,

therefore less individual rules are cached.

Flow Rule Replication Rate

We present the rule replication rate when measured against:

• the 	��� parameter, in Figure 3.15a;

• the ����� parameter, in Figure 3.15b.

	��� parameter Increasing the 	��� value generates more coarse-grained partitions,

therefore reducing the number of rules that conflict with multiple partitions. The number of
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Figure 3.12 – Cached rules versus �����

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 1  1.5  2  2.5  3  3.5  4

C
ac

h
ed

 /
 O

ri
gi

n
al

 r
u
le

s

Memory allocation factor

Least Recently Used
Most Heavily Used

(a) “UNI1” packet trace

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 1  1.5  2  2.5  3  3.5  4

C
ac

h
ed

 /
 O

ri
gi

n
al

 r
u
le

s

Memory allocation factor

Least Recently Used
Most Heavily Used

(b) “UNI2” packet trace

Figure 3.13 – Cached rules versus ���	
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Figure 3.14 – Cached rules versus �������

leaf partitions tends to remain constant for ��	��≥ 100.

�
��parameter Increasing the memory allocation factor results in creating a tree structure

with longer “width” and shorter “height.” As a result, the partition algorithm on a given node

tends to create more child partitions, therefore wildcard rules will conflict with more partitions.

Since we are producing ��� and ��� wildcard rules, the effect of the �
�� parameter is

observed when partitioning a relatively large rule set, such as the rule-set we created from the

UNI2 packet trace.

3.4 Summary

In this chapter, we proposed a switch architecture that exposes the abstraction of a virtual flow

table, which fits significantly more rules than the switch’s physical flow table. We implemented

this abstraction with a simple, two-layer memory hierarchy: a software table, located off the

data-path and accessible by the switch’s supervisor engine; and a much smaller but faster

hardware table, located on the data-path, and acting as a cache for the software table. The

challenge we focused on is the caching of overlapping rules, e.g., “admit all traffic from X” and

“drop all ICMP traffic from X”; if we cache the former but not the latter, then the switch will

admit all traffic from X, which is incorrect forwarding behavior. Even if we know exactly what

traffic will arrive at the switch in the future, identifying which rules to cache such that we

maintain correct forwarding behavior and maximize the amount of traffic that stays inside

the data-path is NP-hard; we showed it by mapping a simpler version of this problem to the

0-1 knapsack problem. On the positive side, we showed that there exists at least one simple

heuristic that works well in practice: an algorithm that caches groups of overlapping rules,

favoring the caching of groups that recently matches large amounts of traffic. Given realistic

data-path memory sizes and realistic traffic, our algorithm achieved hit rate 95% in terms of

the fraction of received traffic that stayed within the data-path.
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Figure 3.15 – Replication rate of flow rules
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4 Scheduling Shared Network Resources

In this chapter, we present our solution for scheduling shared network resources. As stated

in the introduction, we seek a solution that integrates seamlessly with the scheduling of

other resources and enables cloud providers to easily incorporate new resource types in their

infrastructure. We address this by making the computation of scheduling decisions resource-

agnostic and relegating it to a general-purpose constraint solver, and the enforcement of

scheduling decisions resource-specific and relegating it to special managers—one per resource

type. We focus on the manager for network resources and propose simple ways to enforce

bandwidth reservations and latency constraints. We evaluate our solution through extensive

experiments on an educational cloud platform.

4.1 Two-Tiered Resource Scheduling

We propose a two-tiered resource-scheduling architecture that consists of the following layers:

1. Resource-agnostic scheduling takes as input (i) the set of available resources (e.g., num-

ber of available processing cores, available bandwidth between two servers) and (ii) the

set of resource requests made by users for these resources, and it makes a “scheduling

decision,” i.e., decides if, and to what extent, it can satisfy each request. This layer has

no semantic information about specific resource types.

2. Resource-specific enforcement takes as input the scheduling decision made by the

resource-agnostic scheduler and tries to implement it; it also communicates back to the

resource-agnostic scheduler the set of available resources, abstracting away resource-

specific details (e.g., where a processing core is physically located, or which network

links carry traffic between two servers). This layer consists of multiple infrastructure

resource managers (IRMs), each one handling a specific resource type.

Figure 4.1 illustrates this architecture.
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Hardware
Resources
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Resource-Agnostic Scheduler

Users
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Resource
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Figure 4.1 – Two-tiered architecture to facilitate scheduling shared network resources

This thesis focuses on resource-specific enforcement and, in particular, the design and imple-

mentation of the network infrastructure resource manager (IRM-NET), which handles network

resources. For evaluation purposes, we deployed our IRM-NET implementation together with

the resource-agnostic scheduler and other IRMs implemented in the context of the HARNESS

European project [11]—an effort in which the author of this thesis participated actively.

4.2 The Network Infrastructure Resource Manager

IRM-NET plays two roles:

1. It communicates with the resource-agnostic scheduler: IRM-NET tells the scheduler

what is the available bandwidth (§4.2.3) and latency (§4.2.4) between each pair of

compute nodes, and it enforces the scheduler’s bandwidth-reservation decisions.

2. It implements the cloud provider’s general network-management policies, e.g., over-

subscription of network links/paths when tenants are not anticipated to fully use their

bandwidth reservations concurrently (§4.2.5), or fair sharing of the network between

different tenants (§4.2.6).

We assume a single path between each pair of compute nodes (and, consequently, represent

network topology as an undirected tree). However, our design and implementation can be

easily extended to the more realistic scenario of multiple paths.
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4.2.1 Modeling Network Links

IRM-NET maintains a complete picture of the cloud network topology, including all network

links, their endpoints, and attributes. Each network link is modeled as a compound resource,

represented with a syntax, where the following information is maintained: (i) the link’s

endpoints, defined as the identifiers of the corresponding hardware components, such as a

compute node or a switch; (ii) the maximum capacity of the link, in Mbits/second; (iii) the

available bandwidth of the link, defined as the difference between the link’s capacity and the

bandwidth being currently consumed, in Mbits per second; and (iv) the latency between the

two end-points, in milliseconds.

As an example, consider the simple “star” LAN, illustrated in figure 4.2. Three compute nodes

are connected through a common switch via 1 Gbit Ethernet links and three bandwidth-

intensive applications are running between the three nodes, consuming 425, 475 and 375

Mbit/sec, respectively.

425 Mbit/sec

375 Mbit/sec 475 Mbit/sec

1000 Mbit/sec

Figure 4.2 – Example of a simple “star” LAN topology

Listing 4.1 illustrates how the network links in figure 4.2 are modeled. We may identify for

each link: (i) the attribute, indicating the maximum bandwidth capacity of the link;

and (ii) the attribute, reporting how much available bandwidth may be scheduled

through the link. For example, there are two flows over the link – ,

thus the available bandwidth is 1000−425−375 = 200 Mbit/sec.

Listing 4.1 – Internal representation of network links in figure 4.2

1

2

3

4

5
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4.2.2 Exposing Virtual Paths

IRM-NET hides the network topology from the resource-agnostic scheduler, exposing only

the virtual end-to-end paths between each pair of compute nodes. We use a similar ����

syntax to represent virtual paths, where the �����	�
� attribute corresponds to the maximum

available bandwidth that may be scheduled on this path and the ��
��� attribute represents

the corresponding end-to-end latency.

For example, listing 4.2 illustrates the end-to-end Virtual Paths exposed to the scheduler in

figure 4.2.

Listing 4.2 – Virtual paths exposed to the scheduler in figure 4.2

1 '����	� ( )

2 �

3 ������
 �'����

4 �� �����
 �� !����" �����

5 ���#���
 �� !����" �����

6 ����������	�
 �
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4.2.3 Bandwidth Reservations

In this section, we present how tenants may schedule shared network resources with band-

width reservations in the cloud through our proposed two-tiered platform. In particular, our

platform supports heterogeneous resource requests, and tenants may submit their requests

for network resources concurrently with their hardware resource requests.

Listing 4.3 illustrates an example scheduling with bandwidth reservations. A tenant requests

two containers with 1 core per container and 100 Mbit/sec available bandwidth between the

two containers.

Listing 4.3 – Scheduling with bandwidth resources example

1 � �"))��������	 *

2 �

3 �+�����	 �!
��

4 ������	 �,��������

5 �"����#���$�	 �

6 �����$�	 �

7 �

8 ��

9 �

10 �+�����	 �!���
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As we have stated in §4.2.2, IRM-NET hides the network topology from the scheduler, exposing

only the end-to-end virtual paths between compute nodes. Algorithm 4.1 specifies how IRM-

NET computes the ��������� attribute of each virtual path—in summary, by monitoring all

the links that compose the path and picking the least available bandwidth reported by any

one of them. IRM-NET then fills a matrix with the available bandwidth of all the virtual paths

and provides it to the scheduler.

Algorithm 4.1: Exposing end-to-end bandwidth to the scheduler

Data: Set of virtual paths P= {P1,P2, . . .} between each pair of compute nodes
Result: Expose the available end-to-end bandwidth of each path in P to the scheduler

1 ���←∞ 	
 ��������� � ���������� ���� 
	

2 foreach path P ∈P do
3 foreach link l ∈ P do
4 b ← available bandwidth of link l
5 if b <��� then 	
 l �� ��� ��������� ���������� ���� � P 
	

6 ���← b

7 if ���< 0 then ���← 0 	
 ���������� ������ �� ��������� �� ������ 
	

8 expose to the scheduler ��� available bandwidth for path P

When the scheduler decides on a new bandwidth reservation of b Mbit/sec between two

containers C1 and C2, IRM-NET iterates over the links composing the path between C1 and C2

and deducts b from their respective ��������� attributes, as illustrated in algorithm 4.2. The

inverse process, i.e., adding b, is applied when the scheduler releases a bandwidth reservation.

IRM-NET executes algorithm 4.1 after every new or released bandwidth reservation, as any

reservation/release may affect the available bandwidth of multiple paths. To enforce the

bandwidth reservation, our implementation uses the linux �� tool to throttle traffic egressing

C1 and destined for C2 to b Mbit/sec and vice-versa.
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Algorithm 4.2: Creating a new bandwidth reservation

Data: Container C1 scheduled on compute node N1

Data: Container C2 scheduled on compute node N2 
= N1

Data: Path P between compute nodes N1 and N2

Data: Bandwidth reservation b
Result: Reserve bandwidth b on path P

1 forall links l ∈ P do
2 reduce available bandwidth of l by b

3 run algorithm 4.1
4 throttle egress traffic C1 →C2 on container C1 to b
5 throttle egress traffic C2 →C1 on container C2 to b

By default, the egress traffic on the allocated containers is throttled to a default minimum of

10 Mbit/sec, by virtue of a default, low-priority rule installed by the �� tool. Therefore, basic

connectivity is allowed even in the absence of bandwidth reservations and higher-priority rules

installed through algorithm 4.2 may allow a higher throughput. Nevertheless, this bandwidth

is not guaranteed, as no reservation is being registered and the aforementioned algorithms

are not executed.

4.2.4 Latency Constraints

In this section, we present how tenants may schedule shared network resources with latency

constraints in the cloud through our proposed two-tiered platform. Listing 4.4 illustrates an

example of scheduling with latency constraints. A tenant requests two containers with 1 core

per container, with the constraint that the end-to-end latency between the two containers

must not exceed 2 milliseconds. Latency constraints are specified in a �������	��� list, which

is separate from the 
������	�� list, as latency is not a resource that can be reserved, but a

constraint that needs to be honored.

Listing 4.4 – Scheduling with latency constraints example

1 � ��������	�
�� �

2 �

3 ������� �����

4 ������� �����	
���

5 �����	������� �

6 �������� �

7 �

8 ��

9 �

10 ������� �����

11 ������� �����	
���

12 �����	������� �

13 �������� �
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As we have stated in §4.2.2, IRM-NET communicates to the scheduler the end-to-end latency

of each virtual path through the ������� attribute. Algorithm 4.3 specifies how IRM-NET

computes this attribute—in summary by adding the latencies of the links that compose the

given path. IRM-NET then fills a proximity matrix with the latencies of all the virtual paths

and provides it to the scheduler.

Algorithm 4.3: Exposing end-to-end latency to the scheduler

Data: Set of virtual paths P= {P1,P2, . . .} between each pair of compute nodes
Result: Expose the end-to-end latency of each path in P to the scheduler

1 foreach path P ∈P do
2 ���← 0 �	 
��� ������� 	�

3 foreach link l ∈ P do
4 d ← end-to-end latency of link l
5 ���← ���+d

6 expose to the scheduler ��� end-to-end latency for path P

4.2.5 Oversubscription

In this section, we describe a general network-management policy supported by IRM-NET,

bandwidth oversubscription.

Static Oversubscription

One approach to oversubscription is to introduce a global oversubscription factor α ∈ (0,1]

and substitute line 2 in algorithm 4.2 with “reduce available bandwidth of link l by α ·b”. This

approach ensures that: (i) more bandwidth reservations may be scheduled over the same

network link, by reserving less bandwidth than actually requested; (ii) tenants are always

guaranteed a fraction of their requested bandwidth; and (iii) tenants may still use the entire

bandwidth they requested, if it is available.
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This approach is simple to implement, but has an important shortcoming: a single over-

subscription factor is unlikely to fit all applications; for instance, a smaller factor (more

tenants) would be more suitable in a cluster with low-throughput applications, whereas a

higher oversubscription factor (less tenants) would be more suitable in a different cluster with

high-throughput applications.

Dynamic Oversubscription

An alternative approach is to measure the bandwidth that is actually consumed on each link

and report that to the scheduler—as opposed to reporting the bandwidth that is theoretically

available based on the active reservations. Algorithm 4.4 specifies how this works. In summary:

1. Bandwidth reservations are conducted exactly as described in §4.2.3; no oversubscrip-

tion factor is used.

2. A new, periodical bandwidth-measurement mechanism is added that is repeated every

5 seconds and described in the next steps.

3. For every bandwidth resource B that has been allocated between any two containers,

the actual consumed bandwidth M is measured over a period of 3 seconds.

4. A minimum threshold of T = 10 Mbit/sec is always guaranteed, if the consumed band-

width is measured lower than T .

5. The difference D = B −M is calculated between the allocated (nominal) bandwidth B

and the measured (actual) bandwidth M .

6. This difference D is added to every link within the corresponding virtual path, represent-

ing that more bandwidth is now available for reservation. If D < 0, it will be subtracted,

instead, representing that less bandwidth is available for reservation.

7. Bandwidth throttling on the scheduled containers is never affected at any point.

A few notes regarding the aforementioned algorithm:

• The difference D = B −M between the nominal (B) and the measured (M) bandwidth

of a bandwidth reservation is expected to be positive during the first iteration, i.e., to

consume less than the requested bandwidth.

• The ��������� attribute of a network link may report a negative value. This may occur

if, for example, multiple tenants have been oversubscribed on a link and an application

exhibits a sudden bandwidth burst. A negative ��������� value on a link indicates that

bandwidth oversubscription is currently taking place on that link.
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Algorithm 4.4: Dynamic bandwidth oversubscription

Data: Set of virtual paths P= {P1,P2, . . .} between each pair of compute nodes
Data: Threshold T of minimum guaranteed bandwidth
Result: Measure bandwidth consumptions and update available bandwidth

1 forall reserved bandwidth resources B do �� B� ������	 
������� ��

2 (C1,C2) ← container end-points of bandwidth reservation
3 P ← virtual path ∈P between C1 ↔C2

4 M ← measured bandwidth between C1 ↔C2

5 if M < T then M ← T �� � 	��� T 
������� �� ��������� ��

6 D ← B −M �� ���������� 
����� �������� ��� ������	 ��

7 foreach link l ∈ P do
8 ���������← ���������+D �� D ��� 
� ������� ��

9 run algorithm 4.1 to update the end-to-end available bandwidth of all paths in P

• The end-to-end available bandwidth exposed to the scheduler is always non-negative,

even if a network link reports negative available bandwidth, as already illustrated in

algorithm 4.1.

4.2.6 Fair Sharing of the Network

In this section, we describe another general network-management policy supported by IRM-

NET, fair sharing of the network.

To demonstrate flexibility in supporting different network-management policies, IRM-NET

supports proportional bandwidth sharing at the link level, as proposed in FairCloud [48].

When a cloud provider offers proportional bandwidth sharing, tenants do not make bandwidth

requests; IRM-NET allocates bandwidth to tenants as specified in Algorithm 4.5.

This is a simple algorithm—just a proof-of-concept—but it can be extended relatively easily

to provide more sophisticated policies, such as: (i) Tenants requesting a desired minimum

bandwidth between their resources; if a path had surplus bandwidth, then less bandwidth

would be allocated to a virtual path, otherwise either the current scheme would be enforced

or the request would be rejected, depending on the policy of the cloud provider. (ii) Tenants

specifying their own weights WX and WY to indicate the importance of each requested path;

line 6 in algorithm 4.5 would change to WX
NX

+ WY
NY

.

4.3 Experimental Evaluation

In this section, we report four cloud deployment scenarios using shared network resources,

which are currently not supported by traditional cloud computing platforms:
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Algorithm 4.5: Fair sharing of the network

Data: Network links of cloud platform
Data: Set of virtual paths P= {P1,P2, . . .} between each pair of compute nodes
Result: Determine bandwidth to be allocated to each virtual path

1 forall network links l do
2 ���l ← 0 �� ������� ��	 
� ��� ������� ��

3 foreach path in {PX−Y ∈P | l ∈ PX−Y } do �� �� ���� 
� ���� l ��

4 NX ← number of containers X is communicating with over l
5 NY ← number of containers Y is communicating with over l

6 WPX−Y ,l ←
1

NX
+ 1

NY
�� ������ 
� ��� ��� 
� ���� l ��

7 ���l ← ���l +WPX−Y ,l

8 forall virtual paths PX−Y do
9 ���←∞ �� �������� 
� �
�������� ���� ��

10 foreach link l ∈ PX−Y do
11 C ← capacity of link l

12 B l ←C · WPX−Y ,l

���l
�� �������� ��
���� �
 PX−Y 
� ���� l ��

13 if B l <��� then �� l �� ��� �
������ �
�������� ���� 
� PX−Y ��

14 ���← B

15 throttle egress traffic X → Y on container X to ���

16 throttle egress traffic Y → X on container Y to ���

1. Scheduling with Bandwidth Reservations: (section §4.3.3) This scenario exhibits the

advantages of resource-agnostic scheduling when deploying distributed applications

on the cloud. In this case, tenants may reserve bandwidth during resource scheduling,

which impacts where the requested containers will be assigned.

2. Scheduling with Latency Constraints: (section §4.3.4) This scenario demonstrates the

benefits of resource-agnostic scheduling when deploying latency-sensitive applications

on the cloud. In this scenario, tenants may designate end-to-end latency constraints

during resource scheduling, which influences where jobs will be deployed.

3. Scheduling with Oversubscription: (section §4.3.5) This scenario illustrates the ad-

vantages of bandwidth oversubscription when deploying distributed applications on

a multi-tenant cloud platform. In this scenario, multiple tenants are concurrently re-

questing bandwidth on a congested platform, which will affect how many tenants will

be admitted, as well as the performance experienced by the end-users.

4. Enforcing Fairness: (section §4.3.6) This scenario presents the benefit of added flex-

ibility by integrating a bandwidth management mechanism to enforce proper band-

width allocation across different tenants. In this scenario, two tenants are deploying a
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bandwidth-intensive application over a common network link and their performances

will be benchmarked in the presence and in the absence of the mechanism described in

section §4.2.6.

4.3.1 Testbed

We have deployed our platform on Grid’50001, which provides:

• A large-scale research testbed with over 1000 nodes, allowing us to experiment with

realistic multi-tenant scenarios.

• Node grouping in homogeneous, isolated clusters spread out across 9 different sites

within France, as shown in Figure 4.3 [22].

• A core network interconnecting the various clusters together, used concurrently by

multiple tenants.

Therefore, Grid’5000 enables us to experiment with variable network conditions (inter- and

intra-site connections respectively) without needing to simulate them.

Figure 4.3 – Grid’5000 network backbone

Table 4.1 lists the hardware specifications of the clusters which we have been used to conduct

our experiments in this chapter.

4.3.2 Applications

In this section we present the applications which we have used in our evaluation scenarios to

benchmark the performance and the benefits of our platform:

1. AdPredictor, used in the scenarios presented in sections §4.3.3 and §4.3.5.

1http://www.grid5000.fr
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Location Cluster Model Nodes CPU Cores Threads RAM Network
Rennes paravance Dell Pow-

eredge
R630

72 Intel
Xeon E5-
2630v3

16 32 128 GiB 10
Gigabit
Ethernet

Rennes paranoia Dell Pow-
eredge
C6220

8 Intel
Xeon E5-
2660v2

20 40 128 GiB 10
Gigabit
Ethernet

Nantes econome Dell Pow-
eredge
C6220

22 Intel
Xeon
E5-2660

16 32 64 GiB 10
Gigabit
Ethernet

Table 4.1 – Cluster specifications within Grid’5000

2. WikiBench, used in the scenario presented in §4.3.4.

3. iperf, used in the scenario presented in §4.3.6.

AdPredictor

AdPredictor [20] is a machine learning algorithm from a class of contemporary industrial-

oriented applications, commonly known as recommender systems, addressed to end-users

utilizing on-line services. For instance, one such service is Last.fm [31], a free online music

catalog that recommends related music and events based on user interests. Similar such ser-

vices include Google [19] and Bing [37], two commercial on-line search engines that produce

commercial product recommendations to end-users, based on the end users’ queries. In

recommender systems, items or services are paired with end-users and, due to the constant,

overwhelming data generation, such computations are usually deployed in large, distributed

data-centers.

For the purposes of our evaluation, we have used a hadoop-based version of the AdPredic-

tor algorithm to serve as an example of a large-scale distributed application that may be

deployed on a cloud platform. AdPredictor processes session logs from commercial search

engines to predict the click-through rate of commercial advertisements. We have deployed

this implementation using hadoop version �����.

Dependent variables We have evaluated the performance of AdPredictor by measuring the

following dependent variables: (hereinafter: metrics)

1. Execution time: the total time needed to execute the application, not measuring the

required time needed to upload the data-set to the Hadoop Distributed File System

(HDFS).

2. Throughput: the throughput of a worker container, over time, measured every 100

milliseconds (§4.3.3) or every 1 second (§4.3.5). This traffic may be categorized either as:

(i) HDFS traffic, resulting from I/O operations between the map-reduce tasks and the
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local hard disk; or (ii) shuffle traffic, resulting from data being transferred between map

and reduce tasks. This metric will also be referred to as the instantaneous throughput.

Data-set We have utilized session logs of a web search engine [55] to evaluate the perfor-

mance of AdPredictor. This data-set contains approximately 150 million training instances

(9.9 GiB), derived from interactions between end-users and the search engine.

WikiBench

WikiBench [61] is a framework designed to benchmark web-hosting systems, such as appli-

cation servers or cloud computing platforms. This framework is deployed on client-server

architectures and operates as follows:

• The system being evaluated, hereinafter called the wikipedia server, is hosting Medi-

aWiki [64], a real major web application.

• The wikipedia server is modeling a real data center server, as an actual database dump

of a wikipedia website [63] has been deployed on the MediaWiki application.

• A real data-set is utilized to benchmark the system, by replaying traces addressed to

����������	
� [57]. The WikiBench framework is deployed on each client and is tasked

to replay the access trace by sending each request to the designated wikipedia server

and evaluate the system performance, as described further below.

Dependent variables The WikiBench framework evaluates the performance on the system

by measuring the following dependent variables (hereinafter: metrics) on the client side:

1. Miss rate: the percentage of the requests that were skipped by the benchmark. The

WikiBench benchmark is observing the timestamp differences between consecutive

requests, skipping intermediate requests as necessary.

Example: let R1, R2 and R3 denote three consecutive requests of a single client, with

respective original timestamps t1 < t2 < t3. Let Δt1 denote the time required to complete

the request R1. If t2 − t1 < Δt1 < t3 − t1, then the request R2 will be skipped and the

benchmark shall proceed directly to request R3. In order to respect the timestamp

differences, the benchmark shall stall for Δts seconds, so that Δt1 +Δts = t3 − t1.

2. RTT: the Round-Trip-Time between issuing a request and receiving a successful re-

sponse, including the payload. Only responses returning �� ��� �� are filtered, as

they usually bear a noticeable payload compared to responses such as �� ��� �	�

�	��� or �� ��� �	��� ��
��������, therefore exhibiting a higher RTT due to the

increased transmission delay on the wikipedia server side.
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Bottleneck challenges To successfully evaluate our system, we had to overcome a series of

challenges to verify that the performance bottleneck would be the network, instead of I/O

operations. In particular, we identified an I/O bottleneck when issuing a page request to our

wikipedia server for the first time, where the Round-Trip-Time (RTT) was measured 1 – 2

orders of magnitude higher than subsequent requests to the same page. This indicated that

a bottleneck was existing during an access request to the MySQL database, which was lifted

when the page was subsequently cached by the database.

In order to properly identify this bottleneck, we set up the English wikipedia dump on our

server and issued, from a single client, requests addressed to various pages hosted the server.

Two batches of 100 requests each were issued for each page using the linux �� benchmarking

tool, with a maximum of 10 requests running concurrently within a single batch. The requests’

RTTs were measured during the process. The second batch of 100 requests was issued after

the first one had been fully completed to measure whether the MySQL caching had an impact

on the RTT.

Batch
RTT (msec)

50% 80% 90% 100%

First 160 328 18,169 19,893
Second 159 315 342 373

Table 4.2 – Round-Trip-Time of two batches of 100 requests to the wikipedia server

Table 4.2 presents our measurements on the requests issued to retrieve page ������	
�
��.

During the first batch, the 90% and 100% RTTs2 were measured about 55 – 60 times higher

than the corresponding 80% RTT. Nevertheless, there was no such discrepancy during the

second batch, where the maximum RTT was comparable to the 80% RTT of the first batch. This

clearly indicates that during the second batch, the requested page had been cached within the

MySQL database, which significantly improved the RTT time.

Only, after applying a series of MySQL optimizations were we able to shift the bottleneck from

the MySQL database to the network. These optimizations included: (i) file caching, which

stores the rendered HTML pages to files on the local disk; (ii) page compression, so that the

requested page may be sent faster to the network; (iii) disabling page-view counters and

running MediaWiki on “miser” mode. Under these circumstances, the throughput rate was

measured as high as 909 Mbit/sec, on a 1 Gbit link, indicating that the requested pages were

being transferred essentially at line rate. Therefore, we decided to address this challenge by

permanently caching all pages on the local hard disk, which effectively resulted in completely

bypassing the MySQL database.

2 we are referring to the corresponding data-points of the cumulative distribution function
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Server configuration We have hosted the Danish wikipedia dump of August 01, 2016 [65] on

MediaWiki ������, running on our wikipedia server. We have chosen the Danish dump due to

its considerable smaller size compared to the respective English dump. Table 4.3 lists the size

of the aforementioned wikipedia dump files. As previously mentioned, the MySQL database is

effectively bypassed, in order to eliminate any I/O bottlenecks, by caching all articles directly

on the hard disk.

Language Compressed Uncompressed Articles

Danish 243 MiB 1.03 GiB ≈ 210,000
English 12.2 GiB 54.2 GiB ≈ 5,200,000

Table 4.3 – Size of ����	
������	��������, containing the 2016-08-01 wikipedia dumps

Client data-set We have selected the September 2007 wikipedia access traces [58] to bench-

mark our system. These traces contain approximately 2.4 billion requests, corresponding to

10% of all user requests addressed to wikipedia during that month. From these requests we

have isolated the 311,013 requests addressed specifically to the Danish wikipedia articles,

under �������������, but not other pages such as talk pages. These requests will be

collectively hereinafter referred to as the wikipedia trace, which will be replayed from the

clients, addressed to our wikipedia server.

In addition, we have “sped up” our wikipedia trace in order to simulate a realistic workload

on the server side. In particular, the original timestamps of the isolated requests to the

Danish wikipedia span across a period of 12 calendar days (from 2007-09-19 to 2007-09-30),

generating an average workload of 0.3 requests per second. We would obtain no meaningful

measurements under this rate, since the WikiBench framework, which would send the client

requests, observes the timestamp difference between two consecutive requests. Therefore, we

have mapped the timestamps of the danish requests to the timestamps of the first 311,013

requests in the packet trace, which span over 10.3 minutes, effectively “speeding up” our trace

to an average of 502.6 requests per second.

iperf

���� [13] is a cross-platform benchmarking tool used to measure the maximum attainable

bandwidth on an IP network. When an ���� application is deployed, a single container is be

utilized as the server, hosting the ���� daemon, while the rest are be used as clients, opening

and maintaining TCP ���� sessions issued to the ���� server.

4.3.3 Scenario 1: Scheduling with Bandwidth Reservations

In this section, we are exploring the scenario where a single tenant is deploying a bandwidth-

sensitive distributed application on the cloud.
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Experimental setup Our setup consists of 8 physical compute nodes; 4 nodes located in the

paranoia cluster, and 4 nodes in the econome cluster. We have already presented the hardware

specifications in Table 4.1. We have selected these two clusters as: (i) the physical compute

nodes possess virtually identical hardware characteristics; (ii) the two clusters are located

in different sites (Rennes and Nantes), which introduces a natural inter-cluster bandwidth

bottleneck of approximately 200 Mbps. While both clusters offer gigabit connectivity, we

have emulated bandwidth congestion within the econome cluster, using the linux �� tool, in

order to evaluate the impact of bandwidth reservations on resource scheduling. Therefore, we

have imposed a bandwidth threshold of 500 Mbit/sec on every physical machine within the

aforementioned cluster. We assume that our platform is aware of the network conditions on

each cluster.

Tenant request A single tenant is submitting an AdPredictor application request to the cloud

platform with the following characteristics:

• Three containers are being requested, each one will host a single hadoop DataNode and

a single TaskTracker. These containers will be referred to as the worker containers.

• Each worker container will host 10 concurrent map tasks and 2 reduce tasks. There-

fore, 12 cores are requested for each worker. This ensures that no two workers will be

scheduled on the same physical compute node, as there is no node with 24 cores.

• An extra container is also requested, which will host a single hadoop NameNode and a

single JobTracker. This container will be referred to as the master container, for which a

single core is requested. The position of the master container is not expected to affect

the execution of the job, therefore we will assume for the rest of the scenario that it is

always allocated on an available node in the paranoia cluster.

Data-set The entire data-set, as described in §4.3.2, has been used in this scenario.

Worker throughput In order to evaluate the bandwidth requirements of the AdPredictor

application, we first measured the instantaneous throughput between two worker containers

during its execution, while deployed on the paranoia cluster, i.e., in a cluster offering gigabit

connectivity. Figure 4.4 reports our measurements on one of the three worker containers. We

may observe a constant throughput of approximately 200 Mbit/sec to the hard disk at the

conclusion of the experiment, as well as 1 Gbit/sec traffic bursts throughout the experiment

as a result of the data being “shuffled” between the map and the reduce taks.

Link capacity Following our observations in figure 4.4, we would expect to observe degra-

dation on the execution time, should AdPredictor run on a link with a lower capacity than
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Figure 4.4 – AdPredictor worker throughput over time

200 Mbit/sec. To validate our intuition, we subsequently measured the execution time while

varying the underlying link capacity between all worker containers. To achieve that, we de-

ployed AdPredictor on the paranoia cluster and used the linux �� tool to simulate a lower link

capacity between all worker containers. Figure 4.5 illustrates the results of our measurements,

where we have detected a “knee” point at a link capacity of ∼ 80−200 Mbit/sec. All executions

running on links slower than 80 Mbit/sec showed a severe increase in their execution time,

being consistent with our measurements in figure 4.4. On the contrary, no execution running

on links faster than 200 Mbit/sec exhibited any improvement compared to the execution

running 200 Mbit/sec links.
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Figure 4.5 – AdPredictor execution time over link capacity

Scheduling without bandwidth reservations Our main evaluation scenario consists of a

tenant submitting a job request for 3 container workers, as previously described, without

providing any bandwidth reservations. This experiment has been repeated 20 times. Figure 4.6
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reports the measured execution time as a function of the final placement of the container

workers. There are 4 different placements of the 3 worker containers, labeled as A – B, with

A denoting the number of containers scheduled in the paranoia cluster and B denoting the

number of containers scheduled in the econome cluster. Over 20 experiments, there was an

approximately equal probability for a container to be scheduled in either cluster. Also visible,

the duration of the individual map and reduce phases, as well as the standard deviation of all

iterations that resulted in the given placement.

It is evident that scheduling without bandwidth reservations may affect the performance of

bandwidth-sensitive distributed applications. The execution time of AdPredictor exhibits a

gradual improvement (lower duration) as more container workers are being scheduled in the

“faster” paranoia cluster, with label 3 – 0 denoting the optimal placement where all containers

have been scheduled on that cluster. Nevertheless, there is approximately only 7% probability3

that the cloud scheduler will choose the optimal placement without bandwidth reservations.

Therefore, end-users will inevitably experience variability in their performance, due to the

unpredictability of the container placement.
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Figure 4.6 – AdPredictor execution time over cluster placement

Scheduling with bandwidth reservations In order to eliminate all suboptimal placements

presented in figure 4.6, tenants have to specify bandwidth reservations during resource

scheduling. In this case, we add three additional requests during job submission: 300 Mbit/sec

between any two worker containers. Therefore, a container may only be scheduled on a

compute node that has at least 600 Mbit/sec available bandwidth, as it would require two

reservations of 300 Mbit/sec with each other container. Consequently, by including bandwidth

reservations in our requests, all containers were eventually scheduled in the fast paranoia

cluster, since there was not adequate bandwidth available in the slower econome cluster.

3 the theoretical probability of choosing 3 nodes in the paranoia cluster is C (4,3)
C (8,3) = 1

14
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4.3.4 Scenario 2: Scheduling with Latency Constraints

In this section, we are exploring the scenario where multiple latency-sensitive applications are

deployed on the cloud.

Experimental setup Our setup consists of 40 physical machines; 20 out of them located in

the paravance cluster, situated in Rennes, and 20 located in the econome cluster, situated in

Nantes. The wikipedia server is running on a separate physical machine within the paravance

cluster. The RTT between two compute nodes on different clusters is, in this scenario, at least

1.2ms.

Data-set The entire data-set, as described in §4.3.2, has been used in this scenario. A uniform

distribution has been applied on the wikipedia trace to split the trace into 20 segments of

approximately equal size; all together reconstruct the original trace. This will simulate the

entire workload originating from multiple clients.

Tenant request A single tenant is submitting an AdPredictor application request to the cloud

platform with the following characteristics:

• 20 client containers are being requested, which will host a WikiBench benchmark.

• As in section §4.3.3, 12 cores are requested for each container, to ensure that they will

be scheduled on different physical compute nodes. Despite running a single fetcher on

WikiBench, we assume that the tenant is requesting 12 cores to execute post-execution

computations.

• After scheduling, each of the 20 data-set segments will be loaded on a different container,

along with the WikiBench framework.

• The WikiBench framework will commence its execution simultaneously on all 20 con-

tainers, replaying the entire data-set by sending the requests to the wikipedia server.

Each container utilizes a single thread to send requests in sequence, respecting the

requests’ timestamp differences.

This experiment was executed 100 times, each time resulting in a different placement of the

requested 20 containers across the two clusters.

Scheduling without latency constraints We initially scheduled without latency constraints,

where there was an approximately equal probability for a requested container to be scheduled

in either cluster. A timeout threshold of 100 milliseconds has been set on the WikiBench

framework: if the Round-Trip-Time (RTT) of a request is longer than 100 milliseconds, the
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request will be immediately dropped and a “miss” is registered. We elected this threshold, as

100 milliseconds is the point that a request feels “instant” to the human user and 1 second

where the end-user will notice a delay [43].

Figure 4.7 reports the miss rate distribution across all experiments, based on the originating

cluster. The box plots extend until they encompass the 95% of the data-points, with any outliers

also being depicted. We observe that only 2% of requests originating from the paravance cluster

were dropped, whereas the respective miss rate of requests originating from the econome

cluster was 16%.
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Figure 4.7 – WikiBench request miss rate, no latency constraints, based on originating cluster

Figure 4.8 reports the distribution of the Round-Trip-Time of every request, across all ex-

periments, based on the originating cluster. The box plots extend until they encompass the

95% of the data-points, with any outliers omitted from the figure; The following scenarios

are depicted: (a) scheduling with no constraints, requests originating from either cluster;

(b) scheduling with no constraints, requests originating from the econome cluster; (c) schedul-

ing with no constraints, requests originating from the paravance cluster; (d) scheduling with

latency constraints, requests originating from either cluster. We obtained the distribution (d)

when we subsequently executed all our experiments with latency constraints, as we describe

below.

We observe that the RTT of requests originating from the econome cluster was about an order

of magnitude longer than the corresponding RTT of requests originating from the paravance

cluster.

Scheduling with latency constraints Based on our previous measurements, we repeated all

experiments by providing maximum latency constraints between the requested containers

and the wikipedia server in the paravance server. In particular, an end-to-end latency of 0.5

milliseconds (1 millisecond RTT) was provided; based on our observations in figure 4.8, this
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Figure 4.8 – WikiBench request Round-Trip-Time distribution, based on latency constraints

was adequate to exclude the econome cluster from consideration. This resulted in directly

affecting the placement of the requested resources, which where all placed in the paravance

cluster. The RTT distribution of all requests is illustrated in figure 4.8, while the miss rate was

virtually identical to the behavior observed in figure 4.7.

4.3.5 Scenario 3: Scheduling with Oversubscription

In this section, we are exploring the scenario where multiple tenants are deploying a dis-

tributed application on a cloud platform with insufficient bandwidth to accommodate all

requests.

Experimental setup Our setup consists of 2 physical compute nodes, both located in the

paravance cluster, which may be reviewed in table 4.1. We have emulated congestion on the

network link between the two compute nodes using the linux �� tool, limiting its capacity to

100 Mbit/sec. We assume that our platform is aware of the link’s capacity.

Tenant requests Multiple tenants are submitting the same AdPredictor application request

to the cloud platform with the following characteristics:

• Two worker containers, as defined in section §4.3.3 are being requested.

• Each worker container will host 1 map task and 1 reduce task. Therefore, 2 cores are

requested for each worker.

• We will also assume that the two worker containers cannot be allocated on the same

physical compute node. This may be implemented through, e.g., a request for a specific
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hardware resource. This assumption is undertaken to evaluate the performance of the

job when data is being transferred over an over-subscribed network link.

• A bandwidth constraint of 100 Mbit/sec between the two worker containers is also

requested, which coincides with the total capacity of the link.

• As in §4.3.3, a master container is also requested, which we will not examine in this

scenario, as it does not affect the execution of the job.

Data-set We have chosen to limit the data-set to 10 million entries (680 MiB), as previously

described, on the grounds that it offered the most suitable trade-off between: (i) producing

an impactful throughput in the order of magnitude of at least 100 Mbit/sec, which required

a bigger data-set; and (ii) being able to concurrently store multiple copies of the data-set,

the intermediate output of the map tasks and the final output in memory, as we will discuss

further below, which required a smaller data-set. This reduced data-set produces a behavior

similar to the one reported in figure 4.4. The peak shuffle bandwidth has been measured

within 100−120 Mbit/sec.

Scheduling without oversubscription The cloud platform will only accept a single tenant

request, since a single request will reserve the entire capacity of the network link between the

two compute nodes. Consequently, any further job submissions are rejected. Nevertheless,

as we have already illustrated in figure 4.4, although the throughput between two workers

may reach, or exceed, 100 Mbit/sec, there is no continuous data transfer between two worker

containers. This leads to the link being severely under-utilized; as we may observe in figure 4.9,

link utilization is only 14%, defined as:

utilization = data transfered

capacity · time
·100%

Scheduling with oversubscription In order to boost the utilization of the network link, we

have scheduled the aforementioned requests with bandwidth oversubscription. We have

deployed the static oversubscription algorithm presented in section §4.2.5.

A maximum of 8 requests may be concurrently accepted, thus 8 worker containers per compute

node, as 2 cores have been requested per container and each compute node has 16 cores. We

have therefore executed 8 different experiments, each time decreasing the oversubscription

factor, until all 8 tenants have been concurrently scheduled on the cloud. Since the entire link

capacity is requested by every tenant, it is evident that only 1 tenant may be scheduled with

α= 1, 2 tenants with α= 1
2 and 8 tenants with α= 1

8 . Each experiment for a given value of the

oversubscription factor α was repeated 20 times.
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Figure 4.9 – AdPredictor worker throughput over time; single tenant

Figure 4.10 illustrates the distribution of the instantaneous throughput of every worker con-

tainer, for all executions of a given tenant admission threshold. The box plots extend until

they encompass the 95% of the data-points, with any outliers omitted from the figure; there-

fore the top box bar corresponds to the 97.5th percentile. We may observe that the median

throughput is, as expected, degrading as we are scheduling more concurrent tenants, but up

to N = 3 tenants the degradation does not exceed 5.9% compared to the N = 1 case. A similar

degradation may be observed for the 75th throughput percentile and the 97.5th percentile,

which do not exceed 8.9% and 5%, respectively. We may therefore conclude that, if the cloud

provider accepts 3 concurrent tenants, the performance degradation will not be noticed by

the end-users.
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Figure 4.10 – AdPredictor “shuffle” traffic throughput over concurrently admitted tenants

On the other hand, as the number of concurrent tenants increases, the end-users will unavoid-

ably notice the performance degradation, as the median, the 75th and the 97.5th bandwidth
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percentiles experience a 61%, 58.2% and 30% decline, respectively, when N = 8 users are

admitted, in comparison to the single-tenant admission.

Figure 4.11 illustrates the distribution of the execution time of every AdPredictor deployment,

for a single execution of a given tenant admission threshold. For N = 3 tenants, the median

execution time increases by 9.09%, compared to the single-tenant case, while for N = 8 tenants,

the same increase is 32.9%.
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Figure 4.11 – AdPredictor execution time over concurrently admitted tenants

Figure 4.12 reports the link utilization for a single execution of a given tenant admission

threshold. It is evident that, while the individual tenant performance exhibits degradation,

the link utilization is enhanced as more tenants are being concurrently admitted to the cloud

platform.
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Figure 4.12 – Link utilization over concurrently admitted tenants
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Figure 4.13 illustrates the instantaneous “shuffle” bandwidth, during a single execution, when

N = 3 tenants have been scheduled concurrently due to bandwidth oversubscription. This

figure validates our measurements in figure 4.12, as, on average, more data is transferred over

the network link within a 1 second interval.
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Figure 4.13 – AdPredictor “shuffle” throughput with bandwidth oversubscription, N = 3 tenants

To conclude, the cloud provider has a strong incentive to oversubscribe at least N = 3 tenants in

this scenario, as it will double the link utilization with a relatively low impact on the individual

performance of the tenants’ jobs. The exact policy to be used to determine the trade-off

between link utilization and tenant performance may be determined by the cloud provider.

Eliminating non-network-related bottlenecks Due to the concurrent executions of multi-

ple distributed applications on the same physical compute node, we had run into a number of

non-network-related bottlenecks that we had to address:

• Hard disk: we observed that hadoop is writing to the local hard disk not only the

final output of the reduce tasks, but also the intermediate output of the map tasks.

Preliminary measurements with multiple tenants indicated an I/O bottleneck, which

affected our measurements. To address this issue, we decided to mount the entire

Hadoop Distributed File System (HDFS) on the memory, including the data-set and the

final output.

• CPU affinity: we observed that hadoop does not enforce any core affinity on the run-

ning map or reduce tasks, a mechanism left to the linux scheduler. Therefore, it was

commonplace to have the running map or reduce tasks being moved across multiple

cores, resulting in the loss of the instruction pipeline, as well as the warm L1/L2 caches,
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producing eventually inconclusive results. To address this issue, we developed a simple

scheduler utilizing the linux ������� tool, to “pin” each map and reduce task on an

unused CPU.

An alternative way to approach this issue would be to use Apache Hadoop YARN [5], a

subsequent Hadoop version, as the design goal of YARN is to improve resource utiliza-

tion by replacing map-reduce slots with containers [52].

4.3.6 Scenario 4: Enforcing Fairness

In this section, we are investigating the scenario where multiple tenants are contesting over

limited bandwidth resources to deploy their bandwidth-intensive applications. The cloud

provider is regulating the bandwidth provisioning between the tenants by operating the

mechanism described in §4.2.6. We have conducted a preliminary evaluation to demonstrate

the proof-of-concept of our proposal.

Experimental setup For the purposes of our evaluation, we have replicated the experimental

setup demonstrated in §4.3.5. In this scenario, we have limited the capacity of the network

link between the two compute nodes to 1,000 Mbit/sec.

Tenant requests Two tenants, referred to as “Alice and Bob,” are submitting the same ����	

application request to the cloud platform with the following characteristics:

• Two containers are being requested; we will assume that the two containers cannot be

allocated on the same physical compute node.

• An ����	 server and the respective client will be deployed on the two containers, re-

spectively.

• There are no specific bandwidth requests; the cloud provider will allocate as much

bandwidth as possible based on the bandwidth allocation scheme.

Results Figure 4.14 illustrates the results of our preliminary evaluation, presenting the

average bandwidth over the entire duration of each experiment. We are reporting the following

use-cases:

1. Alice is the only tenant with allocated resources on the testbed, running her ����	

application over the network link.

2. Both Alice and Bob have their resources allocated on the testbed, running their re-

spective ����	 applications over the same network link. No bandwidth management
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mechanism is employed, thus the TCP congestion control will administer the bandwidth

allocation between Alice and Bob.

3. Replicating use-case (2), with the aforementioned fairness mechanism in operation.
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Figure 4.14 – Enforcing fairness on ����� applications

As expected, when Alice is the lone scheduled tenant, she receives the entire bandwidth of the

network link. However, when both tenants are deployed, the TCP congestion control allocates

more bandwidth to Alice’s session, which had started at an earlier time than Bob’s respective

session. When we subsequently enable the fairness mechanism that both tenants are allocated

approximately 500 Mbit/sec on the shared network link. This is the expected behavior, as both

connections are allocated an equal weight WA =WB = 1
NX

+ 1
NY

= 1
1 + 1

1 = 2; therefore, half of

the link’s capacity is allocated to each connection. We conclude that in the absence of a “fair”

bandwidth allocation mechanism, the TCP congestion control mechanism will tend to favor

the existing connections over the newer ones, whereas a simple fairness enforcement will

result in a proper bandwidth allocation between different tenants.

4.4 Summary

In this chapter, we proposed a two-tiered approach to scheduling cloud resources: first, a

resource-agnostic layer makes scheduling decisions without relying on any resource-specific

semantics; second, a resource-specific layer enforces these scheduling decisions through

special infrastructure resource managers (IRMs), one per resource type. We focused on the

IRM responsible for network resources (IRM-NET), which plays two roles: (a) it informs the

resource-agnostic scheduler of the available bandwidth and latency of end-to-end paths

between compute nodes and implements the scheduler’s decisions; (b) it implements the

cloud provider’s general network-management policies, e.g., oversubscription or fair network

sharing. To evaluate IRM-NET, we used both benchmarking tools and realistic applications.

We experimented with scenarios where different tenants request bandwidth resources or
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latency constraints, and with scenarios where the cloud provider supports oversubscription

or fair network sharing. We showed that our approach enables cloud providers to (a) provide

bandwidth and latency guarantees to tenants sharing the same network links, and to (b)

implement useful general network-management policies.
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5 Conclusions

In this thesis, we have studied the problem of managing shared network resources on multi-

tenant cloud networks, in a way that exposes to tenants the illusion of an isolated network

exclusively under the tenant’s control.

Our work has been motivated by two challenges in resource management, stemming from the

increased demand for application migration to the cloud in recent years. First, storing access-

control rules (ACLs) within the operating system (OS) that hosts the tenant virtual machines

(VMs) or containers, despite being convenient, introduces unnecessary performance overhead

and security issues. Second, offering bandwidth and latency guarantees to end-users in the

cloud poses profound challenges, as cloud providers are allowing increased heterogeneous

resource support.

To address the challenge of storing ACLs in the cloud, we have developed a Top-of-Rack (ToR)

switch architecture that exposes the abstraction of a two-layered virtual flow table, composed

of: (i) a fast, but small data-path memory, acting as a flow rule cache; and (ii) a large, but slow

backing store accessible from the switch’s supervisor engine, which fits orders of magnitude

more rules than the switch’s physical flow table. We have showed that by deploying a simple,

practical heuristic to store in the limited cache memory the rules that recently matched

the most amount of traffic, we may attain fast packet-forwarding performance at line-rate

by keeping up to 95% of the traffic in the data-path. Our approach maintains the correct

forwarding behavior by resolving any challenges that rise from caching wildcard rules.

Furthermore, we have also proposed a two-tiered approach to scheduling cloud resources,

consisting of: (i) a resource-agnostic scheduling layer; and (ii) a resource-specific layer enforc-

ing the scheduling decisions. We have demonstrated that our architectures facilitates cloud

providers in providing bandwidth and latency guarantees to tenants sharing the same network

links, and in implementing useful general network-management policies, such as bandwidth

oversubscription or fair network sharing.

We consider the outcome of our extensive evaluations to be a favorable development for all the
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growing efforts in cloud computing: we conclude that when designing resource management

abstractions, flexibility does not necessarily preclude, but may facilitate performance.
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A Flow Rule Definitions and Notations

In this appendix we present the definitions and notations that we utilize throughout chapter 3.

All notations that we introduce are briefly illustrated Table A.1.

Notation Representation

R Flow Rule
d Number of fields in Flow Rule
Fi i -th field of Flow Rule, i ∈ [0,d ]
Ud the entire d-dimensional flow rule space
Sd

R d-dimensional space of Flow Rule R
R1 ∩R2 
= � Rules R1 and R2 overlap directly

P Ingress Packet
P ∈ R Packet P matches rule R

Table A.1 – Notations used in flow rule related context

A.1 Flow Rule Concepts

A flow rule is a set of actions applied to ingress packets. Flow rules are usually determined

by the network provider’s or administrator’s policy and may include forwarding a packet to a

designated egress port or dropping it. Rules are applied on flows, defined as a set of headers

characterizing a wide range of ingress packets. Flows are usually described by a tuple of header

fields, such as the 5-tuple: {source IP address, destination IP address, IP protocol, Transport

source port, Transport destination port}.

We formally define a flow rule R as a data structure composed of:

• A number of d ∈N+ fields, used to characterize the range of ingress packets that will

match with rule R. Rule fields are typically ranges of packet headers, such as the source

IP address or the source port of the transport protocol.
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• A series of k ∈N+ actions to be applied on the matching ingress packets. Examples may

include “forward the packet to egress port p”, “drop the packet” or “forward the packet

to the controller.”

We will interchangeably refer to flow rules as traffic rules. In this dissertation, we will not focus

further on rule actions, being outside of the scope of our work.

A.2 Flow Rule Fields

A flow rule R is composed of d fields F1,F2, . . . ,Fd , corresponding to d different packet headers,

such as the source IP address. Each rule field Fi is defined as a closed interval Fi = [a,b],

representing the range of the respective ingress packet header that should match with field Fi .

Example: a rule applying on all ingress packets originating from the network 10.0.42.0/24

has its respective source IP field set to Fsr cI P = [10.0.42.0,10.0.42.255]. ■

A.3 Rule Matching

We say that a packet P with headers f1, f2, . . . , fd matches a rule R with respective fields

F1,F2, . . . ,Fd , denoting it as P ∈ R, if and only if:

P ∈ R ⇐⇒ fi ∈ Fi , ∀i ∈ [0,d ]

Equivalently, we also say that a rule R is matched with a packet P or matches a packet P , if and

only if P matches R.

A.4 Flow Rule Hyperspace

The d-dimensional hyperspace Sd (or simply space) of a flow rule R denotes the entire range

of packets that may be matched with this rule and is defined as the Cartesian product of its d

fields:

Sd = F1 ×F2 ×·· ·×Fd

Throughout this document, we assume that all flow rules within the same context are com-

posed of the same d fields.

Example: assuming d = 2 and that rules are defined within the plane {source IP address,

destination IP address}, a rule defined simply as F1 = [10.0.0.0,10.255.255.255], i.e.,

defined to match all ingress packets originating from 10.0.0.0/8, will have its destination

IP address field implicitly set to F2 = [0.0.0.0,255.255.255.255]. Any other packet headers,
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such as the source MAC address, are ignored in this context. ■

We say that R is contained within the d-dimensional universe Ud ⊇Sd , defined as the hyper-

space representing the entire range of possible values of the d-tuple (F1,F2, . . . ,Fd ).

A.5 Overlapping Flow Rules

In this section, we will introduce the concept of overlapping flow rules, which have constituted

a considerable focus of our work.

A.5.1 Directly Overlapping Rules

We say that two flow rules Rx and Ry , with respective d-dimensional spacesSd
x andSd

y , overlap

directly, denoting it as Rx ∩Ry 
= �, if and only if:

Rx ∩Ry 
= � ⇐⇒ Sd
x ∩Sd

y 
= � ⇐⇒ Fx,i ∩Fy,i 
= �, ∀i ∈ [0,d ]

Rules that overlap directly will also be referred as directly overlapping rules.

Intuitively, we may visualize directly overlapping rules in the 2-dimensional space as two

rectangles on the 2D plane that overlap with each other, i.e., share a common surface. The

same concept applies on higher dimensions, where two rules overlap directly if they share a

common subspace. Ingress packets with headers contained within this shared subspace may

potentially match with either rule, in the absence of other priorities.

Example: consider the 2-dimensional plane {source IP address, destination IP address}

and two rules defined within it:

Rx : Fx,1 = [10.0.0.0,10.255.255.255], Fx,2 = [0.0.0.0,255.255.255.255]

Ry : Fy,1 = [0.0.0.0,255.255.255.255], Fy,2 = [42.0.0.0,42.255.255.255]

In other words, Rx is applied on all packets originating from network 10.0.0.0/8 and

Ry is applied on all packets destined to network 42.0.0.0/8. These rules are directly

overlapping, as the intersection of their respective hyperspaces is non-empty:

S2
x ∩S2

y = [10.0.0.0,10.255.255.255]× [42.0.0.0,42.255.255.255]

Packets originating from network 10.0.0.0/8 and destined to network 42.0.0.0/8 may

match with either rule Rx or Ry . ■
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Conversely, Rx ∩Ry =� denotes that rules Rx and Ry do not overlap directly, i.e.:

Rx ∩Ry =� ⇐⇒ Sd
x ∩Sd

y =� ⇐⇒ ∃i ∈ [0,d ] : Fx,i ∩Fy,i =�

A.5.2 Indirectly Overlapping Rules

We say that two flow rules Rx and Ry overlap indirectly if and only if m ∈N+ other rules Ri

exist, such that:

∃R1,R2, . . . ,Rm : Rx ∩R1 
= �
and Ri ∩Ri+1 
= �, i = 1,2, . . . ,m −1, if m > 1

and Rm ∩Ry 
= �

Rules that overlap indirectly will also be referred as indirectly overlapping rules. The trivial case

where m = 0 corresponds to Rx and Ry being directly overlapping rules. We do not consider

the trivial case in this dissertation; therefore, when we say that two rules overlap indirectly, we

assume that m > 0.

Intuitively, we may visualize two indirectly overlapping rules as a “chain” of directly overlap-

ping rules. For instance, rules Rx and Ry may not directly overlap with each other, but overlap

with a common “intermediate” rule Rz .

Example: consider the 2-dimensional plane {source transport port, destination trans-

port port} and three rules defined within it:

Rx : Fx,1 = [0,1023], Fx,2 = [0,65535]

Ry : Fy,1 = [8080,9000], Fy,2 = [0,65535]

Rz : Fz,1 = [0,65535], Fz,2 = [2000,3000]

We may see that Rx ∩Ry = �, but Rx ∩Rz 
= � and Rz ∩Ry 
= �, therefore Rx and Ry

overlap indirectly, but not directly. ■
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In this appendix we present in detail the definition of the tree node, developed for the software

table described in section §3.2.1, which we partition by executing the HiCut algorithm [24].

We call the entire tree the Packet Classifier. In particular, we illustrate:

1. A partial definition of the ��������	 class in listing B.1, developed in C++14, including

the relevant types and private members.

2. A detailed example of a root node and the contents of its private members.

Listing B.1 – Partial definition of the ��������	 class

1 
�����	 ���� �

2 
�����	 ��	���� �

3 
�����	 ��	���� �

4 
�����	 �����	�������� �� �	���	� ���� ����� ���� !!

5

6 ���� ��������	 "

7

8 ��#��$

9 �%% &#��	� '��(	� �	��	� ��	���

10 % )� 	���	������ �����* ��	 ���(	� ��	���

11 %  ��� ��	� ��� #	 ��	� �� �	���	 � ���	�����

12 % �� ��	 	����	 ��� ���	�����	�

13 %�

14 	��� ��	� "

15 �+ ,-��.� / 01

16 �+ ,-��2�34� 1 �� ���� +' ����	��

17 �+ ,-��2�-35 1 �� ���� +' ����	��

18 �+ ,-��2�'4.5. 1 �� +' �������

19 �+ ,-�5'�34� 1 �� ���� ��������� ����
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20 ����������	� 
 �� ��� �������� ����

21 �� ���� ��� �� �������� 
 ����
 ������� ��� �����

22  !

23 "��� �������� # ���$�! �� �$��

24

25 �%% &����� 	���$� '�������� ��"�������

26 % � ���� �������� �(� ��"������ �� � ���$� ���������

27 % ���� �$�����) $��� ��"�� *�$���+

28 % 	����� �$�����) ���(� ��"�� *����+

29 % ,����) -$��� 
 ���(�+

30 %�

31 "��� .�"����� # ��))���� / "���01�� 
 "���01�� 2!

32

33 �%% &����� 3��� (���������

34 % � ��� ����������� �(� (�������� �� �(� �����

35 % 4�� # ��������

36 % 5�$"� # -$��� 
 ���(�+

37 %

38 % 36��) 7� (�8� "��$�9�� �� ������� ��� 


39 % ������ �� �� "�������� ��� 


40 % � �������� ��� ��� ������

41 % ��� ��: "��"$ �� (�8� �(� �������� ��������

42 %�

43 "��� 	����.�; # ��))��� / �������� 
 .�"����� 2!

44

45 �� �����"���� ��� �"�$�� ���(�� ������� ��� ���$�����

46

47 ���8���)

48 �%% &����� �(� �(�$� ��� �����

49 % � ��� (�$���� (�������� �� �(� ����: �(�$�����

50 % �� �(� ���� �� �"��(�� ����������� ���� � ��������

51 % <��(�� �� ���� ��; 
 ������� �� &�"���������� 


52 % �(�� �(�$���� ��� ������� ����������� �(� ����������

53 % 4 # �(� $��� ��"�� �� �(� ����������

54 % 5 # ������� �� �(� �(�$� ����������� �(� ����������

55 % 7� ��� "��� � ��� 
 � �(�� $��="� ���"�

56 % �� $������(��� �����

57 %�

58 "��� �(�$���� # ��))��� /

59 "���01�� 
 ��))(�������� / >��"�3��� 2

60 2!

61
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62 ��� ������ 	
� ��������� ������

63 � � �������
� ���� ��� � ���
���� ��� ��������� �����

64 � ����������� � ���� �
���

65 ��

66 �
��� �����	
� �������
��

67

68 ��� ������ ��� �������
��

69 � �������
� �
 ��� ���
�� ��� ��������� �����

70 � ����������� � ���� �
���

71 �  � ��� �
 �������
� !! �����
�� �� ��� 
�" ��

72 � ���� �� � "��� �
���

73 ��

74 �������
� �����������
��

75

76 ��� ������ #�� ���"� $�� �������

77 � #�� �����" ����"�$�� �������

78 ��

79 ���"�$�� ���"���������

80

81 ��� ������ %
�� &��� '����

82 � �
������� (��� �"" �"
( ��"�� �� ���� �
��)�

����������

83 � #�� �

� �
�� �
"�� ��� ������ ��"� *����

84 � &��� �
�� �
"�� ��� ������ 
� ��� ������ )� ��"��

85 � ���� �
��"���� (��� ��� 
(� +����� �
�+�

86 � #��� "��� �� �� �"����� 
� �
� *"��� �
����

87 ��

88 ���!!,���
� - ."
(&��� / ��������

89 0�

Example: consider a root node covering the entire 2-dimensional hyperspace “{IP source

address, IP destination address}”. The HiCut algorithm has partitioned the root node in 4

segments, along the destination IP addresses 64.0.0.0, 128.0.0.0 and 192.0.0.0. The root node

will hold the following data:

1 �������
� 1 2

2 2 . &'��%3��4� � 2 5� 67 -- 879 0 0�

3 2 . &'��%3���# � 2 5� 67 -- 879 0 0�

4 0�

5 �����������
� 1 . &'��%3���#�

6 ���"�������� 1 2

7 2 5�55555555 � �
�������
����"��5 0�

8 2 5�:5555555 � �
�������
����"��; 0�
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9 � ���������� � ���	
��
������� ��

10 � ���������� � ���	
��
������� ��

11 �

The children nodes will hold the following respective data in their �������� variables:

1 ��������� � �

2 � ����� !"#� � � � � $� %% ��& � ��

3 � ����� !�"' � � ���������� � ��(������� � ��

4 �)

5 ��������� � �

6 � ����� !"#� � � � � $� %% ��& � ��

7 � ����� !�"' � � ��(������� � ���������� � ��

8 �)

9 ��������� � �

10 � ����� !"#� � � � � $� %% ��& � ��

11 � ����� !�"' � � ���������� � ���������� � ��

12 �)

13 ��������( � �

14 � ����� !"#� � � � � $� %% ��& � ��

15 � ����� !�"' � � ���������� � $� %% ��& � ��

16 �)

■
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