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Abstract 
One fifth of the electricity consumption of Swiss buildings is due to electric lighting. Integrated control of sun 

shading and artificial lighting can mitigate this demand while maintaining user comfort. However, the drawback 

of existing building control approaches is that they do not consider one of the main aspects of human-centric 

lighting: visual comfort. 

 

The goal of this doctoral thesis is to develop an integrated energy efficient sun shading and electric lighting 

control system that incorporates widely accepted visual comfort criteria and privileges daylighting over electric 

lighting. 

 

The first part is dedicated to High Dynamic Range (HDR) vision sensor calibration, programing, validation and 

preliminary testing. A sensor originally developed by the Centre Suisse d’Electronique et de Microtechnique 

(CSEM) was photometrically, spectrally and geometrically calibrated and validated with respect to reliable 

illuminance and multi-point luminance meters. This HDR vision sensor was then equipped with an embedded 

image processing routine in order to assess ‘on the fly’ discomfort glare indices. It has been demonstrated that 

the developed device, is able to serve as an enhanced visual comfort feedback sensor in building automation 

systems. On the other hand, it can be employed to characterize highly glazed facades and workspaces regarding 

visual comfort and glare risks, as demonstrated in a project in Singapore. 

 

Three monitoring campaigns are reported in the second part of this thesis. 

 

Firstly, 30 human subjects occupied two identical office rooms of the LESO solar experimental building for 15 

afternoons to compare the performance of a fuzzy logic control system incorporating two HDR vision sensors 

with respect to a ‘best-practice’ controller. Subjective self-reported visual comfort surveys, paper- and computer-

based visual tests and monitoring of the electric lighting consumption were carried out simultaneously in both 

offices. It was shown that the electricity demand of the office with the advanced controller is 32% lower than 

that of the reference room, while the subjects’ visual performance remained comparable. 

 

Secondly, an eight-month data monitoring campaign was carried out in the same building in order to study the 

ability of a novel control approach to maintain optimal visual and thermal comfort conditions while reducing the 

energy performance gap of a room as well as its electric lighting demand. The experimental results showed that 

the advanced controller mitigated the performance gap during the heating season by 72% with regard to 

standard occupant behavior and by 19% with respect to a best-practice automated system. This system reduced 

backup heating demand leading to lower CO2 gas emissions. At the same time, visual comfort constraints 

regarding Daylight Glare Probability (DGP) and workplane horizontal illuminance were respected during work 

hours. 

 

Finally, a self-commissioning integrated controller for Venetian blinds enhanced with a learning module was 

developed and validated for 22 days in a daylighting testbed at the Fraunhofer Institute for Solar Energy (ISE) in 

Freiburg, Germany. It has been shown that the visual comfort constraints are respected for 96% of the work 

hours and that the controller can successfully limit the number of shading movements. 

 

The market potential for HDR vision sensors and integrated control platforms has been studied and possible 

commercialization tracks have been identified. 

 

Keywords: building automation, fuzzy logic based controller, HDR vision sensor, human-centric approach, self-

commissioning smart buildings, visual comfort, performance gap, photometric calibration, solar energy. 
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Resumé 
Un cinquième de la consommation électrique des bâtiments Suisses est due à l’éclairage artificiel. Ainsi, le 

contrôle intégré des protections solaires et de l’éclairage artificiel peut atténuer cette demande tout en 

préservant le confort de l’utilisateur. Cependant, l’inconvénient des approches actuelles de contrôle des 

bâtiments réside dans l’absence d’un aspect essentiel de l’éclairage centré sur l’humain : le confort visuel. 

L'objectif de cette thèse de doctorat est de développer un système de contrôle de stores et d'éclairage, intégré 

et à faible consommation, qui utilise des critères de confort visuel reconnus, et privilégie la lumière naturelle à 

l’éclairage artificiel. 

La première partie de la thèse est consacrée à la calibration, programmation, validation et test préliminaire d’un 

capteur visuel High Dynamic Range (HDR). Un capteur, développé par le Centre Suisse D’Electronique et de 

Microtechnique (CSEM), a été utilisé, calibré d’un point de vue photométrique, spectral et géométrique, et validé 

sur la base de mesures d’éclairement et de luminance multipoint. Ce capteur HDR a été équipé d’un 

microprocesseur permettant un traitement de l’image, afin d’obtenir des indices d’éblouissement d'inconfort à 

la volée. Il a été démontré que cet appareil peut offrir un retour d’information au sein d’un système de contrôle, 

mais aussi fournir des indications quant au confort visuel et risque d’éblouissement dans le cas de facades et 

d’espaces de travail vitrés. 

Dans la deuxième partie, une première expérience rassemblant 30 sujets dans deux bureaux identiques (de 

référence et avancé) prit place au sein du bâtiment expérimental du LESO durant 15 après-midis, afin de tester 

un système de contrôle à logique floue utilisant deux capteurs visuel HDR par rapport à un contrôleur référence 

dans l’état de l’art. Les sujets ont été soumis à des questionnaires et à des tests visuels, à la fois papier et assistés 

par ordinateur. La consommation liée à l’éclairage a été par ailleurs mesurée pendant ces tests. Les résultats 

démontrèrent que le contrôleur avancé diminue la consommation, en préservant un confort visuel comparable 

à celui offert par le contrôleur de référence. 

Une deuxième expérience de huit mois a été conduite dans le même bâtiment afin de tester une nouvelle 

approche de contrôle visant à conserver des conforts visuel et thermiques optimaux tout en réduisant l’écart de 

performance énergétique et la consommation liée à l’éclairage au sein d’un bureau. Les résultats ont montré que 

le contrôleur avancé a, pendant la saison de chauffage, atténué l'écart de performance par rapport un utilisateur 

standard de 72% et un contrôleur de référence de 19%. De plus, les contraintes visuelles relatives au Daylight 

Glare Probability (DGP) et à l’éclairement sur le plan de travail horizontal furent respectées pendant la présence 

de l’occupant.  

Enfin, un régulateur de stores vénitiens adapté aux caractéristiques du bureau et doté d’un module 

d’apprentissage a été développé et validé pour 22 jours au sein d’un banc d’essai de lumière naturelle de l’Institut 

pour L’Energie Solaire de Fraunhofer (ISE), à Fribourg, en Allemagne. Il a été démontré que les contraintes de 

confort visuel sont respectées pendant les heures de travail et que le contrôleur parvient à limiter les 

mouvements des stores.  

Le potentiel commercial des capteurs de vision HDR et des plates-formes de contrôle intégrées a été étudié et 

des voies de commercialisation possibles ont été identifiées. 

Mots-clés : approche centrée sur l'humain, automatisation du bâtiment, capteur de vision HDR, contrôleur à la 

base de logique floue, bâtiment intelligents, confort visuel, l'écart de performance, calibrage photométrique, 

énergie solaire. 
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 چکیده

الکتریکی  گیر و روشنایینه آفتابساما باشد. کنترل یکپارچهمی به روشنایی های سوئیس مربوطیک پنجم از انرژی مصرفی در ساختمان

 اصلی هایجنبه از یکی موجود، ارخودک سامانه در حاضر، حالِ در اما. باشد ثرساکنین مو میتواند در کاهش مصرف انرژی و حفظ راحتی

 .یبصر راحتی: است نشده گرفته نظر در ساکنین راحتی

 انرژی مصرف کاهش جهت در روشنایی و آفتابگیر یکپارچه برای کنترل سامانه کارخود هدفِ این رساله دکترا، طراحی و ساختِ سامانه

 .یشودرشید به نور الکتریکی محقق مخو نور بر بخشی مزیت طریق از کار این. شود حفظ بصری راحتی اینکه ضمنِ است،

با دامنه دینامیک بالا تخصیص  بصریر ط به حسگهای اولیه مربوبرنامه نویسی، ارزیابی و تست قسمت اول این رساله به کالیبره کردن،

از لحاظ  دانشگاه ( تولید شده و در آزمایشگاهCSEMداده شده است. این حسگر توسط مرکز میکروتکنیک و الکترونیک سوئیس )

ر در مرحله بعد حسگ فتومتریک، طیفی، هندسی کالیبره شده است و نسبت به لوکسمتر و لومینانس متر مرجع ارزیابی گردیده است. این

همگونه که در پروژه  .و ارسال نمایدبصری را ارزیابی  ی راحتیمجهز به سامانه پردازش تصویر شده است که میتواند به صورت لحظه

های بزرگ کاربرد های هوشمند با پنجرهساختمان در بصری راحتی ارزیابی برای مخصوصاً این دستگاه نوین ،سنگاپور نشان داده شده است

 .دارد

 :آزمایش مجزا انجام شده است در قسمت دوم این رساله، سه

دیم. این افراد دو سامانه ، استفاده کرLESOبعد از ظهر در دو دفتر یکسان، در ساختمان آزمایشگاه  ۱۵نفر در طول  ۳۰در آزمایش اول، از 

 دوبر منطق فازی که  بتنیمسامانه کنترلی پیشرفته ( ۲ار، بهترین سامانه کنترل موجود در باز( ۱را مورد ارزیابی قرار دادند:  خودکار

های مخصوص نظرات خود را اعلام حسگر با دامنه دینامیک بالا را در خود جا داده است )موضوعِ رساله(. آنها از طریق ثبت در فرم

 در انرژی مصرف که داد نشان آزمایش این. است شده گیری اندازه دفتر دو در شده مصرف انرژی میزان همزمان، اینکه ضمن  میکردند.

 .دبصری یکسان ارزیابی شده ان احتیاینکه دو دفتر از لحاظ ر و کاهش داشته است %۳۲ته نسبت به دفتر دوم پیشرف دفتر

راهم گرمایی و بصری را ف ماه یک سامانه کنترلی جدیدی را آزمایش کردیم که شرایط بهینه برای راحتی ۸ی در قسمتِ دوم آزمایش، ط

 انرجتیکی عملکرد شکاف کاهش به قادر پیشرفته سامانه که داد نشان آزمایش نتایج  مصرف انرژی گرمایشی را کاهش میداد. ومیکرد 

 .نسبت به سامانه بروز موجود در بازار بوده است %۱۹دازه ساکن در ساختمان، و به ان نسبت به یک فرد معمولی %۷۲ اندازه به ساختمان

اه اندازی سامانه ر، روند نصب و ذکر شده هایایی، با استفاده از سامانه هوشمند )هوش مصنوعی( ضمن حفظ قابلیتدر قسمتِ نه

ورد آزمایش قرار مدر آلمان  Fraunhofer خورشیدی انرژی سسهروز در مو ۲۲ برای سامانه این  اتوماسیون به صورتِ خودکار در آمد.

ی نصب و راه اندازی را برا روند بصری برآورد شده است. این قابلیت هوشمند، ش، الزامات راحتیطول آزمای %۹۶گرفت و نشان داد که در 

 .مصرف کننده اقتصادی خواهد کرد

 مراحل برای راه نقشه و انجام شده است پروژه ماسیون از طریق شرکای صنعتیکردنِ این سامانه اتو مطالعات اولیه بازار برای صنعتی

 .است هگردید ترسیم آینده

 محور، انسان ویکردر ،با دامنه دینامیک بالا  بصریحسگر  فازی، منطق بر خودکار مبتنی سامانه ساختمان، اتوماسیون: واژگان کلید

 .خورشیدی انرژی فوتومتریک، کالیبراسیون ،ساختمان انرجتیکیعملکرد  شکاف بصری، راحتی ، هوشمند ساختمان
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Nomenclature 
Photometric/radiometric quantities 

𝑬𝒅 [𝒍𝒙] direct vertical illuminance at the eye as a result of all glare sources  

𝑬𝒅𝒆𝒔𝒌 [𝑙𝑥] horizontal illuminance at the work plane  

𝑬𝒊 [𝑙𝑥] indirect illuminance at the eye level 

𝑬𝑽 [𝑙𝑥] vertical illuminance captured by HDR vision sensor (VIP)  

𝑮𝑺𝒏𝒐𝒓𝒎𝒂𝒍𝒊𝒛𝒆𝒅(𝜽) [−] 
normalized grayscale value of a pixel w. r. t. the grayscale value of the 
pixel at image center  

𝑴𝒍𝒖𝒎 [𝑐𝑑.𝑚−2] luminance map  

𝒎𝒍𝒖𝒎(𝒙, 𝒚) [𝑐𝑑.𝑚−2] 
luminance of the pixel located at the coordinates (x, y) on the luminance 
map 

𝑴𝒈𝒓𝒆𝒚𝒔𝒄𝒂𝒍𝒆 [−] grayscale map, raw output from HDR vision sensor (VIP or IcyCAM)  

𝒎𝒈𝒓𝒆𝒚𝒔𝒄𝒂𝒍𝒆(𝒙, 𝒚) [−] grayscale value of the pixel located at the coordinates (x, y)  

𝑴𝒈𝒍𝒂𝒓𝒆_𝒑𝒊𝒙𝒆𝒍 [−] 
glaring pixel map: categorizing pixels in glare source and background 
images 

𝒎𝒈𝒍𝒂𝒓𝒆_𝒑𝒊𝒙𝒆𝒍(𝒙, 𝒚) [𝑏𝑖𝑛𝑎𝑟𝑦] value of glaring pixel map at coordinates (x, y)  

𝑴𝒈𝒍𝒂𝒓𝒆_𝒑𝒊𝒙𝒆𝒍 [−] 
glare source map, designating glare source index to each pixel of an 
image 

∑𝑳𝒔 [𝑐𝑑.𝑚−2] sum of the luminance of all glare sources  

∑𝝎𝒔 [𝑠𝑟] solid angle subtended by all the glare sources  

∑(𝑳 ∙ 𝝎)𝒔 [𝑐𝑑.𝑚−2. 𝑠𝑟−1] luminance of all the glare sources, pixel-wise weighted by solid angle  

𝚿𝒍𝒖𝒎(𝑮𝑺) [𝑐𝑑.𝑚−2] conversion function derived by photometric calibration  

𝑳𝑽𝑰𝑷 [𝑐𝑑.𝑚−2] 
luminance measured by a reference sensor corresponding to a pixel of 
image captured by VIP  

𝑳𝒂𝒗𝒆𝒓𝒂𝒈𝒆 [𝑐𝑑.𝑚−2] average luminance of a luminance map  

𝑹𝑽𝑰𝑷 [𝑊.𝑚−2. 𝑠𝑟−1 ] 
radiance measured by a reference sensor corresponding to a pixel of 
image captured by VIP  

𝑺𝒓𝒂𝒘(𝝀) [−] uncorrected spectral sensitivity of VIP  

𝑺(𝝀) [−] corrected spectral sensitivity of VIP 

𝑻𝒈𝒍𝒂𝒓𝒆 [𝑐𝑑.𝑚−2] threshold for glare pixel identification  

𝑽𝑽𝑰𝑷(𝒅𝒑)  
vignetting correction factor as a function of distance [𝑝𝑖𝑥𝑒𝑙] from image 
center 

 
Discomfort glare quantities 

𝑫𝑮𝑰 [−] Daylight Glare Index  

𝑫𝑮𝑷 [−] Daylight Glare Probability  

𝑫𝑮𝑷𝒓𝒆𝒇 
[%] threshold value between visual comfort and discomfort zone based on 

𝐷𝐺𝑃  

𝑪𝑮𝑰 [−] CIE Glare Index 

𝑼𝑮𝑹 [−] CIE’s Unified Glare Rating System 

 
 

Polar and solid angles and pixel coordinates 

𝜶𝒉 
[°] horizontal angle of light connecting observer’s view point to an object, 

measured with respect to the line of sight  

𝜶𝒗 
[°] vertical angle of light connecting observer’s view point to an object 

measured with respect to the line of sight  

𝜶𝑽𝑰𝑷 [°] angular distance from the optical center of the image captured by VIP  

𝝈 
[°] angle between line of sight and line from observer’s point of view to an 

object  

𝒅𝒑 [𝑝𝑖𝑥𝑒𝑙] distances from center of an image captured by VIP 

𝑯𝒊𝒎𝒂𝒈𝒆 [𝑝𝑖𝑥𝑒𝑙] height of an image captured by an HDR vision sensor  
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𝑯 [𝑝𝑖𝑥𝑒𝑙] vertical distance between glare source and view direction  

𝑫 [𝑚] distance of the observer’s point of view to plane of source in view direction 

𝝎(𝒙, 𝒚) [𝑠𝑟] solid angle of pixel at coordinates (x, y)  

𝝎𝒔 [𝑠𝑟] solid angle subtended by the source 𝑠  

𝛀𝒔 [𝑠𝑟] 
solid angle subtended by the source, modified by the position of the 
source  

𝝉 [°] angle from vertical of plane containing source and line of sight  

𝑾𝒊𝒎𝒂𝒈𝒆 [𝑝𝑖𝑥𝑒𝑙] width of an image captured by an HDR vision sensor 

𝑿𝑳, 𝑿𝒓, 𝒀𝒕, 𝒀𝒃 [𝑝𝑖𝑥𝑒𝑙] distances from center of the image captured by an HDR vision sensor 

𝒀  horizontal distance between glare source and the view direction 

 
Energy Quantities 

𝑭�̃�(𝒊) [%] monthly averaged solar gain utilization factor for scenario 𝒊  

𝑭𝑼𝒊 [%] solar heat gain utilization factor for scenario 𝑖  

𝒈 [−] solar energy transmittance of a double glazing  

𝑮𝑽𝑺 [𝑊.𝑚−2] global vertical irradiance on the facade of a building 

𝑷𝒆𝒍,𝒏𝒐𝒓𝒎 [𝑘𝑊ℎ] electric lighting energy consumption, normalized to the occupancy rate  

𝑸𝑵 [𝑘𝑊ℎ] net heat demand of a building to compensate for thermal losses  

𝑸𝑭 [𝑘𝑊ℎ] thermal losses through the facade of a building 

𝑸𝒄 [𝑘𝑊ℎ] backup heating needs 

𝑸𝑺𝑼 [𝑘𝑊ℎ] useful solar gain through the facade of a building 

𝑸𝒐 [𝑘𝑊ℎ] metabolic heat gain from the occupant(s) of a building  

𝑸𝒗 [𝑘𝑊ℎ] heat exchange of an office room with its neighboring offices  

𝑸𝒆 [𝑘𝑊ℎ] heat exchange with the outdoor through the air change 

𝑸𝑳 [𝑘𝑊ℎ] 
heat gain from the lighting system and other electric appliances (i.e. 

computers)  

𝑸𝒑 [𝑘𝑊ℎ] potential solar gain through the windows of a building  

𝑺𝒕 [𝑚2] maximum equivalent capture surface of window for solar gain  

 
Automation symbols 

𝑨 [𝒎𝟐] surface area of the window pane of one office room  

𝑨𝒄𝒕𝒗,𝒕 [−] the decision regarding the relative priority of visual and thermal comfort 

𝜶𝒄 [−] 
electric lighting dimming level ratio between after and after applying 
dimming command 𝑐 

𝜶𝒓𝒆𝒇 [°] reference sun azimuth, used for determining the time of experiments 

𝜶𝒓𝒆𝒒 [−] 
required combination of dimming ratios 𝛼𝑐  to change the lighting level 
from 𝛾𝑐𝑢𝑟𝑟𝑒𝑛𝑡  to 𝛾𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑  

�̂�𝒔𝒘 [°] relative sun azimuth with respect to the workstation orientation 

�̂�𝒇 [°] relative sun azimuth of the sun with respect to the facade orientation 

𝒂𝒄𝒕𝒇 [−] final decision of the command filtering system 

𝒃 [−] 
relative electric lighting power consumption while the lighting is in the 
minimum dimming level status 

𝜷𝒄𝒄𝒖𝒕 [°] critical slat angle of the venetian blinds obtained by “cut-off” method 

𝜷𝒄𝑨𝑹𝑺𝑨 [°] 
critical slat angle of the venetian blind obtained by “anti-reflection slat 
angle” method 

𝑩𝒕 [𝑔𝑟𝑒𝑦𝑠𝑐𝑎𝑙𝑒] background map in presence detection algorithm at current time step 𝑡  

𝑪𝒑 [𝐾𝐽. 𝐾−1. 𝐾𝑔−1] 
Specific thermal capacity of the indoor air at 25° and 1𝑎𝑡𝑚 for constant 
pressure  

𝑫𝑸 [−] 
geometry-based controller’s decision quality (overaction, underaction or 
acceptable) 

𝜹𝒔 [°] 
angular deviation of the edge of a slat of a venetian blind w.r.t. to its 
middle point due to its curvature 

𝝈𝒑,𝒕 [𝑔𝑟𝑒𝑦𝑠𝑐𝑎𝑙𝑒] covariance value of pixel 𝑝 and time 𝑡 of background image  
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𝒅𝑮𝒑,𝒕 [𝑔𝑟𝑒𝑦𝑠𝑐𝑎𝑙𝑒] 
distance between the value of pixel 𝑝 captured at time step 𝑡 and the 
same pixel from the background map from previous step (𝐵𝑡−1) 

𝝐𝒓𝒆𝒍𝒂𝒕𝒊𝒗𝒆 
[−] 

relative error to quantify the accuracy of VIP luminance and illuminance 
readings 

𝜼 [%] monthly occupancy rate of an office room 

𝑮𝒇𝒊𝒕 [%] indicator of goodness of fit between test and reference data  

𝑮𝑺 [−] gray-scale values for pixels of images captured by an HDR vision sensor 

𝒉𝒔𝒖𝒏 [°] sun height measured from the horizontal plane at the observation location 

�̅� [−] monthly average shading opening fraction  

𝜸𝒍𝒊𝒈𝒉𝒕 [−] status of electric lighting system  

𝜸𝒅𝒐𝒘𝒏 [−] opening fraction of the roller shading of normal window  

𝜸𝒕𝒐𝒑 [−] opening fraction of the roller shading of anidolic window 

𝜸𝒅𝒐𝒘𝒏𝒄𝒖𝒓𝒆𝒏𝒕 [−] current opening fraction of the roller shading of normal window  

𝜸𝒕𝒐𝒑𝒄𝒖𝒓𝒆𝒏𝒕
 [−] current opening fraction of the roller shading of anidolic window  

𝜸𝒓𝒆𝒔𝒊𝒓𝒆𝒅 [−] desired electric lighting dimming level  

𝜸𝒕(𝒐𝒃𝒋) [−] status (presence, absence) of the object 𝑜𝑏𝑗 at current time step 𝑡 

𝜸𝒑𝒓𝒆𝒔𝒆𝒏𝒄𝒆 [𝑏𝑖𝑛𝑎𝑟𝑦] occupancy status in an office room  

𝑰𝒕 [𝑔𝑟𝑒𝑦𝑠𝑐𝑎𝑙𝑒] raw image, grayscale map captured by vision sensor at time step 𝑡  

𝝁𝒑,𝒕 [𝑔𝑟𝑒𝑦𝑠𝑐𝑎𝑙𝑒] average value of pixel 𝑝 and time step 𝑡 of background image  

𝑴𝑬𝒕 [𝑏𝑖𝑛𝑎𝑟𝑦] moving edge matrix in presence detection algorithm  

𝑴𝑴𝒕 [−] moving mask matrix at time step 𝑡 in presence detection algorithm 

𝝁𝜷 
[−] 

memory parameter of the learning module for the venetian blind’s slat 
angle 

𝝁𝑷 
[−] 

memory parameter of the learning module for the venetian blind’s 
position 

𝑶𝒔𝒉 [𝑐𝑚] 
height of the lowest slat of the venetian blind measured from the floor of 
the office 

𝜸𝒔𝒉𝒂𝒅𝒊𝒏𝒈 [−] roller shading opening fraction 

𝑷𝒔 [−] Guth’s position index for source 𝑠 

𝑷𝑮𝒖𝒕𝒉(𝝉, 𝝈) [−] Guth’s position index for a pixel located at coordinate (𝜏, 𝜎) 

𝑷(𝜸𝒑𝒓𝒆𝒔𝒆𝒏𝒄𝒆) [−] probability of the office occupancy 

𝑷𝑴𝑴𝒑,𝒕 [𝑏𝑖𝑛𝑎𝑟𝑦] primary motion mask for pixel 𝑝 at time step 𝑡  

𝝅𝒕(𝒐𝒃𝒋) [%] presence probability of object 𝑜𝑏𝑗 at time step 𝑡 

𝒓𝒃𝒍𝒐𝒃 [𝑝𝑖𝑥𝑒𝑙] searching radius for forming blobs from the moving edges  

𝝆 [𝐾𝑔.𝑚−3] density of the air  

𝝆𝒓𝒆𝒔𝒑𝒆𝒄𝒕 [−] Visual comfort constraints respect ratio  

𝝆𝒊𝒏𝒄𝒓𝒆𝒂𝒔𝒆 [−] 
multiplier to increase the probability upon confirming the presence of a 
tracked object in presence detection algorithm  

𝝆𝒅𝒆𝒄𝒓𝒆𝒂𝒔𝒆 [−] 
multiplier to decrease the probability upon confirming the presence of a 
tracked object in presence detection algorithm 

𝓡 [−] reliability of the outcome of the Fuzzy Inference System (FIS) 

RGBE [−] image format by Gregory Ward, 4 values: red, green blue and exponential  

RMSE [%] Root Mean Square Error between predicted/modeled and measured data  

SEM [−] Standard Error of Mean for 95% confidence interval 

𝑺𝒙 [−] Geometry-based control action 𝑥 

𝑻 [ℎ] total duration of the measurement campaign 

𝑻⊥ [−] light transmittance of window glazing 

𝑻𝒊𝒏, 𝑻𝒐𝒖𝒕 [°] indoor and outdoor air temperature  

𝑻𝒂𝒓𝒓𝒊𝒗𝒂𝒍 [𝑠] 
time interval between the time of arrival of an office occupant and the 
time of being detected as a presence object 

𝑻𝒓𝒆𝒎𝒆𝒎𝒃𝒆𝒓 [𝑠] 
time interval between the time of departure of an office occupant and the 
time of being classified as an absent object 

𝝉𝒉𝒐𝒕 [°C] upper threshold for prioritizing thermal comfort controller  

𝝉𝒄𝒐𝒍𝒅 [°C] lower threshold for prioritizing thermal comfort controller 

𝝉𝒅𝒊𝒔𝒕𝒂𝒏𝒄𝒆 [𝑝𝑖𝑥𝑒𝑙] 
threshold for detecting the edges based on the distance between the new 
readings and the background image  



 
 

xiv 
 

𝝉𝒆𝒅𝒈𝒆 [𝑝𝑖𝑥𝑒𝑙] 
threshold for detecting moving edges based on consecutive image 
subtraction  

𝝉𝒑𝒓𝒆𝒔𝒆𝒏𝒄𝒆 [−] 
threshold above which an object is labeled as present in presence 
detection algorithm 

𝝉𝒂𝒃𝒔𝒆𝒏𝒄𝒆 
[−] 

threshold below which an object is labeled as absent in presence detection 
algorithm 

𝑼 [𝑊.𝑚−2. 𝑘−1] thermal transmittance of the entire window (glazing and frame) 

𝑽 [𝑚3] volume of the air in an office room  

𝒚𝟎 [−] value of fuzzy inference output  
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Chapter 1 

1. Introduction 

1.1. Buildings  

As man became biped, during the Old Stone Age 2.5 million years ago, he started looking for some comfort and 

protection in caves and began to build crude shelters. A building as a shelter represents a physical division of the human 

habitat, i.e. a place of comfort and security, at times where the outside may be severe and harmful. Ever since, housing 

conditions have been one of the main concerns of humans, and who thrived to improve the indoor comfort by 

discovering new tools.  

Buildings, as a principal element of urban ecosystems, engage stakeholders from different sectors of society during their 

life cycle: policy makers, architects, engineers, building constructors/manager, and of course, building occupants. Each 

agent influences this cycle for a period of time and advocates its own priorities (Section 1.2), which in most of the cases 

are in contradiction with the ones of the other agents. The building user, however, is the last to join this cycle. At this 

time, it is too late to intervene with building settings in a systematic way if the building does not fulfill its main purpose: 

to provide a comfortable and safe environment to its occupants.  

Ergo, it is indispensable to adopt a “human centric” approach from the beginning of a building’s life cycle, i.e. starting 

with the needs and concerns of people for whom the building is designed for, and ending with novel solutions that suit 

their needs. Only in this way may we finally reach the optimal solution (e.g. the Pareto front of a multi-objective 

function), satisfying the occupant and fulfilling the priorities of all stakeholders. 

In this doctoral thesis, a human-centric approach is chosen in order to empower the building automation scheme with 

smart control systems integrating novel visual comfort sensors. This chapter takes the reader step by step through the 

thought process of the writer in understanding the problem and in grasping the motivation behind this research activity. 

1.2. Building Stakeholders 

From the policymakers’ point of view, it is important to reduce the carbon footprint of buildings and consequently 

reduce their energy consumption as well as national dependency on imported energy carriers. The Swiss Federal Council 

announced in 2011 its decision to withdraw from nuclear energy on a step-by-step basis. Thereafter, the Swiss 

parliament adopted a resolution to mandate the Swiss Federal Office of Energy (SFOE) to elaborate the new Energy 

Strategy 2050 for the country. The outlined strategy urges for energy efficiency in different domains of activities, 

including the building sector. Their decision is partially based on the facts that buildings account for more than one third 

of the whole primary energy demand in the Western World and are also responsible for more than 30% of CO2 

emissions [1], [2]; more on this topic will be discussed in Section 2.4.2. Electric lighting can represent up to one third of 

the electricity needs in office buildings [3], [4]. This figure might not be generalizable to the entire building sector. 
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However, there is a consensus among building energy actors, including scientists, engineers and lighting designers, that 

developing energy efficient lighting systems is noticeably important [5].  

Policymakers incentivize building constructors to design buildings as energy efficient as possible. However, as the 

occupant enters a building for the sake of maintaining his visual and thermal conditions in a comfort zone, s/he interacts 

with the Heating, Ventilation and Air Conditioning (HVAC) system, electric lighting and shading systems. Offering a 

comfortable environment usually lessens the energy performance of the building in comparison with the predictions of 

designers. This discrepancy between real and predicted energy performance of the building is called the “performance 

gap”. A recent study on 26 recently retrofitted post-war buildings in Geneva shows that the main causes of the 

performance gap are related to the quality of execution, operation and user behavior (both occupant and energy 

operator) [6]. Occupants typically have an even greater impact on passive buildings because of the active role that they 

may take in optimizing their own comfort [7]. All subjects observed in a study by Reinhart et al. [8] in 10 daylit offices 

for 10 months used their blinds to avoid direct sunlight being consistently above 50 𝑊.𝑚−2, and incoming solar gains 

above 450 𝑊.𝑚−2. One of the indicators of the performance gap of the building is a factor named Utilization Factor of 

the solar gain (𝐹𝑈) suggested by Scartezzini et al. [9]. 𝐹𝑈 indicates the portion of potential solar gain that is effectively 

collected through the facade and used by the building. The higher this portion is, the more energy efficient the building 

is. This factor will be detailed in Section 5.3.6.3. 

The notion of human comfort varies considerably from person to person. Gender [10], age [11], [12] and ethnic 

background [13], [14] are among the factors that may influence an occupant’s visual and thermal comfort zone. In other 

words, in spite of ample literature of recent years on the concept of thermal [15], [16] and visual [17] comfort, there 

are several evidences of considerable interpersonal differences [18], [19]. 

The following question may be raised regarding the manual control of shading and electric lighting: if occupants are the 

best managers of their own lighting and shading systems, then why not let them themselves control these systems in 

their built environment? Lindelöf once answered this question in an unfavorable way: we humans are hedonistically 

lazy. In another words, we do not mind small levels of discomfort, in the pursuit of net pleasure (pleasure minus pain), 

especially if the alternative is to continuously adjust a shading device [20]. O’Brien et al. [21] stated that occupants are 

not illogical and irrational but rather that they attempt to restore their comfort in the easiest possible way. Several 

studies have demonstrated, however, that building occupants are usually poor in making appropriate usage of daylight 

by controlling the blinds at their disposal [22]. Three office rooms monitored in central London were found with 

occupants leaving on average 40% of the building’s glazed area occluded by their venetian blinds, without any obvious 

correlation with the available sunlight. Nonetheless, the building users very likely reject automated shading devices and 

electric lighting, if visual comfort and performance is not maintained in the working space and if amendments of shading 

positions and/or lighting levels are too numerous. 

  
Figure 1.1 − Example of fully deployed roller blinds on the shaded facade, demonstration of deficiency of manual 

control (adopted from a presentation by Kostro, Dentistry university of Zurich [23]). 

Moreover, Paule et al. [24] showed that manual controllers of sun shading systems are very few and poorly used in 

office rooms: less than 1.7 movement blinds/week regardless of the orientation or season were observed on an 

administrative building of the EPFL Science park. Another reason to believe that the occupants are basically lazy in using 
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shading devices is based on a study by Suter et al. [25] that monitored the use of venetian blinds in eight office rooms 

over 30 weeks, assessing the condition of the blinds every 15 minutes. He found that the use of shading devices depends 

on how accessible the controls and their actuation system are (manual or motorized). This finding was recently 

confirmed by Sadeghi et al. [26], who conducted a field study in four south facing offices with 147 office occupants over 

40 days with four shading and dimmable lighting control interfaces. The tendency to use daylight in office rooms with 

easy-to-access control is relatively higher than in offices with low level of accessibility. This fact, accordingly, leads to 

lower use of electric lighting and potentially electric energy savings. From our own daily experience, we know that only 

a few people adjust their blinds regularly and that we may often adjust it only when a certain level of discomfort is 

experienced. 

On the other hand, in contemporary architecture, building designers prefer large window to wall ratios. The trend of 

covering buildings with a large area of glazing, imposes further demands and constraints on the regulation of daylight 

[27]. The “Gherkin” tower in London is an example of high-tech sustainable architecture with a glazed envelope, that 

addresses the necessity of measures to guarantee indoor human comfort (Figure 1.2). 

  
Figure 1.2 − The Gherkin (Swiss Re) Tower in 30 St. Mary Axe London designed by Norman Foster [28]. 

At the first glance, to address occupant needs, one should design passive buildings in a way that they are visually and 

thermally comfortable and privilege the use of daylight. Researchers are studying this field and several innovative facade 

designs were proposed and implemented over past years. Anidolic Daylighting Systems (ADS) [29], [30], as shown in 

Figure 1.3 (b), are an example of successful passive design which collects the daylight from the sky vault and redirects it 

toward the ceiling and the deeper part of the building. Moreover, a seasonal dependent microstructure [31] installed 

on the glazing improves the daylight provision during winter and reduces discomfort glare and excessive solar gain 

during summer. However, the occupant’s global comfort is not guaranteed during all the time: a solar protection is 

required in any case (Figure 1.3 (a)). 

An appropriate Building Management System (BMS) could in principle cope with this issue. Nonetheless, in the current 

state of practice, BMS do not really consider occupants and their needs at all. In a state-of-practice, an illuminance 

sensor is installed on the rooftop of a building and as the readings exceed a certain threshold, the blinds are deployed; 

they are subsequently retracted late in the evening [32]. In a less rudimentary approach, a brightness sensor is installed 

on the ceiling of an office room to roughly estimate the workspace lighting environment at a not well-chosen location 

of the room, and based on default control strategies, shading or electric lighting, or both, are commanded. More on this 

topic is presented in Section 2.3. 

Many studies show that taking these physical variables as control inputs is not sufficient. For example, a study by 

Reinhart [8] showed that using only vertical illuminance as input for automated venetian blind control systems leads to 

88% of control actions being overridden by occupants. Similarly, having studied the reaction of occupants of 40 offices 
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over 5 months, Meerbeek et al. in 2014 [32] found that most of the offices that have an automated control mode of 

external venetian blinds, were led by an external illuminance sensor that was switched off. In other words, these studies 

show that the existing BMSs are not acceptable by the building occupants and that they are rejected after their 

installation. On the other hand, they are not reliable enough from the perspective of the building services engineers as 

they do not accurately measure the light flux perceived from the occupant’s view point, ergo do not make reliable 

actions. 

  
(a) (b) 

Figure 1.3 − (a) LESO solar experimental building in Lausanne, Switzerland, on a summer day. Almost all the 
ADS are covered by external roller blinds to avoid visual and thermal discomfort [33]; (b) Anidolic Daylighting 

System (ADS) installed on the upper section of a facade [31]. 

For those occupants who do not have the chance to turn off an automated system, lack of occupant consideration in 

building control would, in extreme cases, lead to, the appearance of the “Sick Building Syndrome (SBS)” [34]. McIntyre 

et al. [35] identified six building features significantly related to SBS, two of which directly associated with energy 

efficient control strategies: (i) application of energy conservation measures and (ii) lack of control opportunity to 

establish a comfortable environment. In those cases, the occupants report their dissatisfaction to the building manager 

and often times the automated system is switched off, which leads to missed opportunities in enhancing energy 

performance as well as in benefiting from positive neurobiological effects of daylight on occupants. The impacts of 

exposure to light, as the most powerful cue (Zeitgeber) for internal clock entrainment, on human’s alertness, sleep 

quality, mood and performance are called Non-Image Forming (NIF) effects [36]–[39].  

To address these issues, numerous research groups study on “human centric” approach in building simulation, design 

and automation. Among them, one may name Lawrence Berkeley National Laboratory [40]–[45]; Ray Herrick 

Laboratories at Purdue University [26], [46]–[52]; iHomeLab in Lucerne University of Applied Sciences and Arts [53]; The 

Human-IST (Human-Centered Interaction Science and Technology) Institute of the University of Fribourg [54], [55]; The 

Interdisciplinary Laboratory of Performance-Integrated Design (LIPID) at Swiss Federal Institute of Technology in 

Lausanne (EPFL) [56]–[60]; Singapore Berkeley Alliance for Building Efficiency and Sustainability in the Tropics [61]–[64]; 

Human Building Interaction Laboratory (HBI) in Carleton University [65], [66]; Innovation in Integrated Informatics (iLa) 

in University of Southern California [67]–[73]; Fraunhofer Institute for Solar Energy (ISE) [74]. 

This fact stresses out the necessity of a personalized device for evaluating the visual comfort, i.e. discomfort glare in the 

indoor environment. Many researchers over the past sixty years have contributed to advancing the theory of visual 

comfort based on subjective assessments in electric- or daylit environments. Throughout these experiments, scientific-

grade calibrated sensors [17] (Figure 1.4 (a)) as well as digital Single Lens Reflex (dSLR) photography, as shown in 

Figure 1.4 (b) [26] are used to produce calibrated luminance maps, a manual procedure being also used to assess 

discomfort glare indices. Clearly, these bulky technologies with manual image analysis may not go beyond the laboratory 

setup. 
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In order to transform this idea to a marketable form, the proposed solution should be economically viable and easy to 

commission. Many model-based shading control strategies have been proposed over the past few years [46], [52], [65], 

[75]. These approaches are quite successful in preparing a comfortable environment (Section 2.3). Nonetheless, since 

these models are costly to build and complicated to tune and commission, they are not really interesting for industrial 

implementation. A continuous visual comfort assessment in an operational environment imposes several constraints:  

 the sensor should not require too much modification of the environment so as not to impede the occupant 

from performing their normal tasks.  

 It should not be intrusive and endanger the privacy of the occupants. 

 It should be self-commissioning and require low maintenance. 

  
(a) (b) 

Figure 1.4 − (a) CCD camera at eye position in Danish Building Research Institute, testbed for developing 
Daylight Glare Probability (DGP) in 2006 [17]; (b) Canon T2i equipped with fisheye lens Sigma 4.5 to capture 

the luminance distribution in 2016 [26]. 

1.3. Problem Statement 

Bearing these arguments in mind, the research questions the author addresses by this doctoral thesis are as follows: 

 How can the notion of visual comfort be introduced into a Building Management System (BMS)? 

 What is the impact magnitude of such a novel system on electric lighting demand and user acceptance in a 

single occupied office room? 

 Is it possible to improve the energy performance of a building, to reduce its 𝐶𝑂2 emission and to mitigate a 

possible performance gap without jeopardizing the occupant’s visual and thermal comfort? 

 Is it possible to facilitate the commissioning of the enhanced BMS without compromising its performance? 

The ultimate goal of this PhD thesis is to develop an integrated energy efficient shading and electric lighting control 

system that can incorporate visual comfort criteria, that privileges daylight to electric lighting and that is easy to 

install.  

Aiming to this goal throughout this doctorate, the author kept an eye on the practical implementation aspects of this 

novel technology and chosen solutions that facilitate their transfer in a marketable form, provided that they satisfy the 

required specifications. 

The positive biological impact of light on occupants’ mood, health and performance in the shading and electric lighting 

control strategy were also addressed in this doctoral thesis. For this reason, the author was involved in the supervision 

of a master student, and later directly collaborated with her during her doctoral research. However, these research 

activities go beyond the scope of this research work and the reader may refer to [76]–[78] for further details regarding 

this subject. 
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1.4. Structure of Thesis  

The content of each thesis chapter is summarized as follows: 

Chapter 2: Literature review 

This chapter consists of 5 sections. In each section, the state-of-the-art of a specific subject of this interdisciplinary thesis 

is covered. First of all, the theory of visual comfort is elaborated. Numerous discomfort glare indices have been 

suggested by laboratory and in-situ experiments. The most frequently used ones are presented and after a critical 

analysis, one of them, the Daylight Glare Probability (DGP), is chosen as a tool for the rest of the thesis. In the next 

section, the indoor sensing technologies and their properties are studied. One of these technologies is chosen as the 

reference scenario for this thesis. Similar approaches integrating High Dynamic Range (HDR) vision sensors are critically 

reviewed. In the next section, the control problem is clearly defined and existing BMS solutions are categorized and 

described. Following this study, a conclusion is reached that the rule-based control system enhanced with a learning 

system suits the best the requirements of this thesis. In Section 2.4, the normative efforts in the field of indoor lighting 

and building energy demand and carbon footprint are studied. This chapter is completed with a critical review on the 

filled and granted patents in the field of human centric lighting. 

Chapter 3: Cyber-physical testbeds 

Three cyber-physical testbeds are used in the course of this thesis: i) the LESO solar experimental building on the EPFL 

campus, Lausanne, Switzerland; ii) SinBerBEST daylighting testbed and 3for2 innovative building in Singapore; and iii) 

rotating daylight testbed in Fraunhofer Institute for Solar Energy (ISE). This chapter consists of three sections and each 

section is dedicated to one of the testbeds.  

Chapter 4: HDR vision sensor 

The focus of this chapter is on the characterization, calibration, programing and validation of the HDR vision sensor. The 

history of the HDR vision sensor in the course of this project is explained in Section 4.1. In the following section, the 

latest version of the sensor, named VIP, is characterized and calibrated. The calibration result is validated in a joint 

project with Laboratory of Integrated Performance in Design (LIPID) and elaborated in Section 4.3. The author 

implemented the DGP index evaluation on the embedded processor of the two generations of the HDR vision sensor. 

The detail of this development is presented in Section 4.4 Robustness and accuracy of the embedded software is 

demonstrated in Sections 4.5 & 4.6. In Section 4.7, the use of an HDR vision sensor as a building facade characterization 

device is demonstrated. Finally in Section 4.8, the author assesses how realistic it is to consider the readings from a 

stationary HDR vision sensor, installed in the vicinity of an office occupant, as an indicator of the actual exposure of the 

occupant to daylight. 

Chapter 5 Experiments in the LESO solar experimental building 

This chapter is dedicated to the approach, results and discussions of a short-term and a long-term experiment in the 

LESO solar experimental building. The control platform developed in previous steps (Section 3.1.3) and the HDR vision 

sensor prepared in Chapter 4 are put into practice and the design of experiments and the results are presented in this 

chapter. In the first section, a review on the theory of fuzzy logic is presented. The second section, the description of 

short-term experiments performed during 15 afternoons in October and November 2015 is presented. This section also 

includes a discussion of indoor lighting conditions in comparison with similar past studies. Section 5.3 details the long-

term experiment in the same offices carried out from August 2016 till March 2017. A comprehensive discussion about 

the influence of the different shading control strategies on the performance gap is also presented in this section. 

Chapter 6: Self-commissioning venetian blind control system 

Ease of commissioning procedures for a venetian blind control system in a new environment is the subject of a series of 

experiments presented in this chapter. A rule-based control system enhanced by a learning system is the core idea of 

this chapter. These experiments are conducted in the daylight testbed at Fraunhofer ISE. The most important 
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performance criteria, such as learning system convergence rate, visual comfort constraints satisfaction and number of 

shading movements are evaluated and presented at the end of this chapter. 
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Chapter 2 

2. Literature Review 
This literature review is partially included in two publications by the author and his colleagues [79], [80]. In this chapter, 

firstly a review on the important visual comfort assessment approaches and theory is presented. Section 2.2 describes 

the implementation of the stated theory in the laboratory and relevant environment through HDR vision sensors. In the 

third section, the main scientific publications on lighting and shading control strategies are presented. In the fourth 

section, the normative efforts for integrating the scientific findings in the building regulation sector are detailed. Finally, 

this chapter is concluded by a review on the most relevant patents granted on Building Management Systems (BMS).  

2.1. Visual Comfort  

Almost no area related to human welfare can as of today be called exact science. Medical sciences are very likely the 

most rational area, which emerged from empirical roots, however, depends profoundly on statistics and probabilities. 

Understanding the underlying principles of vision, one of the most complicated senses of the human being, is therefore 

regarded as difficult and heavily interrelated to other non-physical factors. Ergo, they are still far from being completely 

revealed: accordingly, there is no universally accepted notion of visual comfort.  

One of the first easily available studies on visual comfort dates back to 1937 [81]. This book was meant to provide 

guidelines for maximizing the industrial output from factory workers during post WWI. The effect of light on the workers’ 

productivity was also part of the investigation. 

Technology provides a real opportunity to understand the relation between monitored lighting conditions and user 

response. The most important aspect of this response addressed in the literature is glare, which should be absolutely 

avoided. Development of several indices offers deeper insight into the impact of luminance distribution in the view field 

on glare. The most used metrics are detailed and explained in Sections 2.1.1 to 2.1.5. On the other hand, the publications 

that deal with visual comfort from a general point of view use “Vertical Eye Illuminance” as an approximation of glare 

indices.  

In the following sections, the definitions of five discomfort glare indices are presented and a short history of each index 

is reviewed. There are several common variables in their definitions: 𝐿𝑠𝑖  is the luminance of the 𝑖th glare source 

[𝑐𝑑.𝑚−2], 𝜔𝑠𝑖  is the solid angle of the 𝑖th glare source [𝑠𝑟], 𝑃𝑖  is the Guth position index for 𝑖th source based on Figure 

10 of Wienold et al. [17], Ω𝑠𝑖 is the solid angle subtended by the 𝑖th glare source, modified by its position [𝑠𝑟] and 𝐿𝑏 is 

the background luminance [𝑐𝑑.𝑚−2]. 

2.1.1. Daylight Glare Index (DGI)  

This index is the updated version of an index called British Glare Index (𝐵𝐺𝐼) which was originally developed in 1950 for 

small sources with solid angle inferior to 0.027 [𝑠𝑟] [82]. In order to have a metric to predict the glare from large sources 
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such as window, the 𝐵𝐺𝐼 was adapted. The study was conducted at Cornell University (USA) and the Building Research 

Establishment (BRE). Fluorescent lamps behind an opal-diffusing screen were used to develop this index, expressed by 

Eq. (2-1) [17]: 

𝐷𝐺𝐼 = 10 log10(0.48 ∙∑
𝐿𝑠𝑖

1.6 ∙ Ω𝑠𝑖
0.8

𝐿𝑏 + 0.07𝜔𝑠𝑖
0.5 ∙ 𝐿𝑠𝑖

)

𝑛

𝑖=1

 (2-1) 

The 𝐷𝐺𝐼 generally overestimates discomfort under daylight conditions since there is higher tolerance of mild discomfort 

glare from daylight than from similar artificial light [83], [84]. Despite its shortcomings in a daylit environment, the index 

is still widely used in discomfort glare research. 

2.1.2. CIE Glare Index (CGI)  

In 1979 the international situation of glare assessment theory was unsatisfactory and the methods adopted in different 

countries gave discrepant predictions [85]. Thus, the International Commission on Illumination (usually abbreviated CIE 

for its French name, Commission internationale de l'éclairage) adopted the equation (2-2) proposed by Einhorn [86] to 

bridge differences by a unified glare assessment method. 

𝐶𝐺𝐼 = 8 ∙ log10(2 ∙
[1 + 𝐸𝑑 500⁄ ]

𝐸𝑑 + 𝐸𝑖
∙∑

𝐿𝑠𝑖
2 ∙ 𝜔𝑠𝑖
𝑃𝑖
2 )

𝑛

𝑖=1

 
(2-2) 

where 𝐸𝑑  is the direct vertical illuminance due to all glare sources [𝑙𝑥], 𝐸𝑖  is the indirect illuminance (𝐸𝑖 = 𝜋𝐿𝑏) [𝑙𝑥] both 

observed from the observer’s point of view. The latter parameter is explained in detail in Section 4.4.4.1. There was no 

subjective assessment carried out for the development of the 𝐶𝐺𝐼.  

2.1.3. Unified Glare Rating (UGR) 

In order to combine the advantage of 𝐶𝐺𝐼 to evaluate the glare sensation for electric lighting systems with limited size, 

to take into account the Guth’s position index, and to overcome the difficulties in calculating direct illuminance required 

under 𝐶𝐺𝐼 metric, the CIE developed the 𝑈𝐺𝑅 index as presented in Eq. (2-3).  

𝑈𝐺𝑅 = 8 ∙ log10(
0.25

𝐿𝑏
∙∑

𝐿𝑠𝑖
2 ∙ 𝜔𝑠𝑖
𝑃𝑖
2

𝑛

𝑖=1

) (2-3) 

The 𝑈𝐺𝑅 index is a simplification of CGI for computational ease, while with the existing technologies these approach is 

no longer necessary. On the other hand, the visual adaptation to direct light is not considered 𝑈𝐺𝑅. 

2.1.4. Daylight Glare Probability (DGP) 

In 2006, Wienold et al. [17] benefited from the advantages offered by the development of CCD cameras for creating 

HDR images of a scene and to improve the understanding of the relation between monitored lighting conditions and 

the user response. His efforts led to the introduction of a new glare index called Daylight Glare Probability, which is a 

function of the vertical eye illuminance, as well as of glare source luminance, its solid angles and its position index. 

𝐷𝐺𝑃 = 5.87 ∙ 10−5 ∙ 𝐸𝑣 + 9.18 ∙ 10
−2 log10(1 +∑

𝐿𝑠𝑖
2 ∙ 𝜔𝑠𝑖

𝐸𝑣
1.87 ∙ 𝑃𝑖

2)

𝑛

𝑖=1

+ 0.16 (2-4) 

  
where 𝐸𝑣 is the vertical eye illuminance [𝑙𝑥]. Jakubiec [87] found that DGP most likely perform well in a variety of 

daylighting conditions and space types. Furthermore, a long-term simulation and survey study has shown that 53.7% to 

70.1% of the occupant’s visual comfort perception can be resolved by analyzing 𝐷𝐺𝑃. There are three departures of 

𝐷𝐺𝑃 relative to other metrics presented so far:  

i) glare sources are detected by comparing the regions of high luminance with averages luminance of the whole 

hemisphere in the field of view. This allows for detecting label specular reflections as glare sources. 

ii) Vertical illuminance is introduced as the first half of the index. This means that an excessively bright scene can lead 

to comfort glare without considerable visual contrast.  
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iii) The DGP’s value scale is more intuitive in comparison to other indices, signifying the percentage of people who would 

experience discomfort glare in given lighting condition.  

However, some publications claim that 𝐷𝐺𝑃 is not effective in predicting contrast-based discomfort glare due to the 

strong linear dependence on vertical illuminance [88]. Another recent study by Konstantzos [89] has also proposed some 

corrections to the equation parameters, when the sun is in the view field of the occupant. 

Table 2.1 present the threshold for interpreting the values of 𝐷𝐺𝐼, 𝑈𝐺𝑅 and 𝐷𝐺𝑃. The glare sensations “imperceptible” 

& “perceptible” are considered as visual comfort zone. Thus, if the DGP is lower than 0.35, the lighting condition is 

considered as comfortable. 

Glare Sensation DGI UGR DGP 

Imperceptible <18 <13 <0.30 

Perceptible 18-24 13-22 0.30-0.35 

Disturbing 24-31 22-28 0.35-0.45 

Intolerable >31 >28 >0.45 

Table 2.1 –DGI, UGR and DGP and their respective threshold for interpreting their values. 

2.1.5. Unified Glare Probability (UGP) 

In the most recent and well-known study regarding five green buildings in Australia, Hirning et al. [88], [90], [91], 

conducted 493 surveys paired with HDR images. The study was carried out in open plan offices, showing that the 

participants are more sensitive to discomfort glare than existing indices would predict. Thus a new index, Unified Glare 

Probability (𝑈𝐺𝑃), based on a linear transformation of 𝑈𝐺𝑅, was suggested for Australia and more specifically open 

plan green buildings: 

𝑈𝐺𝑃 = 0.26 ∙ log10(
0.25

𝐿𝑏
∑

𝐿𝑠𝑖
2 ∙ 𝜔𝑠𝑖
𝑃𝑖
2 )

𝑛

𝑖=1

 (2-5) 

The concept of green buildings is explained in Section 2.4.2.  

2.1.6. Critical Analysis 

Yun et al. [92] in a 2014 study recommended the vertical eye illuminance (𝐸𝑣) in place of the DGI or DGP due to the 

difficulty of their calculation in a real scene. This confirms that there is a need in the daylighting research community 

for affordable reliable easy-to-implement HDR imaging equipment. Konis [93] in the same year performed a two-week 

study of fourteen participants in the core zone of a side-lit office building in San Francisco. The sky conditions during 

this experiment were clear: it revealed that the indicators based on luminance contrast and window luminance were 

more relevant to estimate the subjective evaluations of discomfort glare than vertical or horizontal illuminance. Another 

study by Reinhart and Voss [8] shows that using only vertical illuminance as a control input for a venetian blind control 

strategy leads to low user acceptance. For their studies, 88% of the decisions by the automatic system are overridden 

by the occupants.  

The domain of visual comfort assessment is an evolving field and requires very likely more time to reach maturity by 

characterizing a universally accepted notion. In-situ studies also show that maintaining acceptable visual comfort 

conditions for the majority of people is challenging, as the perception of glare and sufficient illuminance varies 

considerably amongst individuals [94]. The author has encountered many other publications that confirm or invalidate 

the findings of this literature review. They differ greatly in the experiment protocol, the number and ethnic background 

of the subjects, lighting conditions and subjective/objective assessment methodology. In the course of this thesis, glare 

indices are regarded merely as tools, rather than a concept that must be validated or improved. Even though these tools 

might not be accurate for some individuals on some occasions, they are utilized for this thesis for the sake of a proof-

of-concept, with the hope that they will be improved in the near future by the research community.  

Nevertheless, among the studied metrics, the 𝐷𝐺𝑃 index is the most relevant one to the experiments in this thesis. First 

of all, all the experiments, except for the one in Singapore (Section 4.7), are carried out in daylit spaces, thus the DGI 
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and 𝐶𝐺𝐼 may not perform optimally. The same argument is valid for 𝑈𝐺𝑅 since it is the simplified version of the CGI. 

Secondly, the test-beds are single occupied. Thus, the experiment conditions of development of the UGP index is not 

valid.  

Bearing the stated limitations in mind, the conclusions drawn by the present experiments can be generalized to other 

conditions provided that a suitable glare index is chosen. For example, for the open-plan offices, the UGP index can be 

applied and for moments when the sun disk is in the field of view, the suggested modification by Konstantzos [89] to 

DGP coefficients can be taken into account.  

2.2. Indoor Lighting Sensing Technologies 

2.2.1. Predecessors of HDR Vision Sensor 

There are several types of sensors that are used in the BMS. Most devices are used for occupancy sensing such as Passive 

Infrared Occupancy (PIR) (Figure 2.1 (b)), ultrasonic occupancy, microwave, and passive acoustic sensors: they can only 

roughly tell if a space is occupied, but cannot provide information about the number and identification of occupants, or 

their location in a space [95]. In spite of these shortcomings, several authors have tried to explore the potentials of 

integration of such sensors in energy saving strategies [96]–[100]. As an alternative for these technologies, Wen et al. 

[101] utilized a MEMS-based ‘Smart Dust motes’, wireless platform which can be placed directly on the workplace to 

improve the environment sensing (Figure 2.1 (a)). This sensor can be configured with a variety of onboard sensors such 

as illuminance meters and humidity meters and consist of a wireless communication unit. In other cases, in order to 

overcome the shortcomings of occupancy detectors, some researchers suggested to use a network of occupancy sensors 

and carried-out a more extensive analysis of sensor data [100], [102].  

These solutions are cost-effective; however, they may not provide the BMS with precise information on the lighting 

condition perceived from the occupant point of view. In other words, adaption of daylighting systems in building design 

and control is impeded by the technical difficulties of estimating and maintaining the workplace illuminance in a given 

range within office buildings. Very similar issues have prevented designers and researchers from long-term cross-

examinations of novel luminance-based metrics developed by means of data monitored in field settings in order to 

verify the generalizability of these metrics. As an alternative they tried to measure alternative photometric quantities 

(such as vertical irradiance on the external facade [47]) for visual comfort appraisal. It is understood that this type of 

data provides us only with an approximation of lighting conditions into buildings. 

(a)  (b) 

Figure 2.1 − Two examples of sensors used in building control; (a) Smart Dust motes placed on the workplace 

[101]; (b) Passive Infrared sensor [96]. 

The best practice for daylight-linked electric lighting and shading control within non-residential buildings, if existing at 

all, relies on the measurements of ceiling mounted rudimentary luminance meters. This approach guarantees neither 

achievement of the occupant’s visual comfort and performance nor optimal energy management of electric lighting and 

shading.  
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2.2.2. HDR Imaging Techniques 

HDR imaging techniques [103], [104] have been used pervasively as a monitoring tool for lighting design and engineering 

(Section 2.2.3), but not as a sensing technology for control purposes (Section 2.2.4).  

An approximate evaluation of visual comfort can be performed by installing a vision sensor as close as possible to the 

occupant seated at a workstation: in this case one can capture the task in the view field from the occupant’s point of 

view. The sensor should measure the photometric properties of the incident light flux in a similar way that human eyes 

perceive it. In other words, this sensor should enable imaging of the view field with an adequately large dynamic range. 

The dynamic range of the human vision system is about 140 dB, ranging from 10e-6 to 10e8 𝑐𝑑.𝑚−2 [105]. This 

requirement gave rise to a technique for capturing High Dynamic Range (HDR) images by merging several Low Dynamic 

Range (LDR) pictures of a static scene (Figure 2.2 (a)) using Charge Coupled Device (CCD) cameras. Each picture is taken 

with a certain exposure value (by varying shutter speed for instance), in an attempt to capture the full dynamic range 

from direct sunlight to deep shadow. The advantage of the HDR imaging technique is to provide a complete record of 

the size, position and luminance of the glare sources from the viewpoint of the subject. Moreover, the detection of glare 

sources with considerable difference in average luminance may benefit from a greater accuracy, as shown in Figure 2.2 

(b). 

 
(a)  

 
(b) 

Figure 2.2 – Classical method for HDR vision systems (a) Low Dynamic Range (LDR) images captured by varying 

exposure value in order to capture brightest to dimmest lights. (b) High Dynamic Range image generated by the LDR 

ones merging (e.g. by means of Photosphere software) [106]. 

Of the available file formats one is of particular interest: the Radiance RGBE (.hdr) codec was created in 1989 as part of 

the Radiance lighting simulations and rendering software. Since this format is not used as the principal tool in this thesis, 

the reader is invited to learn more on this topic in [107], [91].  

2.2.3. HDR Vision Sensor for Monitoring Purposes 

In laboratory conditions, the use of calibrated dSLR charge-coupled device (CCD) cameras together with an HDR image 

processing software is the predominant experimental method for luminance mapping and glare risk assessment. Some 

recent examples are as follows: Bellia et al. in 2009 [108] tested a conventional HDR camera (Canon EOS 20D) for 
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monitoring purposes and rapid evaluation of glare indices (e.g. DGI). Konstantzos et al. [109] utilized more recently a 

calibrated Canon 550D camera, equipped with a Sigma 4.5mm fisheye lens for luminance mapping in order to validate 

the use of DGP for glare risks assessment, when the sun is in the field of view of building occupants even through low 

openness fabric of sun shading system. Xiong et al. in 2016 [50] used the same camera for evaluating the performance 

of three model predictive control strategies in preventing discomfort glare. Another researcher from the same team, 

Sadeghi et al. [26] recently used a calibrated dSLR camera (Canon T2i), among several other illuminance meters, in order 

to obtain the luminance map from the occupant’s point of view during a 60-day long monitoring campaign in four 

identical south-facing offices (Figure 1.4 (b)). Hirning et al. used a Nikon Coolix 8400 for evaluating lighting conditions 

alongside tailored-made post-occupancy evaluation surveys performed in open plan green buildings (Figure 2.3 (a)) [88], 

[90]. In another study, Fan et al. [110] installed an HDR camera on several workstations in order to set up a methodology 

facilitating the long-term monitoring of visual comfort in a contemporary working environment. This method was later 

applied during a field-based study in an academic building comprising a five-perimeter zone for workstations ([108], 

[111]). Having collected nearly 4800 subjective glare risk assessments paired with HDR images over a year, the authors 

observed that several basic variables derived from HDR images, such as the vertical illuminance measured at the eyes 

level (pupilar illuminance), reveal higher correlation with the subjective responses than the existing glare indices, such 

as DGI and UGR. For more examples, the reader may refer to [13], [87], [92], [93], [104], [112]–[115]. 

One notes that all the state-of-the-art image processing protocols are carried out through a tedious manual procedure. 

This procedure is clearly not suitable for building automation application and is one of the barriers in diffusing the 

knowledge in the domain of visual comfort to the building automation world. 

Moreover, in all of these approaches, the imaging systems are vertically mounted as close as possible to a seated office 

occupant. In Section 4.8 of this thesis, a series of experiments are carried out to find the location and orientation of the 

stationary HDR vision sensor. Some of the ideas for the locations, i.e. on a tripod, desk lamp or back wall, are inspired 

by the reviewed studies.  

It can be concluded that an opportunity to automatically assess the glare indices would foster the routine 

implementation of visual comfort parameters in BMS.  

2.2.4. HDR Vision Sensor for Control Purposes 

Several pioneer researchers has recently suggested HDR vision sensors for building automation purposes. 

   
(a) (b) (c) 

Figure 2.3 − (a) Example of application of digital camera for luminance mapping and glare assessment in open plan 

offices[91] (b) sensor and its embedded FPGA chip positioned in front of the building facade [27];(c) position of the 

high-resolution camera, the controller system and the illuminance sensors in the office room [116]. 

For example, Wu et al. [27] used an HDR vision sensor position on the facade of a testbed on the EPFL campus in order 

to measure the luminance map of the sky and ground dome. This map is further used as input for an on-board RADIANCE 

model to evaluate the indoor illumination criteria, such as horizontal illuminance and DGP. The results will be further 

employed for adjusting the shading position and electric lighting power. 
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Iwata et al. [117] has used a self-developed glare metric, called Predicted Glare Sensation Vote (PGSV) to control the 

slat angles and shading positions of venetian blinds. The matrix is not measured directly but calculated based on semi-

analytical models. Their approach has led to a greater slat angle than that in a cut-off-angle strategy and leads to 30% 

energy consumption reduction and 46–50% of view satisfaction (percentage of time occupants are satisfied with outside 

views). 

The closest work the author found to the approach suggested in this thesis is a recent study made by Goovaert et al. 

[116]. This study was published one month before the completion of this doctoral thesis. They have proposed to use a 

low resolution (5 megapixels) calibrated camera equipped with a fisheye lens as a photometric sensor for luminance 

mapping: HDR images are formed by merging several LDR images. In the last step, the evalglare software is used to 

calculate the DGP index. Evalglare [118] is a radiance-based tool for HDR images processing and glare indices evaluation. 

The DGP index is used as a metric for activating the shading system in a single occupied and in an open plan office. Three 

control scenarios, inspired from the state-of-the-art, are implemented for one of the case studies: a single occupied 

daylit office room equipped with a venetian blind. The scenarios are vaguely explained in the article and are listed as 

follows: 

Scenario 1: If value of the DGP index exceeds a predefined threshold, the venetian blind is completely closed. Based on 

the evaluation of the DGP index, the shading slats are tilted by 10° increments until DGP reaches below the threshold. 

Scenario 2: This scenario is similar to scenario 1 but updates the threshold for the DGP index by taking into account the 

occupant’s feedback. 

Scenario 3: The cut-off angle strategy (explained in details in 6.2.2) is applied as soon as the vertical irradiance on the 

facade reaches 150 [𝑊.𝑚−2]. Then, if the DGP index is higher than a predefined threshold, they apply Scenario 1. 

Finally, by means of a survey, they evaluated the occupants’ feedback regarding the indoor lighting environment.  

The following concerns can be raised regarding this study:  

 The approach for designing the control system is not reproducible based on the details provided in the article 

and represent a rudimentary control approach.  

 A photometric calibration of a high-resolution dSLR camera in regards to a point luminance meter is elaborated; 

however there is no evidence in the article or in the catalog of the image sensor (OV5647) proving that the 

spectral sensitivity of the sensor is close enough to the photopic curve 𝑉(𝜆). Moreover, the sensor that they 

have used features the traditional HDR imaging technique whose shortcomings are addressed in Section 2.2.2. 

 All of the three control approaches lead to unnecessary blind movements, since for finding the optimum 

shading slat angle, numerous consecutive closed-loop actuations need to be made. 

 In the second scenario, the method by which the occupant’s feedbacks are considered for changing the DGP 

index comfort threshold is neither justified or clear. Consequently, it prevents the reader from grasping the 

influence of updating the comfort zone boundaries on the performance of the shading control strategies.  

 The subjective assessment is not performed and reported systematically; the acceptability of the control 

strategy by the users cannot be deduced from the outcome of the subjective survey. 

2.3. Building Management Systems 

2.3.1. Statement of Control Issue 

As stated in Section 1.2, the comfort zone for indoor environment is a multivariable problem that does not have 

necessarily a unique and identical solution for all occupants. For example, taking a thermal comfort model suggested by 

Fanger [15], one knows that at best possible conditions, one may still predict that 5% of the target population are 

dissatisfied (optimal Predicted Percentage of Dissatisfied (PPD)). Thus, any notion of mathematical discomfort model is, 

at best case, limited to 95% of the population. 
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Bearing this point in mind, the goal of a smart BMS regarding occupants’ comfort and energy performance should be as 

follows: 

 Acceptable comfort level: Maintain the comfort physical variables (temperature, air quality and illuminance) in 

an acceptable range for optimally 95% of the population and possibly adjust to each individual by learning from 

their interactions;  

 Energy efficiency: Combine the comfort zone management with an energy efficient approach. 

Aiming toward the stated requirements, following actuators should be optimally regulated: 

 Sun shading; control the incoming solar heat gain and daylight flux, as well as mitigate glare sensation by 

occupants; 

 Artificial electric lighting; offer the minimal required workspace lighting conditions by compensating the lack 

of daylight for a particular task; 

 HVAC systems; provide the required indoor fresh air by regulating air flows as well as backup heating/cooling 

needs [119]. 

From the control system point of view, the optimal solution is the one that can successfully minimize a cost function 

that incorporates a limited notion of human discomfort and energy demand as well as other factors such as number of 

actuations per day. 

Since air quality control is not part of this thesis, only two aspects of human comfort, e.g. visual comfort and thermal 

comfort, were considered in this review. 

One of the earliest Daylight-Linked Control (DLC) systems was proposed by Rubinstein et al. in 1989 [120]. They 

elaborated three different control algorithms for maintaining constant total light level on a desk surface through 

photoelectrical lighting system. Ever since, researchers and practitioners have proposed a great amount of control 

systems. Despite benefits, their use is limited. Bellia et al. [121] recently presented an interesting review underlying the 

main obstacles to the DLC applications in three categories:  

i) lack of knowledge about specific sensors such as photosensor and their calibration;  

ii) lack of calculation tools to justify the interventions from the economic point of view and finally;  

iii) people’s interpretation on control systems that might limit their freedom in their environment.  

Extensive research was carried out in recent years to address these three issues. Firstly, Doulos et al. [122] suggested a 

multi-criteria decision making tools to facilitate the commissioning procedure of ceiling-mounted photosensors and to 

estimate their optimal positioning and view field. The proposed methodology is verified through simulations as well as 

an experimental setup. Moreover, the same authors targeted a second obstacle, i.e. the lack of calculations tool, in 2008 

by quantifying the energy saving potential of DLC systems and consequently estimating the payback period. Eighteen 

commercial electronic dimming ballasts (EDB) were tested; their transfer functions of emitted light flux versus power 

input were extracted. These pieces of critical information were applied in a series of simulations for closed-loop and 

integral reset scenarios. Finally, Sadeghi et al. [26] performed extensive experiments to extend the current knowledge 

of human-building interactions to advanced shading and lighting systems. They monitored physical variables, actuation 

and operation states of BMS as well as subjective variables, such as occupant comfort and perception. Xiong et al. [50], 

through simulated and experimental setup, successfully demonstrated the application of model predictive control 

(MPC) algorithms. This approach is based on the ability to anticipate the future events, such as human comfort or 

building energy demand, and take appropriate actions for shading and lighting system in the current time accordingly. 

Their approach however did not cover thermal comfort aspects. They utilize a fast reliable semi-analytical lighting-glare 

model to determine the interior lighting conditions, lighting energy demand and the Daylight Glare Probability, for 

predetermined shading positions based on the sensors readings on each building facade. Their approach aimed at 

minimizing the lighting energy demand while satisfying glare constraints that resulted in reduced shading operations. 
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Misjudgment at the design stage of how building occupants should interact with the shading system can lead to 

operational problems and high rejection rate. Considering human building interaction in the indoor environment control 

has a considerable impact on the occupant’s satisfaction and gives him the feeling that he manages his environment 

[119]. Several normative documents acknowledge the difficulty of quantifying the visual discomfort for a large 

population. The IESNA Lighting handbook [123], for instance, reports the correlations between many glare indices and 

found that all give reasonable predictions of the average discomfort of a group of people, but only poor predictions for 

an individual’s response. The importance of this issue for the research community is clear [1]. 

Genetic Algorithms (GA) have shown to be very efficient optimization methods for user adaptation tasks with regard to 

other methods. Taking user wishes into account, as implemented by Guillemin et al. [124] in a three-level architecture, 

resulted in a system that reduced the users’ rejection by 25%. User adaptation was performed in this case by means of 

GAs that optimize the parameters of a fuzzy logic controller. However, this work did not include recent developments 

regarding visual comfort theory. 

Having analyzed 121 studies, Shaikh et al. [1] categorize the various building control schemes for indoor environment 

in four sections which are depicted in Figure 2.4.  

 
Figure 2.4 − Rough classification of the different approaches to control systems for indoor building environment 

[119]. 

Among the suggested controllers, both learning methods and conventional methods were considered in this project. 

2.3.2. Conventional Controllers 

Many standard control schemes, such as an on/off switching controller, P, PI and PID controllers have been extensively 

used in building engineering [1]. However due to a lack of any direct a priori knowledge of the system to be controlled 

and their constant parameters, they usually provide a poor performance for noisy environments; gains selection is 

another issue. These control strategies do not consider comfort issues but were only designed for energy savings 

purposes. In spite of these disadvantages, implementing HDR imaging sensors to monitor the lighting conditions of an 

office from the occupant’s point of view, can simplify the whole control issue and make traditional controllers a 

favorable first approach. This is basically the approach implemented in a recent study by Goovaert et al. [116]. 

2.3.3. Agent-based Smart Control Systems 

In order to develop Human Centric approaches, control engineers have come up with an interesting solution based on 

the “divide-and-conquer” approach. They break the problem into many simple sub-problems (structuring). The 
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resolution of sub-problems is integrated to modify the current global system state over agent–agent coordination. The 

multi-agent controller system (MAST) is designed and then implemented on a more general framework based on 

controller–agents which are guided by a coordinator–agent [125]. Each MAST control system is composed of two 

systems: (i) a low-level feedback system responsible for indoor conditions control within specific building zones and (ii) 

a high-level supervision system responsible for an intelligent coordination and planning. 

2.3.4. Model Predictive Control (MPC) 

MPC runs at each time step an optimization algorithm over a finite horizon to find the optimum solution to a cost 

function, provided that the solution respects the constraints. The finite horizon in the future can range from hours to 

weeks. The cost function can include any type of energy consumption as well as some criteria such as the number of 

shading and lighting actuation per day. Constraints can be defined based on the visual or thermal comfort zone. 

Evaluating the cost and constraint functions for future steps requires system models or predictive models. The system 

model can be built either on physical analytical knowledge of the system or on regression models based on collected 

field data. Disturbances such as solar gains and human presence may be integrated in the predictive models. 

This approach is mostly advantageous for building heating systems due to their slow dynamic. Integrating building 

thermal model leads to efficient disturbance rejection [1]. One of the first successful implementations of MPC in a 

building was performed by Nygard Ferguson at EPFL in the 90s [126]. She achieved 27% energy savings for a floor heating 

system during a heating season compared to a conventional control approach and improved thermal comfort 

conditions. Another study by Lee et al. [127] showed that predictive control algorithms may significantly increase the 

energy efficiency of systems with non-linear solar-optical properties, such as automated venetian blinds. Moreover, this 

method is able to take into account the energy price variation and can easily be included in the optimization problem 

formulation. 

Oldewurtel et al.[128], [129] showed through large-scale simulation studies that a Stochastic Model Predictive Control 

(SMPC) strategy for building climate control and weather prediction outperforms current control practice (e.g. a Rule 

Based Control (RBC) strategy). This approach has proven to satisfy comfort constraints during a three-month period in 

fully occupied and instrumented typical Swiss office buildings [130]. Other examples of successful practical 

implementation of MPC can be found in the literature [131]–[134]. Another advantage of this approach is that it does 

not require potentially intrusive sensors in the built environment.   

2.3.5. Fuzzy Logic Controllers  

The ability to act according to a symbolic language as well as fuzzy rules is the basic characteristic of this advanced 

control strategy. Human beings, on the other hand, perceive it in a better way due to the linguistic and fuzzy approach. 

Fuzzy controllers have been widely implemented in BMS [119]. 

In principle fuzzy control is conceptually simple and designed to be intuitive to a human [135]. It is a process of mapping 

from a given set of inputs to a set of outputs. In the first step, the inputs are fuzzified: they are taken to determine the 

magnitude to which they belong to each appropriate “linguistic variable”. For example, to what extent the horizontal 

illuminance [𝑙𝑥] at the workplane can be associated with the notion of a “Dark” environment (fuzzy variable). In the 

next step, these variables are inserted in a collection of logical rules (AND, OR, NOT) to map the fuzzified input variables 

to fuzzified output variables. For example, 

1. If (workplane illuminance is “Dark”) or (sun height is “Night”) then (shading position is “Open”)  (2-6) 

 

The output of all the rules are combined or aggregated in order to evaluate the fuzzy value of the outputs. In the final 

stage, the fuzzy variables (such as “shading position” in Eq. (2-6)) are defuzzified, or translated back to single crisp values. 

A more detailed description will be provided in Section 5.1.  

Application of fuzzy controllers for visual comfort based on linguistic terms was initiated by Dounis et al. [136] in 1993. 

Later, he presented [119] a fuzzy controller for thermal and visual comfort purposes in a building. The controller does 

not use any analytical formula or equations: high-level control variables such as thermal and visual comfort are 
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concerned. Equations are used to drive the actuators. Many recent fuzzy controllers are implemented and evaluated in 

a simulation environment [137], [138]. On the other hand, some strategies [139] outline the process of developing and 

tuning a fuzzy controller in order to control external roller blinds of a testbed in order to match the thermal and visual 

comfort conditions in a room by managing the energy flow through the window.  

To the author’s best knowledge, no studies were dedicated since then to the implementation of fuzzy control in a full-

scale experiment involving the integration of HDR vision sensors for visual comfort energy efficiency. 

2.3.6. Critical Analysis 

In this section, a critical analysis of the presented methods is performed and the decision for the control strategy in this 

thesis is justified. 

As stated in Section 2.3.2, the use of conventional controllers may not lead to satisfactory results in a noisy environment 

and prior knowledge about the system is required. The MAST system in not relevant at the current scale of the project 

since the experiments are carried out in a single zone and single occupied offices. A supervisory control approach may 

be needed in a more complicated environment, such as open-plan offices. The drawback of the MPC approach is the 

necessity to first model the buildings [119] as well as the need to use stochastic models of driving variables, such as the 

weather and occupants behavior. Moreover, the convergence of the optimization problem is not guaranteed all the 

time. Finally, this approach is computationally expensive since at each time step an optimization problem needs to be 

solved.  

The Fuzzy Logic Controller (FLC) is the suitable option for this doctoral thesis since it does not require any model or prior 

knowledge about the principles of the room lighting model. It is more time-efficient to prototype, adjust and improve 

the controller with respect to the other control approaches, especially in the LESO solar experimental building with its 

complex double-fenestration design. The only drawback of the FLC system is the necessity to tune the parameters of 

the fuzzy rules prior to installation (Appendix A). This drawback is addressed by introducing a model-free learning system 

to enhance the rules and attenuate or accentuate their outputs (Chapter 6). 

2.4. Normative Efforts 

In this section, the most important norms concerning indoor lighting, visual comfort and energy performance of 

buildings are discussed. 

2.4.1. Indoor Lighting 

The CIE guide on interior lighting [140] concludes that “the experience has shown that an illuminance for general lighting 

of the order of 1000 lx is least likely to give rise to complaints, providing careful attention is paid to the avoidance of 

glare and to an appropriate balance of luminance of relevant surfaces in the room”. It also provides a chart with 

recommended illuminance ranges for three different representative tasks. 

The Lighting of Indoor Work Place report from CIE [141] recommends for office rooms, conference rooms and CAD 

workstations a mean illuminance of 500 𝑙𝑥 on the work plane, a maximum Unified Glare Rating (UGR) of 19, and a 

minimum Color Rendering Index (CRI) of 80. Moreover, it suggests that the daylight factor should not fall below 1% on 

the work plane, 3 𝑚 away from a side window and 1 𝑚 from the walls.  

More recently, the Indoor Lighting Standard SFS-EN 12464-1 [142] provided recommendations for an appropriate visual 

performance for paper reading/writing in office rooms: the horizontal illuminance on the workplane should in this case 

be comprised between 300 𝑙𝑥 and 500 𝑙𝑥 depending on the task and activity and distributed in a homogenous way on 

the work plane i.e. 𝑈𝑜 =  0.4 . 𝑈𝑜 stands for illuminance uniformity and is evaluated as the ratio of minimum illuminance 

to average illuminance on a surface. Discomfort glare sensations due to luminaires and/or windows should be avoided, 

implying a Unified Glare Rating (UGR) < 19. 

In the latest draft of the European Standard on Daylight of Buildings [143] submitted for public enquiry in 2016, DGP is 

proposed as a metric for evaluating glare in the built environment. Based on this draft, the fraction of the time through 
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a year that the DGP exceeds a certain threshold is suggested as a metric to assess the lighting environment in buildings, 

according to the following expression: 

𝑓𝐷𝐺𝑃,𝑒𝑥𝑐𝑒𝑒𝑑 =
𝑔𝑙𝑎𝑟𝑒 𝑒𝑥𝑐𝑒𝑒𝑑𝑎𝑛𝑐𝑒 𝑡𝑖𝑚𝑒

𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑢𝑠𝑎𝑔𝑒 𝑡𝑖𝑚𝑒
=
𝑡𝑔𝑙𝑎𝑟𝑒

𝑡𝑟𝑒𝑓
 (2-7) 

where 𝑡𝑔𝑙𝑎𝑟𝑒 is the amount of time throughout the year when 𝐷𝐺𝑃 exceeds the threshold 𝐷𝐺𝑃𝑡 and 𝑡𝑟𝑒𝑓  is the working 

hours, e.g. 8 AM to 6 PM on Monday to Friday through the year. 𝐷𝐺𝑃𝑡 is chosen based on Table 2.2. The maximum 

exceeding time in the year is 5%. 

 Values of threshold 𝑫𝑮𝑷𝒕 for different levels of glare 

protection 

Minimum Medium High 

Recommendation for 𝑫𝑮𝑷𝒕 0.45 0.40 0.35 

Table 2.2 – Recommended values of the threshold for DGP as a function of different levels of glare protection [143]. 

In recent years, several standards concerning the biological effect of light on occupants in an indoor environment were 

developed. DIN SPEC 67600:2013 [144] and the WELL building standard [145] are the most relevant ones for healthy 

indoor lighting. However, as they are out of the scope of this thesis, they will not be further explored. 

2.4.2. Energy in Buildings 

The US benchmark for “design, construction and operation of high performance green buildings”, designed by the 

Leadership in Energy and Environmental Design (LEED) Green Building Rating System, is a system of credits for buildings 

aiming at meeting certain sustainable development targets. In its second version, an intensive use of daylight and a 

sound view to the outside are considered. For example, in order to obtain credit 8.1 among several requirements, 

computer simulations should demonstrate that at least 75% of all regulatory occupied areas benefit from about 250 𝑙𝑥 

under clear sky condition at toon on the equinox, 75 𝑐𝑚 above the floor (work plane height). Moreover, more than 

three quarters of all the occupied area must benefit from a glazing factor of 2% at least. The glazing factor is defined as 
𝑊𝑖𝑛𝑑𝑜𝑤 𝑎𝑟𝑒𝑎

𝐹𝑙𝑜𝑜𝑟 𝑎𝑟𝑒𝑎
×𝑊𝑖𝑛𝑑𝑜𝑤 𝑔𝑒𝑜𝑚𝑒𝑡𝑟𝑦 𝑓𝑎𝑐𝑡𝑜𝑟 ×

𝐴𝑐𝑡𝑢𝑎𝑙 𝑇𝑣𝑖𝑠

𝑀𝑖𝑛𝑖𝑢𝑚 𝑇𝑣𝑖𝑠
×𝑊𝑖𝑛𝑑𝑜𝑤 ℎ𝑒𝑖𝑔ℎ𝑡 𝑓𝑎𝑐𝑡𝑜𝑟. The reader is referred to the 

purchasable LEED reference guide for more details regarding this rating system [146]. 

On the other hand, as stated in Section 1.2, the Swiss Federal Council announced in 2011 its decision to withdraw from 

nuclear energy on a step-by-step basis. Thereafter, the Swiss parliament adopted the resolution to mandate the Swiss 

Federal Office of Energy (SFOE) to elaborate the new Energy Strategy 2050 for the country. The strategy urges for energy 

efficiency in different domains of activities in Switzerland, including the building sector. This decision is partially based 

on the facts that buildings account for more than one third of total primary energy demand in the Western World; they 

are also responsible for more than 30% of the CO2 emissions [1], [2]. 

Finally, on June 7th 2017, the Swiss parliament endorsed the international historic Paris climate accord (COP21). By this 

endorsement, Switzerland commits to reducing the 𝐶𝑂2 emissions by 50% by 2030 compared to the 1990 level [147]. 

The building sector being responsible for 40% of the Swiss 𝐶𝑂2 emissions, this is the reason why a joint effort of the 

Confederation and the Cantons will be made in this field [148].  

2.5. Anteriority Search 

Technology transfer to industry is one of the final goals of any project in applied sciences. Thus it is crucial that methods 

and/or solutions can be protected by registering the intellectual property: conflicts of interests should be spotted and 

possible infringing of existing patents should be avoided.  

An assisted patent search at the Swiss Federal Institute of Intellectual Property was carried out in April 2016 by 

introducing the main keywords of our novel control approach. This study was supported by the Technology Transfer 

Office (TTO) responsible for managing the intellectual property of EPFL institutes. In total 38 relevant patents were 

identified in this preliminary search. The considerable number of associated patents granted in recent years, filled 
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mostly by European and North American companies, shows the increasing attention of the industry to this approach. In 

this section, the most relevant patents are more closely analyzed: 

Hassan et al. from Objectvideo Inc. patented [149] in 2008 a concept that paves the way (Figure 2.5 (a)) to a video-based 

daylighting control. It comprises receiving video image information from a scene (Figure 2.5 (b)) in order to estimate 

the lighting conditions, i. e. brightness (or radiance) evaluated for the whole or a specific region of interest, and to 

regulate the light flux delivered to the scene according to these estimations. The advantage of their method is to use 

only one imaging device to evaluate the illuminance at different areas of interests. In our approach, a ceiling-mounted 

HDR vision sensor does the same tasks (Appendix G) in a more accurate way. Visual comfort is moreover not an issue in 

their approach. 

  
(a) (b) 

Figure 2.5 − (a) Exemplary embodiment of the video based photo-sensor for lighting control; (b) image captured in 
indoor environment showing different areas of interest in scene [149]. 

Another interesting approach was suggested by Bernd in 2010 [150] as a system to control the sun shading systems by 

means of image recognition. The basic idea is to reduce the direct light transmission through the shading by using several 

controllable shading elements (#4 in Figure 2.6): detection of a typical pattern (#7) caused by a direct light transmission 

and control of the shading elements are used to reduce their number. An imaging device (#6) is used to capture an 

image and detect the presence of a given pattern (e.g. bright/dark stripes) on the picture. In case the stated pattern 

exists, the controller commands the blinds so as to eliminate the pattern. 

The aim of this approach is to avoid the presence of direct sunlight on specific areas. The approach envisaged in this 

doctoral thesis differs significantly from theirs by the following: (i) it does not assess glare risks from the occupant’s 

point of view; (ii) it eliminates a specific pattern observed without leading necessarily to a comfortable lighting 

environment and (iii) the resulting work plane illuminance is not necessarily sufficient.  

 

 
Figure 2.6 − Three-dimensional view of a first embodiment of a system for controlling a shading device according to 

the invention [150]. 

A system that can practically implement automated zone-based control of electric lighting, blinds and temperature set-

points in an integrated way was suggested in 2013 [151]. It basically aims at an optimal visually and thermally 

comfortable environment by taking into account different types of use, orientation, location in each zone. The 
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integrated electric lighting and shading controller (Figure 2.7) is characterized by important differences compared to 

the approach of this thesis: (i) the sensing infrastructure, essential to comfort regulators, is basically a ceiling mounted 

single-pixel photosensor; (ii) the controller does not take into account the sun profile and (iii) the visual comfort rules 

consider only the horizontal illuminance as visual comfort indicator (e.g. no glare index). 

 

 
Figure 2.7 − Schematic block diagram of an integrated controller using the electric lighting control feature and 

shading control feature [151]. 

David [152] patented in 2013 a system for controlling the optical transmission of several electrochromic windows (e.g. 

with an electro-controllable optical transmission (𝑉𝑘  in Figure 2.8(a))), comprising a spatial brightness sensor method 

able to map the luminance of sample surface 𝑋 as well as the luminance of a window. By the way of a transfer 

function, a software controls the optical transmission of the window in order to provide a certain brightness on 

surface 𝑋. Clearly in this method, the visual comfort of the occupant is not directly taken into account. 

 
 

(a) (b) 

Figure 2.8 − Functional diagram of the control system proposed by Saint-Gobain Glass France [152]; (b) layout of a 

system to control the shading system by a transfer function [153]. 

In 2015 Delu et al. [154] registered a utility model that drives an LED-based artificial lamp by Pulse Width Modulation 

(PWM) signals by taking the visual comfort criterion derived from readings of a single pixel illuminance sensor. This 

approach is different from the one suggested in this thesis principally in the following ways: (i) the visual comfort 

criterion does not encompass contrast in the field of view; and (ii) it is not applicable in real office rooms as no integrated 

daylight management strategy is used. 

The Fraunhofer Society for the Advancement of Applied Research patented [153] a device and method in 2016 managing 

the incident light flux on a specific task area. They proposed to establish a transfer function, through measurements of 

at least one sensor installed at the workstation (either of 31, 32, 33, 34 in Figure 2.8(b)), to map the luminance 

distribution on the work plane as well as the characteristics of a light source, such as the sun or artificial lighting. Having 
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created this model, they may use it to generate a control signal for at least one light source; electric light, sun shading 

or electrochromic glazing. 

Lundy et al. [155] patented a software in 2016 to monitor and control a motorized shading system as shown in Figure 

2.9 (a). Their emphasis is placed on interaction with the occupants in order to provide them the information required 

to decide on the acceptance or rejection of the shading position recommendations issued by the control system. For 

example, as shown in Figure 2.9 (b), they recommend to the occupants to lower the brightness threshold and to consider 

this decision for future control actions regarding the windows. The control approach of this patent is close to one 

suggested in this thesis: their shading control, for instance, is based on a work plane protection algorithm [109] and the 

venetian slat angles are set to a critical cut-off-angle [156]. However, there are fundamental differences between the 

two approaches: (i) their notion of visual comfort relies on the ceiling mounted illuminance meter, (ii) the impact of 

window actions on the thermal comfort is neglected and (iii) even though their approach prioritizes the occupant’s 

wishes, they do not suggest any personalized vision sensor. 

 
 

(a) (b) 

Figure 2.9 – (a) Simplified block diagram of an example load control system; (b) the user interface to recommend the 

occupant to adjust the thresholds for lighting system [155]. 

This anteriority search revealed that the proposed approach in this doctoral thesis, as detailed in Sections 5.2.1 and 

5.3.3, differentiates itself from the state-of-practice. 
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Chapter 3 

3. Cyber-Physical Testbeds 
Almost all of the studies in this doctoral thesis are carried out experimentally in three cyber-physical testbeds: i) the 

LESO solar experimental building (so called LESO building in this text) on EPFL campus; ii) CREATE tower, SinBerBEST 

daylighting testbed and 3for2 innovative building in Singapore; and iii) daylight testbed at Fraunhofer Institute for Solar 

Energy (ISE). A clear description of the testbeds guarantees the reproducibility of the results by other researchers. This 

chapter consists of three sections and each section is dedicated to one testbed. 

3.1. LESO Solar Experimental Building 

Two identical south-facing office rooms of the LESO building, illustrated in Figure 3.1 and located on the EPFL campus 

(lat. 46°32’, long. 6°35’, altitude 410 meters a.s.l., yearly mean south vertical radiation 3159 [𝑀𝐽.𝑚−2]), were used as 

the setup for in-situ experimentations. The building is a passive solar building with a heavy thermal mass (�̅� =

1040 [𝑘𝑔.𝑚−2]) and its thermal insulation level is high (𝑈 = 0.55 [𝑊.𝑚−2. 𝐾−1] ). It is a middle size administrative 

building, whose main axis has east-west orientation and its main wooden facade is facing south exactly. The building is 

divided into three thermally insulated floors and each floor is sub-divided into three thermally independent rooms. The 

building features no active cooling or ventilation system and it is naturally ventilated by stack effect [157]. Occupancy 

of the LESO building is typical of an office building, with an average of 15 people occupying the overall laboratory from 

8 AM to 6 PM. More detailed information on the building can be found in publications by Scartezzini et al.[9] and Altherr 

et al. [30] and the PhD thesis of Zarkadis [158]. 

 
Figure 3.1 − LESO solar experimental building [159]. Two offices on the ground floor are used for the experiments 

presented in Chapter 5. 

Reference 

office room 

Advanced 

office room 
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Both advanced and reference offices were equipped with a conventional window on the lower part of the Southern 

facade and an Anidolic Daylighting System (ADS) on the upper part (Figure 3.2, right). This system collects both the 

direct and diffuse daylight fluxes issued from the sun and the sky vault through a zenithal collector, composed of an 

non-imaging optical component (anidolic element) located behind a double insulated glazing [30], [160]. The floor area 

of each room is identical and equal to 15.7 [𝑚2] (𝑒. 𝑔. 4.75 [𝑚] (depth) ∙ 3.3 [𝑚] (facade)) and their height is 2.8 [𝑚]. 

The layout of the sensors and actuators in the reference and advanced office rooms is shown in Figure 3.2 & Figure 3.3 

respectively. 

 
Figure 3.2 − Schematic representation of reference office room setup in LESO building. 

 
Figure 3.3 − Schematic representation of advanced office room setup in LESO building. 

One west-facing workstation per office was used to perform the in-situ experimental monitoring, while the researchers 

occupied the other one facing east. The distance of the Visual Display Terminal (VDT) to the window is equal to 

150 [𝑐𝑚]. To avoid any bias, the type of furniture and setting, such as the chair's height, distance of the tables to the 

walls as well as the interior design of the two offices, were amended so as to be as similar as possible. The VDT are Eizo-

FlexScan L557 terminals and were tuned to the same display settings: their full brightness is equal to 250 [𝑐𝑑.𝑚−2] 

according to their technical manual. The following main VDT parameters were used: positive polarity thus categorized 

as high luminance screen, Case A according to Table 4 of Standard EN12464-1 [142], 6’500 [𝐾] color temperature, 
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gamma 2.4, 97% gain for red, 100% for green and 98% for blue. An overview of the equipment installed in each office 

room is given in Table 3.1. 

Equipment/ algorithm Reference Room Advanced Room 

Controller 
Best practice controller based 

on 𝐸𝑑𝑒𝑠𝑘  

Fuzzy logic based controller taking into 

account DGP, 𝐸𝑑𝑒𝑠𝑘  and sun profile angle 

Movement filter Time- and magnitude based 

Desk illuminance meter 
Ceiling mounted luminance 

meter Siemens GE252 
HDR vision sensor IcyCAM 

Glare sensor None HDR vision sensor IcyCAM 

Electric lighting 2 LED luminaires (23 [𝑊]/2400 [𝑙𝑚], 4000 [𝐾]) 

Sun shading 2 motorized external blinds 

Energy meter 3 Phase electricity meter, for lighting, heating and plug loads 

Data acquisition system KNX communication system Ad-hoc platform merged into KNX system 

Table 3.1 − Overview of the equipment installed in each office room of the experiment in LESO building. 

The illuminance in the reference office room is measured by a ceiling mounted 'brightness sensor' (Siemens GE252), 

located at a distance of 3.5 𝑚 from the facade elements (Figure 3.2); according to their technical manual, the latter 

measures the luminance in an angle of (−20,+38) degrees from the vertical. A Minolta CL-100 illuminance meter was 

placed right beneath the sensor before starting the monitoring to obtain a calibration curve by comparing the measured 

illuminance and the readings of the brightness sensor. 

3.1.1. Presence Detection Algorithm 

In the advanced office room, the ceiling mounted HDR vision sensor has two purposes: i) evaluating the horizontal work 

plane illuminance and ii) presence detection (Figure 3.4). The horizontal illuminance on the workstation is evaluated by 

assuming that the work plane surface is an ideal diffusive surface (e.g. Lambertian). The procedure for horizontal 

illuminance monitoring from the ceiling is presented in Appendix G. On the other hand, the presence detection 

algorithm features negligible false positive and false negative detections and captures images with a frequency of ∼

1 [𝐻𝑧]. In this section, this algorithm is fully elaborated and its performance is demonstrated and validated. 

 
Figure 3.4 – Present detection algorithm implemented on a ceiling-mounted HDR vision sensor. Green circles show the 

detected “present” objects. Subtle movements of occupant’s hand are also detected as a separate object.  

3.1.1.1. Introduction 

A ceiling mounted HDR vision sensor is installed basically for measuring the horizontal illuminance on the workplane. 

The same sensor may be readily used for detection of the presence. 

Hand 

Movements of 

 occupant #1 

Occupant #1 

 

Occupant #2 

 

Window 

Entrance 
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This section is basically a technical description of a computing routing implemented in the MATLAB software and 

consists of a detailed explanation of the image processing algorithm. The main idea is to use a ceiling-mounted High 

Dynamic Range vision sensor (Figure 3.5), equipped with a fisheye lens with data acquisition frequency (𝑓𝐷𝐴𝑄) of 

11 [𝐻𝑧], as a presence detection sensor. 

 
Figure 3.5 − Arrangement of the sensor with respect to the office occupant. 

3.1.1.2. Problematic 

The main challenge is to develop a system that has negligible FP and FN detections. This goal is not reachable by simple 

comparison of the difference between the values of the pixels of two consecutive captured images, as shown in Figure 

3.6. The edge of the window as well as some highly reflexive points inside the office are considered as moving objects 

(FP) while alteration of their values are mainly due to alteration in solar radiation. 

Increasing the static threshold would, on the other hand, lead to a high rate of FN detections since small movements of 

the occupant leading to small luminance alterations would remain undetected.  

3.1.1.3. Objective and Specification of the Detection System 

It is required to develop a robust, self-deliverable, reliable system with negligible False Positive and False Negative (refer 

to Section 3.1.1.4 for the definition) that is capable of detecting a new office occupant within 2-3 seconds and can keep 

the occupant detected even if s/he does not exhibit any detectable movement for 60 seconds. The system should be 

robust to the sudden variation of illumination conditions in the office room. However, reporting the exact number of 

the occupant(s) and their precise location, distinguishing between human and animal or a rotating fan (object 

recognition) is not the goal of this system. This system should be self-deliverable; regardless of the configuration of the 

office and the location of the entrance or building envelop opening it should be able to detect reliably the office room 

occupant(s). 
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Figure 3.6 − Difference between two consecutive images. Failure in application of image differentiating for detecting 
moving object. Edges of the border of the window (pointed by the arrows) is also considerable. 

At this stage, the object recognition (e.g. distinguishing between a human and a pet or rotating ventilator) is not 

required. Moreover, the parts of the image that correspond to the office room surroundings are not in the first instance 

removed from the image, assuming that there is not any person outside the office room that remains in the field of view 

of the vision sensor for long enough to be detected. 

3.1.1.4. Terminology  

DAQ: Acronym for data acquisition that is performed by a remote computer through the MATALB software. As a result 

of DAQ, a 2D matrix of [240, 320] ([rows, columns]) is produced by the vision sensor, used for further image processing 

steps. 

Background: The part of the image (pixels) that is stationary and does not normally move during office detection by the 

image sensor. Some objects might be displaced by the office occupant who leads to temporal classification of 

corresponding pixels as “non-background”; however ideally they will be re-classified as background shortly after their 

displacement 

Foreground: Part of the image (pixels) that is not classified as background. It might correspond to moving objects, or to 

the noise from the environment or intrinsic noise of the imaging device.  

Ghost movement: This is the subtle movement of the hand, head or even finger of the office occupant when he is at 

work. Due to the small nature of these movements, there is a tendency of classifying the office occupant as background 

pixels. 

Blob: Blob stands for Binary Large OBject and refers to a group of connected pixels in a binary image. The term “Large” 

indicates that only objects of a certain size are of interest and that “small” binary objects are usually noise. They are 

basically built by regrouping the pixels in the foreground and might include the noisy detections. 

Objects: These are the blobs that have a high probability of being associated with a real “office occupant”. In other 

words, they are noise-free trackable blobs. 
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Blob Associating: The action of associating the newly found blobs with the existing objects. This action is essential for 

object tracking and updating the probability of correctness of the blob. 

Object Tracking: The action of tracking the existing objects and updating the coordinates of each object with the 

associated blobs. 

False Positive (FP): An undesirable action of detecting a “moving object” while in really it is false. This might be created 

by the noise in the environment or the imaging device. 

False Negative (FN): undesirable phenomena of eliminating previously detected “moving object(s)”. This phenomenon 

occurs normally when office occupants exhibit ghost movements.  

 

Figure 3.7 − Overview of the procedure of detecting objects. 

3.1.1.5. Solution 

In this section, an algorithm used for reaching the mentioned objective is elaborated in detail. 

3.1.1.5.1. Overview of the Algorithm Flowchart 

In Figure 3.7, the image processing after nth DAQ is explained. The variables are shown with blue rectangles, the 

actions/process with red rectangles. The dimensions of the variables are shown next to them in parenthesis.  
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The first part of the algorithm (with solid gray background) detects the blobs and is responsible for reducing the FP 

detections by filtering out the noisy detections. The basic idea is to get the border of the moving objects (so called 

edges) by the interception of two methods: 

i) the edges extracted from the result of absolute difference between the current image 𝐼𝑡 and the previous one 𝐼𝑡−1;  

ii) the edge computed with the difference between the stochastic model of the background and the actual image. 

The second part of the algorithm is responsible for reducing the FN phenomena by keeping the history of the activity of 

the office occupant and updating the existing objects with newly found blobs. 

The FP detections are preferred to FN detections, since they have direct impact on the automatic system acceptance. 

In other words, it is preferable to have few FN detections in exchange of several FP detections. Practically speaking, it 

would be pointless if the office occupant’s presence was not detected (FN) and the lights were turned off. Keeping the 

light on for a further couple of seconds after occupant’s departure (FP) is not negatively perceived and has negligible 

effect on the electric lighting energy consumption. 

3.1.1.5.2.  Edge Detection by Background Subtraction 

With a static vision sensor, the search space can be reduced by detecting regions of interest in the image where the 

probability of finding a person is high. The first step is through background subtraction; only the changes are detected. 

For this purpose, among several existing approaches, the one that proves to be the most promising through a 

comparative study [161] is chosen: One Gaussian. In this method each pixel of the background is modeled with a 

probability density function (PDF) learned over a set of training frames. In this case, the background subtracting problem 

is turned into a PDF-thresholding problem. For instance, to take noise into account, some authors [162] model every 

background pixel with a Gaussian distribution 𝜂(µ𝑝,𝑡 , 𝜎𝑝,𝑡) where µ𝑝,𝑡  and 𝜎𝑝,𝑡 stand for the average background value 

and covariance matrix over pixel 𝑝 at time 𝑡. If for a pixel the value 𝜎𝑝,𝑡 is high, it signifies that there is an uncertainty 

regarding the mean value of that pixel in the background model. As somebody passes through the image, the 𝜎 of the 

corresponding pixels in the background increases. This simple model is a compromise between quality of detection, 

computation power and memory requirement. In this context, the distance metric can be the log likelihood: 

𝑑𝐺𝑝,𝑡 =
1

2
𝑙𝑜𝑔((2𝜋)3. |𝜎𝑝,𝑡−1|) +

1

2
(𝐼𝑝,𝑡  − µ𝑝,𝑡−1). 𝜎𝑝,𝑡−1

−1  . (𝐼𝑝,𝑡  − µ𝑝,𝑡−1)
𝑇

 (3-1) 

Where 𝑑𝐺  is the distance between the value of pixel 𝑝 captured at time 𝑡 (𝐼𝑝,𝑡) with the same pixel from the background 

map from the previous step. In the original formulation, 𝜂(µ𝑝,𝑡 , 𝜎𝑝,𝑡) is calculated for RGB values while in our application, 

a single grayscale value is produced by the imaging system and used.  

To allow for illuminance variation or any change in the position of the stationary objects in the office room (e.g. 

displacement of the telephone after a call), the mean and the covariance of each pixel iteratively updated as follows: 

𝜇𝑝,𝑡+1 = (1 − 𝛼𝑢𝑝𝑑𝑎𝑡𝑒). 𝜇𝑝,𝑡 + 𝛼. 𝐼𝑝,𝑡 (3-2) 

𝜎𝑝,𝑡+1 = (1 − 𝛼𝑢𝑝𝑑𝑎𝑡𝑒). 𝜎𝑝,𝑡 + 𝛼𝑢𝑝𝑑𝑎𝑡𝑒(𝐼𝑝,𝑡 − 𝜇𝑝,𝑡)(𝐼𝑝,𝑡 − 𝜇𝑝,𝑡)
𝑇

 (3-3) 

Where 𝛼𝑢𝑝𝑑𝑎𝑡𝑒  is the learning rate for updating 𝐵: the larger it is, the faster the history is eliminated and the result of 

edge detection by background subtraction will get similar to edge detection by consecutive image subtraction (Section 

3.1.1.5.3). The smaller it is, the more the history is taken into account and the less the image is updated with new 

measurements. In this case, a new stationary object in the field of view remains as “present object” for a larger duration. 

The updating action is represented by a dashed line in Figure 3.7.  

The output of this algorithm is called primary motion mask (PMM) and defined as follows: 

𝑃𝑀𝑀𝑝,𝑡 = {
1 𝑑𝐺𝑝,𝑡 > 𝜏𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒

0 𝑑𝐺𝑝,𝑡 < 𝜏𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒
 (3-4) 
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where 𝜏𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒  is the threshold for detecting the edges based on the distance between the new readings and the 

background model. 

3.1.1.5.3. Edge Detection by Consecutive Image Subtraction 

This algorithm is inspired by [163]. A simple yet efficient edge detection algorithm that does not significantly exceed the 

time requirements for our application is chosen. It compares each pixel value with its 4 connected neighbor pixels. If 

the difference between the pixel and one of its neighbors is higher than a given threshold (𝜏𝑒𝑑𝑔𝑒 ), the pixel is marked 

as an edge. Based on this description, 𝐷(𝑥, 𝑦) is defined as follows:  

𝐷𝑡(𝑥, 𝑦) = 𝐼𝑡(𝑥, 𝑦) − 𝐼𝑡−1(𝑥, 𝑦) (3-5) 

And the following function defines the output of this algorithm, called binary matrix of the Moving Edges 𝑀𝐸𝑡: 

𝑀𝐸𝑡,𝑥,𝑦 =

{
 
 

 
 
1 𝑖𝑓 |𝐷(𝑥, 𝑦) − 𝐷(𝑥 − 1, 𝑦 − 1)| > 𝜏𝑒𝑑𝑔𝑒  ∨

 
 
 

 
 
 

|𝐷(𝑥, 𝑦) − 𝐷(𝑥 − 1, 𝑦 + 1)| > 𝜏𝑒𝑑𝑔𝑒  ∨

|𝐷(𝑥, 𝑦) − 𝐷(𝑥 + 1, 𝑦 − 1)| > 𝜏𝑒𝑑𝑔𝑒  ∨

|𝐷(𝑥, 𝑦) − 𝐷(𝑥 + 1, 𝑦 + 1)| > 𝜏𝑒𝑑𝑔𝑒  

0 𝑖𝑓 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (3-6) 

The larger 𝜏𝑒𝑑𝑔𝑒 , the more robust the system is to environment noises, and it also becomes less sensitive to the small 

movements of the office occupants. Thus, the choice of this parameter is a trade-off between the robustness to the 

noise and sensitivity to an occupant’s movements. It is static and experimentally chosen for the time being. 

The final result of foreground, the so called Moving Mask (MM), is created by intersection of the result of two edge 

detection algorithms: 

𝑀𝑀𝑡 = 𝑃𝑀𝑀𝑡 ∧ 𝑀𝐸𝑡 

3.1.1.5.4. Blob Formation and Filtration 

Now that the noise free foreground is formed, the blobs are extracted. The blobs will be used later as input for the 

object tracking algorithm. For each blob, three characteristics are registered: 𝑥𝑐  (center of its pixels in x direction), 𝑦𝑐  

(center of its pixels in y direction) and 𝛼 (total number of pixels).  

For creating the blobs, the grass-fire algorithm is applied. In this algorithm, the foreground is firstly swept. If the 

detected pixel already belongs to an existing blob (e.g. a blob labeled 𝛽), the algorithm starts to search in its vicinity to 

find any foreground pixel that does not belong to any blob yet. As soon as an uncategorized pixel is found, it is labeled 

as Blob 𝛽. The coordinates of the Blob 𝛽 are updated with the coordinates of the newly categorized pixel. In the case 

where the initial pixel does not originally belong to any blob and there is not any other categorized foreground pixel in 

its vicinity, a new blob is created and labeled and its coordinates are equal to the coordinates of the single pixel. For 

more efficient vicinity search, the categorized pixels are registered in a list so as to be referred to rapidly if needed. 

The searching radius is predefined by the user (𝑟𝑏𝑙𝑜𝑏). The larger it is, the higher is the risk of regrouping the noisy 

measurements and passing them to the next step as an input for the tracking algorithm. The smaller it is, the larger the 

number of blobs that will be detected and the tracking part of the algorithm will require more computation.  

In the next step, the blobs with the sizes smaller than a threshold (𝜏𝑏𝑙𝑜𝑏) are eliminated. This is an important filter for 

reducing the number of FP detections. 

3.1.1.5.5. Object Formation 

Here is the core part of the algorithm for eliminating the FN phenomena. This step relies on an important fact: an office 

occupant is continuously moving and does not disappear/reappear in the image captured from the ceiling. Thus, his 

movement is trackable from one frame to another. Based on this fact, the notion of an “object” is introduced. Objects, 

as explained in Section 3.1.1.4, are the blobs with a probability of being correctly associated with a part or the whole 

projection of an office occupant on the imaging system. In other words, the notion of probability reflects the certainty 

of the tracking algorithm with regard to its decision. 
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As an office occupant appears as a moving object in an image, the probability of the associated object(s) should increase 

since the algorithm will find a proof of his or her detection. Conversely, as the same office occupant does not appear as 

a moving object in an image (remaining still for couple of seconds), the probability of his appearance will be reduced. 

Although reduction of the probability of presence of an office occupant does not seem logical, it is needed, however, 

for eliminating any FP detected objects. 

In order to translate the notion of probability to two binary states of absence and presence, two thresholds are defined: 

𝜏𝑝𝑟𝑒𝑠𝑒𝑛𝑐𝑒  above which the object is labeled as present; 𝜏𝑎𝑏𝑠𝑒𝑛𝑐𝑒  below which the object is labeled as absent. In the case 

where the probability remains between these two boundaries from one step to the other, the state does not vary. 

𝛾𝑡(𝑜𝑏𝑗) =  {

1 𝜋𝑡(𝑜𝑏𝑗) >  𝜏𝑝𝑟𝑒𝑠𝑒𝑛𝑐𝑒
0 𝜋𝑡(𝑜𝑏𝑗) <  𝜏𝑎𝑏𝑠𝑒𝑛𝑐𝑒

𝛾𝑡−1(𝑜𝑏𝑗) 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (3-7) 

Moreover, following what is explained in the previous paragraph, two multipliers (𝜌𝑖𝑛𝑐𝑟𝑒𝑎𝑠𝑒 , 𝜌𝑑𝑒𝑐𝑟𝑒𝑎𝑠𝑒) are introduced 

for increasing/decreasing the probability upon confirming/rejecting the presence of a tracked object. This concept is 

summarized in Eq. (3-8) 

𝜋𝑡(𝑜𝑏𝑗) = {
𝜋𝑡−1(𝑜𝑏𝑗) × 𝜌𝑖𝑛𝑐𝑟𝑒𝑎𝑠𝑒          𝑖𝑓 ∃𝑏𝑙𝑜𝑏 ↔ 𝑜𝑏𝑗

𝜋𝑡−1(𝑜𝑏𝑗) × 𝜌𝑑𝑒𝑐𝑟𝑒𝑎𝑠𝑒          𝑖𝑓 ∄𝑏𝑙𝑜𝑏 ↔ 𝑜𝑏𝑗
 (3-8) 

where 𝜋𝑡(𝑜𝑏𝑗) is the presence probability of object 𝑜𝑏𝑗 at time step 𝑡. The process of blob association is done by taking 

into account the center of the 𝑜𝑏𝑗 and the 𝑏𝑙𝑜𝑏. If the Euclidean distance between the center of the existing 𝑜𝑏𝑗 and 

the newly found 𝑏𝑙𝑜𝑏 is less than a predefined threshold (𝑟𝑜𝑏𝑗), the blob association takes place, the presence 

probability of the 𝑜𝑏𝑗 increases and the 𝑏𝑙𝑜𝑏 is eliminated from the blob list. 

At the end of the blob association process, the remaining unassociated blobs are added to the end of the object list with 

the initial probability of the 𝜏𝑎𝑏𝑠𝑒𝑛𝑐𝑒 . If in the following frames, any blob can be associated with them, their probability 

would increase.  

The value of the multipliers 𝜌𝑖𝑛𝑐𝑟𝑒𝑎𝑠𝑒  and 𝜌𝑑𝑒𝑐𝑟𝑒𝑎𝑠𝑒  depends on two factors:  

i) how fast a new occupant’s arrival is detected; namely the time that the presence probability (𝜋) of an object is 

increased from 𝜏𝑎𝑏𝑠𝑒𝑛𝑐𝑒  to 𝜏𝑝𝑟𝑒𝑠𝑒𝑛𝑐𝑒 . This duration is parameterized as 𝑇𝑎𝑟𝑟𝑖𝑣𝑎𝑙 . Based on the objectives of this project, 

𝑇𝑎𝑟𝑟𝑖𝑣𝑎𝑙 = 2 − 3 [𝑠]. The longer this duration, the slower the system perceived by the occupant; 

ii) for how long the occupant may remain still while working at his desk or reading something off the screen. During this 

duration, the algorithm should “remember” the presence of the office occupant. This duration (𝑇𝑟𝑒𝑚𝑒𝑚𝑏𝑒𝑟) should be 

enough time for the presence probability of an object to decrease from 𝜏𝑝𝑟𝑒𝑠𝑒𝑛𝑐𝑒  back to 𝜏𝑎𝑏𝑠𝑒𝑛𝑐𝑒 . Based on the 

objectives, 𝑇𝑟𝑒𝑚𝑒𝑚𝑏𝑒𝑟 = 60 [𝑠]. 

Knowing the frequency of DAQ (occasionally 1.5 − 2 [𝐻𝑧]), 𝑇𝑎𝑟𝑟𝑖𝑣𝑎𝑙  and 𝑇𝑟𝑒𝑚𝑒𝑏𝑒𝑟  are translated to a number of DAQ 

cycles. (𝜔𝑎𝑟𝑟𝑖𝑣𝑎𝑙  and 𝜔𝑟𝑒𝑚𝑒𝑚𝑏𝑒𝑟respectively). Finally, based on Eq. (3-8) and knowing the DAQ frequencies and threshold 

for absence and presence, one is capable of deriving 𝜌𝑖𝑛𝑐𝑟𝑒𝑎𝑠𝑒  and 𝜌𝑑𝑒𝑐𝑟𝑒𝑎𝑠𝑒  by Eq. (3-9). 

𝜌𝑖𝑛𝑐𝑟𝑒𝑎𝑠𝑒 = √
𝜏𝑝𝑟𝑒𝑠𝑒𝑛𝑐𝑒

𝜏𝑎𝑏𝑠𝑒𝑛𝑠𝑒

𝜔𝑎𝑟𝑟𝑖𝑣𝑎𝑙
 

(3-9) 

𝜌𝑑𝑒𝑐𝑟𝑒𝑎𝑠𝑒 = √
𝜏𝑎𝑏𝑠𝑒𝑛𝑠𝑒
𝜏𝑝𝑟𝑒𝑠𝑒𝑛𝑐𝑒

𝜔𝑟𝑒𝑚𝑒𝑚𝑏𝑒𝑟
 

The detected “present objects” are not combined in the current version of the algorithm since, as stated in Section 

3.1.1.3 this is not necessary. In other words, even if there are two detected blobs per office occupant (e.g. one for hand 
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and one for head), they are not unified since knowing the number of people in the office does not have any priority for 

the time being. 

3.1.1.5.6.  Robustness to Sudden Change to Lighting Condition 

In the office environment, several phenomena lead to a considerable amendment in the lighting condition, such as 

lighting or shading movements and sudden changes in the sun coverage. In these cases, the background model 𝐵(𝜇, 𝜎) 

should be updated so as to avoid any misdetection. For resetting the background model, if the number of pixels with 

considerable difference (𝜏𝑟𝑜𝑏𝑢𝑠𝑡𝑛𝑒𝑠𝑠) in values with respect to previous captured images exceeds a certain amount (e.g. 

one fifth of the total number of pixels), the background model is reinitiated after a pause of 20 seconds. This pause is 

meant to allow the lighting condition to re-stabilize once again. 

3.1.1.5.7. Tuning the Parameters 

The main difficulty of implementing such algorithms in an office environment is that the final performance depends on 

the appropriate selection of the thresholds. Dynamic selection of the parameters based on the collected data is more 

favorable than use of static parameters (i.e. predefined constants), since the former lead to a more robust system that 

requires fewer adjustments when installed in a new environment. In the current version of the algorithm (v4.5), the 

parameters are mostly static. In this section, the logic behind choosing the static and dynamic thresholds and 

parameters are elaborated. Some of the parameters are tuned by simply performing a sensitivity analysis. 

 𝛼𝑢𝑝𝑑𝑎𝑡𝑒  [−]: The values are amended between 0.01 and 0.5 (maximum is 1). The smaller 𝛼𝑢𝑝𝑑𝑎𝑡𝑒  is, the more 

static the background model remains. The larger the value; the faster the office occupant is recognized at the 

expense of exhibiting more FP. A reasonable compromise is 0.3. 

 𝑟𝑜𝑏𝑗and 𝑟𝑏𝑙𝑜𝑏[pixel]: The larger this value, the smoother the tracking functionality. In other words, in this case, 

the algorithm is capable of following a walking occupant without forming numerous blobs and objects. 

However, a large search radius leads to considerable FP and is computationally more demanding. Since the 

goal of this project is to perform robust and fast presence detection, smooth tracking has less priority. Thus, 

the option has been take to keep this parameter relatively small at 30 pixels. 

 𝜏𝑏𝑙𝑜𝑏[pixel]: This parameter defines the minimum number of pixels allowed for each blob; blobs with pixels 

fewer than 𝜏𝑏𝑙𝑜𝑏  are eliminated. The bigger this value, the smaller the FP. However, in this case, the subtle 

movements of, for example, the fingers or head of the occupant are eliminated although detected as blob. On 

the other hand, the smaller this parameter, the more FP detection.  

The solution for remaining sensible to subtle movements of the office occupant and keep the system as robust 

to noise as possible is to tune 𝜏𝑏𝑙𝑜𝑏, 𝑟𝑜𝑏𝑗  and 𝜏𝑒𝑑𝑔𝑒  simultaneously and accordingly: 𝜏𝑏𝑙𝑜𝑏  is chosen to be small 

so that the small movements are detected, 𝑟𝑜𝑏𝑗  is also chosen to be small so as to avoid noisy blob associations. 

In this case, although the risk of creation of noisy blobs is higher, the risk of being associated to an object and 

gain high presence probability is low. Finally, 𝜏𝑒𝑑𝑔𝑒  is increased to be higher than the noise level of the vision 

sensor (~15 [𝑔𝑟𝑎𝑦𝑠𝑐𝑎𝑙𝑒]). A suitable balance between these three parameters allows reaching 𝜏𝑏𝑙𝑜𝑏  values as 

small as 2 pixels, small enough to detect finger movements. 

 Image trimming: Not all of the image pixels belong to the office room environment; there are some pixels 

belonging to the corridor and some capture the movement through envelop openings. The solution is to define 

a region confined to the office environment. This solution is not aligned with the “self-commissioning objective 

of this project”, however between this solution and a more sophisticated one, e.g. developing a recognition 

strategy in order to distinguish between humans and moving plants outside the window, the former is chosen 

for the sake of simplicity and effectiveness. 
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Figure 3.8 − Defining the “interest region”, a region that corresponds to the interior environment of the office room. 

3.1.1.6. Experimental Results 

A visualization system is developed for debugging purposes and for more insight into the importance and role of 

parameters such as thresholds and searching radii. As mentioned in (3-3), the presence detection algorithm consists of 

two sections: i) FP elimination; and ii) FN elimination. A data visualization panel is developed per section to allow for 

rapid intuitive verification of the algorithm outputs. Figure 3.8 shows the visualized data at the end of first phase and 

Figure 3.9 shows the data at the end of the second phase, namely the output of the whole algorithm. 

The raw input is shown in the top left image and an office occupant is encircled with a green cycle. The background 

model is shown next to it (middle corresponds to mean values and top right to the standard deviation (SD) of the model). 

Obviously, the background mean map is similar to the input raw data except for the pixels corresponding to where the 

office occupants have previously passed. The SD map of the background image shows high values for where the 

occupant is present.  

The output of background subtraction (𝑃𝑀𝑀) is shown in the bottom left image, where noisy movement detections are 

observed from where the occupant is located as well as where the window is located. 

In the bottom middle the output of Moving Edge detection (ME) is shown where we observe high constant noise created 

by the border of the window. This is the reason why simple consecutive image subtraction would not lead to reliable 

presence detection.  

Finally, in the bottom right image, the intersection of ME and PMM is evaluated, which shows the moving mask encircled 

in green. The foreground also consists of some pixels in the top left corner remaining from faulty edge detection 

generated by the border of the window. As explained in Section 3.1.1.5.7, even if these pixels are passed to the next 

steps, due to their random nature, they would not consistently influence the amendment of presence probability (𝜋) of 

an object and consequently they would be rapidly eliminated from the object list. 

𝑥𝑚𝑎𝑥  

𝑥𝑚𝑖𝑛 
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Figure 3.9 − Validation of the first part of the algorithm (FP detection elimination). 

These pieces of data show the success of the foreground detection algorithm to reduce the FP detections considerably 

in such a noisy environment and to return as foreground merely the pixels which correspond to the office occupant. 

The result of the next step is shown in Figure 3.10. The location of the objects is superimposed on the input data using 

circles. The size of the circle represents the presence probability of the object: the larger it is, the higher the presence 

probability. The color of the circle shows its state: 𝛾 = 1 → green; 𝛾 = 0 → red. In Figure 3.10, two present objects are 

shown, of which one is a real office occupant and the second one is his reflection by the window glass. 

 

Figure 3.10 − Validation of second part of the algorithm (FN phenomena elimination). 

Figure 3.11 shows how the system behaves after being launched. At the beginning, several small objects with low 

presence probabilities are created. Upon confirmation/absence of presence in the next frames, the probability of each 

object is increased/decreased. Finally, two objects are detected as present after 3 seconds. 

Object 

Occupant 
Reflex in 

the window 
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Figure 3.11 − The moment when the algorithm is activated and the office occupants are both present. 

In Figure 3.13, the process of detecting the presence of a new occupant is elaborated. The most explanative frames are 

selected. It takes 4 seconds for our algorithm to detect the presence of a new occupant. Since s/he moves too fast for 

the tracking system, a new object is created as s/he moves from the entrance to the workstation (Frame 129). The 

probability of the old object (#1 in Frame #131 and #161) is reduced as its existence is not reconfirmed by new 

measurements in the next frames; it is turned to red (not present) and is finally removed. 

The result of solving the ghost movement detection is explained below. In Frame 197, the probability of Object #2 is 

lower than the one in Frame 161 (smaller green circle) since it might have remained unmoved or undetected. However, 

in Frame #225 (after 27𝑠), it is moved once again and its presence probability is increased accordingly. 

Figure 3.12 shows that two separate objects are associated to the movements of the hand and the head of the occupant. 

 
Figure 3.12 – subtle movements of occupant’s hand is also detected as a separate object. 

Hand 

movements 
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Figure 3.13 − Process of detecting a new arrival and continuation of detecting him or her even if s/he exhibits “ghost” 
movements. 
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3.1.1.7. Validation 

On May 18, 2016, a full day experiment is carried out and the results of the proposed solution are validated against 

ground true data. The occupants of the office are asked to note their arrival and departure on a piece of paper hung up 

at the entrance. The data are captured from 9 AM till 5:30 PM. The office LE001 in the LESO experimental building has 

two office occupants that stay in the office room during the normal working hours. 

 
Figure 3.14 − Validating the presence detection algorithm by means of comparison with the ground truth. 

3.1.2. Electric Lighting 

The electric lighting system is identical in the two office rooms. It consists of LED based dimmable lighting fixtures and 

can be commanded manually or automated. It was designed to complement the daylight during early morning and late 

afternoon working hours. The offices are not foreseen to be occupied outside working hours: for this reason, the 

maximum horizontal illuminance provided by the lighting system alone corresponds to the lowest recommended value 

in the norms [142] and delivers around 300 [𝑙𝑥] in the work plane at full power. The control algorithm for the dimming 

of the electric lighting is detailed in Appendix D. The dimming feature is applied for the long-term experiments (Section 

5.3); while for the short-term subjective assessment (Section 5.2), the on/off approach is adapted. 

 
Figure 3.15 − Horizontal illuminance in the advanced office room as a function of relative power. The error of the 

illuminance readings is 1% (Table 4.5). 

Based on the simulation performed by Regent Lighting, the UGR index in the intended office rooms remain below 18.9 

measured at the height of 1.2 [𝑚]. 

3.1.3. Control Platform 

The KNX network communication protocol, a standardized EN50090 network developed based on a European 

Installation Bus (EIB), was first installed in the LESO building in 1999; as reported by Lindelöf [20], 240 connected devices 

were integrated in the communication system as of August 2004. Today, this building features 237 sensors and actuators 

that generate information on 716 different logic addresses on the KNX field bus. For each room of the building, these 
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inputs control or give information on [157] air temperature, occupant presence, lighting level, shading, heating, electric 

lighting and occupant interactions with switches. 

3.1.3.1. Communication Platform Layout 

An ad-hoc control platform was set up by the author to guarantee appropriate data acquisition and logging, flawless 

initialization as well as actuator commanding. The topology of this system is shown in Figure 3.16: it is installed on a PC 

labeled “Control Platform” (#1 in Figure 3.16). This PC performs the on-the-fly data acquisition, hosts the controller, 

sends the commands to the actuators and finally, logs the corresponding data. In other words, the whole procedure 

described in Figure 3.17 is hosted by this Control Platform. The data transfer between relay units and the control 

platform is carried out through the “mapped drive” technique provided by MS Windows; it is the most robust method 

for data synchronization between different Windows platforms through internet. The ad-hoc system shown on the left 

communicates with the buildings KNX system shown on the right through a data bridge named MyHomebox 

manufactured by Ergo3 [164]. 

 
Figure 3.16 − Layout of communication platform for the experimentations in LESO building. The ad-hoc system on the 

left communicates with the building’s KNX system, in the right, through a data bridge named MyHomebox 
manufactured by Ergo3 [164]. 

This ad-hoc system is suitable for rapid prototyping of the control algorithms in MATLAB environment in a laboratory 

setup. However, for integrating the HDR vision sensor in the BMS in a marketable format, direct integration of the sensor 

(without dependency on any relay platform) is indispensable. Development of such system is out of the scope of this 

research study and is postponed to the further development phases of the project, potentially in collaboration with an 

industrial partner. 

3.1.3.2. Control Platform Execution Block Diagram 

The control platform was designed and set up based on the following principal strategies: 

 Data should be registered as received by the master platform in order to avoid a loss of information if any 

unforeseen problem occurs. They should be stored in a folder with an easily recognizable label.  

 The platform should be flexible enough to allow for the introduction of any type of new control strategy. In other 

words, the platform should manage the input data to the controller and retrieve the output data from the latter in 

a structured standard format. This flexibility allows the platform user to introduce his controller in a time efficient 

manner by including only one file (the controller) in the predefined location and to readily evaluate its functionality. 

On the other hand, masking the physical and logical addresses of the actuators and the sensors with “user-friendly 

labels” eases the utilization and reduces ambiguity; this feature allowed an easy installation of the control system 

in the Fraunhofer ISE daylight testbed (Chapter 6). 

 The platform should be flexible enough to accommodate a timely efficient introduction or elimination of a sensor 

and/or an actuator.  
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 The control platform should have a “control panel” with an accessible code location (evidently at the beginning) so 

that the user has the opportunity to modify the key parameters of the platform in a straightforward way without 

exploring the whole platform. 

Finally, an appropriate structure and classification for the files managing sensors and actuators is needed to lead to 

faster debugging and tuning of the control platform.  

 
Figure 3.17 − Block diagram of the control platform for advanced and reference controller in both short term (Section 

5.2) and long-term (Section 5.3) experimentations. 

The sensor initialization block illustrated in Figure 3.17 allows the platform to verify if all sensors are operating and that 

an access to the sensor readings is established. The control platform requests a sample to the relay platforms and by 

examining it determines whether the HDR vision sensors are properly functional. On the other hand, the shading system 

is initialized and fully raised to mark the initial state. The status of the electrical lighting is also recorded. 

The main loop block contains four action blocks and a conditional one. The DAQ block prepares the input data for the 

control block. This block verifies the data correctness by comparing them with the expected ranges. In the next step, 

the control block generates the appropriate command for the building actuators based on the algorithm loaded in the 

initialization section.  

 
Figure 3.18 – Phobio module in the LESO building, used basically as dark room for calibration of the HDR vision sensor. 

The luminous panels (Section 4.6) is designed originally for emulating the daylight through the test room’s window 

A decision-making procedure is carried out next to find out if the generated command should be actually executed or 

not; this process is based on several principles, such as: 

i) The actuation should not be carried-out more than certain number of times per day, since too many 

amendments of the lighting and sun shading would annoy the office occupant. 

Window 
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ii) The controller applies the control action provided that the amendment of the shading position is larger than a 

given threshold. For instance, if the newly proposed sun-shading relative position differs from the current one 

by more than 30%, the new command is passed to the shading actuators. 

In the actuation phase, the commands are sent through the KNX network insuring that they are consequently executed. 

In any case, the whole acquisition data and the input and output variables of the controller are stored on a local hard 

disk. As soon as the conditions for ending the experimentation are met, the main loop ends and the whole data 

registered on the local hard disk are copied into a database located on an EPFL server so that the risk of data loss is 

minimized. 

3.1.4. HDR Vision Sensor Calibration Test Room 

The majority of the HDR vision sensor calibration procedure (Chapter 4) takes place in the a thermally isolated chamber 

named “Phobio” located in the LESO building (Figure 3.18). This chamber was used principally as a dark room. The 

luminance panels used in Section 4.6 were originally built for emulating the daylight passing through the chamber’s 

window for several human centric lighting experiments. 

3.2. Daylighting Test Environment in Singapore 

In this section, three testbeds that were used during an exchange program in Singapore ETH Center (SEC) are detailed. 

The objective is to evaluate the influence of different designs on indoor daylighting condition and discomfort glare 

perception. The results of the experiments carried out in these testbeds are presented in Section 4.7. The role of each 

testbed in this experiment is listed in Table 3.2. 

Role Reference case Advanced case 

Testbed 
SinBerBEST testbed  

(Section 3.2.1) 

3for 2 Building  

(Section 3.2.2) 

Table 3.2 – Label and role of the testbeds in Singapore used for facade lighting performance. 

The main difference between these testbed is the design of their facade: 

i) Vertical facade with no shading or any special architectural design, named SinBerBEST, it is considered as reference 

case and detailed in Section 3.2.1. 

ii) Novel facade design for tropics by Prof. Arno Schlueter and his team [165], tilted facade, named 3for2 and elaborated 

in Section 3.2.2. 

This scientific sojourn was financed by the Zeno Karl Schindler (ZKS) foundation and took place in January 2017. 

As sensing equipment, the following sensors are used: 

i) DGP: The recent version of the HDR vision sensor, VIP, presented in Section 4.2.2 is used for these series of 

experiments. 

ii) Illuminance [𝑙𝑥] : For evaluating the reference illuminance at the height of 1.5 [𝑚] in the inner side of the facade 

(𝐸ℎ𝑓𝑎𝑐𝑎𝑑𝑒) in the two environments, a Konica Minolta illuminance meter (T-10A) is used. The horizontal illuminance in 

the SinBerBEST testbed were measured using an EKO Instruments Co. luxmeter (model ML-020SO) characterized by a 

measuring range of 0 𝑡𝑜 150,000 [𝑙𝑥] and a spectral relative error (𝑓′1 by Eq. (4-5) [166]) of 2.3%.  

3.2.1. Singapore-Berkeley Daylight Testbed 

The Singapore Berkeley program (SinBerBEST), funded by the National Research Foundation (NRF) of Singapore and 

headed by Professor Costas Spanos, is one of two core research programs within Berkeley Education Alliance for 

Research in Singapore (BEARS). The BEARS was established in 2011 by the University of California, Berkeley as a non-

profit company. SinBerBEST is an interdisciplinary group of researchers from UC Berkeley, Nanyang Technological 

University (NTU), and the National University of Singapore (NUS) who come together to make an impact with broadly 
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applicable research leading to the innovation of energy efficient and sustainable technologies for buildings located in 

the tropics, as well as for economic development [167]. 

In SinberBEST, there are two identical office rooms equipped with a high performance daylight emulator that has the 

ability to portray varying weather conditions (10 ∙ 3 [𝑚2], max 40 [𝑘𝑙𝑥] and 2’400 − 10’000 [𝐾] variable Correlated 

Color Temperature (CCT)) together with a lighting and shading monitoring and control facility (Figure 3.20). The 

emulator is composed of 50 LEDs of 2400 [𝐾] and 50 LEDs of 10’000 [𝐾], each consuming 3W at full power, that are 

placed on a mechanically ventilated panel. The windows of the testbed are covered with diffuse panels so as to 

smoothen the light sources created by point LEDs. 

   
(a) (b) (c) 

Figure 3.19 − LED-based daylight emulator in SinBerBEST testbed; (a) Only 2400 K LEDs are on in full power; (b) both 

2400 and 10000 K LEDs are on in dimming mode; (c) Only 10000 K LEDs are on in full power 

One of these office rooms is only used for the present project and equipped with large windows and non-coated glazing; 

it can be used as baseline for a daylight performance assessment of a facade and compared to the other daylighting 

facade designs. There is only a table and a chair in the deepest part of the room. The dimming level of the emulator’s 

LEDs are chosen in a way that 𝐸ℎ𝑓𝑎𝑐𝑎𝑑𝑒  and the CCT are comparable to the ones recorded in the advanced case (3for2 

board room). 

 

  
Figure 3.20 − The SinBerBEST daylight testbed equipped with 6 horizontal illuminance meters and two HDR vision 

sensors. 

The position of the stationary horizontal illuminance meters are illustrated in Figure 3.21 by red rectangles and placed 

at the height of 0.8 𝑚 from the ground; they are labeled by 𝑠𝑖  where 𝑖 ∈ {1,2,3,4,5,6}. The HDR vision sensors, however, 

were moved from one location to another during the experiment and placed in 9 positions 𝑠𝑖  & 𝑚𝑗 , 𝑖 ∈ {1,2,3,4,5,6}, 

𝑗 ∈ {1,2,3} and in 4 directions 𝑜𝑘 , 𝑘 ∈ {1,2,3,4}. The Konica Minolta illuminance meter was placed horizontally at the 

height of 1.5 𝑚, presented by green triangle in Figure 3.21.  

Thus, in total 9 ∙ 4 =  36 luminance maps are captured and 6 horizontal illuminance values are registered. 

 

Horiz. Illum. meters 

HDR vision 
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Figure 3.21 − SinBerBEST daylight testbed floor plan; position and orientation of the horizontal illuminance meter (𝑠𝑖) 
and HDR vision sensors (𝑚𝑖  & 𝑠𝑖) as well as their labels. The HDR vision sensors take 4 orientations (𝑜𝑖). The reference 

sensor is placed next to the window and is represented by a green triangle. 

3.2.2. 3for2 Building 

With a focus on reducing the necessary size of the services plenum, an alternative paradigm for the optimization of 

space, material, and energy use in buildings is proposed by Schlueter et al. [168], [169]: a holistic integration of all 

building systems – structural, mechanical, and electrical. The authors address the increasing pressure on future cities, 

especially in the dense mix-use developed areas in Singapore, in terms of limited space and resources, by introducing a 

novel decentralized HVAC concept. 

 
Figure 3.22 − Conceptual schematic of an idealized 3for2 building section compared to a conventional building section 

[168]. 
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Despite the impact of ceiling plenums shielding a building’s mechanical and electrical installation from the occupants’ 

view on building material use, space intensity, and energy consumption, this design continues to prevail. In fact, typical 

floor to false ceiling heights are approximately 2.8 [𝑚] and the height of the ceiling plenum can reach 1.5 [𝑚] on 

average. One needs only to imagine the alternative to this system to understand the adverse effect of this conventional 

design: a high-rise building that altogether eliminates any functional need for plenums or dedicated floor spaces for air 

handling equipment and electric installations, while still providing energy services in an efficient, architecturally-

appealing manner. This principle is at the core of the “3for2” design concept for high-rise buildings (see Figure 3.22). 

The 3for2 pilot building at United World College of South East Asia (UWCSEA) in Singapore was completed in 2015. 

Rysanek et al. [165] observed in this building that a decentralized ventilation system comprising both recirculating and 

dedicated outdoor air fan coil units may reduce daily electricity requirements for air-conditioning in Singaporean office 

spaces by over 15%. The present study, detailed in Section 4.7, evaluates this novel design from the daylight 

performance point of view.  

The concept of using an illuminance ratio to quantify the amount of daylight in buildings has at least existed since around 

1909 when Waldram published a measurement technique based on the approach [170].  

  

 
Figure 3.23 − Outdoor and indoor view of the 3for2 building. The reference horizontal illuminance is at the height of 

80 [𝑐𝑚]. 

The HDR vision sensor (VIP) is placed at predefined positions (𝑚𝑖  & 𝑠𝑖) as shown in Figure 3.24. This room is normally 

used for meetings in UWCSEA. Four orientations (𝑜𝑖), at each measurement point, are covered in this experiment. 

𝐸ℎ𝑟𝑒𝑓 𝐷𝐺𝑃 & 𝐸𝑣 
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Figure 3.24 – The 3for2 board room (Singapore), horizontal illuminance and DGP index are evaluated at points 𝑚𝑖  & 𝑠𝑖. 
The VIP, used for glare assessment, is placed in four orientations 𝑜𝑖 . Reference horizontal illuminance is measured at 

the inner side of the facade at the height of 1.5 𝑚  

3.3. Daylight Testbed in Fraunhofer ISE 

In this section, the daylight testbed located at the Fraunhofer Institute for Solar Energy (ISE) in Freiburg i B. (Germany) 

is presented in detail. This facility was used during the 9 months of an exchange program supported by the ZKS 

foundation. The control strategy and the experimental results are presented in detail in Chapter 6. 

3.3.1. Rotating Testbed 

The rotating testbed is located on the rooftop of building H of Fraunhofer Institute for Solar Energy Systems (ISE) at a 

latitude and longitude of 48.010650 °𝑁 and 7.834241 °𝐸 respectively. It can be rotated 𝑜𝑣𝑒𝑟 360° to allow the 

emulation of office rooms with the different facade orientations. The room’s facade is fully glazed with a color-neutral 

sun protecting double glazing with a light transmission of 𝑇⊥  =  54%, a U-value of 1.1 [𝑊.𝑚−2. 𝑘−1], and a Solar Heat 

Gain Coefficient of 29%. The Window to Wall Ratio (WWR) in the configuration shown in Figure 3.25 is 𝑎𝑏𝑜𝑢𝑡 89% 

[17]. The test facility is split into two identical rooms 3.65 [𝑚] wide and 4.6 [𝑚] deep with a suspended ceiling located 

3 [𝑚] above the floor. For a comprehensive description of the testbed, one may refer to a recent publication by 

Katsifaraki et al. [74]. 

The floor plan of the testbed and the location of the workstation and sensor are illustrated in Figure 3.27. The monitoring 

system is based on a fieldbus system connected with the main computer, which operates as both a data logger and the 

controller. The system is further connected with the Fraunhofer ISE network through an Ethernet connection for 

weather data acquisition, monitoring and maintenance purposes. 

Even though there are two identical office rooms in this testbed, there is only a single shading command available for 

the two offices. For this reason, the second room is not used during this experimentation. One of the advantages of the 

testbed is that it is unoccupied allowing for experimental testing without perturbations and improvement of prototypes 

of the controller without the concern of disturbing the occupants or neighboring offices.  
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(a) (b) 

Figure 3.25 – The testbed at Fraunhofer ISE composed of two identical rooms. The experimentation was carried out 
only in the left one. 

 

Figure 3.26 – Daylight testbed, equipped with horizontal and vertical illuminance meters. The one used in this 

experiment is encircled in red; (a) horizontal luxmeter; (b) HDR vision sensor for 𝐷𝐺𝑃 index assessment. 

 
Figure 3.27 – Floor plan of the daylighting testbed on a building rooftop at Fraunhofer ISE. Only the sensors and 

actuators of this experiment are depicted. 

  
(a) (b) 
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3.3.2. Sensors of Daylight Testbed 

The HDR vision sensor is located at the position shown in Figure 3.28 (b): the latter is close to one of the possible 

locations and orientations of an HDR vision sensor in the day-to-day life (e.g. on the VDT), once operating in a working 

environment. Moreover, in such an environment, the horizontal illuminance may be evaluated by a ceiling-mounted 

HDR vision sensor facing downward: a setup similar to the one used for a long-term monitoring in the LESO building. 

(a) 
 (b)  

(c) 
Figure 3.28 − (a) The HDR vision sensor (VIP); (b) Installation location of the VIP during the experimentation at 

Fraunhofer ISE; (c) sample images captured by VIP from its installation location in daylighting testbed;. 

The testbed provides the following set of information in real time: shading position, six horizontal and six vertical 

illuminance values at numerous points scattered over a table. The illuminance meters are manufactured by Hagner 

(model SD2); their accuracy, as reported by the manufacturer, is equal to 3%. Considering the whole system including 

the signal amplification, the accuracy of monitored illuminances is about 5%. The global and diffuse horizontal irradiance 

are measured by a pyranometer manufactured by DeltaT (model SPN1), whose relative accuracy is estimated to be 

equal to ±10% over 𝑡ℎ𝑒 0.4 to 2.7 𝜇𝑚 range. The slat angle of the venetian blind is not measured in the testbed. An 

internal variable keeps however track of the slat angle and is updated when a movement is recorded. 

3.3.3. Actuators of Daylight Testbed 

The control system commands the following actuators: shading position and shading slat angle as well as the dimming 

of the ceiling mounted electric lighting. The slat angles after a raising movement is equal to zero. Knowing this when 

the controller is launched for the first time, the blinds are slightly raised, i.e. at 5% of total height. Accordingly, the 

internal variable for slat angle is initialized to zero. The shading system, in its completely retracted state, covers still 

30 𝑐𝑚 of the window height. This configuration is visible in Figure 3.28 (c). 

 
Figure 3.29 − The slat profile of venetian blind in the daylight testbed at Fraunhofer ISE. 

A dimmable direct/indirect pendant luminaire equipped with two T5 fluorescent tubes with a nominal power of 98W is 

installed in each test cell. Connected to a Hager light actuator, a control signal is applied simultaneously to both cells. A 

dimming curve was drawn for the testbed based on the readings of illuminance Sensor #2 (Figure 3.26 (a)). The curve 
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and the corresponding equation, shown in Figure 3.30, are used as command by the controller for the lighting system 

knowing the horizontal illuminance shortage with respect to the target illuminance 𝐸ℎ𝑟𝑒𝑓  (Eq. 3.10). 

 
Figure 3.30 − Electric lighting dimming level with respect to the horizontal illuminance. Error bars are equal to 5% of 

the sensor reading (Section 3.3.2). 



 50 Cyber-Physical Testbeds 
 

 

 

 



Introduction 51 
 

 

Chapter 4 

4. HDR Vision Sensor  
In this chapter, the first research question raised in the Section 1.3 is addressed:  

 How the notion of visual comfort and specially glare rating indices can be introduced to the BMS?  

In order to answer this question in a scientific manner, we had to perform sensor characterization, calibration and 

validation. The history of the HDR vision sensor in the course of this project is explained in Section 4.1. In the following 

section, 4.2, the most recent version of the sensor, named Vision-in-Package (VIP), is characterized and calibrated. The 

calibration result is validated in a joint project with Laboratory of Integrated Performance in Design (LIPID) [171] and 

elaborated in Section 4.3. The author implemented the DGP index evaluation on the embedded processor of the two 

generations of the HDR vision sensor. The details of this development is presented in Section 4.4. Robustness and 

accuracy of the embedded software is demonstrated in Sections 4.5 and 4.6. In Section 4.7, the use of HDR vision sensor 

as a building facade characterization device is demonstrated. Finally, in Section 4.8, the author assesses how realistic it 

is to consider the readings from a stationary HDR vision sensor, installed in the vicinity of an office occupant, as an 

indicator of the actual exposure of the occupant to daylight. 

This chapter is very technical in nature. At the end of this chapter, the reader is expected to know the sensor’s 

characteristics and to understand the mechanism of a glare index evaluation through an embedded image processing 

algorithm.  

4.1. Introduction 

In this section, the adaptation of the HDR vision sensor to our use-case is explained. An overview of the collaboration 

between the Solar Energy and Building Physics Laboratory of EPFL (LESO-PB) and the Centre Suisse d’Electronique et de 

Microtechnique (CSEM), who developed the sensor hardware, will help the reader to better understand the 

instrumentation and experimental set-up used in this thesis.  

This sensor offers a 132dB intra-scene dynamic range encoded logarithmically with 149 steps per decade while achieving 

a fixed-pattern noise (FPN) of 0.51 Least Significant Bit (LSB). Besides, its powerful system-on-chip (SoC) platform 

combines a front-end pixel with a time-domain logarithmic encoding and a variable reference voltage a, 32b processor, 

a graphical processing unit (GPU), 128KB of SRAM, and several communication interfaces allows performing concurrent 

image processing for calculating discomfort glare indices [172]. Each HDR image therefore provides a complete record 

of the magnitude and spatial variation of the luminance in the field-of-view [80].  

Such system allows for on-the-fly capture and embedded analysis of the images without any dependency on an external 

agent for data analysis. Consequently, no sensitive information from the building leaks outside and accordingly the 

concern about the occupant’s privacy can be properly addressed.  
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The first version of the HDR vision sensor, named IcyCAM (Figure 4.1 right), was delivered to LESO-PB in 2008. Apiparn 

Borisuit and her colleagues [38] calibrated and characterized the device and equipped it with a fisheye lens. The vision 

sensor available at the beginning of this doctoral thesis was able to perform some basic photometric measurements 

such as glare rating thanks to an ‘ad hoc’ software package running on a connected PC. The direct robust implementation 

of a glare rating software on a processor embedded in the IcyCAM was one of the main tasks achieved during this thesis, 

allowing to carry out the main experiments described in Chapter5.  

The author received the second version of the sensor, VIP, illustrated in Figure 4.1 left, from CSEM in September 2016. 

The VIP was already equipped with a fisheye lens. A complete calibration, programing and adaptation of the device to 

our control platform were carried out during this thesis. The exchange programs in Singapore ETH Centre (SEC) and 

Fraunhofer ISE benefitted from this new version of the HDR vision sensor. A summary of the experiments and the 

corresponding HDR vision sensor is given in Table 4.1. 

 
Figure 4.1 – Left: new version of the HDR vision sensor named VIP; right: previous version, named IcyCAM. 

Section Experiment/activity Testbed/location Sensor 

4.2 Sensor characterization & calibration LESO VIP 

4.3 Validation of sensor calibration LESO-LIPID VIP 

4.4 Embedded glare assessment development LESO  IcyCAM 

4.5 Robustness and accuracy test LESO IcyCAM 

4.6 Uniformity and accuracy verification LESO IcyCAM 

4.7 Sensor as characterization device SinBerBEST, 3for2 

(Singapore) 

VIP 

4.8 Optimal location of the sensor LESO  IcyCAM 

5.1 Short-term experiment LESO  IcyCAM 

5.3 Long-term experiment LESO  IcyCAM 

6 Self-commissioning efficient shading control  Fraunhofer ISE (Germany) VIP 

Table 4.1 − List of the experiments reported in this thesis and their corresponding HDR vision sensor. 

4.2. Sensor Calibration 

The new version of the HDR vision sensor, VIP, is equipped with a High Dynamic Range (HDR) photo sensor (S2 

manufactured by Analogue Devices Corp.) identical to the one of IcyCAM. It benefits accordingly from a logarithmic 

response; it is equipped with a more powerful processor, is more compact and feature a fisheye lens with a wider 

opening angle. The sensors’ embedded system specifications are listed in Table 4.2. 
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Sensor Year CPU Memory Photosensor Inertial sensor Software 

IcyCAM 2008 50 MHz, 32b [172] 128 Kb of SDRAM S2 (132 dB) - Devise 

VIP 2016 Cortex-M4 180 MHz 64 MB of SDRAM S2 (132 dB) ST LSM9DS1 uKOS 

Table 4.2 − Specifications of HDR vision sensor prototyped by CSEM. IcyCAM is shown in Figure 4.1 on the right and 

VIP on the left. 

4.2.1. Purpose of the Calibration 

The sensor is not calibrated at all; its output does not quatify any physical properties of the captured light. For visual 

comfort indices assessment and building control application, it is essential that each pixel of the sensor returns the 

luminance of the observed part of the field of view regardless of the type and intensity of the light source and the 

position of the pixel on the image. To this end, the sensor needs to be calibrated spectrally, photometrically and 

geometrically. 

4.2.1.1. Calibration Procedure 

The steps for performing this calibration, inspired from Andersen [173], are as follows: 

i) The VIP output [grayscale] is mapped to radiance [𝑊. 𝑠𝑟−1. 𝑚−2] by means of a white light source in order 

to derive a mapping function (calibration curve). 

ii) The VIP raw spectral sensitivity function is obtained, using the previous curve, and employed to determine 

optimal photopic filter combinations.  

iii) The “Spectral calibration” is achieved using three gelatin-based organic filters manufactured by Roscolux 

following a procedure defined by Borisuit et al. [38]; they were previously tested with IcyCAM and verified 

with VIP to check their accuracy. 

iv) The “Photometric calibration” is performed to obtain the equivalent luminance from grayscale values. 

v) The “Geometric calibration” accounts for the vignetting effect and eliminates the light fall-off in the border 

of the image.  

A list of sensors, light sources and light treatment devices is shown in Table 4.3. Their accuracies are based on those 

reported by the manufacturers. 

4.2.1.2. List of Equipment 

Device/Equipment Application Role Output/Range/Accuracy 

Vision In- Package (VIP) 
Device to be calibrated, 4 

devices at disposal 
In all the steps 

(320 × 240) pixel image [grayscale], 0 
to 1024, to be determined 

Halogen quart-tungsten 
lamp 

Stable light source 
Spectral 

calibration 
Light beams 

Monochromator 

Transmitter of a 
mechanically selectable 

narrow band of 
wavelengths of light 

Spectral calibr. Wavelength 380-780nm; ±5% 

Integrating sphere 
Providing white reflecting 

surface as target 

Spectral & 
photometric 

calibr. 
- 

Spectroradiometer JETI 
Specbos 1201 

(il)luminance and 
(ir)radiance meter 

Reference for 
Photometric 

calibr. 

Luminance [𝑐𝑑.𝑚−2], 2-7e+4, ±2% 
(1000 𝑐𝑑.𝑚−2 and 2856 K) 

Minolta LS-110 
luminance-meter 

Luminance meter 
Reference for 
Photometric 

calibr. 

Luminance [𝑐𝑑.𝑚−2], 0- 999’900, 
±2% of reading 

Followspot KORRIGAN 
HMI 1200 

Powerful Light source 
Photometric 

calibr. 
Light beams, 0 − 1.5𝑒6 𝑐𝑑 @ 7° 

beam range 
Konica Minolta cr-210 

Chroma-Meter 
Organic filters sizing Spectral calibr. 

Chromaticity coordinates (x, y) 0 to 1; 
intensity 0-160% of reflectance; ±1% 

Table 4.3 – List of the equipment used during the calibration process of HDR vision sensor. 
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4.2.2. Preliminary Testing 

These tests were performed before the calibration procedure in order to have a better understanding of the 

functionality and performance of the VIP sensor. 

4.2.2.1. Field of View 

The field of view (FoV) of the vision sensor is essential to be determined for further image processing purposes. 

Moreover, the mapping function, which converts the pixel coordinates to angular distance from the optical axis, is 

needed for evaluating the size, location and luminance of the glare sources. 

The FoV of the VIP sensor is equal to 167° vertically times 132° horizontally. The captured image has 320 pixels 

(columns) and 240 pixels (rows). In other words, in the horizontal direction, the resolution is equal to 

167[°]/320 [𝑝𝑖𝑥𝑒𝑙𝑠]  =  0.5218 [°/𝑝𝑖𝑥𝑒𝑙] and in the vertical direction is 132[°]/240 [𝑝𝑖𝑥𝑒𝑙]  =  0.5513 [°/𝑝𝑖𝑥𝑒𝑙]. In 

comparison to the IcyCAM, VIP has a larger field of view (𝐹𝑜𝑉𝐼𝑐𝑦𝐶𝐴𝑀  =  102° ∙  136°) with the same image size (320 ∙

 240), thus a lower resolution. 

  
Figure 4.2 − Field of View of the VIP. 

 

In order to measure the field of view of VIP, the HDR sensor was placed in front of a checkerboard of 10 x 8 B/W squares 

(Figure 4.3). The width and the height of each squared form on the checkerboard is 9 [𝑐𝑚] ∙  9.6[𝑐𝑚] (𝐻 ∙ 𝑉). The 

captured images, corresponding to two distances between the sensor and the checkerboard, are shown in Figure 4.4. 

The sensor is placed in a way that the corner of a checkerboard’s square is located on the optical axis (i.e. distortion 

center) of the sensor. In this case, the vertical and horizontal lines on the checkerboard passing through that corner 

(and the center of distortion of the image) remain straight lines. In this configuration, the calculation of the center of 

distortion, horizontal and vertical FoV is feasible.  

The angular distance between the optical axis and a measurement point is determined by using Eq. (4-1), where 𝐷 [𝑐𝑚] 

is the distance between the sensor and the checkerboard. An example of 𝐿 [𝑐𝑚] is shown in Figure 4.4. The distance on 

the image, on the other hand, is measured in pixels and is calculated from the distortion center of the distortion. 

𝜃 = atan(
𝐿

𝐷
)   𝐿 ∈ {𝑋𝑙 , 𝑋𝑟 , 𝑌𝑡 , 𝑌𝑏}

(4-1) 
 

 

168° 130° 

Top of the image 
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Figure 4.3 − Mounting the sensor on a tripod in front of the checkerboard for measuring its field of view and deriving 

the mapping function to convert pixel positions on the digital image to the angular distances from optical axis 

The distance was varied between the checkerboard and the sensor so that a different angular distance could be 

produced. The result of the calibration is shown in Figure 4.5. These fitted curves are used later in the embedded 

software development to determine the angular distance from the optical axis by knowing the pixel position on the 

image. The curves intercept is not nil, e.g. −0.0394 in the vertical direction and +0.7222 in the horizontal direction. 

The misalignment between the image center and the optical axis of the lens was extracted using this information. This 

intercept corresponds to the equivalent of −0.07 pixels in the vertical and 1.38 pixels in the horizontal direction; these 

values suggest that the misalignments in the vertical (
0.07

240
=  0.029 %) and the horizontal (

1.38

320
=  0.38%) directions are 

negligible. 

  
(a) (b) 

Figure 4.4 − Image captured by VIP for extraction of the mapping function, conversion of pixel coordinates to angular 

distances from the optical axis to determine the field of view; (a) small distance; (b) large distance between the sensor 

and the checkerboard. The red and green lines are added in the post-processing. 

 
 

(a) (a) 

Figure 4.5 − The mapping function to convert pixel positions on the digital image to the angular distances from optical 
axis; (a) vertical; b) horizontal. 

HDR vision sensor 

Checkerboard 
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4.2.2.2. Image Output 

The output of the HDR vision sensor can be visualized in Figure 4.6. The organic filters used, issued from the spectral 

calibration, are, in this case, placed on the VIP sensor: the image comprises accordingly luminance values in a 10 𝑏𝑖𝑡 

mode. 

It is essential to monitor pixel values in absolute darkness since the latter are used, as presented in Section 4.2.3, to 

derive the grayscale to radiance raw calibration function. In other words, it is essential to measure the pixel value 

corresponding to zero radiance. 

It was observed that the temperature of two VIP sensors (VIP #1 and #3) in operation increases and stabilizes up to 58 

°𝐶. This phenomenon, per se, is not a real issue if the drift of the sensor, defined as the average values of all pixels 

monitored when the sensor is absolute darkness, does not vary significantly. This is not the case for the aforementioned 

devices as there is a temperature induced drift, even if the sensor’s Digital Signal Processor (DSP) is during 98% of time 

in idle mode. The noise, defined as the standard deviation of the pixel values in absolute darkness, also rises in these 

cases; it is outlined using error bars in Figure 4.8. On the other hand, the temperature of the other two sensors (VIP #2 

& #4) remains below 43 [°𝐶] after stabilization; no temperature induced drift is accordingly observed (Figure 4.8, blue 

curve). 

 
Figure 4.6 – Sample image captured by HDR vision sensor (VIP). 

 
Figure 4.7 − Measuring the temperature of the VIP in absolute darkness; the sensor’s fisheye lens is removed. It is 

placed against a flat surface (table). 
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Figure 4.8 − Comparison of the drift in two VIPs, defective vs correct. Defective ones are subsequently repaired CSEM. 

The upcoming stages of the calibration procedure were carried out using VIP #2 and #4, showing no temperature issues. 

The observed problem for VIP #1 and #3 was reported to CSEM. They received the defective sensors and returned them 

after repairing. The grayscale value equivalent to zero radiance is equal to 1022 for all devices. This is an important point 

that will be referred to for deriving Eq. (4-3). 

 
Figure 4.9.− Summary of overheating issues and problem statement for VIP #1 & #3. 

4.2.3. Spectral Calibration 

In this section, the steps applied for modifying the spectral sensitivity of the VIP are elaborated. To adapt its spectral 

sensitivity to human eyes, the raw spectral response of the device must first be determined and a combination of 

gelatin-based color filters selected according to it. 

4.2.3.1. Grayscale to Radiance Function 

Two sets of measurements were carried out by means of the setup illustrated in Figure 4.10. In a first step, the halogen 

light source emit a polychromatic light toward the input port of the monochromator, which filtered out all the visible 

radiations except for the user defined one within a 7 [𝑛𝑚] spectral range (Figure 4.12). The wavelength increment of 

10 [𝑛𝑚] is chosen for this step based on the reason provided in Section 4.2.3.2.1. The quasi-monochromatic beam was 
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then projected on the internal surface of the Ulbricht sphere. The VIP sensor (e.g. #4) and the spectroradiometer were 

aiming at the same surface area labeled as target in Figure 4.10. By varying the power of the light source from 400 [𝑊] 

to 1000 [𝑊], radiance (𝑅) of the target and grayscale value (𝐺𝑆) of the corresponding pixels were varied and recorded.  

Figure 4.11 depicts the recorded data and the curve fitted to the data. Due to the high stability of the light source and 

the VIP sensor, the measurement error is lower than 0.1 % 𝐹. The correlation between the VIP pixel value and radiance 

measured by the spectroradiometer is given by Eq. (4-2):  

𝑅𝑉𝐼𝑃  =  10
−05 × 𝐺𝑆2 –  0.0166 × 𝐺𝑆 +  6.5055 (4-2) 

where 𝑅𝑉𝐼𝑃 is radiance corresponding to a pixel of image captured by VIP [𝑊.𝑚−2. 𝑠𝑟−1 ] and 𝐺𝑆 is the grayscale value 

[−] that pixel. 

Although the correlation coefficient of the fitting curve is satisfying, this quadratic function does not return zero 

radiance for the grayscale of the absolute darkness (𝐺𝑆 = 1022). This discrepancy would be problematic especially in 

the next step (spectral sensitivity) where the radiance of the quasi-monochromatic beam is considerably lower than the 

one of white light.  

To address this issue, a “zero radiance” is introduced as one of the data points in order to ‘force’ the calibration curve 

to nil. Since the best fit of the new data set is a power function (thanks to trial-and-error and comparison of r2-correlation 

coefficient), the nil radiance couple of variables is introduced as (𝐺𝑆, 𝑅)𝑛𝑒𝑎𝑟 𝑧𝑒𝑟𝑜 𝑟𝑎𝑑𝑖𝑎𝑛𝑐𝑒  𝑒𝑞𝑢𝑎𝑙 𝑡𝑜 (1022, 0.0003). The 

new fitting curve is depicted in Figure 4.11 (b). 

 
Figure 4.10 − Schematic representation of the experimental setup for spectral calibration, comparable to the setup 

used by Andersen [173]. 

  
(a) (b) 

Figure 4.11 − VIP sensor #4 fitting curve in equivalent radiance and luminance. In this figure, the data point 
corresponding to 0 radiance is not considered; (a) without zero radiance; (b) modified with zero radiance. 
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Eq. (4-3) is the correlation between the grayscale value [−] of a pixel of an image captured by VIP and its corresponding 

radiance [𝑊.𝑚−2. 𝑠𝑟−1] by including the ‘zero radiance’ value.  

𝑅𝑉𝐼𝑃  =  10
25 × 𝐺𝑆−9.144  (4-3) 

where 𝑅𝑉𝐼𝑃 is radiance corresponding to a pixel of image captured by VIP [𝑊.𝑚−2. 𝑠𝑟−1 ] and 𝐺𝑆 is the grayscale value 

[−] that pixel. This equation was used for curve fitting in the next step for determining the raw and corrected spectral 

sensitivity of VIP. 

4.2.3.2. VIP Raw Spectral Response 

4.2.3.2.1. Wavelength Increments 

As shown in Figure 4.12, the Full Width at Half Maximum (FWHM) of the quasi-monochromatic beam measured by the 
spectroradiometer is 14 [𝑛𝑚] (peak ± 7 [𝑛𝑚]). Based on this observation, the wavelength increment for scanning the 
visible range was set to a slightly conservative value of 10 [𝑛𝑚] which leads to larger spectral overlap of consecutive 
beams. 

 
Figure 4.12 − Spectral distribution of the quasi-monochromatic beam measured for three different wavelengths. the 

Full Width at Half Maximum (FWHM) of the beam is 14 𝑛𝑚. 

4.2.3.2.2. Spectral Sensitivity of the VIP #4 

In this stage, the raw spectral sensitivity of the VIP #4 is evaluated. For this purpose, the monochromatic delivered a 

quasi-monochromatic light beam in the visible range of 380 − 780 [𝑛𝑚] with an increment of 10 [𝑛𝑚] while its 

corresponding radiance (𝑅) and equivalent radiance (𝑅𝑉𝐼𝑃) were experimentally determined using a spectroradiometer 

and a VIP sensor respectively. 𝑅𝑉𝐼𝑃 is derived from Eq. (4-3) on the basis of the average of 15 pixel values corresponding 

to the target area. To compensate for the lower radiance of the monochromatic light flux, compared to white light, the 

entrance point of the light beam was taken as target in this case (Figure 4.13). The normalized spectral sensitivity 

𝑆𝑟𝑎𝑤(𝜆) is determined using Eq. (4-4); it is illustrated in Figure 4.14 (b). 

𝑆𝑟𝑎𝑤(𝜆)  =  
(𝑅𝑉𝐼𝑃(𝜆)/𝑅(𝜆))

(𝑅𝑉𝐼𝑃(555 [𝑛𝑚])/𝑅(555 [𝑛𝑚]))
 (4-4) 
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Figure 4.13 − Experimental setup for spectral calibration. The VIP and spectroradiometer are pointing toward the 

entrance of the integrating sphere so that sufficiently high luminances can be measured. 

4.2.3.2.3. Correction Filters 

A combination of colored correction filters was chosen to adapt the raw spectral sensitivity of the VIP sensor to the 

human eye response (photopic response curve).  

To quantify the agreement between the corrected response of the VIP sensor 𝑆(𝜆) and the photopic response curve 

𝑉(𝜆), the function 𝑓1
′, defined by CIE [174] as “the degree to which the relative spectral sensitivity 𝑆(𝜆) matches the 

𝑉(𝜆) or photopic action curve”, was used and evaluated according to Eq. (4-5). 

𝑓1
′ = 0.0093584 ∑|𝑆(𝜆𝑛) − 𝑉(𝜆𝑛)| . ∆𝜆𝑛

𝑁𝜆

𝑛=1

 (4-5) 

The constant 0.0093584 is valid for wavelengths expressed in [𝑛𝑚]; ∆𝜆𝑛 represents the wavelength step between 𝜆𝑛−1 
and 𝜆𝑛. 

Several filter manufacturers, such as Konica Minolta, PRC and LMT, were contacted to purchase organic 𝑉(𝜆) correcting 

filters. It turned out that they only use glass filters due to their higher stability and precision, being less prone to drift 

due to high temperatures and moisture as well as their precisely controllable spectral transmittance. Moreover, their 

filters are customized and optimized for their type of sensors and do not necessarily meet our requirements. Moreover, 

these glass filters are not suitable for our own technical developments due to the compactness of the VIP design: there 

is only 1.3 [𝑚𝑚] of available space between the photosensor chip and the optical lens to implement the correcting 

filters while the minimum thickness of a glass filter is 1.2 [𝑚𝑚] and most probably, a combination of three glass filters 

is needed. On the other hand, for facilitating further a possible commercialization of this device, organic filters were 

also preferred for cost reasons. 

  
(a) (b) 

Figure 4.14 − (a) Raw spectral response of VIP #4 in grayscale; (b) normalized raw spectral sensitivity in comparison 
with photopic curve. 
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Borisuit [38], designed a glass-based filter with optimal thicknesses to correct the spectral sensitivity of the IcyCAM, 

reaching an error estimation 𝑓1
′ of 8.3%. She applied an optimization algorithm to derive the thickness of the three glass 

filters; as the VIP photosensor has the same spectral response as IcyCAM, the three glass filters were taken as starting 

point for developing the organic filters. 

Several filters manufactured by Kodak, Roscolux and Gossen Filters were chosen and tested. Although the usual 

approach for filter dimensioning is to optimize their thickness so as to adjust their combined transmittance with the 

𝑉(𝜆) photopic response [173], [175], a trial-and-error method has proven to be faster and more effective than the 

optimization approach. The reasons are as follows: i) the transmittance curve of the organic filters would have to be 

manually introduced in the optimization software owing to the fact that their transmittance data are not available; this 

is a time consuming and inaccurate process, ii) Secondly, these data do not often correspond to the measured 

transmittance of filters, leading to undesirable errors and (iii) finally, the existing routine for filter thickness optimization 

[175] cannot be directly used since the thickness of the organic filters is fixed; the only remaining option is to include 

and/or remove them from the filter combination. 

The option finally adopted was to select a combination of off-the-shelf available Roscolux filters. The company produces 

filters with 200 + colors made of two types of organic plastics. More than 65% of the product line is made of co-

extruded polycarbonate foils; the remaining 35% are made of deep dyed polyester.  

The main idea is that two filters with similar spectral transmittance have the same apparent color while exposed to 

white light. In other words, the author wanted to identify three Roscolux organic filters that had the same “color” and 

“transmittance” as the glass filters originally used for the correction of the IcyCAM sensor developed by Borisuit [38]. A 

comparison of these filters’ features could not rely only on human eyes due to the lack of precision, and metamerism 

of the experimenter’s eyes. 

To address this issue, a calibrated cr-210 chromameter (last sensor listed in Table 4.3) was used as depicted in Figure 

4.15. This device was originally employed for an accurate assessment of the color coordinates and reflectance factor of 

a given sample. In this experiment, the sample filter (gelatin- or glass-based) was placed between two opaque sheets 

covering its surface except for the part that is located right on the top of the photosensor. Finally, a calibration cover 

made of a bright white surface was used to close the device’s chamber. The white light flux generated by the light source 

was reflected by the calibration cover, passes through the sample filter and was perceived by the photosensor. Its output 

consisted of the CIE XYZ chromaticity coordinates (x, y) with triple significant digits and the luminance (Y) sensed by the 

photosensor; Y is directly proportional to the transmittance of the sample filter. 

Table 4.4 summarizes the color matching procedure. The chromaticity coordinates of the reference filters as well as a 

combination of newly found organic filters (e. g. Roscolux filters R14+R3316+R386) are given in the same table. It shows 

an acceptable coherency between the CIE XYZ coordinates of glass filters (reference) and the organic filters (usable for 

the VIP sensor). 

The filters were placed in front of VIP #2 sensor and its corrected spectral response was measured as illustrated in Figure 

4.17. The 𝑓1
′ CIE error estimator is equal to 10.3%, which is slightly larger than the corresponding value observed with 

glass-based filters fitted on the IcyCAM (𝑓1
′ = 8.3%). It is worth noting that the overall response of the spectrally 

corrected VIP is significantly reduced in comparison with a plain VIP sensor; the equivalent radiance measured at 555nm 

(𝑅𝑉𝐼𝑃555𝑛𝑚), close to the most sensitive part of the curve, corresponds only to 12% of the response obtained with a VIP 

sensor without filters. This low sensitivity might limit the applicability of a VIP in an equivalent case, such as presence 

detection in a low illuminance environment for instance. However, for glare rating, this low sensitivity might not be a 

problem as glare sensations are generally caused by very bright surfaces or light sources, such as the presence of the 

sun or reflections in the field of view. 
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(a) 

  (b) 

Figure 4.15 − Setup for dimensioning the gelatin filters based on Glass filters optimized by Borisuit [38]. Minolta 
chromameter is used for finding out the color of the filters. 

 

 

Filter 
Borisuit [38] 

R14+R3316 R386 
Blue Yellow Brown 

Y 34.2 46.5 29.0 31.2 41.2 
x 0.237 0.391 0.441 0.445 0.229 
y 0.304 0.443 0.435 0.451 0.3559 

Comment References filters 
x and y match but 

still too 
transparent 

Mixture of blue 
and yellow 

Table 4.4 − Summary of color matching of the reference glass-based filters and the combinations of organic filters. 
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Figure 4.16 − Color coordinates of the blue, yellow and orange filters on the CIE chromaticity diagram. 

 
Figure 4.17 − Spectral sensitivity of the VIP #4 equipped with 3 organic filters: compared to 𝑉(𝜆). 

Finally, according to several experiments, the author observed that the temperature rise of the VIP does not influence 

the transmittance of the organic filters and that the variation of the 𝑓1
′ factor is lower than 2%. 

In spite of the advantages of the organic filters in terms of high interchangeability and cost, this approach has certain 

limitations. For example, they may bleach over 10’000-100’000 hours of light exposure and heating depending on the 

conditions. Moreover, as the organic filters reduces the overall sensitivity of the photosensor, it might not be applicable 

in low illuminated environments. The direct implementation of plasmonic filters on the VIP chip is one of the promising 

solutions that would lead to longer durability, features even more accurate spectral sensitivity and does not reduce the 

overall sensitivity of the sensor. This follow-up project is sketched in Section 7.4 as an important step for better 

technology transfer toward industrial application/product. 

4.2.4. Photometric Calibration 

The photometric calibration is intended to provide the functions mapping the pixels’ grayscale values (from 0 to 1022 

digits) to the corresponding luminance [𝑐𝑑.𝑚−2]. The calibration procedure was performed in two steps in order to 
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cover a large luminance range corresponding to a daylit environment and to minimize the calibration error. The 

following experimental set-up for the light sources was used accordingly: 

i) Low luminance range (𝑙 < 67 [𝑐𝑑.𝑚−2]) using a halogen quart-tungsten lamp; 

ii) High luminance range (76 [𝑐𝑑.𝑚−2] < 𝑙 < 9′500 [𝑐𝑑.𝑚−2]) using a followspot KORRIGAN HMI 1200.  

 

For the first stage, the VIP #2, sensor, a luminance-meter (Minolta LS-110) and spectroradiometer (Specbos 120) are 

placed at the entrance of the integrating sphere (Figure 4.18). Due to the setup, it is not possible to use the light entrance 

aperture as the target; all devices are accordingly pointing toward the same target area in the Ulbricht sphere. The 

power of the light sources varies between 400 and 1000 [𝑊].  

 

 
(a) (b) 

Figure 4.18 − Experimental setup for photometric calibration of HDR vision sensor (VIP) in “low” luminance ranges  
(0 − 67 [𝑐𝑑.𝑚−2]). 

For the second stage, a high power followspot device fitted with a 1200W HMI discharge lamp was used as light source. 

A white diffusive surface was placed at 5 meters distance of the light source, the sensors pointing toward this surface 

(Figure 4.19). The reflecting surface must be large enough in order to obtain a homogenous luminance distribution on 

a sufficiently large area. It is worth mentioning that, as opposed to the halogen quart-tungsten lamp, this light source 

does not provide a very stable illumination even after 20 minutes of operation due to the inherent discharge 

phenomena. To overcome this problem, the VIP and the spectroradiometer performs automatically a continuous 

measurement of the white surface luminance: the average and standard deviation of 20 measurement samples were 

then taken into account to derive the calibration curve.  

The result of the photometric calibration is illustrated in Figure 4.20 for both low and high luminance ranges. The 

calibration function is shown in Eq. (4-6). 

𝐿𝑉𝐼𝑃  =  952302𝑒
−0.01×𝐺𝑆 

(4-6) 

 

where 𝐿𝑉𝐼𝑃 [𝑐𝑑.𝑚−2] is the luminance obtained from the VIP and 𝐺𝑆 [𝑑𝑖𝑔𝑖𝑡𝑠] is the pixel value in grayscale. 
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Figure 4.19 − Experimental setup for photometric calibration of HDR vision sensor (VIP) in high luminance ranges  

(76 − 9’500[𝑐𝑑.𝑚−2]).). 

 
Figure 4.20 − Photometric calibration curve (mean ± SD) of HDR vision sensor (VIP). Vertical error bars are barely 

visible. 

4.2.5. Geometrical Calibration 

In this section, the stages of the geometric calibration are presented. The VIP sensor is equipped with a fisheye lens, 

which is known for exhibiting noticeable light falloffs at the border of the captured image, known as vignetting effects. 

In other words, there is a luminance loss for pixels located far from the optical axis. This calibration procedure was 

carried out in collaboration with Marta Benedetti, an MSc student at LESO-PB supervised by the author.  

 
Figure 4.21 − Experiment set-up for geometric calibration of HDR vision sensor (VIP). Courtesy of Marta Benedetti. 
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An experiment was designed (Figure 4.21) in order to evaluate and counterbalance the vignetting effects of the fisheye 

lens. Sensor VIP#2 and a steady-state white light source were used for this purpose. 

The VIP sensor was mounted on a tripod with the possibility to rotate horizontally and positioned perpendicular to the 

light source. Figure 4.22 shows a grayscale map captured by the sensor when it is directed towards the light source, 

thus the latter is in the center of the image. 

 
Figure 4.22- Grayscale map captured by the sensor when in front of the light source during the geometrical 

calibration. 

The tripod was progressively rotated by 5° steps and snapshots were taken at each position, as shown in Figure 4.23. 

 
Figure 4.23 − Experimental set-up for geometric calibration of VIP sensor. The sensor is rotated around its axis by 5° 

steps using a rotating tripod. Courtesy of Marta Benedetti. 

At each angle, the grayscale value of the pixel corresponding to the light source – i.e. the lowest grayscale value in the 

image - was extracted, and each pixel position recorded. Since vignetting effects are noticeable in both horizontal and 

vertical extension of the captured image, the procedure was repeated for both directions, i.e. by placing the sensor in 

the two different positions shown in Figure 4.24. 
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(a) (b) 

Figure 4.24 – HDR vision sensor (VIP) mounted on tripod in two positions in order to consider both (a) horizontal and 
(b) vertical angle. 

The lowest grayscale value of the captured map was plotted for each rotation angle; the results are shown in Figure 

4.25 for horizontal and vertical directions.  

Horizontal error bars denote observational errors (±1°), whereas vertical error bars are negligible, the light source being 

very stable, thus the luminance constant. In order to test the stability of the light source, a luxmeter was placed in front 

of it and illuminance measurements were taken continuously for 15 minutes. For the entire duration of the test, a 

constant illuminance was observed by the instrument with a precision equal to 0.1 [𝑙𝑥]. Both sets of data were fitted to 

5th order polynomial functions. 

  

(a) (b) 

Figure 4.25 − Grayscale value of light source in the captured map vs. (a) horizontal (b) vertical angle of rotation of the 
sensor. Error bars in the horizontal direction indicate the observational error due to reading the angle on the rotating 

tripod. Horizontal error bars denote observational errors (±1°), whereas vertical error bars are negligible. 

Eq. (4-7) and (4-8) present the polynomial functions fitted to the data depicted in Figure 4.25 for horizontal and vertical 

rotation directions, respectively.  

𝐺𝑆ℎ𝑜𝑟𝑖𝑧𝑜𝑛𝑡𝑎𝑙(𝜗) = 9 ∙ 10
−10 ∙ 𝜗5 − 1 ∙ 10−7 ∙ 𝜗4 + 1 ∙ 10−5 ∙ 𝜗3 − 0.0188 ∙ 𝜗2 + 1.477 ∙ 𝜗 + 592.09 (4-7) 

 

𝐺𝑆𝑣𝑒𝑟𝑡𝑖𝑐𝑎𝑙(𝜗) = 9 ∙ 10
−9 ∙ 𝜗5 − 1 ∙ 10−7 ∙ 𝜗4 − 2 ∙ 10−5 ∙ 𝜗3 + 0.0194 ∙ 𝜗2 − 0.023 ∙ 𝜗 + 590.36 (4-8) 

 

where 𝐺𝑆ℎ𝑜𝑟𝑖𝑧𝑜𝑛𝑡𝑎𝑙  and 𝐺𝑆𝑣𝑒𝑟𝑡𝑖𝑐𝑎𝑙  is the grayscale value of the pixels recorded when the VIP sensor was rotated 

horizontally and vertically respectively (Figure 4.24) and 𝜗 is the VIP rotation angle as shown in Figure 4.23. 

By carefully observing the graph in Figure 4.25, it can be noticed that the curve is not perfectly symmetrical. A further 

analysis of the field of view of the sensor allowed observing a misalignment between the center of distortion and the 

center of the image, which causes the FoV to be asymmetrical. In order to obtain only one single function, the two 

curves were overlapped and the curve related to the vertical angle shifted by 3.5 degrees (equivalent to 7 pixels) in 

order to adjust the misalignment of the two curves (Figure 4.26). On the y-axis, the grayscale value difference with 

respect to the center is considered. A 5𝑡ℎ order polynomial function was fitted to the whole set of data, resulting in 

Equation (4-9) with a goodness of fit 𝑅2 > 0.998: 
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𝐺𝑆𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑(𝜗) = −3 ∙ 10−9 ∙ 𝜗5 − 2 ∙ 10−7 ∙ 𝜗4 + 10−5 ∙ 𝜗3 − 0.1736 ∙ 𝜗2 + 1.3214 (4-9) 
 

Where 𝐺𝑆𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑  is the difference in grayscale value with respect to the center and 𝜗 is the rotation angle. 

 
Figure 4.26 – Relative grayscale values of pixels of HDR vision sensor (VIP) in horizontal and vertical direction, as a 

function of the rotation angle (𝜗). 

For the implementation of the vignetting correction, it is necessary to convert grayscale values in luminance and angles 

into pixels. To convert the grayscale value in luminance [𝑐𝑑.𝑚−2], Eq. (4-6) presented in the previous section was 

introduced: the result are shown on Figure 4.27. 

 
Figure 4.27 − Normalized luminance of HDR vision sensor (VIP) versus distance [𝑝𝑖𝑥𝑒𝑙] from center of the image. This 

figure shows the normalized luminance for vertical and horizontal rotation. 

As a final step, the function allowing a vignetting correction was found by taking the inverse of the normalized luminance 

plotted versus the distance to the center in pixels and fitting the polynomial function illustrated in Figure 4.28. 

The function for the vignetting correction is expressed by Equation (4-10): 

𝑉𝑉𝐼𝑃 = 10
−13 ∙ 𝑑𝑝

 6 − 6 ∙ 10−12 ∙ 𝑑𝑝
 5 − 10−9 ∙ 𝑑𝑝

 4 − 3 ∙ 10−8 ∙ 𝑑𝑝
 3 + 0.0001 ∙ 𝑑𝑝

 2 − 0.0002 ∙ 𝑑𝑝 + 0.9956 (4-10) 

  

where 𝑉𝑉𝐼𝑃 is the geometric (vignetting) correction factor as a function of the distance (𝑑𝑝 [𝑝𝑖𝑥𝑒𝑙]) of the pixel 𝑝 to the 

image center. This function is implemented on the embedded processor of the VIP. 
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Figure 4.28 − Geometrical calibration curve as a function of the distance [𝑝𝑖𝑥𝑒𝑙] of the pixel to the center of the 

image. Vertical error bars correspond to 10% error of the measured data. 

4.3. Calibration Checking 

Several photometric sensors were calibrated with respect to the references sensors listed in Table 4.5. This verification 

of the calibration was performed in collaboration with the LIPID scientists, e.g. Jan Wienold and Peter Hansen [171]. 

Peter Hansen prepared the sensing platform (Figure 4.29), chose and ordered the target surfaces (Figure 4.30) and 

performed the post-analysis of the images captured by LMK 98-4 to create the luminance maps. The author participated 

in the ideation session held in LIPID for determining the location of the measurement scenes, participated in carrying 

out the measurements. Finally, the author performed independently the post processing of the images captured by the 

HDR vision sensor, carried out the comparison between the readings of reference sensors and ones of the HDR vision 

sensor drew the conclusions and finally wrote the present section of the thesis. 

4.3.1. Photometric Sensors 

Six sensors are mounted horizontally on a tripod, at the approximate height of 120 𝑐𝑚 from the floor. Two spirit levels 

were used to guarantee horizontality of the viewing directions. Three of them serve as reference sensors, the other 

three being calibrated according to the reference sensors. They are listed in Table 4.5 and the setup is illustrated in 

Figure 4.29. 

Index Sensor Type Task Accuracy 

1 Kenmerken van de LMT LUX2  Luxmeter Reference Not reported 

2 LMK 98-4  Imager Reference 3% 

3 Konica Minolta LS-110 Luminance meter Reference 0.2% 

4 VIP Imager Calibrated To be figured out 

5 Canon EOS 70d (#1) Imager Calibrated To be figured out 

6 Canon EOS 70d (#2) Imager Calibrated To be figured out 

Table 4.5 – List of sensors used for calibration checking procedure. 
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Figure 4.29 − Sensor setup for calibrating checking experimentation. Courtesy of Peter Hansen. 

During each experiment, the handheld luminance meter is pointed toward 5 target samples shown in Figure 4.30. The 

HDR vision sensor (VIP) was included in this setup and compared to three reference photosensors; LIPID researchers 

were interested in calibrating two Canon digital cameras. 

 
Figure 4.30 – Target samples for luminance evaluation for calibration checking. 

4.3.2. Illumination Conditions 

The experiments were performed in three indoor locations in Building LE on the EPFL main campus in Lausanne as well 

as outdoors in front of Building LE. The images from the testbeds are listed in Appendix F.  

A first scene was captured on the 6th June 2017. However, the sky condition during this day was not steady; ergo the 

results were not reliable and consequently disregarded. Second round of the measurement campaign (Scene 2 to 6) was 

executed during the afternoon of the 7th June 2017 during stable sky conditions. At each indoor location, several series 

of measurements were performed for various lighting conditions. Amending the sun shading and the electric lighting 

status produced different lighting conditions. A summary of the experimental protocol is listed in Table 4.6. 
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Scene 

index & 

location 

Condition 

index 

Uniformly 

illuminated 

targets 

Non-uniformly 

illuminated 

targets 

Explanation 

Scene 4, 

LE001 

(S4) 

C1 

1, 2 3, 4, 5 

Top and bottom shading open, el. light. off 

C2 Top shading closed, bottom one open, el. light off 

C3 Top and bottom shading closed, el. light off 

C4 Top and bottom shading closed, el. light on 

Scene 5, 

LE001 

(S5) 

C1 

1, 4 2, 3, 5 

Top and bottom shading open, el. lightings off 

C2 Top shading closed, bottom one open, el. light off 

C3 Top and bottom shading closed, el. light off 

C4 Top and bottom shading closed, el. light on 

Scene 2, 

LE1 

(S2) 

C1 

1, 3 2, 4, 5 

Shading open, el. light. off 

C2 Shading half open, el. light. off 

C3 Shading completely closed, slat horiz., el. light. off 

C4 Shading completely closed, slat horiz., el. light. on 

Scene 3, 

LE1111 

(S3) 

C1 

3, 5 1, 2, 4 

Shading open, el. light. off 

C2 Shading half open, el. light. off 

C3 Shading completely closed, slat horiz., el. light. off 

C4 Shading completely closed, slat horiz., el. light. on 

Table 4.6 − List of testbeds, indoor conditions and targets surfaces for calibration checking experiment. 

Five target samples (Figure 4.30) showing a uniform reflection coefficient were placed in different locations in the field 

of view of the sensors.  

The sensors’ accuracy was derived according to the two following criteria: 

i) Luminance values [𝑐𝑑.𝑚−2] of the target samples measured by all the instruments (except for N°1, see Figure 

4.29); 

ii) Illuminance values [𝑙𝑥] measured by all the instruments (except for N°3, see Figure 4.29). 

The accuracy was evaluated using the average normalized relative error from the reference value expressed in [%]. 

𝜖𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒 = 𝐸 (|
�̂�−𝑦

𝑦
|) ∙ 100  [%] (4-11) 

where �̂� is the variables measured by the VIP and 𝑦 is the one measured by reference sensors. 

4.3.3. Experimental Results 

Table 4.7 presents the grayscale images captured by the VIP from different scenes. The target samples are shown as red 

labels 𝑃1, … , 𝑃5. The locationa of the target samples are illustrated with more details in Appendix F. 
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Scene 1 Scene 2 

  

Scene 3 Scene 4 

  
Scene 5 Scene 6 

Table 4.7 – Rendering of grayscale maps measured by HDR vision sensor (VIP) during calibration checking 
experiments. Current rendering of the images does not reflect the actual gray scale value. 

During each experiment 5 luminance maps were produced by means of the VIP. For each lighting condition in each 

scene, two series of measurements were carried-out: different aperture sizes were chosen for the digital cameras.  

  
(a) (b) 

Figure 4.31 – (a) Example of LMK imager’s user interface and an HDR sample image captured at Scene 4. Courtesy of 
Peter Hansen. 
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4.3.3.1. Luminance Monitoring 

Pointwise luminance measurements were performed using a Konica Minolta LS-110 luxmeter. This measurement is 

prone to errors: firstly, because it is a handheld device, the experimenter’s ability influences the measurements and 

secondly, there is an offset between its viewpoint and the other sensors. 

A luminance map captured by the VIP was accordingly analyzed in order to characterize the pixels corresponding to the 

target samples. The luminance corresponding to these pixels was determined [𝑐𝑑.𝑚−2].  

A detailed study of this luminance map shows that the relative variation of the pixel values of the targets placed close 

to the facade is larger than 200%, even at the center of the target sample. The targets located further than 2 [𝑚] from 

the facade show a more uniformed surface luminance (Figure 4.32). For this reason, the samples located close to the 

facade were disregarded for reasons of accuracy: all over 32 evaluations from uniformly illuminated target samples 

were collected. 

The normalized relative error between a VIP and LMK monitored luminances for the homogeneously lit surfaces is equal 

to 19.6%. The corresponding error between LMK and Konica Minolta LS-110 luminance meter is equal to 8%. 

 
Figure 4.32 − Example of considerable variation of apparent luminance of the target surface located close to the 

facade. (X, Y) are the pixel coordinates and Z is the luminance. 

 
Figure 4.33 − Pointwise luminance comparison between VIP, LMK imager& Konica Minolta handheld luminance 

meter. 

Uniform 

Varying 
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4.3.3.2. Illuminance Monitoring 

The luminance maps created by the VIP are transformed to illuminance values by means of Eq. (4-16) as detailed in 

Section 4.4. Thus, the author may compare their readings with the illuminance values recorded by LMT luxmeter as well 

as LMK 98-4, i.e. Sensors 1 and 2 in Table 4.5 and Figure 4.29. It is worth noting that the field of view of the VIP 

(𝑒. 𝑔. , 167° ∙ 132°) is smaller than a full hemisphere, thus is not capable of capturing the light rays arriving from the 

regions out of its own range. The VIP field of view represents accordingly 89% of the full hemisphere (Section 4.2.2). 

The LMK imager is the most accurate photosensor among all the reference sensors. The relative accuracy of the VIP in 

regards to LMK is 10.1% and with respect to the LMT luxmeter it is 12.9%. For comparison, the accuracy of the LMT 

luxmeter in regards to the LMK imager is 7.9%. This shows that the HDR vision sensor is only 2.2% less accurate than 

the standard product LMT luxmeter (10.1% vs. 7.9%) with regard to the most accurate photosensor at hand, the LMK 

imager. Thus, the HDR vision sensor’s accuracy can be deemed acceptable. 

 
Figure 4.34 – Illuminance comparison between VIP, LMK imager and LMT LUX2 illuminance meter. 

4.4. Implementation of DGP Rating in the Embedded System 

In the previous section, the VIP has been characterized and calibrated. In this section, the implementation of the glare 

index rating software in the VIP embedded system is presented step-by-step. The theoretical background is covered in 

Section 2.1 whereas the practical subtleties are covered in this section. The specifications of the embedded system are 

listed in Table 4.2. 

The flow chart of the data processing is illustrated in Figure 4.35. The processing starts with the reading of a grayscale 

matrix (raw image) by the software and ends with a glare rating, using the 𝐷𝐺𝑃, 𝐷𝐺𝐼 or 𝑈𝐺𝑅 indexes, as output. 
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Figure 4.35 – Schematic representation of flow chart of embedded glare rating software. Raw data [𝑔𝑟𝑎𝑦𝑠𝑐𝑎𝑙𝑒] 

monitored by the VIP sensor (top left) is transformed to discomfort glare indices [−] (bottom right). 

4.4.1. Illuminance and Average Luminance 

The empirical valuation of the illuminance and average luminance by the VIP requires first to determine two main 

variables: i) the angular distance from the optical center and ii) the solid angle sustained by each pixel. The way the 

latter are assessed is explained in the following section. 

4.4.1.1. Angular Distance from the Optical Axis 

The angular distance from the optical axis or image center is calculated based on the “pixel to degree” ratio that was 

found during the VIP characterization in Section 4.2.2.1. The latter has shown that the fisheyes lens projection is an 

equidistant or linear scaled one. More details on this subject are given in Appendix E, the corresponding “pixel to degree” 

relation being: 

𝛼𝑉𝐼𝑃(𝑥, 𝑦) = 𝜌 ∙ √(𝑥 − 𝑥𝑐)
2 + (𝑦 − 𝑦𝑐)

2 (4-12) 

 

Where 𝛼(𝑥, 𝑦) is the angular distance from the optical center and (𝑥𝑐 , 𝑦𝑐) = (119,159) is the coordinate of the center 

of the image and 𝜌 is the angle to pixel ratio [°/𝑝𝑖𝑥𝑒𝑙] equal to 0.533. In Figure 4.36, the correlation between the angle 

and distance to the center for both directions are superimposed.  
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Figure 4.36 − Conversion from the pixel coordinates to angle to the optical axis (center of image) in vertical (blue) and 

horizontal (red) direction. The slope of these curves defined the parameter 𝜌 in Eq. (4-12) which is equal to 
0.533 [°/𝑝𝑖𝑥𝑒𝑙]. 

4.4.1.2. Solid Angle Subtended by each Pixel 

The objective of this subsection is to present the way the solid angle that is subtended by each pixel is calculated. 

Knowing the type of projection, one can obtain this relation by means of a procedure that is presented below. 

 

Figure 4.37 − Schematic representation of procedure for calculating the solid angle subtended by a pixel on a 
captured image. The variables refer to the coordinates of the pixel center; the principles are applicable to the corners 

of the pixel. 

The procedure used for calculating the solid angle subtended by a given pixel is schematically depicted in Figure 4.37. 

For the sake of simplicity, the variables referring to the coordinates of the pixel center are illustrated. The annotation 

for the pixel corners follows the same convention:  

I. The coordinates of each image pixel expressed in the Cartesian coordinates system (𝑥, 𝑦) are assigned to the 

center of a pixel. Each pixel having four corners, their coordinates are calculated by finding the mid-point 

between the centers of neighboring pixels. Thus, four pairs of Cartesian coordinates for four corners are 

obtained (𝑥𝑖 , 𝑦𝑖) 𝑖 ∈ {1,2,3,4}.  

II. In the next step, the angles in the horizontal and vertical direction corresponding to the Cartesian system axis 

are found by applying Eq. (4-12) (𝑥𝑖 , 𝑦𝑖) → (𝛼ℎ,𝑖 , 𝛼𝑣,𝑖), 𝑖 ∈ {1,2,3,4}.  

III. Thirdly, the corners angles are transformed from Cartesian coordinates to spherical coordinates assuming that 

the radius of the sphere is one and that projection is orthogonal (𝛼ℎ,𝑖 , 𝛼𝑣,𝑖) → (𝜙𝑖 , 𝜃𝑖 , 𝜌𝑖), 𝑖 = {1,2,3,4} where 

𝜌𝑖 = 1.  
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IV. Knowing the spherical coordinate, one can calculate the length of each side of the projected rectangle by 

applying the Euclidean distance in 3D. The length of the rectangle diagonals can be determined similarly. For 

example 𝑙𝑗 = 𝑂𝑖𝑂(𝑖+1)̅̅ ̅̅ ̅̅ ̅̅ ̅̅  

V. Knowing the length of each side and one diagonal, one may find the area of two triangles forming the projected 

rectangle (𝐴1, 𝐴2). The area of the rectangle is equal to the sum of the area of the each triangle: 𝐴(𝑥, 𝑦) =

𝐴1 + 𝐴2. 

VI. Since the rectangle is projected on a unit sphere, the area of the rectangle is by definition equal to the solid 

angle of the original pixel: 𝜔(𝑥, 𝑦) = 𝐴(𝑥, 𝑦). By repeating the procedure for the whole image, a matrix of solid 

angles can be created.  

This process is computationally too heavy to be implemented on the embedded DSP of the VIP sensor. Given the field 

of view, the image dimensions and the type of projection, one may pre-calculate the matrix of solid angles offline and 

burn the whole matrix on the flash memory of the VIP. Since the available onboard memory is limited, another solution 

was applied: a polynomial function was fitted in order to be able to reproduce the matrix of solid angles. The calculation 

of this function is by far less CPU intensive and does not require any storage resources. 

A curve given by Eq. (4-13) was fitted to this data to approximate the solid angles with high accuracy (𝑅2 = 0.9998 and 

𝑅𝑀𝑆𝐸 =  1.042 ∙ 10−07). Thanks to the symmetry, a quarter of the solid angle matrix is sufficient to be modeled this 

way. 

𝜔(𝑥, 𝑦) = 4.326 ∙ 10−5  +  2.351 ∙ 10−7 ∙ 𝑥 +  2.03310−7 ∙ 𝑥 − 7.319 ∙ 10−10 ∙  𝑦2  +  1.242
∙ 10−10 ∙ 𝑦 ∙ 𝑥 − 8.749 ∙ 10−10 ∙ 𝑥2 

(4-13) 

 

where 𝜔 is the solid angle [𝑠𝑟] and coefficients are derived with 95% confidence bounds. The total solid angle covered 

by the fisheyes lens is equal to 5.5985 [𝑠𝑟] which is about 89% of the solid angle of an hemisphere (2𝜋 [𝑠𝑟]).  

4.4.1.3. Grayscale to Luminance Mapping 

The raw output data of the imager represent a matrix 𝑀𝑔𝑟𝑎𝑦𝑠𝑐𝑎𝑙𝑒  of grayscale values  

𝑀𝑔𝑟𝑎𝑦𝑠𝑐𝑎𝑙𝑒 = (𝑚𝑔𝑟𝑎𝑦𝑠𝑐𝑎𝑙𝑒(𝑥, 𝑦))
0≤𝑥≤239,0≤𝑦≤319

, 𝑚𝑔𝑟𝑎𝑦𝑠𝑐𝑎𝑙𝑒 ∈  ℕ ≤ 1022. 

Through the characterization procedure, the sensor has been photometrically, spectrally and geometrically calibrated 

so that the grayscale value of each pixel can be converted to luminance. Thus, a luminance map 𝑀𝑙𝑢𝑚 =

𝑚𝑙𝑢𝑚(𝑥, 𝑦)0≤𝑥≤239,0≤𝑦≤319 and 𝑚𝑙𝑢𝑚 ∈ ℝ+ can be derived based on Eq. (4-14): 

𝑀𝑙𝑢𝑚 = 𝛹𝑙𝑢𝑚(𝑀𝑔𝑟𝑎𝑦𝑠𝑐𝑎𝑙𝑒) ∙ 𝑉𝑉𝐼𝑃 

𝑚𝑙𝑢𝑚(𝑥, 𝑦) =  𝛹𝑙𝑢𝑚 (𝑚𝑔𝑟𝑎𝑦𝑠𝑐𝑎𝑙𝑒(𝑥, 𝑦)) ∙ 𝑉𝑉𝐼𝑃(𝑥, 𝑦) 
(4-14) 

where 𝑀𝑙𝑢𝑚 is the luminance map (or matrix), 𝛹𝑙𝑢𝑚(𝑀𝑔𝑟𝑎𝑦𝑠𝑐𝑎𝑙𝑒) is the conversion function derived through the 

photometric calibration and 𝑉𝑉𝐼𝑃 is the vignetting correction factor derived through the geometric calibration. For 

further information on these functions, one may refer to Section 4.2. 
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(a)  (b) 

Figure 4.38 − (a) Example of raw grayscale map evaluated by VIP; (b) luminance map obtained from the grayscale 
map. 

The illuminance and average luminance are finally derived by applying Eq. (4-15)and (4-16).  

𝐿𝑎𝑣𝑒𝑟𝑎𝑔𝑒 =
∑ ∑ (𝑚𝑙𝑢𝑚(𝑥, 𝑦) ∙ 𝜔(𝑥, 𝑦))

319
𝑦=0

239
𝑥=0

∑ ∑ 𝜔(𝑥, 𝑦)319
𝑦=0

239
𝑥=0

 , 𝑖𝑓 𝛼𝑉𝐼𝑃 < 90°  (4-15) 

where 𝐿𝑎𝑣𝑒𝑟𝑎𝑔𝑒  is the average luminance of the scene and “∙”symbol is an element-wise multiplication of two matrices. 

𝐸𝑉 =∑∑(𝑚𝑙𝑢𝑚(𝑥, 𝑦) ∙ 𝜔(𝑥, 𝑦) ∙ cos (𝛼(𝑥, 𝑦)))

319

𝑦=0

239

𝑥=0

 , 𝑖𝑓 𝛼𝑉𝐼𝑃 < 90°  (4-16) 

where 𝐸𝑣 is the illuminance in lux. 

4.4.2. Glare Pixel Map 

All pixels with angles to the optical axis larger than 90° are filtered out and set to 0. 

The threshold for glaring pixels detection can be found based on the recommendation by [17] as shown in Eq. (4-17). 

𝑇𝑔𝑙𝑎𝑟𝑒 = 5 ∙ 𝐿𝑎𝑣𝑒𝑟𝑎𝑔𝑒    [
𝑐𝑑

𝑚2
] (4-17) 

Another approach consists in applying the contrast thresholds corresponding to near and mid peripheral regions in the 

field of view [175], [176], such as:  

 For a 30° angle around the line of sight, corresponding to the ergorama, if the ratio of the pixel luminance to 

the one of the pixel on the line of sight (pixel in center of the image) is larger than 1:3 or smaller than 3:1, the 

pixel is labeled as glaring; 

 In the region between a 30° and 60° angle around the line of sight, corresponding to the panorama, if the ratio 

of the pixel luminance to the one of the pixel on the line of sight is larger than 1:10 or smaller than 10:1, the 

pixel is labeled as glaring; 

Both approaches were implemented in the embedded software of the VIP. The first one was used in the framework of 

this doctoral thesis. A glaring pixels map, which is made of binary items, was defined for that purpose as follows: 

𝑀𝑔𝑙𝑎𝑟𝑒_𝑝𝑖𝑥𝑒𝑙 = (𝑚𝑔𝑙𝑎𝑟𝑒_𝑝𝑖𝑥𝑒𝑙(𝑥, 𝑦))
0≤𝑥≤239,0≤𝑦≤319

, 𝑚𝑔𝑙𝑎𝑟𝑒_𝑝𝑖𝑥𝑒𝑙 ∈ {0,1} 

The elements of this matrix are defined as follows: 

𝑚𝑔𝑙𝑎𝑟𝑒_𝑝𝑖𝑥𝑒𝑙(𝑥, 𝑦) = {
1 𝑖𝑓 (𝑚𝑙𝑢𝑚 (𝑥, 𝑦) > 𝛵𝑔𝑠 & 𝛼(𝑥, 𝑦) < 90°)

0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (4-18) 
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(a)  (b) 

Figure 4.39 − (a) Luminance map [𝑐𝑑.𝑚−2] (b) potential glaring pixels map found by application of Eq. (4-18). White 
pixels are the glaring pixels and the black area is the background. 

4.4.3. Glare Source Map 

A glare source map consisting of a matrix defined as follows is created at this stage. 

𝑀𝑔𝑙𝑎𝑟𝑒_𝑠𝑜𝑢𝑟𝑐𝑒 = (𝑚𝑔𝑙𝑎𝑟𝑒_𝑠𝑜𝑢𝑟𝑐𝑒(𝑥, 𝑦))
0≤𝑥≤239,0≤𝑦≤319

, 𝑚𝑔𝑙𝑎𝑟𝑒_𝑠𝑜𝑢𝑟𝑐𝑒 ∈ ℕ 
(4-19) 

At the previous stage, a glaring pixel map was created. In this step, the glaring pixels are regrouped to form the glare 

sources if they are within a given radius. The Grass fire algorithm is applied for grouping the pixels; this algorithm is 

inspired by the natural spread of fire in a plane partially covered with grass. The fire is initiated from a corner of the 

plane (image); if there is unburnt grass in the vicinity of the fire, the fire is naturally spreading to that region of grass. 

The fire spreads to the region until there is no more unburnt grass within a specific distance from the fire. A new fire is 

set as soon as a new distant unburnt grass point (pixel) is detected, the fire spreading to the neighbors in the same 

manner. The process is going on until all grass is burnt (e.g.no unburnt grass remains). 

Using this analogy, one may explain in simple words how the glare sources are formed. The implemented algorithm is 

however more elaborated than this explanation to guarantee the robustness and computation simplicity.  

 

 

 
(a)  (b) 

Figure 4.40 – Glaring pixels, i.e. white pixels on the left image (a), are grouped to form three glare sources shown in 
the right image (b). The image on the right is called glare source map.  

The 𝑀𝑔𝑙𝑎𝑟𝑒_𝑝𝑖𝑥𝑒𝑙  is swept and as soon as the first glaring pixel is detected (𝑖𝑓 𝑚𝑔𝑙𝑎𝑟𝑒_𝑝𝑖𝑥𝑒𝑙(𝑥, 𝑦) = 1), the corresponding 

pixel inthe glare source map is indexed to 1 (𝑚𝑔𝑙𝑎𝑟𝑒_𝑠𝑜𝑢𝑟𝑐𝑒(𝑥, 𝑦) = 1). At this point, the neighborhood search for finding 

unindexed glaring pixels starts (equivalent to near unburnt grass in the analogy above). Each pixel in the window defined 

by (𝑥 ± 20, 𝑦 ± 20) is checked. Thus, the width and height of the search window are equal to 2 ∙ 20 + 1 =  41 pixels. 

When the whole neighborhood is indexed, the sweeping process continues. In this process, if a new unindexed glare 

pixel is found, a neighborhood search starts to look for already indexed pixels. If none is found, it means that a new 
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glare source has been detected; this pixel is indexed as a new glare source: 𝑚𝑔𝑙𝑎𝑟𝑒𝑠𝑜𝑢𝑟𝑐𝑒
(𝑥, 𝑦) = 𝐼 + 1 where 𝐼 is the 

number of glare sources already found. In other words, a new fire is set. 

Figure 4.40 illustrates how the grass fire algorithm is grouping the glaring pixels in order to identify potential glare 

sources. 

4.4.4. Analyzing the Glare Sources for Features Extraction  

In this step, the features of glare sources, such as their luminance, angular size and location, are extracted from the 

digital image. The list of the corresponding parameters is shown in the following table. 

Variable Description 

𝑳𝒔 Luminance of glare source 𝑠 [𝑐𝑑.𝑚−2] 
𝑷𝒔 Guth’s position index for source 𝑠 

𝝎𝒔 Solid angle subtended by the source 𝑠 [𝑠𝑟] 

𝛀𝒔 Solid angle subtended by the source, modified by the position of the source [𝑠𝑟] 
(𝑳 ∗ 𝝎)𝒔 Luminance of glare source 𝑠, pixel-wise weighted by solid angle [𝑐𝑑.𝑚−2. 𝑠𝑟−1] 

∑𝑳𝒔 
Sum of the luminance of all glare sources [𝑐𝑑.𝑚−2] 

∑𝝎𝒔 
Solid angle subtended by all the glare sources [𝑠𝑟] 

∑(𝑳 ∗ 𝝎)𝒔 
Luminance of all the glare sources, pixel-wise weighted by solid angle [𝑐𝑑.𝑚−2. 𝑠𝑡−1] 

𝑬𝒅 Direct vertical illuminance at eye due to all sources [𝑙𝑥] 
𝑳𝒃 Background luminance [𝑐𝑑.𝑚−2] 

Table 4.8 − List of glare sources features extracted from the digital image. These features are used for calculating 
glare indices based on Eq. (2-1) to Eq. (2-5). 

4.4.4.1. Position Index Calculation 

In order to take into account the effect of angular displacement of the glare source relative to the observer line of sight 

in the glare indices formula, a position index P-index known as the Guth position index is determined for each pixel of 

the glare sources [17]. The analytical equation of the position index depends on the location of the glare source or the 

glaring pixel. If the pixel is above the line of sight, it is given by Eq. (4-20); if below by Eq. (4-21). 

𝑃𝐺𝑢𝑡ℎ(𝜏, 𝜎) = 𝑒𝑥𝑝 ([35.2 − 0.31889 ∙ 𝜏 − 1.22 ∙  exp (−2𝜏/9)] ∙ 10
−3𝜎 + [21 + 0.26667 ∙ 𝜏 −

0.002963𝜏2] ∙ 10−5 ∙ 𝜎) (4-20) 

𝑃𝐺𝑢𝑡ℎ(𝑅, 𝐷) = {
1 + 0.8

𝑅

𝐷
𝑅 < 0.6𝐷

1 + 1.2
𝑅

𝐷
𝑅 ≥ 0.6𝐷

 (4-21) 

where 𝑅 = √𝐻2 + 𝑌2, 𝐻 is the vertical distance between the source and the viewing direction, 𝑌 is the horizontal 

distance between the sources and the viewing direction and 𝐷 is the distance from the eye to the source in the viewing 

direction. Figure 4.41 illustrates the angular variables that must be taken into account in the calculation of the Guth 

position index. 

To derive the P-index for each pixel, one needs to convert the pixel Cartesian coordinates to the angles 𝜏 and 𝜎. To 

perform this conversion, two new variables,𝛼ℎ and 𝛼𝑣 are introduced corresponding to the horizontal and vertical 

angles measured in respect to the line of sight, given by Eq. (4-22). 
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Figure 4.41- Schematic representation of the angles 𝜏 and 𝜎 used for calculating the P-index. 

𝛼ℎ = 𝛼ℎ,𝑚𝑖𝑛 +
𝛼ℎ,𝑚𝑎𝑥 − 𝛼ℎ,𝑚𝑖𝑛

𝑊𝑖𝑚𝑎𝑔𝑒

∗ 𝑦 

(4-22) 

𝛼𝑣 = 𝛼𝑣,𝑚𝑖𝑛 +
𝛼𝑣,𝑚𝑎𝑥 − 𝛼𝑣,𝑚𝑖𝑛

𝐻𝑖𝑚𝑎𝑔𝑒
∗ 𝑥 

 

where 𝛼ℎ,𝑚𝑖𝑛 = −83.5°, 𝛼ℎ,𝑚𝑎𝑥  = +83.5°, 𝛼𝑣,𝑚𝑖𝑛 = −66°, 𝛼𝑣,𝑚𝑎𝑥  = +66°, 𝑊𝑖𝑚𝑎𝑔𝑒 = 320 𝑝𝑖𝑥𝑒𝑙𝑠, 𝐻𝑖𝑚𝑎𝑔𝑒 =

240 [𝑝𝑖𝑥𝑒𝑙] and (𝑥, 𝑦) ∈ ([0,239], [0,319]) are the pixel Cartesian coordinates. 

 The angular variables 𝜏 and 𝜎 can be determined as follows: 

𝜎 = √𝛼ℎ
2 + 𝛼𝑣

2  

𝜏 = asin(
αh
σ
 )  

(4-23) 

4.4.4.2. Calculation of Selected Glare Sources Features 

Characterizing the glare sources is a tricky task: their luminance Ls and sustained solid angles 𝛺𝑠  must be weighted pixel-

wise in some cases. The following equations provide the exact definition of these variables: 

𝐿𝑠(𝑠) =
∑(𝐿 ∙ 𝜔)𝑠
∑𝜔𝑠

 (4-24) 

 

𝐿𝑏 =
Σ𝜔 ∙ 𝐿𝑎𝑣𝑒𝑟𝑎𝑔𝑒 −∑(𝐿 ∙ 𝜔)𝑠

Σ𝜔 − ∑𝜔𝑠
 (4-25) 

 

Ω𝑠(𝑠)  =  
𝜔𝑠(𝑠)

𝑃𝑠(𝑠)
2

 (4-26) 

4.4.5. Evaluating the Glare Source Indices 

In a final stage, the glare indices are evaluated on the basis of the glare sources’ main features. Eq. (2-1)(2-4)(2-2)(2-3) 

can be directly applied. However, for 𝐷𝐺𝑃 calculation some subtle modifications to the original formula have been 

suggested by Wienold, the inventor of this index, for low illuminance scenes; these are given by Eq. (4-27). 

𝜎 

𝜏 

Glare 
source 

Image plane 

VIP 

𝛼ℎ 

𝛼𝑣 
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𝐷𝐺𝑃 = {𝐷𝐺𝑃 ∙
 𝑒(0.024 ∙ Ev− 4) 

1 + 𝑒(0.024 ∙ Ev− 4)
𝐸𝑣 < 100 𝑙𝑥 𝑜𝑟 𝐷𝐺𝑃 < 20%

𝐷𝐺𝑃 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (4-27) 

 

In the example presented in Figure 4.39 (a), a 𝐷𝐺𝑃 value of 37% was drawn, corresponding to a “Disturbing” discomfort 

glare sensation according to Table 2.1. 

4.5. Robustness and Accuracy Tests 

This section is based on work the author has presented and published in 2015 at the CISBAT 2015 International 

Conference on Future Buildings and Districts – Sustainability from Nano to Urban Scale at EPFL Lausanne (Switzerland) 

[80]. 

Today the Evalglare software, a Radiance based tool for glare rating developed by Wienold [118], is a reference for 

assessment of glare indices using luminance maps. An embedded program inspired by the Evalglare software has been 

developed in order to perform glare indices calculation on the HDR vision sensor. The essential features of the 

embedded program are: i) its computational efficiency (each cycle takes approx. 12 seconds); ii) accurate image 

processing in spite of limited embedded RAM memory and iii) a telemetry transmission feature of whole records of a 

visual comfort analysis over LAN to a remote machine (MATLAB based interface).  

 (a)  (b) 

 (c)  (d) 

Figure 4.42 − Validation of HDR vision sensor embedded glare indices calculation versus Evaglare software 

calculations [17]. 

The software was validated through comparison of 5400 measurements captured under clear sky conditions during 

approximately 18 hours from 9:20 AM to 6:10 AM on March 16 and 17, 2015. As shown in Figure 4.42, a reasonable 

matching was observed between the photometric variables (average luminance and direct illuminance of the glare 

sources) and glare indices (𝐷𝐺𝑃 and 𝐷𝐺𝐼) monitored with the HDR sensor and those calculated with Evalglare. The 

relative discrepancy for the average luminance, the direct illuminance of glare sources, the 𝐷𝐺𝑃 and 𝐷𝐺𝐼 shows Root 

Mean Square Error (RMSE) values of 0.9%, 8.9%, 2.5%, 6.7% respectively. According to Borisuit et al. [175], the 

accuracy i.e. in terms of RMSE of the HDR vision sensor for daylight conditions with respect to a luminance meter 

(Minolta LS 110) was estimated at around 20%. 
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In order to verify the robustness of the functioning of the HDR vision sensor, it was positioned on a tripod at a west-

facing workstation in the LESO solar experimental building, similar to the setup shown in Figure 4.60 (a) in Section 4.8, 

for more than 33 hours; the blinds were completely open and the office occupied for regular office tasks during that 

period. The electric lighting was turned on from 6:45 PM to 8:55 PM on the first day. The sky was partially cloudy on the 

first day and sunny during the second day. During the latter, the sun disk was perceived by the sensor: very high vertical 

pupilar illuminance values for some moments of the day were accordingly observed. These illuminance values were 

properly reflected in the 𝐷𝐺𝑃 (and to some extent in the 𝐶𝐺𝐼) while the other indices return values comparable to those 

monitored for overcast sky conditions. This observation is due to the strong linear relation of the 𝐷𝐺𝑃 with the vertical 

pupilar illuminance. 

  
(a) (b) 

Figure 4.43 − Proof of functionality robustness of the HDR vision sensor during approx. 33 hours; (a) principal 
photometric variables: vertical pupilar illuminance [𝑙𝑥] and average luminance [𝑐𝑑.𝑚−2]; (b) glare indices 𝐷𝐺𝐼, 𝑈𝐺𝑅, 

𝐶𝐺𝐼 and 𝐷𝐺𝑃. 

4.6. Uniformity and Accuracy Verification 

4.6.1. Introduction and Goal 

This experiment was designed and performed in order to verify the uniformity and accuracy of luminance 

measurements throughout the field of view of two High Dynamic Range (HDR) vision sensors. These sensors return a 

luminance map (a 2D matrix of 320x240 pixels) where the value of each pixel corresponds to the luminance of a part of 

the field of view.  

The reason for performing this verification process is as follows: two HDR vision sensors are equipped with photopic 

filters adapting the spectral response of the photoreceptor to the human eye relative sensitivity expressed by the 𝑉(𝜆) 

function (Figure 4.44 (b)). These filters were designed and fabricated based on the raw spectral response of the middle 

pixel of the first sensor (pixel [160,120]). With the correction filters installed, the first sensor is photometrically 

calibrated based on the response of the same pixel. In the final stage, the sensor was geometrically corrected in order 

to eliminate the vignetting effect based on the value of the same middle pixel. These calibrations were made only for 

the middle pixel of the first sensor. However, it is not sure if the rest of the field of view is also accordingly calibrated. 

Moreover, the applicability of the calibration results to the second vision sensor is also uncertain.  

Thus, two questions can be raised and must be answered: 

1. Is the luminance measurement of the first HDR vision sensor accurate enough for the whole field of view? 

2. Is the second vision sensor accurately enough calibrated based on the results of the calibration of the first 

sensor? 

In this section, the experimental setup procedure used for that purpose is described, the results are presented and the 

questions are answered. 
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4.6.2. Experimental Setup 

Three customized photopic filters are depicted in Figure 4.44. The thicknesses of these filters were optimized in order 

to adapt the spectral sensitivity of the HDR vision sensor to the photopic curve 𝑉(𝜆); for further explanations the reader 

is referred to [38]. 

 
Figure 4.44 − Three customized photopic filters (colored glasses) placed between the fisheye lens and the 

photosensor chip. 

The luminance Meter LS-110 is a hand-held device with a measurable luminance range of 0.01 𝑡𝑜 999900 𝑐𝑑.𝑚−2; it 

shows a 1/3° acceptance angle and is TTL (through-the-lens) viewing and sensing (Figure 4.45 (a)). 

The dimensions of the luminous panel, shown in Figure 4.45 (b), are 152 𝑐𝑚 𝑥 118 𝑐𝑚. These panels are originally built 

for emulating the daylight through the window of the phobio test chamber (Figure 3.18). Its light flux can be controlled 

through a command box (Figure 4.45 (c)). The intensity of the panel is controllable by a potentiometer knob. The 

potentiometer setting can be chosen between 0 (lowest luminous intensity slightly higher than nil) and 1000 (maximal 

intensity). The relationship between the luminous intensity of the luminous panel and the reading on the potentiometer 

is not linear. The internal light sources are grouped into halves and can be switched on/off independently: during our 

experimentation the both halves were switched on. 

 

 

 

               (a)                  (b)   (c) 

Figure 4.45 − (a) Handheld LS-110 luminance meter (Konica Minolta); (b) (quasi-)uniform luminous panel; (c) The 
command box used for regulating the intensity of the light (circular button in the bottom with the counter) and for 

switching on/off the interior lighting fixtures (three buttons on the top). 

In order to eliminate the influence of the ambient light, the whole setup was placed in a dark room available in the LESO 

building for lighting experiments.  

4.6.3. Experiment Procedure 

The luminance meter and the HDR vision sensor are located as indicated in Figure 4.46. The view point distance from 

the panel (60 [𝑐𝑚]) is chosen in a way that the whole panel fits into the luminance map (image) of the HDR vision 

sensor. The luminance of the zone encircled with 9 rings was also measured for the sake of luminance comparison. The 
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inner diameter of each ring is equal to 4 [𝑐𝑚]. The luminance of each ring is calculated by taking the average values of 

the corresponding pixels in the luminance map. The rings at the border of the luminance map, i.e. the rings numbered 

1, 3, 7, 9 in Figure 4.46, correspond to the at least fours pixels. The rings in the middle of the image correspond to a 

larger number of pixels.  

 
Figure 4.46 − Schematic representation of the experimental setup for uniformity verification. The relative position of 
the HDR vision sensor (IcyCAM) with respect to the luminous panel is depicted. The inner diameter of each circle on 

the panel i𝑠 4 [𝑐𝑚].  

 

  

(a) (b) 

Figure 4.47 − Experiment procedure: (a) measurement of luminance by Minolta luminance meter. For measuring the 
luminance in the middle point of each circle the luminance is aimed at that point; (b) measurement done by installing 

the HDR vision sensor. The orientation of the sensor does not vary and it is fixed. 
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The luminance of the area located in the middle of each circle was measured first by the luminance meter. The panel 

setting was set to 000, 500 and 1000 by means of the potentiometer on the command box, corresponding respectively 

to a luminance of 251, 2148 and 4350 [𝑐𝑑.𝑚−2] luminance of ring #5, measured by Konica Minolta LS-110, installed at 

the view point depicted in Figure 4.46. The setting of the potentiometer, which adjusts the dimming level of the electric 

lighting system of the panel, will be called “panel setting” in this text. The vision sensors were placed in the reference 

position; a digital image (luminance map) was created for each panel setting. 

4.6.4. Experimental Results 

In this section the results of the experimentation are presented. An example of luminance mapping is shown in Figure 

4-48; the 9 circles located on the luminous panel are clearly visible. 

Figure 4.49 shows the values obtained with the first sensor. Figure 4.50 illustrates the measurements of the second 

sensor. The author observeed that the discrepancy between the measurements of the luminance meter (reference 

instrument) and the HDR vision sensor is negligible and almost constant throughout the whole field of view. 

  

(a) (a) 

Figure 4-48 − Luminance map generated by the HDR Vision Sensor (IcyCAM) #1 with a luminous panel setting equal to 

1000. 

(a) 

 

(b) 
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(c) 

 

Figure 4.49 – Comparison of the luminance measurement captured by HDR vision sensor (IcyCAM) #1 and Minolta 
luminance meter ; (a) light panel setting :000; (b) light panel setting : 500; (c) light panel setting : 1000. 

(a)  

 (b) 

 (c)  

Figure 4.50 – Comparison of the luminance measurement captured by HDR vision sensor (IcyCAM) #2 and Minolta 
luminance meter ; (a) light panel setting:000; (b) light panel setting: 500; (c) light panel setting: 1000. 

To summarize the depicted figures, the root mean square error of difference between the luminance measurements of 

HDR vision sensor and the Minolta luminance meter is calculated and summarized in Table 4.9. 

𝑅𝑀𝑆𝐸 = √
∑ (

(𝐿𝐻𝐷𝑅,𝑖−𝐿𝑚𝑖𝑛𝑜𝑙𝑡𝑎,𝑖)
𝐿𝑚𝑖𝑛𝑜𝑙𝑡𝑎,𝑖
⁄ )29

𝑖=1

9
∙ 100  

[%] (4-28) 

Where 𝐿𝐻𝐷𝑅,𝑖  and 𝐿𝑚𝑖𝑛𝑜𝑙𝑡𝑎,𝑖  are the luminance of ith circle on the light panel measured by respectively HDR vision sensor 

and Minolta luminance meter.  
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Light Panel Setting IcyCAM #1 IcyCAM #2 

𝟎𝟎𝟎 7.80% 6.22% 

𝟓𝟎𝟎 7.86% 7.78% 

𝟏𝟎𝟎𝟎 7.71% 8.98% 

Average 7.79% 7.65% 

Table 4.9 – Root mean square of percentage of relative error of luminance measurements by HDR vision sensor 
(IcyCAM) #1 and Sensor #2 for three different lighting panel settings. 

Table 4.9 shows that there is a negligible discrepancy between the RMSE of measurements of two sensors. 

The average of root mean square errors (average of all 6 values in Table 4.9) is 7.72 %. This value can be used for error 

indication in the charts resulted from HDR vision sensor measurements. 

4.7. HDR Vision Sensor as Characterization Device 

4.7.1. Introduction 

For decades, work-plane illuminance has been used in many forms in the daylight factor and daylight autonomy, for 

characterizing the daylight performance of a building façade. However, this metric is not sufficient to assess the daylight 

performance while an occupant is present in the built environment. The reason is that, based on the experienced visual 

discomfort, the occupant may amend the shading position; the fact that influences the daylight performance of the 

façade considerably. In this case, the daylight autonomy or daylight factor would deviate significantly from the one 

predicted by the building designer. Thus, there is a need for a more comprehensive criterion for such intrinsically 

complex environment which is introduced in Section 4.7.2. 

In this section, the experiments carried out during an exchange program in Singapore ETH Center (SEC) are detailed. 

The goal of this study is to experimentally quantify the daylight performance of a facade concepts named 3for2 

concepts, utilized in the tropics. It is compared with a reference case, a normal facade with no shading installed in a 

testbed with daylight emulator. Daylight performance of a facade in this context is defined in terms of:  

i) the magnitude to which a facade provides the daylight to the deeper part of the building; 

ii) to what extend a facade creates glary conditions for occupants in a sitting position at different distances from the 

facade and different orientations. 

The main difference between the testbeds is the design of their facade: 

1) A vertical facade with no shading or any special architectural design, named SinBerBEST, which is considered as 

reference case and detailed in Section 3.2.1. 

2) A novel facade design for tropics by Prof. Arno Schlueter and his team [165], i.e. a tilted facade named ‘3for2’, which 

is described in Section 3.2.2. 

In this work, three evaluation metrics were used to assess the lighting performance of the ‘3for2’ building: 

i) The horizontal illuminance monitored at the height of a workstation (80 [𝑐𝑚]),normalized with respect to the 

horizontal illuminance measured in the interior close to the facade; 

ii) The vertical illuminance assessed at the eye level for a seated office occupant (120 [𝑐𝑚]); 

iii) The Daylight Glare Probability (𝐷𝐺𝑃) assessed from the view point of a seated office occupant (120 [𝑐𝑚]) according 

to Figure 3.21 and Figure 3.24 by means of an HDR vision sensor (version VIP). 

As reference, the horizontal illuminance at the facade is recorded. For the sake of equivalent comparison, this reference 

values is used to normalize the horizontal illuminances, shown in Figure 4.56.  
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In the next section, the result of the evaluations is presented and followed by two sections of discussion and conclusions. 

This scientific sojourn was financed by the Zeno Karl Schindler (ZKS) foundation and took place in January 2017. 

4.7.2. Experimental Results 

Sample images taken at position 𝑚2 (according to Figure 3.21 and Figure 3.24) for four orientations in three different 
environments are shown in Figure 4.51.  

The DGPs index and vertical illuminances are collected for 4 orientations. Their orientation of the vertical plan of 

measurement is indicated by (𝑜1, 𝑜2, 𝑜3, 𝑜4) when 𝑜1 is the vertical plan perpendicular to the facade. The definition of 

the orientations can also be found in the testbed description in Section 3.2. For more effective recognition of the 

correlations between the collected data, radar charts are suggested. These chart are presented in a 3 by 3 arrangement 

as shown in Figure 4.53 and Figure 4.55. The first row of the chart depicts the vertical illuminance. The second one is 

the DGP index and the last one is the normalized vertical illuminance.  

Orientation 𝑜1 𝑜2 𝑜3 𝑜4 

SinBerBEST 

testbed 

    

3for2 

board 

room 

    

Figure 4.51 − Digital image captured by HDR vision sensor (VIP) for 4 orientations at position 𝑚2 in three office 

working environments. 

For the reference case, the SinBerBEST testbed, the horizontal illuminances (𝐸ℎ) are shown in Figure 4.52. The figure 

shows that 𝐸ℎ  is sufficiently high, i.e. more than 500 [𝑙𝑥] according to [142], in the measurement point at a distance of 

1 and 3 [𝑚] from the facade. Based on this piece of information, one may conclude that the lighting situation is favorable 

for a representative office occupant to performance normal office paper-based tasks. However, in practice this is not 

the only relevant criterion. The office occupant should be visually comfortable too. Figure 4.53 shows that the DGP index 

at a distance of 1 𝑚 from the facade for orientations 𝑜1, 𝑜2, 𝑜4 exceeds 35%, the threshold for “perceptible” discomfort 

glare sensation defined in Table 2.1. This implies that, in such a condition, a representative office occupant would take 

appropriate measures, such as lowering a shading system, to mitigate the glare sensation. Consequently, the horizontal 

illuminance would be reduced with respect to the present situation, leading potentially to insufficient 𝐸ℎ  and necessity 

for the use of electric lighting.  

 
Figure 4.52 − Horizontal illuminance at the different distances from the facade of SinBerBEST testbed. 
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One observes in Figure 4.53 that the measurement values are relatively larger in the orientation perpendicular to the 

facade (𝑜1). Moreover, the measurements are attenuated as the measurement points are at the distance of 3 and 5 [𝑚] 

from the facade (deep part of the building). The vertical illuminances (last row) are normalized with respect to 𝐸ℎ𝑟𝑒𝑓 . 

 
Figure 4.53 − HDR vision sensor readings summarized in radar charts for SinBerBEST testbed (reference case). The 

reference horizontal illumiance monitored at the inner side of the facade is 1600 [𝑙𝑥]. 

 
Figure 4.54 − Horizontal illuminance [𝑙𝑥] for 3for2 board room (advanced case), for 9 measurement points a shown in 

Figure 3.24. 



HDR Vision Sensor as Characterization Device 91 
 

 

In the advanced case, the situation is interestingly different. In the 3for2 board room, 𝐸ℎ  at the measurement points at 

1 𝑚 from the facade are higher than 500 [𝑙𝑥], which is sufficiently high for performing normal paper-based office tasks. 

Meanwhile, the DGP index for these measurement points is inferior to 30%, sufficiently small to be categorized as 

“imperceptible” discomfort glare (Table 2.1). In other words, in this building, an office occupant sitting at a workstation 

placed at a distance of 1 [𝑚] from the facade finds the illumination conditions sufficient and comfortable. 

 
Figure 4.55 − HDR vision sensor readings for 3for2 board room( advanced case) summerized in radar charts. 

Nonetheless, the situation in the deep part of the building, furthest from the facade, is more favorable in the reference 

case and there is deeper daylight penetration. To study this phenomenon, the horizontal illuminances normalized by 

𝐸ℎ𝑟𝑒𝑓 are compared in Figure 4.56. This figure is extracted from Figure 4.52 and Figure 4.54, by averaging the values in 

width of the rooms. This shows that, for comparable 𝐸ℎ𝑟𝑒𝑓 , which is 1600 𝑙𝑥 for both cases, the horizontal illuminance 

in the 3for2 building is lower than the one in SinBerBEST. In other words, 𝐸ℎ  diminishes when moving from 1 𝑚 to 5 𝑚 

from the facade by 68% and 90% in the SinBerBEST testbed and 3for2 building respectively. This fact implies that the 

new facade design, due to smaller sky view factor, reduces the daylight penetration into the building in comparison with 

the traditional design.  

In order to report the observed situations more clearly in a single figure, two new ratios are suggested: 𝜌
𝐷𝐺𝑃,𝑜1

and 𝜌
𝐸ℎ,𝑜1

 

according to Eq. (4-29) and Eq. (4-30). 
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𝜌𝐷𝐺𝑃 =
𝐷𝐺𝑃3𝑓𝑜𝑟2,𝑜1

𝐷𝐺𝑃𝑆𝑖𝑛𝐵𝑒𝑟𝐵𝐸𝑆𝑇,𝑜1
 (4-29) 

𝜌𝐸ℎ =
𝐸ℎ3𝑓𝑜𝑟2

𝐸ℎ𝑆𝑖𝑛𝐵𝑒𝑟𝐵𝐸𝑆𝑇
 (4-30) 

where 𝜌
𝐷𝐺𝑃,𝑜1

 is the ratio between the 𝐷𝐺𝑃 indexes recorded in the advanced and the reference case for orientation 

𝑜1 [−]; 𝐷𝐺𝑃3𝑓𝑜𝑟2,𝑜1  and 𝐷𝐺𝑃𝑆𝑖𝑛𝐵𝑒𝑟𝐵𝐸𝑆𝑇,𝑜1  are the 𝐷𝐺𝑃 index recorded for orientation 𝑜1 in the 3for2 board room and 

in the SinBerBEST testbed respectively [−]. Accordingly the 𝜌𝐸ℎis the ratio between the horizontal illuminances in the 

advanced and the reference case [−]; 𝐸ℎ3𝑓𝑜𝑟2 and 𝐸ℎ𝑆𝑖𝑛𝐵𝑒𝑟𝐵𝐸𝑆𝑇  are the horizontal illuminances recorded in the 3for2 

board room and in the SinBerBEST testbed respectively [−].  

 
Figure 4.56 − Comparison of the normalized horizontal illuminances for SinBerBEST testbed (reference) and 3for2 

board room (advanced), as a function of depth of the room [𝑚]. 

These ratios are depicted in Figure 4.57. The average 𝜌𝐷𝐺𝑃  obtained for nine measurement points is equal to 73%; 

suggesting that the lighting condition in the advanced case is more comfortable than that in the reference case. On the 

other hand, the horizontal illuminance at a distance of 5 [𝑚] from the facade is reduced considerably, on average by 

56%, in the advanced case with respect to the reference case. The latter suggests that daylight in the advanced board 

room penetrates less efficiently into the deep part of the building. 

  

(a) (b) 

Figure 4.57 − 𝜌𝐷𝐺𝑃  and 𝜌𝐸ℎ, evaluated based on Eq. (4-29) and Eq. (4-30). The location of 9 measurement points are 

depicted in Figure 3.22 and Figure 3.24. 

4.7.3. Discussion and Conclusion 

From the presented experiments, it can be observed that considering horizontal illuminance as a sole criterion for 

evaluating the daylight performance of a facade may not be sufficient for some situations when the visual comfort plays 

an important role. The reason is that, in practice, if the occupant experiences visual discomfort, he would amend the 

facade configuration, by using a shading system, so as to guarantee their visual comfort. In this case, even if the 

horizontal illuminance by daylight was sufficient (based on standards) for a paper-based task on a horizontal plan, the 

visual comfort constraints would urge the occupant to close the shading system and consequently use electric lighting 

to compensate the lack of daylight. In the 3for2 building, the occupants would probably not lower the blinds as they do 

not experience any discomfort glare, which leads to higher daylighting performance. 
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As shown in this case study, the innovative facade design provides comfortable and sufficiently lit spots for placing the 

workstation perpendicular to the window. However, the daylight penetration is worsened with respect to the reference 

case and electric lighting may be needed for the deepest part of the building. 

The results of this study reveals the necessity for a more comprehensive criterion for evaluating the daylight 

performance of a facade, which encompasses not only the daylight sufficiency (e.g. daylight autonomy), but also the 

notion of the occupant’s visual comfort. Especially with the recent improvements in technology and simulation, a vast 

number of designers and practitioners have access to appropriate tools for discomfort glare assessments. 

It is worth mentioning that the interior design and the reflectance properties of the indoor surfaces are not necessarily 

equal in the three considered environments. In the 3for2 boardroom, for example, the ceiling is not white and has a 

dedicated plenum for the cooling installation; compared to the SinBerBEST testbed, the boardroom has a darker ceiling. 

4.8. Optimal Location for HDR Vision Sensor 

The goal of this study was to assess how realistic it is to consider the readings from a stationary vertically mounted 

sensor, installed in the vicinity of an office occupant, as an indicator of the actual exposure of the occupant to the 

daylight. To answer this question, four conceivable locations for the stationary sensor were chosen: on a tripod, on the 

desk lamp, one the visual display terminal and on the back wall.  

This section is partly based on a work presented by the author in 2017 at the CISBAT 2017 International Conference on 

Future Buildings and Districts – Energy Efficiency from Nano to Urban Scale at EPFL Lausanne (Switzerland) and 

published in Energy Procedia [177]. 

4.8.1. Foreword 

A correct measurement of the indoor lighting conditions is an essential aspect of a human centric approach in building 

automation [53]. Several wearable photosensors (Figure 4.58) have been studied showing that illuminance monitoring 

strongly depends on the position of the sensor on the body and on the lighting conditions (indoor vs. outdoor) [178]. 

An extremely low power CMOS glare sensor with a 32 ∙ 64 pixels resolution was developed by Bhagavathula et al. [179]. 

Each pixel is activated if the impinging light ray intensity is larger than a user-tunable threshold. This equipment, 

however, considers glare rating on a pixel-based image and does not envisage it neither as an excessive vertical 

illuminance nor as contrast in the Field of View (FoV). A lightweight head-mounted device was developed to record 

radiation exposure estimates for both the visual and circadian systems [180]. It can record the illuminance in [𝑙𝑥] and/or 

[𝑚𝑒𝑙𝑎𝑛𝑜𝑝𝑖𝑐 𝑙𝑥] with a frequency of 0.1-1 [𝐻𝑧]. A multi-element subtractive glass filter matches the silicon photodiode 

response to the photopic luminous efficiency function. 

    
(a) (b) (c) (d) 

Figure 4.58 – (a) Daysimeter old version at 2005 [180], (b) Version S (2013); (c) version D (2013) [181]; (d) Actiwatch 

Spectrum by Philips. 

The wearable equipment presented above has been shown to be an appropriate research tool but has clear limits for a 

practical marketable application in the built environment. For this reason, it remains preferable to use a stationary 

sensor located as close as possible to the occupant’s eyes. 

The HDR vision sensor measurements however inevitably differ from what the office occupant’s eyes perceive. The main 

reason is due to the fact that the location and orientation of the sensor is fixed in the working space while the occupants 

FoV varies due to their natural movements. Appropriate placement of the sensor plays a crucial role in the performance 
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and acceptability of a sun shading and lighting control system whose main input is the glare rating from the user’s view 

point.  

On one hand, it is necessary to assess a possible discrepancy between the HDR vision sensor rating and the light flux 

perceived by the occupant; and on the other hand the optimal position and orientation for a steady sensor must be 

determined in order to minimize the geometrical offset between the HDR sensor and the occupant. 

The goal of this field study is to quantify the covariance between the two instruments and consequently find the optimal 

position and orientation for the stationary HDR vision sensor. 

This experimentation was carried-out during a one-year sabbatical sojourn of a Brazilian Researcher, Dr. Maíra Vieira 

Dias, at LESO-PB in 2016-2017. The reference Oculux” sensor (Figure 4.59 (b)), was developed at University of Campinas, 

Brazil and was calibrated at EPFL. The relative accuracy of the RGB sensor is equal to 23% with respect to a calibrated 

illuminance meter (T-10 by Konica Minolta, Japan) for measurements in the range of 0 − 2500 [𝑙𝑥]. The author of this 

thesis contributed in an equal way to the Oculux calibration, to the performance of this experimentation as well as to 

the writing of a related article [177].  

4.8.2. Methodology 

4.8.2.1. Experimental Setup 

The field studies were carried-out at the LESO solar experimental building in an office room located on the ground floor 

(room LE001). During the monitoring campaign, the shading system and the artificial lighting were managed 

automatically to guarantee the visual comfort of the occupant (by minimizing glare risks) and sufficient illumination on 

the workstation (by optimizing the work plane illuminance). The subject, on the other hand, was allowed to manually 

control the blinds using hand switches located in the room in order to tune the lighting conditions. 

(a) (b) 

Figure 4.59 − (a) West-facing workstation occupied by the subject during the measurement campaign (plan to the 

scale); (b) “OcuLux”, wearable sensor evaluating real-time frontal illuminance. Courtesy of Maíra Vieira Dias. 

4.8.2.2. Design of Experiment 

The HDR vision sensor (version IcyCAM) was placed at four different locations as illustrated in Figure 4.60: 

i) On a tripod placed at 1.2m height (eye level) between the office occupant and the facade facing forward; 

ii) On the desk lamp between the occupant and the facade, slightly above eye level; 

iii) On the Visual Display Terminal (VDT) located on the workplane in front of the occupant; 

Data 

logger 

Safety 

Glasses 

RGB 

sensor 
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iv) On the back wall at eye level behind the occupant and shifted toward the window. 

  
a) Tripod b) Desk lamp 

  
c) Screen d) back-wall 

Figure 4.60 – Four locations of the HDR vision sensor during the experiment for evaluating its optimum location. 

The precise locations of the HDR vision sensor with respect to the southern facade and the back wall are depicted in 

Figure 4.61. 

  
 

Figure 4.61 − Precise location of the HDR vision sensor during the experiment for evaluating its optimum 
location. Courtesy of Maíra Vieira Dias. 

The duration of the monitoring for each configuration was 5 days. This was long enough to cover all three sky conditions: 

clear (C), intermediate (I) and overcast sky (O). The weather conditions are classified based on the Sky Ratio (SR) model 

by Fakra et al. [182]. This model is elaborated in details in Section 6.2.2 (Eq. (6-8) and (6-9)). A thirty-year-old female 

human subject with normal vision (no corrective glasses) wore the OcuLux device for 20 full days from 8 AM to noontime 

as well as from 1 PM to 5 PM. The dates and the weather conditions are listed in Table 4.10. 

N 

N 
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Location (a) Tripod (b) Desk lamp 

Date 

[dd.mm.2016] 
26.10 27.19 28.10 31.10 2.11 8.11 9.11 5.12 6.12 7.12 

Weather I C C O I O O I I C 

 

Location (c) VDT (d) Backwall 

Date 

[dd.mm.2016] 
14.11 15.11 16.11 28.11 

19.01

.2017 
10.11 11.11 

17.01

.2107 

18.01

.2017 
02.12 

Weather O O P P C O O C I C 

Table 4.10 − The weather condition during the experiment. 

The criterion for comparing the reference sensor (e.g. the Oculux closer to the subject eyes) and the HDR vision sensor 

is the vertical illuminance [lx]. In order to compare the sensors, two parameters were used:  

i) Root Mean Square Error (RMSE) given in Eq. (4-31). 

𝑅𝑀𝑆𝐸 =
‖𝑋𝑟𝑒𝑓 − 𝑋‖

𝑁 ∙ 𝑚𝑒𝑎𝑛(𝑋𝑟𝑒𝑓) 
∙ 100     [%] 

(4-31) 

This parameter can be used for find out the accuracy of the measurements by the HDR vision sensor. 

ii) Goodness of fit between the HDR sensor and the reference data incorporated in routine goodnessOfFit in 

MATLAB. The cost function is chosen to be Normalized RMSE and reported in relative fraction. NRMSE costs 

vary between −∞ (bad fit) and 1 (perfect fit) [183]. If the fit is equal to zero, then the HDR vision sensor 

evaluation is worse than a straight line at matching the ones of Oculux. 

𝐺𝑓𝑖𝑡 = (1 −
‖𝑋𝑟𝑒𝑓 − 𝑋‖

‖𝑋𝑟𝑒𝑓 −𝑚𝑒𝑎𝑛(𝑋𝑟𝑒𝑓)‖
) ∙ 100       [%] 

(4-32) 

where ‖. ‖ indicates the 2-norm of a vector. This parameter can be used for estimating the appropriateness of the 
sensor location.  

4.8.3. Experimental Results 

A total of 18616 samples were collected by the Oculux and the HDR vision sensor during the whole experiment, i.e. on 

average 930 samples per day. 

A sample of the gray-scale images taken by the HDR vision sensor at each location is illustrated in Figure 4.62. The 

window fraction visible in each image differs and should lead to discrepancies in the illuminance sensing anyway. 

    
(a) (b) (c) (d) 

Figure 4.62 − Sample images captured by HDR vision sensor at (a) tripod; (b) desk lamp; (c) screen; (d) backwall . 

Figure 4.63 shows two monitoring samples of the two sensors. In the first one, dated on 19 January 2017, the HDR vision 

sensor was placed on the VDT screen: an acceptable accordance between the two measurements is noticeable. The 𝐺𝑓𝑖𝑡 

and 𝑅𝑀𝑆𝐸 are relatively small. 
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During the 28 October 2016, while the sensor was installed on the tripod next to the occupant, the discrepancy between 

the readings of the two sensors is considerable. Since the HDR vision sensor is closer to the facade, it senses larger 

illuminances in comparison with Oculux data. 

(a) 

(b) 

Figure 4.63 − Comparison between HDR vision sensor and Oculux monitoring data; (a) with a large goodness fit while 
the sensor is mounted on the VDT screen; (b) with a small goodness fit while the sensor is installed on a tripod. 

Accuracy for Oculux is 23% and for HDR vision sensor is 10%. 

Figure 4.64 shows the goodness of the fit for the HDR vision sensor installed at four locations. For each one, ten bars 

are plotted, depicting the 𝐺𝑓𝑖𝑡 for a half-day period: the first bar corresponds to the morning of the first day, the second 

one corresponds to the afternoon of the first day and so on. This figure shows that the fit for the HDR vision sensor on 

a tripod is the lowest (worst) among those of four locations. The average of all fit values for each location is illustrated 

in Figure 4.68 (a). 

 
Figure 4.64 − Goodness of fit for different locations of HDR vision sensor (IcyCAM) . Each bar corresponds to half a day 

(morning/afternoon) of experiment. 
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Figure 4.65 shows that the RMSE of the measurement of the sensor located on the back wall is not significantly lower 

than the ones of the sensor placed on the VDT screen or the desk lamp. The average values, illustrated in Figure 4.68(b), 

reveal that the RMSE standard deviation for the desk lamp, screen and back wall are matching.  

 
Figure 4.65 − RMSE for different locations of HDR vision sensor (IcyCAM). Each bar corresponds to half a day 

(morning/afternoon) of experiment.  

As a second step, the effects of the time of the day on the evaluation criteria are evaluated. In Figure 4.66 (a), the 

average of the RMSE between the evaluation of HDR vision sensor and Oculux are demonstrated for 4 positions of the 

HDR vision sensor, categorized by morning and afternoon. Thus, each bar shows the average of 𝑅𝑀𝑆𝐸 for 5 mornings/ 

afternoons and the error bars show the Standard Error of Mean (SEM) for a 95% confidence interval during the 

corresponding period. (Eq. (4-33)) 

𝑆𝐸𝑀 = 1.96 ∙
𝜎

√𝑁
 (4-33) 

where 𝜎 is the standard deviation of the data set and 𝑁 is the number of the samples per data set. 

As the RMSE bars are matching during the morning, there is not a significant difference due to the location of the HDR 

vision sensor. However, the average 𝑅𝑀𝑆𝐸 for the tripod is larger than the ones registered for the other cases during 

the morning. 

The situation during the afternoon is different: there is a statistically significant difference between the RMSE of the 

tripod and the HDR vision sensor locations. The p-values of two-tailed distribution for a two-sample unequal variance 

(heteroscedastic) are 3.56% for the tripod-desk lamp, 3.91% for tripod-VDT screen and 2.1% for tripod-back wall. On 

average, the back wall setup leads to lower RMSE in comparison to other cases. 

For the goodness of the fit during the afternoon, shown in Figure 4.66 (b), the same trend is observable: the 𝐺𝑓𝑖𝑡 in the 

morning does not differ in statistically significant way for different locations of the HDR vision sensor. Nevertheless, in 

the afternoon, the same t-test leads to significant differences between the tripod configuration and other cases: p-

values are 4.1% for tripod-desk lamp, 2.44 for tripod-VDT screen and 2.27% for tripod-back wall. On average, the back 

wall configuration leads to higher 𝐺𝑓𝑖𝑡. 
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 (a) 

 (b) 

Figure 4.66 − Comparison of HDR vision sensor and Oculux illuminance evaluation for morning and afternoon. (a) 

RMSE; (b) 𝐺𝑓𝑖𝑡. 

In the next step, the effect of sky conditions on the comparison criteria was studied. The criteria are categorized into 

three sky conditions: clear, intermediate and overcast skies; the RMSE and 𝐺𝑓𝑖𝑡 are illustrated in Figure 4.67. The results 

show that for an overcast sky, the differences between goodness of fit between the different HDR sensor locations are 

not statistically significant. However for clear and intermediate sky conditions, the tripod configuration shows the 

lowest 𝐺𝑓𝑖𝑡 in comparison to other configurations and the difference is significant: p-values for clear sky conditions (t-

test, 95% confidence interval, double tail, unequal variance) is 3.16% for tripod-VDT screen and 5% for tripod-back 

wall. For intermediate skies, the situation is similar: the goodness of fit for the tripod configuration is significantly lower 

than those of the other cases: p-values are 0.87% for tripod-desk lamp, 0.70% for tripod –VDT screen and 0.76% for 

tripod-backwall.  

 
 

(a) (b) 

Figure 4.67 − Influence of the weather condition on the goodness of fit for different positions. (a) RMSE; (b) 𝐺𝑓𝑖𝑡. 

A summary of the two criteria for four HDR vision sensor locations is given in Figure 4.68. It shows that on average the 

best fit is obtained by placing the vision sensor on the back wall. This location is significantly more accurate than the 

sensor on tripod (p-value = 0.6%). For the RMSE, there is no significant difference between the configurations, but the 

back-wall case reveals on average to have the lowest RMSE among four configurations. 

* 
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(a) (b) 

Figure 4.68-Summary of (a) 𝐺𝑓𝑖𝑡values (b) RMSE for four locations of HDR vision sensor. 

4.8.4. Discussion and Conclusion 

The Oculux sensor is basically an RBG sensor that approximates the illuminance: it leads to a considerably low accuracy 

with respect to the reference illuminance meter (Konica Minolta CL-200). However, as it takes into account the head 

movement of the occupant, it offers a unique opportunity to capture the lighting dynamics perceived by the occupants. 

Moreover, the Oculux RGB sensor does not provide any quantitative information regarding glare sensations leading to 

a limited investigation field, which includes the vertical and frontal illuminances. 

The tripod configuration shows generally larger values than the Oculux device. The distance of the HDR vision to the 

facade is 80 [𝑐𝑚], while in the other configurations, it reaches 87 [𝑐𝑚], 98 [𝑐𝑚] and 118 [𝑐𝑚] for the desk lamp, the 

VDT screen and the back wall respectively. The sensitivity of the distance from the window on the goodness of fit is 

large: the closer the stationary HDR sensor is to the occupant’s view point, the better the goodness of fit of the 

estimation is. 

During the overcast sky condition, as the diffuse daylight is predominant indoors, the geometric offset effect is reduced. 

Nonetheless, for clear and intermediate sky conditions, where the directionality of the incident daylight flux on the 

facade becomes important, the tripod configuration loses its accuracy in estimating the actual light perceived by the 

occupants. 

The back wall configuration leads to a largest 𝐺𝑓𝑖𝑡 with respect to the Oculux data since a fraction of the HDR sensor 

view field is obstructed with the occupant. It is worth noting that in this case, the windows remain fully visible by the 

vision sensor (Figure 4.62 (d)). Daylight penetration through the windows contributes in a major way to the illuminance 

sensing; as the window remains fully exposed to the HDR sensor, the goodness of fit remains relatively better with 

respect to other configurations.  

On the other hand, although the vision sensor on the VDT screen is placed almost at the same distance from the window 

as in the back wall configuration, the goodness of fit for the VDT screen configuration is better (Figure 4.68(a)). This 

difference is however not statistically significant: it may be due to the fact that for the VDT screen, the window is not 

fully visible from the HDR sensor (Figure 4.62 (c)).  

As a conclusion, the author found out that, among four HDR vision sensor locations, installation on the back wall leads 

to the highest accuracy and best goodness of fit. It can also be noticed that the closer the stationary HDR sensor is to 

the window, the lower the accuracy of vertical illuminance as indicator of the actual exposure of the occupant to 

daylight. The time of the day and sky condition have a statistically significant impact on the accuracy of the 

measurements. 

Having performed the calibration process and the preliminary experiments, one can answer the first research question 

raised in Section 1.3 by stating that “by means of a calibrated, adapted HDR vision sensor, visual comfort indices can be 

integrated in BMS.” 
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Chapter 5 

5. In-situ Monitoring in LESO building 
In this chapter, two different in-situ experiments are considered to address the second and third research question 

raised in Section 1.3:  

 What is the impact magnitude of such a novel system on electric lighting energy demand and user acceptance 

in a single occupied office room? 

 Is it possible to improve the energy performance of a building, to reduce its 𝐶𝑂2 emission and to mitigate a 

possible performance gap without jeopardizing the occupant’s visual and thermal comfort? 

In Section 5.1, the principles of fuzzy logic control are presented. In Section 5.2, a short-term in-situ experiment 

performed during 15 afternoons in October and November 2015 is described. An overview of the results of this section 

was published as a journal paper by Motamed et al. [79] and the concept of “fuzzy logic control reliability” was patented 

[184]. Section 5.3 details long-term in-situ experiment carried out in the same office rooms from August 2016 to March 

2017. In both sections, the approach and experimental results are presented and discussed. For a complete description 

of the characteristics of the LESO Building testbed, one may refer to Section 3.1. 

5.1. Fuzzy Logic  

The advanced controller in both our short-term and long-term experiments with human subjects relies on Fuzzy Logic 

Control (FLC) and a patented concept (i.e. “reliability”), expressed in Section 5.2.1 by Eq. (5-3), is based on a Fuzzy Logic 

Inference System (FIS) [185], [186]. A brief introduction to fuzzy logic was given in Section 2.3.5. In this paragraph, the 

approach is elaborated in more detail. 

5.1.1. Fuzzy Sets 

We assume that the horizontal workplane illuminance in an office room is an indicator of the lighting conditions offered 

to the occupant. Consider the problem of classifying indoor lighting conditions based on the horizontal desk illuminance 

in two different sets, expressed by the linguistic terms “Too Bright” or “Comfortable” related to visual comfort. A 

classical set theory would consider an element is either a member of a set or not. In this case, if one defines comfortable 

lighting conditions by a workplane illuminance lower than a threshold of 2000 [𝑙𝑥], an office room with a horizontal 

desk illuminance of 1000 𝑙𝑥 can be assigned to the set Comfortable. However, pleasant lighting conditions with a 

workplace illuminance slightly higher than the threshold, e.g. 2100 [𝑙𝑥], would be assigned to the same set Too Bright 

to which a desk illuminance of 10’000 [𝑙𝑥] would also belong. Thus, by applying a fixed numerical threshold for 

classification, such as the classical logic theory, there is no distinction in a set and all members belong equally to the 

same group. 
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Fuzzy sets do not face the same difficulty: two lighting conditions may belong to the same set but to a different degree. 

As an example, an office room with a 2100 [𝑙𝑥] workplane illuminance would be member of the set Too Bright to a 

degree of 0.05; while the one with 10’000 [𝑙𝑥] has a membership degree of 0.90. 

5.1.2. Fuzzy Inference System 

The fuzzy set concept, firstly introduced by Zadeh [135], is applied throughout the present study. For a brief introduction 

to the Fuzzy Inference System (FIS), as a system that is built upon the fuzzy set concept, the reader is referred to [185], 

[187], [188]. 

A FIS is composed of five steps to map the inputs to the output and it is depicted by a simple example in Figure 5.1.  

 
Figure 5.1 − The principle of Fuzzy Inference System (FIS), adopted from [187]. 

Step 1) Fuzzify inputs: Input values are examined and their membership degree to each of the appropriate fuzzy sets is 

determined. Membership functions are used in this step. The inputs values to membership functions are crisp numerical 

values limited to their universe of discourse. For the present example, the membership functions are shown by a red 

solid line. The first input is bound to [−0.35,0.55]; the second input acceptable range is [0, 180]. The outcome of this 

step is a fuzzy degree of membership of an output in the qualifying linguistic set. This membership degree is always 

comprised between 0 and 1. For more details on membership functions one may refer to Mamdani et al. [189]. The 

membership functions for this doctoral thesis are listed in Appendix A. 

Step 2) Apply fuzzy operators: Having fuzzified the inputs, the magnitude of influence of the various inputs on each rule 

of the FIS is found. Any logical operator such as AND, OR and NOT, can be used for obtaining one number that represents 

the result of the antecedent for that rule. The rules may have different weightings (ranging from 0 to 1). The weighting 

for each rule is multiplied by the output of the rule. In Figure 5.1, each row corresponds to one fuzzy rule. On the left 

hand side, the antecedent of a rule and on the right the consequent are shown. In this example, each rule has 2 inputs 

and 1 outputs. Unlike input values, the output can feature membership functions in the form of fuzzy sets (formulated 

for the first time by Mamdani et al. [189]) or crisp constant values (formulated for the first time by Sugeno et al. [190]). 
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The latter is computationally more efficient than the former. In the examples shown in Figure 5.1, the outputs are crisp 

numerical values represented by vertical blue hashed/solid blocks. 

Step 3) Apply implication method: Once the result of applying fuzzy operators on the antecedent is obtained and 

multiplied by the weighting of the rule, the implication method is applied for that rule. By this method, the output fuzzy 

set is truncated according to the result of the antecedent. This method, illustrated in Figure 5.2 by a simplified example, 

is demonstrated on the right hand side of the image where the green horizontal dash line (result of the operators on 

the antecedent) truncates the output crisp function to find out the final implication result (solid black block). The fuzzy 

value of the truncated crisp output (height of the solid black block in the right-hand chart in Figure 5.2) shows the degree 

to which this rule is accountable for its output (decision): the larger the truncated output value is, the more the decision 

is justified and the rule is applied. This notion will be recalled later in the definition of FIS reliability, Eq. (5-3). 

 
Figure 5.2 – Schematic example of the implication method representing the third step of FIS. 

Step 4) Aggregate all outputs: In the fourth step of the procedure, all outputs of the rules are combined. They should 

be combined in a way to be able to draw a final decision. This process is called aggregation, where the outputs of each 

rule are merged into a single value. The input of the aggregation process is the list of truncated output functions 

returned by the implication process for each rule. The output of the aggregation process is one fuzzy set for each output 

variable. The rule order in this procedure is not important. In Figure 5.1, this step is symbolized by “+” signs on the right 

hand side of the figure. In the current example, the rules outputs are summed up to form the aggregated output value. 

The fuzzy sets of outputs are used in Section 5.2.1 by Eq. (5-3) to derive the “reliability” of the FIS. 

Step 5) Defuzzify: In this step, the final output value of the FIS is generated. The input to this step is the fuzzy set, 

resulting from the aggregation step; the output is a single crisp value for each output of the whole FIS system. Different 

method can be applied at this step, such as the centroid and dissector methods. In the present work, the centroid 

method is utilized, demonstrated by Eq. (5-2). As shown in Figure 5.1 in the bottom corner of the figure, by applying this 

last step a single output value is produced in the form of the weighted sum of the output fuzzy rule sets. 

5.1.3. Fuzzy Logic Control 

One of the applications of fuzzy logic is system control. As opposed to a classical control approach based on differential 

equations, a Fuzzy Logic Control (FLC) is control with sentences, e.g. based on linguistic terms. Mamdani and Assilian 

[189] applied this control approach for the first time in 1975 to a steam engine. This method provides an effective means 

of modeling the inexact nature of the World and therefore is much closer to the way a human thinks and describe 

reality. This control strategy is summarized in Figure 5.3 according to Daum [191]. In the present work, the system under 

fuzzy control is composed of the HDR vision sensing and actuating systems installed in the advanced office room of the 

LESO building (Section 3.1.3). FLC is the block labeled as “FLC” in Figure 5.4 (b) as well as the block labeled “Shading 

Controller” in Figure 5.15 for the advanced control. 
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Figure 5.3 – Schematic block diagram of Fuzzy Logic Control (FLC) [191]. 

5.2. Short-term Experimentation 

In this section, the methodology and results of the short-term experimentation are presented and discussed. 

5.2.1. Reference and Advanced Controllers 

A reference control system has been implemented in one of the office rooms: a ‘Best-practice’ controller, currently used 

by the Swiss lighting industry, was chosen for that purpose in order to set up a sound and fair reference system for an 

objective comparison of control approaches (Figure 5.4(a)). It relies only on a ceiling-mounted luminance meter located 

beneath the LED luminaries: both shading devices and artificial lighting system are managed by the controller. In the 

other office room, an advanced control system was installed. This Fuzzy Logic Controller (FLC) uses the Daylight Glare 

Probability (𝐷𝐺𝑃), the work-plan illuminance 𝐸𝑑𝑒𝑠𝑘  and the solar profile angle to determine the optimal shading position 

in the upper window as well as the electric lighting dimming status. The two different controllers are presented in the 

following paragraphs. 

The ‘Best-practice’ control system considers the variable measured by a ceiling mounted low cost luminance meter as 

input signal for the controller. The control rule base is as follows: 

(𝛾𝑙𝑖𝑔ℎ𝑡 , 𝛾𝑡𝑜𝑝, 𝛾𝑏𝑜𝑡𝑡𝑜𝑚) =  {

(1,1,1)                                 if Edesk  < 200 𝑙𝑥
(0,0,1)          if 2000 𝑙𝑥 < Edesk  < 3000 𝑙𝑥

(0,0,0.5)                              if 𝐸𝑑𝑒𝑠𝑘 > 3000 𝑙𝑥

 (5-1) 

where 𝛾𝑙𝑖𝑔ℎ𝑡  is the electric lighting status, 𝛾𝑡𝑜𝑝 is the opening fraction of the shading system of the anidolic window, 

𝛾𝑏𝑜𝑡𝑡𝑜𝑚 is the opening fraction of the shading system of the plain window. The thresholds were chosen by trial and error 

before the main subjective assessment campaign was initiated. The dead-bands should be sufficiently large to avoid any 

instability issues and to prevent too frequent shading and lighting operations. 

A time dependent filter, explained in the next section, is applied to the output control signal (e.g. the command). The 

bottom window area is not occulted more than 50% in order to allow a visual contact with outdoors. The control signal 

is directly sent to the actuation system moving the blinds without passing through any command filtration process. 

The advanced controller is designed and based on three principles:  

 User comfort: The visual comfort of the users is a first priority for the control of the shading system and the artificial 

lighting. The number of sun shading and lighting amendments during work hours is kept as low as possible; 

 Electricity demand: The second priority is given to the daylighting flux; the electric lighting being used as a 

complement;  

 Flexibility and robustness: The control strategy is kept as simple and flexible as possible in order to facilitate its 

implementation in other office buildings and reduce the number of parameters to tune during commissioning. 

FLC 
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The advanced control strategy illustrated in Figure 5.4(b) can accordingly be described as follows. In a first step, the 

DGP, the work plane (horizontal) illuminance 𝐸𝑑𝑒𝑠𝑘  and the current time 𝑡 are taken into account; the FLC determines 

the new positions of the top and bottom blinds. Glare sensations due to daylight are avoided and a sufficient work-plan 

illuminance is provided, if possible. In order to be able to compare the controllers, the thresholds of all FLC membership 

functions as well as the electric lighting controller are equal to those of the reference controller (Eq. (5-1)). The actuators 

enforce new positions if they successfully pass the criteria defined in the time dependent, minimum step and controller 

reliability filters. These filters are explained in the following lines. 

The time dependent filter, inspired by Lindelöf [20] and Guillemin [156], prevents too frequent shading amendments by 

forbidding any movement during 15 minutes after the precedent one. If the command passes the time filter, the 

command is considered by the minimum step filter, e.g. the movement is executed if it is larger than the minimal value 

Δ𝛼. In this study, Δ𝛼 =  30% is equal to, e.g 30% of the window height; this value is halved if the new window opening 

fraction is smaller than the current one. 

 

 
(a) (b) 

Figure 5.4 − Block diagram of the (a) reference and (b) advanced controller for the short-term experiment. 

Finally, a FLC’s reliability is taken into account by Eq. (5-3). During the reliability check, it is verified whether the fuzzy 

logic rules have been sufficiently applied to be accountable for the decision that it has taken. 
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Fuzzy Logic “Reliability” 

The objective of the reliability check is to find out whether the rule base of the fuzzy logic system is sufficiently applied 

and appropriate for driving the system actuators, i.e. the shading system. 

As explained in Section 5.1.2 for the final defuzzification step, the centroid method is applied to return the center of an 

area under a curve representing the aggregation result. The operation of the centroid method is demonstrated in Eq. 

(5-2).  

𝑦0 =
∑ 𝜇𝐵

′ (𝑦𝑗)𝑦𝑗
𝐹
𝑗=1

∑ 𝜇𝐵
′ (𝑦𝑗)

𝐹
𝑗=1

 (5-2) 

where 𝑦0 is the value of the fuzzy inference output; 𝜇𝐵
′ (𝑦𝑗) is the value of the aggregated truncated output; 𝑦𝑗  is the 

crisp output value of the rule 𝑗; and 𝐹 is the total number of the rules. The FLC’s reliability ℛ is the denominator of 

Eq.(5-2), which defines the truncated fuzzy or crisp output sets. 

ℛ =∑ 𝜇𝐵
′ (𝑦𝑗)

𝐹

𝑗=1
 (5-3) 

where 𝑦𝑗  is the crisp output value of the rule 𝑗 and 𝜇′𝐵  is the truncated value assigned to the outcome 𝑦𝑗  of the rule 𝑗. 

If the 𝑟𝑒𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦 value is close to 𝑛𝑖𝑙, this means that the FLC’s decision is not reliable and the rule base is not 

sufficiently applied for determining the outputs. Practically, the output weightings are provided by MATLAB (IRR 

parameter, output of evalfis command). ℛ ranges from 0 (not reliable at all) to 1 (completely reliable). In our case, 

the shading system commands are only applied if the reliability of the FIS output is larger than a predefined threshold 

𝜎, equal to 15% in this case. This value is obtained by a trial-and-error method. The higher it is, the more the commands 

are ignored. 

Once shading positions have been amended, it is time to take care of the electric lighting system. Once again, the 

illuminance 𝐸𝑑𝑒𝑠𝑘  is monitored and the electric lighting power adjusted for 𝐸𝑑𝑒𝑠𝑘  to reach the recommended workplane 

illuminance. This two-step approach insures that the daylighting flux is privileged over electric lighting and that the latter 

is used only as a complementary lighting source. A dimming function is not used in this study: the lights are turned on 

if 𝐸𝑑𝑒𝑠𝑘 < 200 [𝑙𝑥] and turned off if 𝐸𝑑𝑒𝑠𝑘 > 700 [𝑙𝑥]. 

The lower threshold for the workplane (horizontal) illuminance (200 [𝑙𝑥]) is lower than the usual recommendation of 

the lighting standards [142] for office work (e.g. 300 − 500 [𝑙𝑥]). This is in accordance with the argument of Paule et 

al. [24], stating that workers may find visual performance conditions sufficient thanks to VDT screens, even if the work 

plane (horizontal) illuminance is lower than that recommended by lighting standards. Furthermore, as previously 

mentioned, in the office rooms equipped with an ADS, under certain circumstances, lower illuminances on the work 

plane seem to be sufficient due to a large daylighting provision during work hours [160], [192]. 

A more comprehensive filtering algorithm for control systems that includes the arrival and departure of the occupant 

was developed for long-term experimentation and detailed in Section 5.3.3.5. 

5.2.2. Design of Experiment 

This section presents the underlying principles and design of the subjective assessment of the two controllers by human 

subjects and explains the experimental procedure used during this study. 

Studies with a human subject start generally with the explanation of the experimental procedure. In this experiment, a 

graphical user interface has however been developed for time keeping purposes: it announces automatically the 

different tests that the subject must carry out. In other words, at the beginning of each study, the subject runs the timer 

and, accordingly at the adequate moments, visual tests pop up on the VDT screen or the program requests the 

performance of paper-based Landolt tests [193], [160]. Thus, the software reduces the number of interactions of the 

subject with the examiner, thereby minimizing the risk of bias and non-controlled influence. Furthermore, in order to 

reduce the risk of errors or superficial answers, the number of tests was first reduced to the minimum (such as only one 
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paper-based or VDT screen-based task to be carried out per period) to avoid a bothersome experience and consequently 

superficial answers. Secondly, a user-friendly on-the-screen assistance system clearly explained each test to eliminate 

any misunderstanding. The examiner was present during the whole experiment for any assistance. Thirdly, by comparing 

the answers of different subjects, any abnormality and extreme outliers in the answers were detected. 

On-line surveys 

At the beginning and at the end of a session with a subject, an on-line questionnaire pops up on the VDT screen allowing 

to perform a subjective assessment of the user’s sensations regarding visual and thermal comfort. This questionnaire 

was set up in French and English; it was inspired by the work of Borisuit [38] and Guillemin [156]. The list of questions 

is presented in Appendix C, Figure C.1. 

Computer-Based Freiburg Visual and Acuity Test (FrACT) 

FrACT is a widely used visual test battery in form of a free computer program [194]. It uses psychometric methods 

combined with anti-aliasing and dithering to provide an automated, self-paced measurement of visual acuity [195], 

contrast sensitivity and Vernier acuity (ability to discern a disalignment among two line segments or gratings [196]). It 

complies with the European Norm for acuity testing (EN ISO 8596) and is employed all over the world in vision labs as 

well as in clinical trials for eye sight evaluation by optometrists and ophthalmologists. In this study, the test was used 

differently: instead of determining the visual acuity of a subject, their performance in determining the direction of the 

Landolt rings is measured. The reaction time taken to identify this direction is measured per ring types, the subject 

performance being evaluated by a performance indicator (𝜂𝑝𝑒𝑟𝑓) suggested by Linhart et al. [160]. The subject is allowed 

a maximum of 5 seconds per ring; 18 rings with 8 orientations in total are presented to him/her. The maximum displayed 

acuity is equal to 1.2 (12/10) due to a limited resolution of the VDT screen as well as limited space in the workplace. 

During the test, each subject is instructed to keep a distance equal to 120 𝑐𝑚 from the screen to their eyes. 

Finally, a two-tail paired student t-test with a 95% significance level is applied to detect statistically significant 

observations. The 95% confidence interval is illustrated in each figure in the Results section. It was obtained from the 

Standard Error of Mean (SEM), which is equal to 1.96 ∙  𝜎
√𝑛
⁄  , where 𝜎 is the standard deviation of the sample and n is 

the samples size. If there is no overlap between the error bars (confidence intervals) corresponding to the two control 

approaches, it can be concluded that a statistically significant difference exists between them.  

Human subject Studies 

30 healthy subjects (10 females, 20 males) with the age of 21.93 ± 4.52 years participated in 15 days of experiment 

during the afternoon and just after lunchtime. The subjects had to sleep 6 − 8 hours per day between 23ℎ00 and 8ℎ00 

before the experiment. They were asked to sleep according to their circadian cycle for two nights before the day of the 

experiment. The subjects were requested during the welcome session to read a document explaining the experiment 

procedure, before asserting their consent to participate in the experiments and for the results and their opinions to be 

published anonymously for scientific purposes. 

Duration and beginning of the experiment were chosen as a function of the following research questions: 

 Does the novel system (sensor + controller) result in a lower electric lighting consumption? 

 Does its implementation result in a more visually comfortable office environment? 

 Does the visual performance of the user vary as a result of the application of this system? 

For the performance assessment of the controller with regard to preventing glare sensation, the experiment needs to 

be carried out during the period when the sun has the chance to potentially jeopardize the visual comfort of the office 

occupants. As the workstations in both office rooms are facing west, with south-facing windows in the Northern 

hemisphere, this period occurs theoretically when the sun azimuth is larger than 180∘. Although it is possible to perform 

the experiments all day long, it is more efficient to carry them out when they are really relevant.  
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On the other hand, the downside of performing the experiments during the afternoon is that some subjects might be 

more tired and have less tolerance to glare. To address this issue and avoid the effect of interpersonal differences during 

each period (Figure 5.5), each office room was occupied by two subjects facing each other. 

Two critical periods of a day were identified in order to evaluate the controllers’ performance: the first one at the 

beginning of the afternoon, during which the glare risks due to direct sunlight for a west-facing workstation are 

considerably higher. During this period, the controllers’ ability to prevent glare is tested. A second period was chosen 

around sunset, during which an energy efficient combination of daylighting and electric lighting was to provide sufficient 

workplane illuminance to the users: ergo, the controller performance in accomplishing this task is challenged. On the 

other hand, in order to eliminate interpersonal differences between subjects, the lighting condition of each office room 

was evaluated by all subjects during the two periods. In practice, subjects were asked to switch from one office room to 

the other once per period. Finally, the sun azimuth angle (instead of legal time) was used to define the middle point of 

each period. Taking the azimuth angle as reference eliminates the slight differences due to the different days of 

experiment. Figure 5.5 shows the layout of the periods and the sessions for each period. 

Each day, two experimental studies are launched: i) 30 minutes after the solar noontime (𝛼𝑟𝑒𝑓  =  200
∘) and ii) 2 hours 

before sunset (𝛼𝑟𝑒𝑓 = 270
∘) until the end of civil twilight (ℎ𝑠𝑢𝑛  =  − 6

∘), 30-40 minutes after sunset (in total approx. 

2.5 hours). The experimental procedure during half a day is also shown in Figure 5.5. 

 
Figure 5.5 − Layout of tests taken during one one-hour session of short-term experiment; online questionnaires 

(00:10 and 00:50), Landolt paper-based test (00:20) and Fribourg Acuity Test (00:40) [hh:mm]. 

Study Procedure 

After arriving at the laboratory according to an appointment, each subject is offered a quick 5- to 10-minute tour in the 

LESO experimental building. Moreover, the study is rapidly debriefed, questions are addressed, study participants are 

offered to use the bathroom and finally they enter the office rooms and begin the experiment. Each participant is asked 

to perform their usual computer and paper activities and can listen to music, if desired. Each subject answers the online 

questionnaire twice, once on arrival and once after one working hour in the office room.  

 
Figure 5.6 − Design of experiment during one day, during short-term experiments, total duration of the experiment is 

about 5 hours per day. The first period is held in the afternoon and the second during the sunset. Midpoint of the 

sessions corresponds to sum’s azimuth (𝛼𝑟𝑒𝑓) equal to 200∘, 215∘, 230∘, 245∘. 

During each session, two FrACT tests are performed in order to assess the visual acuity of the subject while performing 

a paper task as well as a computer task. In between two experimental sessions, the participants take a 10-15-minute 
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break while they are offered light snacks, soft drinks and water; they are also allowed to use the bathroom. The second 

session then starts and the subjects occupying the two office rooms are swapped. They perform the same procedures, 

participating in the on-line survey twice, once at the beginning of the session and once at the end. The whole 

experimental study takes 2.5 hours; the corresponding procedure is schematically illustrated in Figure 5.6. 

5.2.3. Experimental Results 

The experiments were run during 15 days in the course of November and December 2015; among them there are 5 days 

with clear sky (9, 16, 18, 26 November and 2 December, marked in yellow on Figure 5.9, Figure 5.10 till Figure 5.14), 3 

days by an intermediate sky (12, 13, 23 November; marked in light blue) and 7 days with overcast and rainy skies (the 

remaining days marked in light gray).  

First of all, the subjective survey regarding the visual and thermal comfort was considered. The results of 240 surveys 

(15 days × 8 time per day × 2 offices) are summarized in Figure 5.7. On average, based on 𝑄1 and 𝑄2 (see Figure C.1 in 

Appendix C), the subjects preferred the lighting conditions in the advanced office room to those of the reference one. 

However, no significant difference between the two offices in this regard, was found. In addition, there is no statistically 

significant difference between the answers to the whole 12 questions set, except for 𝑄4 (e.g. 'too much light?') and 𝑄6 

(e.g. 'glare feeling?'). The p-values for a 95% confidence interval of the paired two-tailed distribution student test for 

these 12 questions are 0.501, 0.379, 0.007, 0.095, 0.773, 0.031, 0.433, 0.190, 0.999, 0.603, 0.604 and 0.641 

respectively. According to these results, the author assumes that the advanced controller performed noticeably better 

in avoiding glare and reducing an excessive daylight flux than the reference one. These results confirm that the subjects 

liked the lighting conditions in both office rooms (Q1) and that they had enough light for performing their tasks (Q3). 

 
Figure 5.7 − Summary of online survey for the whole short-term experiment. The error bars show the 95% 

confidence interval namely, Standard Error of Mean (𝑆𝐸𝑀). 

A closer look at the two questions Q4 and Q6, thanks to an overview of the hourly-based corresponding answers 

(illustrated in Figure 5.8), points out a significant difference during the first two sessions (around mid-day), during which 

the sun azimuth was lower than 220∘ and possibly created glare sensations. During the two late sessions (close to 

evening time), the sun was closer to the horizon with ℎ𝑠𝑢𝑛 < 10° leading the electric lighting to be switched on and the 

sun shading systems of both office rooms to be fully retracted. Accordingly, no significant difference between the 

answers of the subjects to these two questions was observed after 15h30. 
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(a) (b) 

Figure 5.8 − Comparison of subjective answers to a) Q4; b) Q6 along the 4 sessions of the short-term experiment 
(12:50 PM till 5:30 PM) . The error bars show the 95% confidence interval. 

The work plane (horizontal) illuminances monitored in the two offices are reported in the Figure 5.9. This box plot shows 

that the horizontal illuminance in the advanced office room remains on average higher during most days of the 

experiment. During sunny days, the horizontal illuminance is higher in both office rooms while during days with overcast 

sky, such as November 20, the electric lighting is turned on, the work plane (horizontal) illuminance in both offices being 

relatively lower. DGP values are available only for the advanced office room (Figure 5.10); the average values are lower 

than 35% (e.g. threshold between imperceptible and perceptible glare).  

 

Figure 5.9 − Comparison of the work plane illuminance monitored in the reference and in the advanced office rooms 
during short-term experiment. 

 
Figure 5.10 – DGP assessed in the advanced office room during short-term experiment. 

Figure 5.11(a) gives an overview of the 120 paper-based Landolt tests (15 days × 2 offices per day × 4 tests per office). 

The average number of mistakes is obtained by summing all the orientations (left) and averaging over all the 

orientations. Over a total of 384 rings (96 ∙ 4=384), the subjects made on average 36.8 mistakes in the advanced office 

room and 43.3 mistakes in the reference one. Although these results show that on average, the subjects made relatively 

fewer mistakes in the advanced office room, no statistically significant difference for the paper-based task was found.  
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Regarding the computer-based task, the subjects’ efficiency in both offices lies between 0.5 and 1 [𝐻𝑧]; in other words, 

they correctly determined the direction of the broken Landolt rings every 1 − 2 [𝑠]. On average, in ten days out of 

fifteen, the subjects located in the advanced office room were more efficient; while for the rest of the time, the 

efficiency was higher for the subjects in the reference office. However, except on the 4𝑡ℎ December, no statistically 

significant difference between the visual performances of the subjects were found. Moreover, no correlation between 

the weather conditions and the visual performance of the subjects was observed. 

  

(a) (b) 

Figure 5.11 − (a) Paper based Landolt Test, (b) Fribourg Acuity Test (FrACT) results for two office rooms during short-
term experiment. There is only a significant difference in FrACT on 4th Dec. 2015 For the rest of the time, the results do 

not show any significant performance impairment. 

An overview of the results of the paper-based Landolt test is given in Figure 5.12, which represents the average number 

of mistakes committed by the subjects for each test; all of them participated in four tests per day. Once again, the 

number of days during which a statistically significant difference between the subjects’ performances can be observed 

is limited to two days (9th and 20th November). Both days were sunny with an excessive illumination on the horizontal 

work plane in the reference office; this apparently prevents the subjects from flawless counting of the Landolt rings. In 

addition, it can be noticed that the subjects make fewer mistakes during the overcast and rainy days in comparison with 

clear and sunny days. 

 
Figure 5.12 − Paper-based Landolt Test for the whole duration of the short-term experiments. The improvements 

over two sunny days are statistically significant. The error bars show 95% confidence intervals. 

The electric lighting consumption is generally lower in the advanced office room with respect to the reference one 

(Figure 5.13). This difference is more obvious during sunny and intermediate days; while during overcast days (such as 

20𝑡ℎ Nov. and 4𝑡ℎ Dec.) the electricity demand is almost equal, since the electric lighting system was switched on in 

both offices during the whole day. In total, the electricity demand of the advanced office is 31.4% lower with respect 

to the reference room; this confirms that the electricity savings potential of an integrated lighting control strategy based 

on the HDR vision sensor is substantial. 

Another criterion for comparing the controllers’ performance is the total number of sun shading and electric lighting 

amendments. In general, the advanced controller implemented 67% more commands during the experiments with 
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respect to the reference one. Except for one day (18𝑡ℎ Nov.), during the remaining days, the daily numbers of 

amendments were kept below 5 times, meaning an amendment every 40 minutes. This number was acceptable for the 

subjects: they did not to report any dissatisfaction in this regard. Moreover, there is no noticeable correlation between 

the number of amendments and the weather condition. It is however worth noticing that the minimal electricity 

demand was recorded on 18𝑡ℎ December in the advanced office room; meanwhile the highest number of 

shading/electric lighting amendments was also recorded during the same day. 

 
Figure 5.13 − Electric lighting energy consumption comparison during short-term experiment. The advanced office 

consumes less energy. The energy meters did not function properly on 12th Nov. 2015. 

 
Figure 5.14 − Number of sun shading and electric lighting amendments during each day of experiments. Generally, 

the advanced office room has relatively more amendments. 

5.2.4. Discussion 

These results show that the subjects in the advanced office room experienced fewer glary situations during the second 

part of the experiment. Moreover, the subjects appreciated in an equal way the lighting conditions in both office rooms 

with a slight preference for the advanced controller. They also described the lighting conditions in both rooms as 

comfortable (Figure 5.7) although for some moments during daytime, especially at the beginning of the afternoon when 

the solar altitude was high, they indicated an excess of daylight in the reference office room, accompanied by discomfort 

glare sensations. The better performance of the advanced controller is very likely due to the 𝐷𝐺𝑃 monitoring and user-

centric control at the work space, achieved thanks to the HDR vision sensor, which allows fine tuning of visual comfort 

for the subject seated at his/her desk.  

The 𝐷𝐺𝑃 monitoring shows that the glare sensations remain below the perceptible glare limit in the advanced office 

room, while the monitored workplane illuminance is by far higher than the thresholds used by the ‘Best-practice’ 

controller. For instance, on November the 12th and 13th, the average horizontal illuminance equals about 2400 and 3500 
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lux respectively (Figure 5.9), while the DGP is rated below 35% (22% and 26% respectively in Figure 5.10). The subjects 

confirmed that they experienced less glare sensations in the advanced office room through their answers to question 

𝑄6 of the survey (glare feeling). Moreover, during these two days, they agreed more on 𝑄4 (‘Too much light for proper 

working/reading’) in the reference office room than in the advanced one. In other words, if the subjects do not 

experience discomfort glare, they may even prefer direct sun light falling on the work plane, especially during the winter 

time. 

The subjective assessment of visual comfort related agreement for the first assertion (𝑄1) ‘I like the lighting in this room’ 

yields scores of 72.4% and 75.4% respectively for the reference controller and the advanced one. For both controllers, 

these values are marginally higher than the ones reported by Akashi and Boyce (i.e. 69%) [197]. The same score is also 

observed during standard office work hours, as daylighting has a positive impact on a subject’s assessment of lighting 

conditions. Hence, we assume that the two considered control systems offer lighting conditions similar at least to those 

of standard office rooms.  

Moreover, in a recent experiment by Sadeghi et al. [26], the subjects voted on average 4.5 (scale of 1-7, (4.5 − 1)/(7 −

1) =  58%) for the visual condition rating when a fully automated control set-up was in action. This vote is lower than 

that of the subjects of this experiment to similar question Q2 ‘Generally the lighting in this room is comfortable’ (e.g. 

7.3 (scale of 1-10 , (7.3 − 1)/(10 − 1) =  69%) for the controller in the advanced office room. We may expect higher 

comfort and acceptance votes, if an occupant manual control is allowed. Sadeghi et al. have shown that there is a 

significant improvement of comfort votes if an automated system override is allowed. They also observed that an easy 

access to control features (e.g. to a web-based interface for shading and lighting system control) leads to increased 

daylight utilization, which can consequently lead to a lower electric lighting consumption. During the long-term in-situ 

monitoring in the LESO building reported in the next chapter, the occupants will be allowed to override the BMS 

commands; they will also rate visual comfort. 

The subjects’ visual performance for paper-based tasks was absolutely not jeopardized by the advanced control system, 

since, as shown in Figure 5.11 (a), there is no statistically significant difference between the performances in both office 

rooms. Thus, the author may conclude that there is no impact of different control strategies on the indoor lighting 

conditions for paper-based tasks.  

On the other hand, the subjects’ studies demonstrate that the VDT screen-based tests were not sensitive enough to the 

lighting conditions to be reflected in the visual performance of the subjects. Alternatively, small differences might be 

due to the fact that the subjects switch each hour from one office to the other. It can be inferred that the switching 

rhythm was too fast for the effects to be noticeable. However, the author believes that the impact of lighting on the 

VDT screen-based tasks occurs shortly after the occupant is seated at the workstation; thus the differences between 

the control strategies were not large enough to be measured by the current tools.  

Moreover, the accurate monitoring of the work plane (horizontal) illuminance, carried out by the ceiling-mounted HDR 

vision sensor, leads to a fine-tuning of the electric lighting provision on the user desk as well as a lower electricity 

demand. Besides, the glare rating at occupant’s eye level by the other HDR vision sensor, as well as its integration in the 

control platform, lead to a better protection against glare and improved user satisfaction. These advantages with 

respect to a best-practice automatic system are inherently related to the more reliable and precise assessment of the 

indoor lighting condition as well as more accurate integrated control of shadings and lighting system. The author 

believes that in a typical office room with conventional facade (without anidolic system), such advanced system would 

lead to even more significant occupant satisfaction and lower electric lighting energy demand with regard to the best 

practice. The reason is that, as demonstrated by Linhart et al. [192], all the office rooms in the LESO solar experimental 

building are basically well daylit and feature low lighting power density (LPD). An automatic system whose energy 

performance surpasses a best-practice system in this building shall certainly outperform it in a conventional building 

too. 

The DGP index cannot predict discomfort glare in an adequate way if the sun is present in the field of view of a subject, 

due to the extreme values of the solar coronas luminance. Konstantzos et al. [109] showed that the luminance 

expression of DGP is inflated by this extremely high luminance which is incompatible with everyday practice. The 
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overestimated DGP when there is direct sunlight in the field of view might lead to unnecessary sun shading 

amendments, more frequent movements and occupant disturbance. As a solution, different sets of DGP coefficients for 

different environmental conditions and/or fenestration systems can be used [89]. 

The advanced controller actions are slightly more frequent than those of the ‘Best-practice’ one; however, the users did 

not complain about it. The shading position amendments for the advanced control average 2.5 times per half-day; this 

was not considered as annoying by the different subjects. The advanced control system leads however to a considerably 

lower electricity consumption compared to the Best-practice controller (31.4% savings), which is remarkable. The 

electric lighting saving potential was derived through a comparison of two similar experimental setups with identical 

control parameters setting evaluated twice by each subject. The overall performance of the advanced controller can 

even be enhanced by including a presence detection function in the control strategy and through a coupling with 

thermal regulation. 

Another interesting observation is that the subjects were not concerned at all by privacy issues, which might have been 

raised by having an HDR vision sensor facing their VDT screen. In other words, during these studies they logged into web 

services and social network accounts without being apparently disturbed by the presence of a digital camera. This can 

be explained by the fact that the subjects of this study belong mostly to the Y generation, which is used to video camera 

presences in day-to-day life. Recent studies [198] pointed out an erosion of privacy taking place among this generation; 

this conditioned erosion is driven by a combination of youthful viewpoint and exuberance and rapid technological 

advances. Moreover, this development challenges traditional notions of privacy; thus, although privacy concerns 

regarding the use of HDR vision sensors in the office environment are raised, they do not seem to be such an important 

issue for young office workers. However, the author acknowledges that these observations has taken place in the 

context of a scientific experimentation, signifying that the subject’s reactions might have different from their in real 

environment.  

5.2.5. Limitations 

The main limitation of the present study is the relatively small number of subjects as well as the short duration of the 

experimental observations carried out per subject. Moreover, the results can likely not be generalized to older adults 

and elderly people, as most of the subjects are rather young people, such as undergraduate and doctoral students: they 

are, however, intended to give a first in-depth insight into the expectation and reaction of a specific user group within 

an office room automated by means of HDR vision sensors. Moreover, during the study, the users did not have the 

opportunity to modify neither the sun shading position nor the electric lighting power status. Despite this, the assertions 

regarding visual comfort remained similar to those reported in the literature and standards. 

The DGP rating software is already implemented in the embedded Digital Signal Processor (DSP) embedded on the HDR 

vision sensor. However, the work plane horizontal illuminance is measured from a ceiling mounted HDR vision sensor: 

the portion of the image corresponding to the work plane should be adjusted in any new environment. FLC membership 

functions can be designed in a clever way in order to adapt themselves to easy-to-obtain inputs, such as facade and 

workstation orientations, distance to window, window size and latitude. This is the idea explained and validated in 

Chapter 6. 

5.2.6. Conclusion and Outlook 

The performance of a Fuzzy Logic Controller (FLC) commanding both the sun shading system and the electric lighting in 

an office room through two novel HDR vision sensors was assessed by means of in-situ building monitoring. Thirty 

human subjects placed during fifteen afternoons/evenings in two identical office rooms of the LESO building on the EPFL 

campus in Lausanne, Switzerland contributed to the experimental evaluation of the overall performance of this 

advanced controller in regards to a ‘Best-practice’ lighting control system (reference controller). Different aspects, such 

as paper-based visual performance, computer-based visual acuity and efficiency tests, as well as a self-reported 

subjective assessment of visual comfort by the subjects, were used for that purpose. The experimental results show 

that the subjects’ visual comfort and performance are comparable for both controllers; in some occasions, they are 

slightly improved in the office room equipped with the advanced controller. Meanwhile, the electricity consumption in 

the corresponding office room is mitigated by about 31% in comparison to the reference controller. All over this study 
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has significantly improved our understanding of the performance and application opportunities of novel HDR vision 

sensors for building management systems (BMS); it also highlighted the subjects’ preferences for the advanced 

controller based on a user-centric control approach.  

Having reached this conclusion, one can answer the second research question raised in Section 1.3 by stating that “the 

BMS, equipped with HDR vision sensor is able to mitigate the electric lighting energy demand of a single occupied office 

room by 31% while guaranteeing the occupant’s visual comfort.” 

In the next section, the long-term effect of this novel control approach during several months on the energy 

performance of an office room, including the utilization factor of solar gains as well as indoor visual comfort, will be 

considered. In addition, the occupant’s thermal comfort, which was not considered in this study, will also be taken into 

account: it plays an important role both for occupant acceptance of BMS and building energy demand. 

5.3. Long-term Experimentation 

This section presents the methodology and planning of a long-term experimentation regarding an advanced controller 

based on HDR vision sensors; the experimental results of an eight-month in-situ monitoring campaign in the LESO 

building will be presented as well. The principal objective of this experimentation is to compare the electric lighting 

consumption and the energy performance of a passive solar office room equipped with an advanced control system 

with those of a ‘Best-practice’ electric lighting control system. The advanced controller differs from the one tested 

during short-term experiments as follows: 

 A presence detection based on an HDR vision sensor is integrated in the controller as well as a commands 

filtering process.  

 An occupant presence probability function is integrated in the decision making process. 

 A thermal comfort controller is added to the lighting control system to take into account indoor temperature. 

 The controller installed on the main control platform is adapted to “event” based cycles rather than a “constant 

frequency” decision-making process. 

 Human building interactions, i.e. the occupant expressing his/her wishes by modifying the sun shading position 

and the electric lighting power, are taken into account. 

5.3.1. Objectives of Control Platform 

The goal is to develop a control platform that can run for weeks or months without constant supervision from the facility 

manager. “Without supervision” does not necessarily mean that the office occupants do not have the right to interact 

with the electric lighting or the sun shading commands: it means that the control system can operate 24/7 without 

failures. 

5.3.2. Experiment Protocol 

The experimentation was carried out in two identical south-facing office rooms of the LESO solar experimental building 

located on the EPFL campus in Lausanne, Switzerland. The setup is similar to the one of the short term experimentation 

carried out during winter 2015 presented in [79]. The differences are as follows: 

 In both offices, the occupants have the right to interact with the shading and electric lighting system. 

 A ceiling-mounted HDR vision sensor performs the presence detection in the advanced office room (Appendix 

G). 

The in-situ monitoring campaign started on the 1st August 2016 and lasted until the 31st March 2017 , except for three 

weeks in September 2016 (Figure 5.16). The measurements ran in a continuous and autonomous way and did not stop, 

except during the live data stream issued from the BMS to the data storage medium. 

5.3.3. Advanced Controller 

The advanced control system is similar to the one used in the short-term experimentation. Some elements were added 

that will be discussed in more detail. 
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The reason for using a high frequency data acquisition system (DAQ) and then a command filtration is to keep the control 

system as agile as possible. The office occupant would obviously reject a control system not able to mitigate visual 

discomfort in an instantaneous way. The fuzzy logic controller based on the knowledge and skills of the experimenter 

might not be optimal; a command filtration is accordingly necessary to avoid inappropriate commands reaching the sun 

shading and electric lighting actuators. 

5.3.3.1. Visual comfort controller  

In the same way as for the short-term experiment [79], the integrated shading and lighting control system takes into 

account the workplane horizontal illuminance, the Discomfort Glare Probability (DGP) and the sun azimuth and height; 

it commands the bottom and top shading systems as well as the electric lighting status. The membership functions, the 

fuzzy rule base of the controller and the crisp values for the output variables are described in Appendix A. 

 
Figure 5.15 − Block diagram of the advanced controller for executing the long-term experiment. 

Moreover, the lighting controller is equipped with dimming feature and regulates the horizontal illuminance so as to 

maintain the target horizontal illuminance with the least possible electric lighting energy demand. The details of 

dimming level development are elaborated in Appendix D.  

5.3.3.2. Thermal comfort controller  

When the occupant is not present, the thermal comfort criteria needs to be applied for managing the shading and 

lighting system so as to avoid overheated or cold environment when they return to the office room. 
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The back-up heating system is managed by the central BMS of the LESO solar experimental building; the building is not 

equipped with a cooling system and relies only on natural cooling and thermal mass. The only systems that the advanced 

controller can command are the shading and electric lighting system. The shading system can be driven based on 

thermal comfort considerations in case of extreme indoor temperatures. In other words, if the indoor temperature is 

too high or too low, the thermal comfort benefits from a higher level of priority with respect to visual comfort. During 

a summer afternoon, for instance, when high indoor temperatures and high indoor illuminances are observed, one can 

logically conclude that keeping the shading system open would most probably lead to an intolerable overheated space. 

In this case, even if the visual comfort would not be jeopardized by maintaining the shading system open, it should be 

closed for thermal comfort reasons. By contrast, during the heating season, if the indoor air temperature is lower than 

16 °C, the shading should be opened in order to maximize the passive solar heat gain in the office room. These situations 

are formulated as thermal comfort considerations in Eq. (5-4): 

(𝛾𝑡𝑜𝑝, 𝛾𝑑𝑜𝑤𝑛) = {

(0,0.7)    𝑖𝑓 𝑇𝑖𝑛 > 𝜏ℎ𝑜𝑡  &  𝐸ℎ > 1300 𝑙𝑢𝑥

(1,1)                                         𝑖𝑓 𝑇𝑖𝑛 < 𝜏𝑐𝑜𝑙𝑑
(𝛾𝑡𝑜𝑝𝑐𝑢𝑟𝑟𝑒𝑛𝑡 , 𝛾𝑑𝑜𝑤𝑛𝑐𝑢𝑟𝑟𝑒𝑛𝑡

)     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (5-4) 

where 𝑇𝑖𝑛 is the indoor air temperature [°𝐶]; 𝜏ℎ𝑜𝑡  and 𝜏𝑐𝑜𝑙𝑑  are the upper and lower threshold for prioritizing thermal 

comfort controller [°𝐶]. 𝛾𝑡𝑜𝑝𝑐𝑢𝑟𝑟𝑒𝑛𝑡  and 𝛾𝑑𝑜𝑤𝑛𝑐𝑢𝑟𝑟𝑒𝑛𝑡  represent the current position of the blinds [−]. 

5.3.3.3. Human Building Interaction 

It is obviously known that a manual override of automated blinds leads to higher user satisfaction regarding indoor 

lighting [199]; thus, it is crucial that the control system considers human building interactions. In this study, the 

interactions between the office occupants and the lighting system were detected. If the user changes the blinds position 

and/or the electric lighting power, a “User-interaction” flag is turned on and no further command is sent to the shading 

or lighting system during the next 30 minutes. Detecting the human building interactions allows to prevent user 

irritation by undoing his/her action shortly after its occurrence. 

5.3.3.4. Events 

The main controller can operate agile, if it takes actions based on events. The event flag is switched on if one of the 

following cases occurs: 

 DGP variation larger than 2% 

 Horizontal illuminance variation larger than 30 lux 

 Interior temperature variation larger than 1° 

 Someone arrives/leaves the office room 

By implementing this approach, the loop frequency of the controller can remain high, taking measures as soon as the 

flag event is turned on. On the other hand, the necessary computational resources are reduced since the controller is 

not solicited for each cycle. 

5.3.3.4.1. Occupancy model 

Office occupancy profiles on weekdays and weekend for an office room in the LESO solar experimental building were 

developed by Jessen Page [200]; the result of his work is summarized in Table 5.1. 

Hour 1 2 3 4 5 6 7 8 9 10 11 12 

Weekday 0.00 0.00 0.00 0.00 0.00 0.00 0.05 0.10 0.70 0.70 0.70 0.70 

Weekend 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.05 0.05 0.05 0.05 

Hour 13 14 15 16 17 18 19 20 21 22 23 24 

Weekday 0.20 0.60 0.70 0.70 0.70 0.70 0.70 0.01 0.01 0.01 0.01 0.00 

Weekend 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

Table 5.1 – Presence probability model developed by Page [200]. 
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5.3.3.4.2. Visual/Thermal Criterion 

As stated in Section 2.3.1 based on the thermal comfort model suggested by Fanger [15], at best possible conditions, 

one may still predict 5% dissatisfied people. Thus, any notion of mathematical discomfort model is, at best case, limited 

to 95% of the population. Based on Fanger’s thermal model, the satisfaction of the occupant depends on six factors 

namely air temperature, radiance temperature, air velocity, humidity, clothing and level of activity. For engineering 

application, it is not possible to consider all of these factors to determine the satisfaction degree of the occupant with 

the current state. For this reason, a simplified model, suggested by Roulet [201] based on ISO 7730 [202], is adopted. 

This model defines a crisp threshold for thermal comfort zone for an occupant who is seated or standing doing an office 

work (activity level: 1, 2 [𝑚𝑒𝑡]): the occupant is comfortable if the indoor air temperature is between 18 [°𝐶] and 

26 [°𝐶]. These thresholds are used for prioritization of thermal and visual comfort.  

The controller should decide thermal or visual comfort criterion must be considered. In other words, the controller 

should set a higher priority to one of these types of comforts. 

The thermal criteria are activated in the following cases: 

i) The office room is vacant AND the probability of user presence for the next 30 minutes is less than 50%. 

ii) The indoor temperature AND the workplane illuminance are too high (e.g. more than 26°𝐶 &  800 𝑙𝑥);  

iii) otherwise, a control approach based on visual comfort is applied. 

𝐴𝑐𝑡𝑣,𝑡 = {
𝑇ℎ𝑒𝑟𝑚𝑎𝑙 𝑖𝑓 (𝛾𝑝𝑟𝑒𝑠𝑒𝑛𝑐𝑒 = 0 & 𝑃(𝛾𝑝𝑟𝑒𝑠𝑒𝑛𝑐𝑒) = ′𝑙𝑜𝑤

′)| (((𝑇𝑖𝑛 > 26)|(𝑇𝑖𝑛 < 18)) & (𝐸ℎ > 800 𝑙𝑥 )

𝑉𝑖𝑠𝑢𝑎𝑙 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (5-5) 

where 𝐴𝑐𝑡𝑣,𝑡 is the decision regarding the comfort priority [𝑏𝑜𝑜𝑙𝑒𝑎𝑛], 𝛾𝑝𝑟𝑒𝑠𝑒𝑛𝑐𝑒  is the occupancy status of the office 

room [𝑏𝑜𝑜𝑙𝑒𝑎𝑛]; 𝑃(𝛾𝑝𝑟𝑒𝑠𝑒𝑛𝑐𝑒) is the probability of the presence in next 30 minutes [−]; 𝑇𝑖𝑛 is the indoor air temperature 

[°𝐶] and 𝐸ℎ  is the workplane illuminance [𝑙𝑥]. 

5.3.3.5. Commands Filtering Mechanism 

The command filter of the advanced controller, partially inspired by [20], [156], [191], is based on the certain 

considerations leading to the following Boolean rule: 

𝐴𝑐𝑡𝑥 = {
TRUE 𝑖𝑓 the consideration #x is valid 
FALSE if the consideration #x is not currently relevant

 
(5-6) 

The final decision, 𝐴𝑐𝑡𝑓 [𝐵𝑜𝑜𝑙𝑒𝑎𝑛], is based on the logical implication (AND/OR) of these considerations (Eq. (5-7)). If 

𝐴𝑐𝑡𝑓 is equal to TRUE, a command is sent to the shading system and is documented; if not, the command is rejected. 

These considerations are summarized in three categories illustrated in Table 5.2 : A) Urgent, B) Prohibited and C) 

Preferred.  

The situations of the first category (A) participate in the final decision through the operator OR; namely the flag 𝑎𝑐𝑡𝑓 is 

switched to TRUE, as these situations occur regardless of categories B or C: 

 If the 𝐷𝐺𝑃 value is high, there is a serious glare risk, which should be treated instantaneously (𝐴𝑐𝑡2 ). 

 If the workplane illuminance 𝐸ℎ  is low, there is a risk of uncomfortable paper-based work. The commands 

should be instantaneously sent to the shading and the lighting system (𝐴𝑐𝑡8 ). 

The second category of commands (B) are combined together with an AND logical operator. In other words, if the three 

following situations are satisfied, the commands are forwarded to the actuators; otherwise, they are ignored. The three 

situations can be described as follows: 

 If the amplitude of the blinds’ movement is large enough”, then 𝐴𝑐𝑡3 (for top shading) and 𝐴𝑐𝑡4 (for bottom 

shading) [𝐵𝑜𝑜𝑙𝑒𝑎𝑛] is set to TRUE. A threshold for raising and lowering the blinds is considered for that purpose 

(𝐴𝑐𝑡3 and 𝐴𝑐𝑡4). 
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 If the fuzzy logic controller is reliable enough, 𝑎𝑐𝑡0 is set to TRUE (Section 5.2.1). The controller reliability is 

defined in a second PCT patent recently deposited. If the controller is not reliable”, this flag is set to FALSE 

avoiding a command sending (𝐴𝑐𝑡0). 

 If the duration from the previous shading and/or lighting actuation to the present one is long enough, flag 𝑎𝑐𝑡1 

is set to TRUE; otherwise, it is FALSE. With this flag, sending too frequent commands to the shading and lighting 

is avoided (𝐴𝑐𝑡1). 

Finally, there are situations where shading systems or lighting amendments are preferred since they might be less 

bothersome to the occupant and he/she is more prone to accept amendments. The flags corresponding to these 

situations are combined together by the way of an OR logical operator. The cases related to category C are considered 

as follows: 

 The occupant enters after a long absence (𝐴𝑐𝑡9) 

 The occupant leaves (𝐴𝑐𝑡10) 

 The occupant arrives (𝐴𝑐𝑡11) 

Actf =  (Act2|Act8|Act9|Act10|Act11 |Act1) & Act0 & Act3 (5-7) 

Label A (OR) B (AND)  C (OR) 

 
Command should be sent 

since it is urgent 
 

Avoiding sending 

command 
  

Sending command preferred 

in these occasions 

𝑨𝒄𝒕𝟐 Urgent risk of glare 
𝐴𝑐𝑡3 & 

𝐴𝑐𝑡4 

Amplitude of the 

shading movements 
 𝐴𝑐𝑡9 

Occupant enters after a long 

absence 

𝑨𝒄𝒕𝟖 Urgent risk of darkness 𝐴𝑐𝑡0 
Reliability of the 

decision 
 𝐴𝑐𝑡10 Occupant leaves 

  𝐴𝑐𝑡1 Time interval  𝐴𝑐𝑡11 Occupant arrives 

Table 5.2 − Logic rules behind the commands filtering mechanism. The mechanism is applied each time a command is 

issued from the FLC. 

5.3.4. ‘Best Practice’ Controller 

The reference controller is based on the current ‘Best-practice’ of the lighting industry. According to the author’s best 

knowledge, there is no office room on the EPFL campus equipped with occupant presence detectors neither for shading 

nor for lighting control purposes. A passive infrared sensor (PIR) motion sensor is normally used for hallways and 

outdoor lighting where a large delay between on/off cycles can be avoided: a too large delay without any occupant 

presence detection and/or profile would lead to a waste of electricity. 

 
Figure 5.16 − Different control strategies used in the reference office room during two monitoring periods of the long-

term experiment. 

During the first three months of the monitoring period, occupant presence detection through PIR sensor was 

implemented in the control algorithm (Figure 5.16, green part; Figure 5.17 (a)). In the last five months, only the 

luminance meter readings were considered (Figure 5.16, purple part; Figure 5.17 (b)). The control algorithm is fully 

described in Figure 5.17.  
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5.3.5. Design of Experiment 

An online survey was developed to care for the occupants’ visual and thermal comfort during the experiment. The 

questionnaire is similar to the one used during the short-term monitoring of November and December 2015 [79]. 

However, as the subjects of the long-term experiments were unfortunately aware of the project goals, no scientific 

conclusions can effectively be drawn from these subjective assessments. They are mainly intended to collect 

feedbacks/suggestions from the colleagues in the case that there is a significant problem with both control strategies. 

During the experiments, no objection from the colleagues was observed and the control systems were acceptable from 

their point of view. 

The office rooms were occupied by different researchers during the monitoring period. The reference room was 

occupied until February 2017 by a single person; two persons occupied it during the month of March 2017. On the other 

hand, the advanced office room was occupied by two people during the whole experiment, except for February 2017, 

where only a single person was there. During the weekends, the office rooms were partly occupied. The advanced office 

room was even used during some evenings, leading to a relatively larger electricity demand for lighting. For this reason, 

and for the sake of a fair comparison of the two office rooms, the daily and monthly electricity consumption for lighting 

is presented for two time spans: i) The whole monitoring period; ii) Only during office hours between 8 AM and 6 PM.  

The author is convinced that the second time span provides a more realistic comparison of the controller’s performance 

in terms of energy consumption. 

  
(a) (b) 

Figure 5.17 − Flow chart of the reference controller; (a) including occupant presence detection (b) without occupant 

presence detection. The only difference between them is encircled by a dashed oval. The first controller is utilized 

during the first three months and the second controller is utilized during the remaining five months. 
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5.3.6. Experimental Results and Post Occupancy Evaluation 

The duration of the whole experimentation is 4028 hours, which leads to an average of 18.06 hours/day. The data 

acquisition unit of the LESO building, involving a KNX network was however not operational during a couple of days; on 

several occasions, the controller running on an ‘ad hoc’ system programmed in MATLAB stopped. This was mainly due 

to random errors such as a broken wireless communication channel and/or a malfunction of the DAQ. All over during 

this 8-month period in both office rooms, 5.15E+08 data were monitored, some of them were used as inputs for the 

controller, such as the shading position for instance; some other were only used for monitoring purposes, such as the 

global and diffuse horizontal solar irradiance. 

5.3.6.1. Illumination Condition 

Firstly, the lighting conditions in each office room were studied. In this section, the representative months during 

summer, winter and springtime, namely August 2016, December 2016 and March 2017, are considered. Figure 5.18 

shows the lighting situation (DGP and 𝐸ℎ) in the advanced office room; Figure 5.19 illustrates the work plane illuminance 

𝐸ℎ  [𝑙𝑥] in the reference office room. Outliers are removed from the box plot based on the lighting conditions observed 

during work hours (8 AM to 6 PM). 
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           (c-1)           (c-2) 

Figure 5.18 − Summary of lighting conditions in the advanced office room between 8 AM and 6 PM in (a) August 2016, 
(b) December 2016 and (c) March 2017 . In the left column, the boxplot of the DGP values are presented and in the 

right one, the Horizontal illuminance on the workstation is shown. The gray zones show the weekend periods. The red 
lines show the visual comfort thresholds. 

The horizontal red lines show the visual comfort boundaries. For 𝐷𝐺𝑃, the comfortable region is the area below the red 

line and for 𝐸ℎ, it is above. The vertical gray stripes indicate the weekend periods as the occupant presence probability 

is lower during the weekends compared to work days. During these days, in case of occupants’ absence, only the thermal 

comfort criteria are considered. 

One can observe that, there are some days characterized by DGP readings falling into the discomfort zone above the 

red line during March 2017. It is possible that the office room was unoccupied during these days; thus only the thermal 

controller was in action. In another case, it is possible that the 𝐷𝐺𝑃 exceeded the visual comfort limits and/or 𝐸ℎ  

readings falls below the threshold value, while the subject is absent for a given time period. In these cases, the 

performance of the controller cannot be assessed only by considering the 𝐷𝐺𝑃 or 𝐸ℎ: a new metric is required for that 

purpose. 
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Figure 5.19 − Lighting conditions in the reference office room in (a) August 2016, (b) December 2017 and (c) March 
2017. For this room, only the horizontal illuminance [𝑙𝑥] on the workstation is monitored. The gray zones show the 

weekend periods. The red lines show the visual comfort thresholds. 

The DGP values remain below the setpoint of the control system, except for the days when the office occupant is absent 

and the presence probability is low (e.g., during weekends). In this case, the shading system actuation is based on the 

indoor air temperature. During December, as this temperature is low, the shading remains open in the office room in 

order to enhance the passive solar heat gain. 

Days 

Days 
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Figure 5.20 − Illustration of the variables used in Eq. (5-8) by a monitoring example on the 6th February 2017. 𝐷𝐺𝑃, 

𝐷𝐺𝑃𝑟𝑒𝑓  and 𝛾𝑝𝑟𝑒𝑠𝑒𝑛𝑐𝑒  are depicted. 

The analysis of the DGP and horizontal illuminance boxplots provides a global overview of the controllers’ performance. 

However, the complex nature of the advanced control algorithms, encompassing visual and thermal comfort, 

necessitates a more comprehensive and universal performance criterion. The performance of the controllers can be 

evaluated based on their success or failure in respecting the lighting constraints during the time the latter these should 

have been respected. In order words, the controller performance can be quantified by the relative fraction of time, 

during work hours, when occupants are present and the visual comfort constraints are respected. The mathematical 

expression of this criterion is shown in Eq. (5-8); it is called “visual comfort constraints respect ratio” or 𝜌𝑟𝑒𝑠𝑝𝑒𝑐𝑡 . 

𝜌𝑟𝑒𝑠𝑝𝑒𝑐𝑡 =
𝑇(𝑟𝑒𝑠𝑝𝑒𝑐𝑡=1 ,𝑃𝑟𝑒𝑠𝑒𝑛𝑐𝑒=1)

𝑇𝑡𝑜𝑡𝑎𝑙
∙ 100 [%] (5-8) 

where 𝑇(𝑟𝑒𝑠𝑝𝑒𝑐𝑡=1 ,   𝑃𝑟𝑒𝑠𝑒𝑛𝑐𝑒=1) is the time step during which both constraints are respected [𝑠], e.g. 𝐷𝐺𝑃 < 𝐷𝐺𝑃𝑟𝑒𝑓  and 

𝐸ℎ > 𝐸ℎ𝑟𝑒𝑓 , while the occupant is present (𝑃𝑟𝑒𝑠𝑒𝑛𝑐𝑒 = 1); 𝑇𝑡𝑜𝑡𝑎𝑙  is the total duration of the experiment run during 

work hours (8 AM to 6 PM) [𝑠]. 𝜌𝑟𝑒𝑠𝑝𝑒𝑐𝑡  can vary from 0 to 100%; 100% corresponds to the most performing controller, 

as at no time the comfort constraints are violated. The variables of this equation are illustrated by an example shown 

in Figure 5.20; for the sake of simplicity, only the DGP index is considered. 

The constraint respect ratio is evaluated for each month and illustrated in Figure 5.21. On average, the constraints are 

respected in the advanced office room during 88.1% of the work hours. 

 
Figure 5.21 – Monthly visual comfort constraint respect ratio (𝜌𝑟𝑒𝑠𝑝𝑒𝑐𝑡) for the advanced office room during working 

hours (8 AM- 6 PM) for long-term experiments. 
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5.3.6.2. Shading Control Performance 

Another criterion for evaluating the performance of the shading and lighting controller is the number of movements: if 

an automated system is requesting too frequent amendments, the occupant acceptance diminishes. 

Figure 5.22 compares the total monthly number of shading and electric lighting amendments. Overall, the blinds in the 

advanced office room are moved 68% more frequently than in the reference office room. On average, the two shading 

systems’ positions as well as the lighting system status are amended 4.48 and 2.66 times per day in the advanced and 

reference office room, respectively.  

 
Figure 5.22 – Number of shading and lighting system actuations for reference and advanced office room during long-

term experiment. 

Figure 5.23 shows the weighted average top shading position for the advanced and the reference room. The definition 

of the average shading position is given by Eq. (5-9). 

�̅� =
∑ 𝛾𝑖 ∙ 𝜏𝑖
6𝑝𝑚
𝑖=8𝑎𝑚

∑ 𝜏𝑖
6𝑝𝑚
𝑖=8𝑎𝑚

 (5-9) 

where �̅� is the average shading opening fraction [−], 𝛾𝑖  is the shading opening fraction at time step 𝑖 monitored between 

8 AM and 6 PM [𝑠], and 𝜏𝑖  is the duration of the time step 𝑖 [𝑠]. 

Figure 5.23 – Average shading opening fraction comparison between reference and advanced office room during the 

working hours (8 AM-6 PM). Top shading is operated differently but bottom shading is rarely used. 

On average, the top shading opening fraction during the work hours in the advanced room is 10% larger than in the 

reference room. However, a close look at the monthly average shading position (Figure 5.24) reveals a seasonal 

dependence for the top shading control: during the warmer months (August 2016 to October 2016) the opening fraction 
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of the top shading in the advanced room is smaller with respect to the one in the reference room: this leads to a larger 

rejection of solar heat gain mitigating overheating risks. By contrast, during the colder months, the opening fraction of 

the top shading is relatively larger than in the reference room, allowing for larger solar heat gains: this favorable 

behavior is due to the integration of the solar profile angle in the advanced control strategy. 

 
Figure 5.24 – Top shading opening fraction during working hours (8 AM- 6PM) for reference and advanced office room 

for long-term experiments. 

Figure 5.25 illustrates the average opening fraction of the bottom blinds showing that it is more frequently activated in 

the advanced room; the difference between the two rooms is however not considerable. 

 
Figure 5.25 − Bottom shading opening fraction during the work hours (8 AM- 6PM) for reference and advanced office 

room for long-term experiments. 

5.3.6.3. Influence of Advanced Shading Control on the Performance Gap 

The energy performance gap is defined as the difference between the calculated and measured energy consumption of 

a building, some authors mentioning deviations of +34% with a SD of 55% based on 62 buildings [203]–[205]. It is 

stressed that dominant factors related to specification uncertainty in occupant behavior, modeling and poor operational 

practices have an estimated impact of 10– 80%, 20– 60% and 15– 80% on the energy demand respectively.  

Clearly, the difference in shading system management has an impact on the heat demand and thermal comfort of 

offices. The sun is a free source of energy for buildings; however, the necessity to avoid overheating and maintain indoor 

comfort for the occupants as well as the mismanagement of shading due to ignorance, can reduce the passive solar gain 

in a significant way: accordingly, during wintertime, the back-up heating demand is increased and may differ from the 

value calculated during the building design. 

5.3.6.3.1. Goal 

A method to quantify the energy performance gap is through comparing the “Useful solar heat gain utilization factor” 

(𝐹𝑈) of a building equipped with passive solar systems (e.g. e-coated double or triple glazing windows). This variable is 

simply defined as follows: 

𝐹𝑈 =
𝑄𝑆𝑈
𝑄𝑝

 
(5-10) 
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where 𝑄𝑆𝑈[𝑀𝐽] is the useful solar gain and 𝑄𝑃 [𝑀𝐽] is the maximal potential solar gain corresponding to an ideal 

utilization of a building space and facade. The higher the 𝐹𝑈 is, the more the building benefits from the free solar heat 

gain in order to compensate the thermal losses., reducing accordingly its back-up heating needs. 

To fully depict the magnitude of the impact of shading management on the energy performance gap, six different 

scenarios were considered: 

 Scenario 1: Unoccupied office room without shading system, maximizing the solar gain to the detriment of 

visual and thermal comfort (𝐹𝑈1) 

 Scenario 2: Advanced office room (𝐹𝑈2) 

 Scenario 3: Reference office room (𝐹𝑈3) 

 Scenario 4: Manual shading system control by an energy conscious occupant influenced by visual comfort 

according to Scartezzini et al. [9]: top blinds are closed and bottom blinds set to 75% opening fraction if the 

vertical solar irradiance on the facade reaches 150 [𝑊/𝑚2]. Both are opened when the irradiance falls below 

the stated threshold and glare risk is reduced. It must be noticed that the person occupying the reference office 

room behaved in this way (𝐹𝑈4) 

 Scenario 5: Manual shading control by an average or standard occupant lowering the top shading to 0% and 

bottom shading to a 50% opening fraction if the vertical solar irradiance on the facade reaches 150 [𝑊 𝑚2]⁄  

and does not retract the blinds until late afternoon: this scenario resembles the observations made by Paule 

et al. [24] on a building of the EPFL Innovation park; the occupants of offices with a south-facing facade keep 

the shading, on average, with a 26% opening fraction and do not move the blinds more than 1.46 times a 

week. This vertical solar irradiance threshold is also used in other studies [206], [207]. Most of the people fall 

into this category (𝐹𝑈5).  

 Scenario 6: Manual shading control by an inactive occupant keeping the shading system closed throughout the 

day regardless of the available daylight; he/she compensates a low workplane illuminance by using the electric 

lighting (𝐹𝑈6). 

Scenarios 1, 4, 5 and 6 are hypothetical; their labels are inspired from a recent study by Ben et al. [208]. Scenarios 2 and 

3 are real scenarios and were monitored during the experimentation. The 𝐹𝑈 evaluation period corresponds to the 

heating season, i.e., from October to March. 

5.3.6.3.2. Approach 

In this section a possible way to determine the “Utilization factor of solar gain” (𝐹𝑈), showing limitations in our case, is 

presented and discussed. In a next step, a new approach, better adapted to our in-situ monitoring and experimentation 

is proposed. 

Scartezzini et al. [9] evaluated 𝐹𝑈 by an indirect evaluation of the useful solar heat gain 𝑄𝑆𝑈. Assuming that the internal 

heat gains and the thermal losses through the external building envelope is known, 𝑄𝑆𝑈  can be deduced by applying the 

energy conservation law by assuming adiabatic conditions between two adjacent office rooms: 

𝑄𝐹 + 𝑄𝑐 + 𝑄𝑆𝑈 + 𝑄𝑜 + 𝑄𝑣 + 𝑄𝑒 + 𝑄𝐿 = 0 (5-11) 

where  

𝑄𝐹  is the thermal loss through the facade alone [𝑀𝐽]; 

𝑄𝑐  is the back up heating [𝑀𝐽]; 

𝑄𝑆𝑈  is the useful solar gain [𝑀𝐽]; 

𝑄𝑜  is the thermal heat gain from the occupant [𝑀𝐽]; 

𝑄𝑣  is the heat exchange with the neighboring offices [𝑀𝐽]; 

𝑄𝑒  is the heat exchange with outside through the air infiltration [𝑀𝐽]; and 
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𝑄𝐿  is the heat gain from the lighting system and other electric appliances (i.e. computers) [𝑀𝐽].  

In this first approach, the unknown variable is 𝑄𝑆𝑈, which can be determined using monitored data of the remaining 

variables. On the other hand, the maximal potential solar heat gain (𝑄𝑃) is estimated using the global vertical irradiance 

on the facade (𝐺𝑉𝑆) (usually measured) and the maximal equivalent solar radiation capture surface (𝑆𝑡) (estimated 

using architectural drawings): 

𝑄𝑝 = 𝑆𝑡  ∙  𝐺𝑉𝑆 (5-12) 

where 𝑆𝑡 = 𝐴 ∙ 𝑔; 𝐴 is the net area of the window pane [𝑚2] and 𝑔 is the Solar Heat Gain Coefficient of the glazing.[−]  

In our case, 𝑄𝑆𝑈  is still unknown and can be calculated using monitored data of the remaining variables. The maximal 

potential solar heat gain (𝑄𝑃) is determined in the same way; a building thermal balance calculation software, allowing 

one or more heated or cooled zones [209], is however employed to determine 𝑄𝑐. This software, named LESOSAI 

(2017.0 build 1118) comprises a routine for dynamic simulation of buildings based on the Swiss Standard SIA382/2-

SIA2044, which estimates the indoor temperature and power requirements for the HVAC system. The work flow of this 

approach is illustrated in Figure 5.26. 

 
Figure 5.26 − Flow chart of 𝐹𝑈 evaluation using a LESOSAI-based approach. The block diagram “final processing” 

refers to Eq. (5-10), (5-11) and (5-12). 

In spite of the great potential of this software for estimating the HVAC power requirement, there are fundamental issues 

with this approach for the current project: 

 Without accessing the source code of the LESOSAI, it is not possible to introduce the real shading positions. 

This field data is essential for simulation of Scenarios 2 and 3 and calculating the backup heating energy; 

 Extensive room model tuning is required to obtain the accurate backup heating for hypothetical Scenarios 1,4,5 

and 6; 
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 All the meteorological data required by LESOSAI, such as sky temperature and wind speed are not registered; 

 In real scenarios, the setpoints for the backup heating system is adjusted manually by the occupant. These 

setpoints are difficult to introduce to the software; 

 Finally, the internal gains such as occupants and lighting, exchange with neighboring offices and the basement, 

infiltration rate are approximately implementable in the LESOSAI. The accuracy of this model, as stated in [9], 

is about 10%. 

However, for the current set of experiments, the shading system’s opening fraction is monitored in both office rooms 

by the data acquisition unit (2-3 times per minute) and the thermal transmittance of the fabric blinds is known. At the 

same time a monitoring of the horizontal global solar radiation is carried out. Knowing the g-value and U-value of the 

double glazing windows suggests that the 𝑄𝑆𝑈  can be calculated directly; this approach is schematically represented in 

Figure 5.27. 

This approach is as accurate as the window thermal transmittance value estimation is. The sources of inaccuracy are 

equal for the six scenarios and may contribute to errors in the same way, thus the results are comparable for all six 

scenarios. 

 
Figure 5.27 - Approach proposed for 𝐹𝑈 evaluation. 

The advantage of this approach is that it does not depend on the assumptions stated previously, except for the air 

infiltration rate. The 𝐹𝑈 for the hypothetical and real cases are independent from the indoor temperature setpoint in 

the office rooms. 

According to Guillemin [156], the global vertical irradiance on the facade can be extracted from the sun position, the, 

facade orientation and the global and diffuse horizontal irradiance. 

The part of the potential solar heat gain (𝑄𝑃) passing through the shading and the fenestration system (𝑄𝑆) can be 

calculated by knowing the shading position. Evaluation of the equivalent g-value of the complex fenestration system 

depends on the location of the shadings (interior or exterior) and can be systematically calculated by, for example, a 

method elaborated by Kuhn [210], [211]. The LESO solar experimental building is equipped with an external roller 

shadings (Section 3.1) with an offset of 20 𝑐𝑚 from the facade. For this reason, the interdependence between the 

shadings and the facade glazing can be neglected. For this reason, the multiplication method elaborated in Eq. (5-13) 

can be applied:  

𝑄𝑆 = 𝐺𝑉𝑆 ∙ (𝛾𝑠ℎ𝑎𝑑𝑖𝑛𝑔 ∙ 𝑔𝑔𝑙𝑎𝑧𝑖𝑛𝑔  + (1 − 𝛾𝑠ℎ𝑎𝑑𝑖𝑛𝑔)  ∙  𝑔𝑠ℎ𝑎𝑑𝑖𝑛𝑔 ∙ 𝑔𝑔𝑙𝑎𝑧𝑖𝑛𝑔) (5-13) 

where 𝛾𝑠ℎ𝑎𝑑𝑖𝑛𝑔  is the opening fraction of blinds [−].  
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 𝑄𝑆  is calculated independently for the top and bottom blinds; the corresponding figures are added up. 

However, the whole transmitted solar energy is not useful as it may lead to an undesirable increase of the indoor 

temperature. The usefulness of the solar heat gain is determined by the “needed heat gain” (𝑄𝐵). 𝑄𝐵  is determined by 

knowing the thermal losses though the southern facade of the office room and the air renewal rate, as well as the 

internal metabolic gain due to the occupant(s) and the electric appliances. The exact relationship is formulated in Eq. 

(5-14). 

𝑄𝑁 = (𝑄𝑒 + 𝑄𝐹) − (𝑄𝑜 + 𝑄𝐿) (5-14) 

where 𝑄𝑁  is the net heat demand [𝑀𝐽]; 𝑄𝑒  is the heat exchange with the outside, including the air infiltration [𝑀𝐽]; 𝑄𝐹  

is the thermal loss through the facade alone [𝑀𝐽]; 𝑄𝑜  is the thermal heat gain from the occupant [𝑀𝐽]; and 𝑄𝐿  is the 

heat gain from the lighting system and other electric appliances (i.e. computers) [𝑀𝐽]. In Lausanne, 𝑄𝑁  is positive even 

through cooling period. The reason is that the raw thermal losses through the façade (𝑄𝑒 + 𝑄𝐹) are still larger than the 

internal heat gains (𝑄𝑜  + 𝑄𝐿) due to the difference between the indoor and outdoor air temperature. According to SIA 

Documentation 056 [212], the outdoor air temperature during August is 17.2 [°𝐶] which is lower than the 20 [°𝐶] room 

temperature. Consequently, although the backup heating needs in August are nil, the solar heat gain compensating for 

the net thermal losses of the façade during the same month. 

Clearly, during the heating period, the difference between (𝑄𝑒 + 𝑄𝐹 ) and (𝑄𝑜  + 𝑄𝐿) is larger than the one during the 

cooling one, necessitating larger solar gain for maintaining the heat balance. 

The useful solar heat gain is accordingly determined by Eq. (5-15) and illustrated in Figure 5.28. 

𝑄𝑆𝑈 = min (𝑄𝑆, 𝑄𝑁) (5-15) 

The convective heat losses 𝑄𝑒  [𝑀𝐽], given by Eq. (5-6) were determined using an estimated constant air renewal rate 

over the heating season implying that windows are closed and only slightly opened in the morning for olfactive comfort 

reasons. Based on this assumption, the air renewal rate is assumed to be equal to 0.6 [ℎ−1]. 

𝑄𝑒 = 3.6 ∙ 10
−6 ∙∑0.6 ∙ 𝑉 ∙ 𝜌 ∙ 𝐶𝑝 ∙ (𝑇𝑖𝑛 − 𝑇𝑜𝑢𝑡) ∙ 𝛿𝑡 

(5-16) 

where 𝑉 is the volume of the office room [𝑚3], 𝜌 is the air density [𝑘𝑔.𝑚−3], 𝐶𝑝 is the specific thermal capacity of the 

indoor air at 25 [°𝐶] and 1 𝑎𝑡𝑚 constant pressure [𝑘𝐽. 𝑘𝑔−1. 𝐾−1], 𝑇𝑖𝑛 and 𝑇𝑜𝑢𝑡  are resp. indoor and outdoor 

temperatures [𝐾] and 𝛿𝑡 is the time laps between each data acquisition [𝑠].  

 

Figure 5.28 – Relationship between useful (𝑄𝑆𝑈) and potential solar gain (𝑄𝑆). The useful solar gain is bound by 
needed solar heat gain (𝑄𝐵). 

Thermal loss through the facade (𝑄𝐹) is calculated for each sampling interval by knowing the indoor and outdoor 

temperatures difference and the sampling interval as well as the thermal loss coefficients of the facade elements. A full 

description of the LESO building facade elements as well as their thermal and geometrical properties can be found in 

[158]. 

𝑄𝑆  

𝑄𝑆𝑈  

𝑄𝑁  

45° 
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Thermal heat gain from the occupant (𝑄𝑜) is known from Scenario 2, the occupant presence being monitored at each 

data sampling. Finally, heat gain from the lighting system and other electric appliances (𝑄𝐿) is measured by means of a 

three-phases electrical energy meter providing the electric lighting and plug load electricity consumption.  

The uncertainty in the evaluation of the net needed heat gain (𝑄𝑁) is mainly due to the assumption regarding the air 

renewal rate; its relative contribution to the overall thermal losses of the office room is however lower than 5%. The 

uncertainty regarding the estimation of the potential solar gain is depending on the precision of the weather station; 

according to Lindelöf [20] it estimated to 10%. 

5.3.6.3.3. Post Analysis Results 

The potential solar gain and the needed heat gain are illustrated in Figure 5.29. It shows that during the mid-season the 

potential gain is large while the needed heat gain is small. 

  

(a) (b) 

Figure 5.29 – (a) Monthly potential solar heat gain (𝑄𝑃); (b) monthly needed heat gain. (*) Data lacking for September 
2016. 

 

Figure 5.30 − Facade energy performance assessed by comparison of the utilization factor useful of solar gain (𝐹𝑈). 
 (*) Data lacking for September 2016. 

* 

* 

Accuracy 7% 

* 
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Figure 5.30 shows a comparison of the utilization factor of solar gain (𝐹𝑈) for the six scenarios. Scenario 1 leads to 

the largest 𝐹𝑈 during all months as by definition no shading is applied in front of the windows. Scenario 4, on the other 

hand, corresponds to the lowest 𝐹𝑈 (except for November 2016), the manual control of blinds by a glare sensitive user 

reducing the useful solar gain in a significant way as demonstrated in [9].  

There is no significant difference between the 𝐹𝑈 during the mid-season: during these months the net heat demand 

(𝑄𝑁) is far lower than the transmitted solar gain (𝑄𝑆): the useful solar gain is equal to the needed solar gain (𝑄𝑆𝑈 = 𝑄𝑁). 

However, during the heating season, the available solar gain is typically lower than the needed one. In these cases, the 

different shading control strategies lead to substantial differences in useful solar heat among the different scenarios: 

𝐹𝑈2 > 𝐹𝑈3 from November 2016 to March 2017, the top shading opening fraction in Scenario 2 (advanced control) 

being larger than in Scenario 3 (Figure 5.24). Thus, the advanced control strategy (Scenario 2) increases the energy 

performance of the facade and reduces accordingly the energy performance gap. 

The upper bound of the performance gap is given by 𝐹𝑈1, both shading systems being kept open all the time in this 

case. As most office occupants are very likely standard users, the relative mitigation fraction of the performance gap 

using the advanced control approach can be found by normalizing 𝐹𝑈 relative to Scenario 5 during the heating season, 

by means of Eq. (5-17): 

𝐹�̃�(𝑖) =  
∑ 𝐹𝑈(𝑖,𝑚)𝑚 − ∑ 𝐹𝑈(5,𝑚)𝑚

∑ 𝐹𝑈(1,𝑚)𝑚 − ∑ 𝐹𝑈(5,𝑚)𝑚

∙ 100   [%] 

𝑖: 𝑠𝑐𝑒𝑛𝑎𝑟𝑖𝑜𝑠 1, 2, 3, 4, 5, 6 

𝑚 = {𝑁𝑜𝑣𝑒𝑚𝑏𝑒𝑟, … ,𝑀𝑎𝑟𝑐ℎ} 

(5-17) 

The results corresponding to the six scenarios are 𝐹�̃� = {100, 71.9, 52.7, 50.4, 0, −118.8} respectively. They show that 

the advanced controller mitigated the performance gap by 71.9% during the heating season with respect to a standard 

occupant and by 19.2% with respect to the ‘Best-practice’ controller (reference controller). It is worth noting that the 

overall performance of the automated reference controller does not differ much from that of an energy conscious and 

active user (e.g. not more than 5%).In order to quantify the backup heating savings for each scenario with respect to 

the energy-conscious occupant (Scenario 5), the relative useful solar gains given by Eq. (5-18) were determined and 

illustrated in Figure 5.31 (a). 

 �̃�𝑆𝑈(𝑖) =  ∑ 𝑄𝑆𝑈(𝑖,𝑚)𝑚 −∑ 𝑄𝑆𝑈(4,𝑚)𝑚  

𝑖: 𝑠𝑐𝑒𝑛𝑎𝑟𝑖𝑜𝑠 1, 2, 3 

𝑚 = {𝑁𝑜𝑣𝑒𝑚𝑏𝑒𝑟, … ,𝑀𝑎𝑟𝑐ℎ} 

(5-18) 

  
(a) (b) 

Figure 5.31− (a) Relative useful solar gain improvement with respect to the manual scenario #5 during heating season 
(November-March); (b) Mitigation of 𝐶𝑂2 emissions due to energy saving in the different scenarios with respect to the 

manual scenario #5. 
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According to Dones et al. [213] in Europe, the GHG emissions of natural gas power plants that are ranging from 485 to 

991 [g(𝐶𝑂2-equiv.).(𝑘𝑊ℎ)−1] . For Swiss electricity mixes, this value is in average equal to 142 [𝑔 (𝐶𝑂2-equiv.)/kWh]. 

The backup heating is generated by electric heaters for the sake of monitoring flexibility. 

The 𝐶𝑂2 emissions related to the energy saving of each scenario is given in Figure 5.31 (b). It shows that the advanced 

system mitigates the 𝐶𝑂2 gas emission by 8.42 [𝑘𝑔] in comparison with the office room facilities are managed manually 

by a standard occupant. 

5.3.6.4. Electric Lighting Demand 

The whole electric lighting consumption in the two office rooms is shown in Figure 5.32. It shows that the electricity 

consumption during summertime is nil, indicating that daylighting is by far sufficient during the work hours. However, 

the winter months reveal a difference between the control strategies. The total electric lighting demand is larger during 

December 2016 and the first three months of 2017. During October 2016, the electric lighting consumption in the 

advanced office room is larger due to a considerable difference in the occupancy rates of the two office rooms, especially 

during the evening (Figure 5.33). 

A substantial difference between the advanced and the reference office room can be observed in this figure: overall, a 

48% energy saving relative fraction with respect to the reference case. Several parameters are accountable for this 

difference such as different occupancy rate as well as fundamental differences between the integrated shading/lighting 

control strategies. 

 
Figure 5.32 − Total electric lighting energy consumption for the two office room during long-term experiment. 

Cancelling the effect of the dissimilar office occupation rates would lead to a fairer comparison of the performance of 

the controllers. To this end, the presence profile during this eight-month period is summarized and shown in Figure 5.33 

(a). It represents the occupancy rate as the relative fraction of the duration of the in-situ monitoring for each month. 

This figure shows that there is a substantial difference between the occupancy rate during some months, such as August, 

November, December 2016 and January 2017. In order to benefit from a clearer idea about the occupancy rate during 

daytime, the corresponding values between 8 AM and 6 PM are plotted in Figure 5.33 (b). This figure shows that during 

most of the months, except for the last one, the advanced office room is occupied more frequently; the difference 

between the occupancy rates is greater in August, November and December 2016. 
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(a) (b) 

Figure 5.33 – Occupancy profile of the advanced and reference office room, (a) during the whole 24 hours; (b) during 

only the working hours (8AM to 6 PM). 

Consequently, the results presented in Figure 5.32 do not account for the effective differences due to the controller 

performance and merely reflect the differences between the occupancy rates. It is worth mentioning that the presence-

sensitive lighting control was deactivated in the reference room until the beginning of November 2016. 

In order to have more precise idea about the differences between the controller performances, the results are analyzed 

using the following approaches:  

Approach 1: Electric lighting energy in reference office counted only when the occupant is present and considered only 

during the work hours (e.g. between 8 AM and 6 PM). In this case, only the electricity demand for lighting is measured 

in presence of occupants. In other words, this case outlines the electricity consumption in the reference room if the 

lighting control strategy of the first three months had been kept in place until the end of the monitoring campaign. It is 

noteworthy that the differences between the occupancy rates are not eliminated by this way.  

The corresponding results are presented in Figure 5.34. One can observe that there is a substantial reduction in the 

electricity demand reported for the reference office room. On the other hand, the hypothetical energy consumption in 

the reference office room is lower than the corresponding consumption of the advanced one during the first four 

months. All over, the electric lighting consumption of the advanced office room and the hypothetical case are 

comparable: 12.3 [𝑘𝑊ℎ] and 11.4 [𝑘𝑊ℎ] for the advanced one and the hypothetical case respectively. 

 
Figure 5.34 − Electric lighting consumption during the work hours compared with the hypothetical case if presence 

detection would also be accounted for in the reference office room. 
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Approach 2: Normalized electricity consumption per occupancy rate given by the Eq. (5-19). As mentioned previously, 

Approach 1 does not eliminate the impact of different occupancy rates. In this approach, this influence is normalized 

by: 

𝑃𝑒𝑙,𝑛𝑜𝑟𝑚 =
𝐸𝑒𝑙
𝑇 ∙  𝜂

      [
𝑊ℎ

ℎ𝑝𝑟𝑒𝑠𝑒𝑛𝑐𝑒
] (5-19) 

where 𝐸𝑒𝑙  is the electric lighting consumption [𝑊ℎ], T is the duration of the monitoring campaign during each month (8 

AM-6 PM) [ℎ] and 𝜂 is the monthly occupancy rate (8 AM-6 PM) [−]. 

 

The results are shown in Figure 5.35. Except for September and October 2016, during the rest of the months, the 

occupancy-normalized electricity demand is smaller in the advanced office room; 93.5 [𝑊ℎ. ℎ−1 ] and 272.7 

[𝑊ℎ. ℎ−1] for the advanced and reference office rooms respectively; the largest discrepancy is observed in December 

2016.  

 
Figure 5.35 − Electric lighting demand normalized by the duration of monitoring and occupation rate, shown for the 

two office room during the long-term experiment. 

5.3.6.5. Heating Demand 

The back-up heating system is identical in the two office rooms: a closed-loop on/off controller with manually adjustable 

setpoints is managing it. The heating demand is compared for the two office rooms in Figure 5.36. The energy 

consumption for heating during August, e.g. the first month of monitoring is equal to zero. The heating demand is 

generally larger in the colder months of January and December 2016; it is lower during the mid-season months. This 

trend is observed for both offices. 

 
Figure 5.36 − Comparison of the back-up heating demand in the two office rooms during 7 months of long-term 

experiment. 
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For a better insight into the back-up heating performance, the indoor temperature setpoints fixed by the office 

occupants were extracted from the LESO building BMS data: each human building interaction was saved in the BMS 

database and therefore accessible. Logically, the setpoints remained constant between two interactions; the carpet plot 

of the heating system setpoints for both office rooms is plotted in Figure 5.37. They are not modified too frequently in 

September and October 2016; the occupants begin to use the heating system in November 2016. Their interaction rate 

with the heating system remains high until the end of the monitoring period. It is noticeable that the temperature 

setpoint in the reference office room is maintained at 24 °C during the whole month of January 2017. 

 
 

(a) (b) 

Figure 5.37 − Carpet plot of the heating system temperature setpoints [°𝐶] manually selected by the occupants for (a) 
reference office room, (b) advanced office room. 

For the sake of simple comparison, the heating system setpoint temperatures are represented in boxplots on Figure 

5.38 and the average values are drawn in Figure 5.39. 

  

(a) (b) 

Figure 5.38 − Box plots of the monthly heating system temperature setpoint for (a) reference office room, (b) 
advanced office room. 
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Figure 5.39 − Comparison of average temperature setpoint of heating system for 7 months of long-term experiment. 

The back-up heating system in the advanced office room seems to have a malfunction from 14th to 17th October 2016. 

Even if the indoor air temperature was considerably higher than the temperature setpoint, the heating system remained 

active: more than 25 [°𝐶] for the indoor air temperature (Figure 5.40 (a)), while the temperature setpoint was set 

𝑡𝑜 19 − 21 [°𝐶] (Figure 5.37 (a)). On October 15th 2016, the temperature setpoint was fixed to be 22 [°𝐶], the heating 

system consuming more than 12 [𝑘𝑊ℎ] and the indoor temperature reaching 30.4 [°𝐶].  

During the other months, the behavior of the back-up heating controller remained more coherent: the indoor air 

temperature did not exceed the setpoint to a great extent. As the heating controller performance was not the main 

focus of this work, further investigations are left for further research studies. 

  

(a) (b) 

Figure 5.40 – Performance of backup heating system in October 2016: (a) indoor air temperature [°𝐶]; (b) heating 
energy [𝑊ℎ]. 

5.3.7. Discussion 

Comparing the lighting conditions in the two offices shows that the thermal comfort is a priority during the month of 

August: the controller maintains the top blinds closed as soon as the indoor air temperature reaches the upper comfort 

limit. The visual comfort is directly influenced by this controller decision: glaring sources are practically eliminated by 
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closing the top shading system. On the other hand, the indoor air temperature remains within the comfort zone most 

of the time during December 2016, due to the closed-loop control of the back-up heating. In this case, 𝐷𝐺𝑃 and 𝐸ℎ  

readings are larger than the ones registered during August 2016.  

It is noticeable that the visual comfort constraints respect ratios are high but not close to 100% in the advanced office 

room. There are several reasons for that:  

i) First of all, the commands filtering mechanism guarantees low frequency and meaningful amendments of the blinds 

and the electric lighting system; there are moments, especially during the mid-season, when the controller is not 

allowed to react rapidly to the frequent alteration of solar radiation. In other words, the uncomfortable lighting 

condition is tolerated in favor of less disturbance to the office occupant. 

ii) The fuzzy logic controller operates on the basis of ‘if-then’ rules and was formed according to prior observations and 

knowledge of the author: this approach is theoretically prone to some limitations. Unexpected glaring sources, such as 

the sun reflections on neighboring buildings are not foreseen in the rules base: in this case, the control system does not 

necessarily eliminate the glare sources form the field of view. 

iii) The electric lighting system is designed to provide 300 [𝑙𝑥] on the workplane at full power. The reason is that the 

electric lighting is designed to compensate for the lack of daylight. During the winter season, especially in November 

and December, sunset occurs around 5 PM. Thus the electric lighting is not capable of providing 500 𝑙𝑥 on the work 

plane after the sunset. 

Shading and lighting amendments in both office rooms remains bounded to reasonable numbers. In the advanced office 

room, they are relatively higher, as the control system takes more refined and delicate actions.  

The two offices are not occupied in the same manner during the monitoring period. This discrepancy has a substantial 

impact on the electric lighting consumption. The electric lighting power (e.g. the electric lighting demand per occupant 

presence duration) is considerably reduced by implementing an advanced controller equipped HDR vision sensors for 

glare and work plane illuminance control. The integrated day- and electric lighting control empowered with occupancy 

presence detection is a key factor to this superior performance. 

5.3.8. Limitations 

Despite the higher performance of the advanced controller with respect to the best practice automatic scenario and 

manual control scenarios, the advanced controller has some limitations.  

The fuzzy-logic control algorithm might undergo a tuning process once the controller is going to be implemented in a 

new environment. On the other hand, the controller exerts by principle an open-loop control. If it cannot guarantee 

visual comfort on some occasions, there is no feedback to take this failure into account. These two limitations are 

addressed in Chapter 6. On the other hand, evaluation of the 𝐸ℎ  from a ceiling mounted HDR vision sensor might not 

be generalizable. The conversion factor between average apparent luminance of the horizontal plane from the sensor’s 

point of view and 𝐸ℎ  (Eq. (G-2)) should be updated when the system is installed in another office room. 

The office occupants did not report any dissatisfaction with the automatic control system. Moreover, the visual comfort 

zone boundaries was respected for 88% of the duration of occupant presence . However, the occupant’s acceptability 

and his/her visual performance are not evaluated through a systematic subjective assessment survey, similar to the one 

in the short-term experimentation (Section 5.2). 

5.3.9. Conclusion 

An eight-month measurement campaign was carried out in two identical office rooms in the LESO solar experimental 

building. It showed that appropriate management of the shading and electric lighting system by the advanced controller 

mitigated the energy performance gap by 72% with respect to a standard occupant and by 19% with respect to the 

best practice scenario during the heating season. This improvement is achieved through a larger window opening 

fraction when the risk of discomfort glare is not present thanks to more refined assessment of visual comfort and 
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workplane illumination sufficiency. Consequently, the solar heat gain can mitigate the back-up heating needs in the 

advanced office room leading to a smaller performance gap. It is also shown that the advanced system may theoretically 

mitigate the 𝐶𝑂2 emission by 42.4 [𝑘𝑔] in comparison with the case when office room facilities are commanded 

manually by a standard occupant. Meanwhile, the control system managed to confine the indoor lighting condition in 

the comfort zone during 88% of office occupancy. Based on these facts, the author concludes that it is possible to 

improve the energy performance of a building, to reduce its CO2 emission and mitigate the performance gap without 

jeopardizing the occupant’s visual and thermal comfort. 

Having reached this conclusion, one can answer the third research question raised in Section 1.3 by stating that “yes, it 

is possible to improve energy performance of a facade, reduce its performance gap by 71.9% with respect to the 

standard occupant, reduce the potential 𝐶𝑂2 emission produced because of the energy consumption the heating 

system, while guaranteeing his visual comfort for 88.1% of working hours.” 
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Chapter 6 

6. Self-Commissioning Venetian Blinds 

Controller 
This chapter is intending to answer the forth research question raised in Section 1.3:  

 Is it possible to facilitate the commissioning of the enhanced BMS without compromising its performance? 

The main contribution of this chapter, a novel control approach, is presented in Section 6.2. The second contribution, a 

novel method for visualization and analysis of shading and indoor lighting status is presented in Sections 6.4.1 to 6.4.3.  

The sections of this chapter are arranged as follows: In the first section the motivation is elaborated. The control 

approach is presented in Section 6.2. The preparatory work for the case study is elaborated in Section 6.3. In Section 

6.4, the results of experimental implementation in a daylight testbed are shown, followed by a discussion and 

conclusions in Section 6.5. Finally, suggestions for the further enhancement of the proposed approach are presented.  

The control approach was tested through an in-situ experiment, for 22 full days in September and October 2017, in a 

daylight testbed at Fraunhofer Institute for Solar Energy (ISE). For more details on this testbed, the reader may refer to 

Section 3.3.  

The present work was carried out during 8 months, from March to October 2017, as an outcome of a part time scientific 

sojourn in Freiburg i B., Germany, financed through a PhD exchange grant by Zeno Karl Schindler (ZKS) Foundation. 

6.1. Motivation 

In previous chapters, the author proved the benefits of application of a HDR vision sensor in BMS using a Fuzzy Logic 

Control (FCL) system. However, the previous work has several limitations, namely: 

 The design and performance of the FLC depends heavily on the experience of the researchers. Normally a 
process of fine-tuning is needed before the system is fully functional. 

 The FLC system is not easily adaptable to another indoor environment with different facade orientation and 
distance and position of the workstation. In other words, each time the control system is installed in a new 
environment, the shape functions of the FLC (Appendix A), needs to be restudied and updated. 

 The suggested FLC does not guarantee the visual comfort at any moment since, by principle, it is an open 
loop control. In the case of failure in providing visual comfort, the control system does not have any 
mechanism to correct its own action.  

There are possible solutions to the stated limitations: 
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i) Closed-loop control: the shading system is amended by small increments until the DGP index is bound below a 
predefined threshold. This method is not efficient enough for real-world applications due to the large number of shading 
system movements and consequently disturbance of the occupants it entails.  

ii) Model-based control: a room lighting model can be used to estimate the DGP at certain points of the room. Based on 
this estimation, an optimization routine can find the optimum position of the shading system leading to a DGP below a 
predefined threshold. The disadvantage of this approach is the necessity of a costly model.  

The author suggests a novel self-commissioning efficient approach to overcome the stated issues, which outweigh the 
other possible solutions. Self-commissioning in this context means that a non-specialized fitter can install the integrated 
automatic shading and lighting control system by introducing easy-to-obtain field parameters such as distances and 
orientations of workstation, for example, by means of hand-held measuring devices and a compass. Efficiency in this 
context means that the system makes the least possible number of blinds’ position amendments to guarantee a 
comfortable environment. 

6.2. Control Approach 

The control approach is presented in the following paragraphs by an introduction to its main principles, followed by a 

description of the geometry-based rules. In a next step, the closed-loop control method is detailed; finally, the 

commissioning procedure based on supervised learning methods is explained. 

6.2.1. Main principles 

The global concept of the control system is shown in Figure 6.1. The controller block takes into account the target 

setpoints, the measurements from the testbed, the time of the day and the occupancy profile and determines the 

shading and lighting state.  

 
Figure 6.1 − Global block diagram of the controller with respect to the testbed and sensors. 

The target values for the visual comfort controller are listed in Eq. (6-1). As one may notice in Figure 3.27, the HDR vision 

sensor is not placed exactly at the occupant’s view point but at the location of a VDT. The value of a DGP index assessed 

from a VDT (𝐷𝐺𝑃𝑉𝐷𝑇) is smaller than the one assessed from an occupant’s point of view (𝐷𝐺𝑃𝑜𝑐𝑐𝑢𝑝𝑎𝑛𝑡), as shown by 

Motamed et al. [80]. Consequently, the threshold for perceptible glare sensation (Table 2.1) for 𝐷𝐺𝑃𝑜𝑐𝑐𝑢𝑝𝑎𝑛𝑡, defined 

by Wienold et al. [17] to be 35%, is reduced to 30%. Thus, in practice, by keeping 𝐷𝐺𝑃𝑉𝐷𝑇 smaller than 30%, one can 

assume that the 𝐷𝐺𝑃𝑜𝑐𝑐𝑢𝑝𝑎𝑛𝑡  observed by an occupant sitting at a workstation remains smaller than 35%, i.e. in the 

“perceptible” discomfort glare range. For the current setup, 𝐷𝐺𝑃𝑉𝐷𝑇  is used as reference value (𝐷𝐺𝑃𝑟𝑒𝑓) for the control 

system. The reference value for the horizontal illuminance is chosen based on recommendations of Standard EN 121464. 
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The goal is to keep horizontal illuminance on a predefined workplane higher than 𝐸ℎ𝑟𝑒𝑓and the daylight glare probability, 

monitored from a predefined point of view, lower than 𝐷𝐺𝑃𝑟𝑒𝑓 , in case the office room is occupied. In the present 

chapter, this lighting condition is called acceptable lighting condition or comfort zone. 

𝐸ℎ𝑟𝑒𝑓 = 500 [𝑙𝑥] 

𝐷𝐺𝑃𝑟𝑒𝑓 = 30% 
(6-1) 

For daylight privileging, the controller tries first to adjust the shading position in the office room through a command to 

the shading management system. Once discomfort glare is mitigated, a second control round takes place to adjust the 

electric lighting in order to guarantee the minimal required work plane illuminance.  

Thermal comfort was not considered in this testbed. The reason is that it is a low-mass building construction located on 

a roof top, with considerable solar heat gains through its opaque walls, larger than in a typical office room located in a 

regular building. Thus, the testbed actuators driving the sun shading and the electric lighting system do not influence 

the solar heat gain. Besides, the HVAC system is not adjustable by the controller: it operates in an autonomous way and 

has its own internal closed-loop temperature-based controller. The HVAC energy demand was not monitored and the 

indoor air temperature control kept out of the scope of this work. 

The DAQ cycle frequency is as slow as the slowest sampling frequency in the sensors of the testbed. In the current setup, 

the slowest sampling rate belongs to the HDR vision sensor (0.05 Hz, refer to Section 3.3.2). In this way, the controller 

is updated as fast as the whole data becomes available. However, this frequency is too high for actuating shading and 

lighting and most of the time the variation of the sensor readings is not considerable. Thus, it is a wasteful allocation of 

computation resources if the controller calculates its outputs every time the DAQ cycle is completed. To address this 

issue, the notion of an event is introduced (Figure 6.2): whenever the variations of the sensor readings exceed a 

predefined threshold, an event occurs; consequently, a decision is required to be made by the controller considering 

the sensor readings and actual state of the actuators. This is formulated by Eq. (6-2). 

𝑖𝑓 (𝐷𝐺𝑃𝑘 − 𝐷𝐺𝑃𝑘−1 > 𝜖𝐷𝐺𝑃)𝑜𝑟 (𝐸ℎ𝑘 − 𝐸ℎ𝑘−1 > 𝜖𝐸ℎ) 𝑜𝑟 (𝛾𝑘 − 𝛾𝑘−1 = 𝜖𝑝𝑟𝑒𝑠𝑒𝑛𝑐𝑒) , 𝑡ℎ𝑒𝑛 𝑒𝑣𝑒𝑛𝑡 = 1 (6-2) 

where indices 𝑘 and 𝑘 − 1 signify the monitored variable, i.e. 𝐷𝐺𝑃, 𝐸ℎ  and presence (𝛾), in current step and previous 

step respectively;𝛾 ∈ {0,1}; 𝜖𝐷𝐺𝑃, 𝜖𝐸ℎ and 𝜖𝑝𝑟𝑒𝑠𝑒𝑛𝑐𝑒  are the event detection thresholds for 𝐷𝐺𝑃, 𝐸ℎ  and presence 

respectively.  

This event-based control will reduce the required calculation resources. For this specific case study, the thresholds for 

determining an event are 𝜖𝐷𝐺𝑃 = 3%, 𝜖𝐸ℎ = 30 𝑙𝑢𝑥 and 𝜖𝑝𝑟𝑒𝑠𝑒𝑛𝑐𝑒 = 1 𝑜𝑟 − 1.  

 
Figure 6.2 − Flow chart of event-based control, the “controller” block is detailed in Figure 6.3. 

In order to overcome the disadvantages of the controllers stated in the Section 6.1, the following solution is proposed: 

The controller tunes automatically ten internal “memory” parameters based on the experiences it acquires during the 

first phase of operation (learning phase). The learning phase may last for several days. Having passed this phase and 

tuned these parameters, the shading system enters the operational phase. Further low-frequent learning processes may 

take place intermittently during the operational phase. The reason for the triggering of such learning processes may be 

seasonal changes of the outdoor settings such as trees or specular reflections from neighboring buildings. 

On the commissioning day, open-loop geometry-based rules named Work Plan Protection (WPP) and a combination of 

cut-off angle and Anti-Reflection Slat Angle (ARSA) are proposed. The rules are detailed in Section 6.2.2 and are similar 
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to the rules used by the FLC listed in Appendix A. Basically, these rules are designed based on the best of our initial 

knowledge on the facade and workstation orientation, distance of the workstation to the window and window to wall 

ratio (WWR), acquired using building plans and/or a site visit. Thus, each time an event is detected, the shading system 

is adjusted (if the event successfully passes the filtering process) to the position/angle that is optimal for the sun profile 

and sky condition observed at that particular moment (Figure 6.3). However, there is a certain probability that this 

controller does not eliminate glare (i.e. underact situation) or that it reduces the indoor horizontal illuminance to below 

𝐸ℎ𝑟𝑒𝑓 (i.e. overact situation). This probability is considerable owing to the complex nature of venetian blinds and to 

simplified assumptions based on which the geometry-based rules are derived. For example, the reflections from the slat 

surfaces are not considered in the cut-off angle strategy and the slats are assumed to be flat while in most of the cases 

they are curved up. For these reasons, the first control action may require some improvements. 

The BMS is expected to enforce the commands defined by the controller, if the latter successfully passed the criteria of 

the time-dependent and minimum step filters. These filters, inspired by [20], [156], are detailed in Section 5.3.3.5 for 

more information, the reader may also refer to Motamed et. al [79]. 

 
Figure 6.3 − Novel shading control system based on geometry-based rules enhanced with a reinforcement learning 

module. To simplify the Figure, the learning parameters 𝜇𝛽𝑖  and 𝜇𝑃𝑖  are shown as 𝜇𝛽 and 𝜇𝑃; the geometry-based 

rules are explained in Section 6.2.2; the command filter block is detailed in Section 5.3.3.5; the learning process is 

elaborated in Section 6.2.4. 

In the next step, a DAQ is performed to verify the success of the open-loop controller in preparing an acceptable 

environment. If the 𝐷𝐺𝑃 is still higher than 𝐷𝐺𝑃𝑟𝑒𝑓 , then the geometry-based controller is labeled as “underaction” or 
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“insufficient action”. On the other hand, if the horizontal illuminance is smaller than 𝐸ℎ𝑟𝑒𝑓, provided that the horizontal 

illuminance was higher than 𝐸ℎ𝑟𝑒𝑓  before the shading action, then this action is labeled as “overaction” or “excessive 

action”. Otherwise, the geometry-based rules performed a successful action and no further amendment is needed. This 

procedure is depicted by the lozenge block “Underact?/Overact?” in Figure 6.3 and is shown in Eq. (6-3). 

𝐷𝑄 =  {

𝑈𝑛𝑑𝑒𝑟𝑎𝑐𝑡 𝐷𝐺𝑃1 − 𝐷𝐺𝑃𝑟𝑒𝑓 > 0 

𝑂𝑣𝑒𝑟𝑎𝑐𝑡 𝐸ℎ1 − 𝐸ℎ𝑟𝑒𝑓 < 0 & 𝐸ℎ0 > 𝐸ℎ𝑟𝑒𝑓  

𝐽𝑢𝑠𝑡 𝑓𝑖𝑛𝑒! 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (6-3) 

Where 𝐷𝑄 is the decision quality, 𝐷𝐺𝑃1 is the 𝐷𝐺𝑃 index monitored after open-loop geometry-based rules, and 𝐸ℎ0  

and 𝐸ℎ1 are the horizontal illuminance recorded before and after the open-loop rule’s decision respectively.  

In the case of unsuccessful action, a sequence of closed-loop shading actuation is applied to modify the position and 

slat angle of the shading so as to drive the interior lighting condition to the comfort zone.  

Having reached the comfort zone, the controller needs to memorize what has happened during this modification process 

to avoid the same unsuccessful actions in the future. To this end, some memory parameters must accordingly be 

updated. These parameters are initially equal to one and are multipliers of the result of geometry-based rules. 

where �̂� [°]and �̂�[−] are the final decisions of the open-loop rules enhanced with learning and weather parameters; 

𝛽𝑔 [°] and 𝑃𝑔 [−] are the slat angle and shading height by open-loop rules, which are functions of geometrical 

parameters such as 𝛼𝑠𝑢𝑛 sun azimuth [°], ℎ𝑠𝑢𝑛 sun height [°] and 𝑔 the remaining relevant dimensions in the office 

room; 𝜇𝛽 and 𝜇𝑃 are the memory parameters for slat angle and shading position respectively [−]; 𝜔𝛽  and 𝜔𝑃 take into 

account the effect of weather conditions [−]. The learning process is elaborated in detail in Section 6.2.4. 

6.2.2. Geometry-Based Rules 

As stated in Eq. (6-4), the geometry-based rules take into account the sun profile and room geometry. 

For determining the position of the blinds, the Work Plane Protection (WPP) method, inspired from Konstantzos et al. 

[109] is applied. This method prevents the direct sun light from reaching the workstations. For the shading slat angle, 

occasionally the cut-off angle method is applied (Figure 6.4 (a)). A full description of this method is presented by 

Guillemin [156]. However, during the testbed preparation phase, the author observed that on several occasions, in the 

presence of direct sun rays, the double reflection from the surface of the slats would engender discomfort glare. In 

other words, large values for the 𝐷𝐺𝑃 index were observed. The same issue was also reported by other researchers 

such as Chan et al. [49] and Chiayapinunt et al. [214]. Moreover, the basic assumption of the cut-off angle method is 

violated when in reality the slat profile deviates considerably from the flat surface profile. The slat profile of the shading 

system in the daylight testbed is shown schematically in Figure 6.4 (b). The slat angle profile for the current testbed is 

shown in Figure 3.29. All in all, a more conservative critical slat angle is needed to fully block excessive sun rays from 

reaching the occupant’s point of view. 

Anti-Reflection Slat Angle (ARSA) 

A novel method named Anti-Reflection Slat Angle (ARSA) is developed and implemented. The cut-off angle method is 

not fully abandoned and the final decision about the slat angle is the most conservative decision of both: 

𝛽𝑐𝑓𝑖𝑛𝑎𝑙 = max (𝛽𝑐𝑐𝑢𝑡−𝑜𝑓𝑓 , 𝛽𝑐𝐴𝑅𝑆𝐴) (6-5) 

The ARSA method is based on the fact that the sun ray reflected from the surface of the lowest slat should not reach 

the occupant’s eye and may pass above his point of view. This principle is shown in Figure 6.4 (c).  

�̂� = 𝜇𝛽  ∙ 𝛽𝑔(𝛼𝑠𝑢𝑛 , ℎ𝑠𝑢𝑛, 𝑔) ∙ 𝜔𝛽(𝐺𝐻𝐼, 𝐷𝐻𝐼) 

�̂� = 𝜇𝑃  ∙ 𝑃𝑔(𝛼𝑠𝑢𝑛 , ℎ𝑠𝑢𝑛, 𝑔) ∙ 𝜔𝑃(𝐺𝐻𝐼, 𝐷𝐻𝐼) 
(6-4) 
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(a) (b) (c) 

Figure 6.4 − (a) Lateral view of two slats of a venetian blind model for the cut-off angle method, the venetian blinds 
are assumed to be flat surfaces [156]; (b) Slat profile of the venetian shading system installed in the daylight testbed; 

(c) Demonstration of Anti-Reflect Slat Angle (ARSA) critical angle. 

The idea is to find the critical slat angle (𝛽𝑐) by knowing i) the sun height (ℎ [°]), ii) the distance of the subject from the 

facade (𝑑𝑤𝑠[m]), and iii) the position of the lowest shading slat (𝑂𝑠ℎ  [m]). The angular deviation between the middle 

and the edge of a shading slat is labeled by angle 𝛿𝑠 [°] (Figure 6.4 (b)). This problem is simplified to a 2D problem for 

practical reasons and the sun’s azimuth is ignored. If during the experiment the evidence of insufficiency of this model 

is observed, then the 3D model will be developed and implemented. Another assumption is that slat surfaces reflect 

the sun rays as a perfect mirror does; thus, in Figure 6.4, 𝜃1 = 𝜃2. The height of the office occupant while sitting at his 

workstation is assumed to be 120 𝑐𝑚. By 2D geometry of angles, the series of equations (6-6) is derived. 

𝛼𝑔 = tan
−1 (

120 − 𝑂𝑠ℎ
𝑑𝑤𝑠

) 

𝜃1 + (ℎ + 𝛽𝑐 − 𝛿𝑠) = 90° 

𝜃2 + 𝛼𝑔 − (𝛽𝑐 − 𝛿𝑠) = 90° 

(6-6) 

Combining these equations, Eq. (6-7) is derived, which returns the critical slat angle. 

𝛽𝑐 =
𝛼𝑔 − ℎ + 2 ∙ 𝛿𝑠

2
 (6-7) 

where 𝛼𝑔is found by Eq. (6-6) and depicted in Figure 6.4; ℎ is the sun height and 𝛿𝑠 is the angular deviation between 

the middle and the edge of a shading slat. For example, for a case that happened during the testbed preparation phase 

(not documented in this text), at 12:06 on August 19th 2017 where ℎ = 50°, 𝑂𝑠ℎ = 40% ∙ 250 𝑐𝑚 = 100 𝑐𝑚, 𝛿𝑠 =

40°, 𝑑𝑤𝑠 = 80 𝑐𝑚, 𝛽𝑐  is equal to 22°. In the same situation, the cut-off angle method would have returned 𝛽𝑐 = 0° 

which lead to unwanted perceptible discomfort glare (DGP). 

The geometry-based rules are designed by assuming that the sky is clear and the facade is exposed to the sunrays. This 

assumption may lead to too conservative actions when the sun is covered by clouds. In order to consider this knowledge 

in the controller, two weather parameters 𝜔𝑃 and 𝜔𝛽  are introcued. The main idea behind introducing weather 

condition parameters is to take less conservative actions when the sky is partially cloudy or overcast. To this end, the 

sky condition must be determined at each time step. 

 The sky condition is determined based on a model suggested by Fakra et al. [182], by Eq. (6-8). 

𝑆𝑅 =
𝐷𝐻𝐼

𝐺𝐻𝐼
 (6-8) 
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where SR is the Sky Ration and DHI and GHI are global and diffuse horizontal irradiance [𝑊.𝑚−2]. In the next step, the 

sky condition category is defined by means of Eq. (6-9). 

𝜒 = {
1. 𝐶𝑙𝑒𝑎𝑟                                   𝑆𝑅 < 0.3
2. 𝑃𝑎𝑟𝑡𝑖𝑎𝑙𝑙𝑦 𝑐𝑙𝑜𝑢𝑑𝑦 0.3 ≤ 𝑆𝑅 < 0.8
3. 𝑂𝑣𝑒𝑟𝑐𝑎𝑠𝑡                           0.8 ≤ 𝑆𝑅

 
(6-9) 

where 𝜒 is the sky condition. Once the sky condition is defined, the weather parameters 𝜔𝑃 and 𝜔𝛽  can accordingly be 

defined. By intuition, one  knows that, for example for overcast sky, the blinds shall be lowered less than when the sky 

is clear, and the slat angles shall be also kept closer to the horizontal state (open) than the vertical one (closed). These 

intuitions are translated into the weather parameters as shown in Eq. (6-10). 

(𝜔𝑃 , 𝜔𝛽) = {

(1,1)              𝜒 = 1

(1.1,0.9)      𝜒 = 2
(1.2, 0.8)     𝜒 = 3

 
(6-10) 

During a pre-study phase, the weather flags defined in Eq. (6-10) are found by a try and error approach through a close 
study of the shading actuations.  

The geometry-based rules (𝐺𝑅𝑖) are elaborated as follows: 

 Rule 𝐺𝑅1: Glary situation when the occupant is present in the office. In this case, the WPP and ARSA principles 

are applied. This command is applied only if it reduces the opening fraction of the shading system or if it opts 

for higher slat angle degrees. 

 Rule 𝐺𝑅2: A dark condition in the indoor environment and no glare risk while the occupant is present and the 
sun rays potentially fall on the facade. In this case, WPP and ARSA are applied. However, this command is 
applied only if it opts for a larger opening fraction and smaller slat angle degrees.  

 Rule 𝐺𝑅3: Dark situation when the occupant is present and there is no potential sun ray falling on the facade. 
In this case, the shading system can be safely retracted in full.  

 In the case where none of the previous situations is relevant and basically the indoor illumination condition is 
currently in the comfortable zone, the current shading position is taken as the decision.  

{

𝐺𝑅1:𝑊𝑃𝑃 + 𝐴𝑅𝑆𝐴  𝑖𝑓 𝑔𝑙𝑎𝑟𝑦 𝑠𝑖𝑡𝑢𝑎𝑡𝑖𝑜𝑛                                               
𝐺𝑅2:𝑊𝑃𝑃 + 𝐴𝑅𝑆𝐴  𝑖𝑓 𝑑𝑎𝑟𝑘 & 𝑑𝑖𝑟𝑒𝑐𝑡 𝑠𝑢𝑛𝑟𝑎𝑦 𝑜𝑛 𝑓𝑎𝑐𝑎𝑑𝑒             
𝐺𝑅3: 𝑅𝑒𝑡𝑟𝑎𝑐𝑡             𝑖𝑓 𝑑𝑎𝑟𝑘 & 𝑛𝑜 𝑑𝑖𝑟𝑒𝑐𝑡 𝑠𝑢𝑛𝑟𝑎𝑦 𝑜𝑛 𝑓𝑎𝑐𝑎𝑑𝑒       
𝑁𝑜 𝑎𝑐𝑡𝑖𝑜𝑛                  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                                

 (6-11) 

6.2.3. Closed-loop Shading Actuation 

This module is activated when the geometry-based rules, enhanced with memory parameters, are not capable of 

preparing a visually comfortable environment (Figure 6.5). It is called closed loop since a sequence of actuation/sensing 

is performed until the comfortable situation is reached. This approach is contrary to the geometry-based rules, which 

are by principle based on open loop approach and once the actuation is performed, there is no feedback to the system 

to correct its decision.  

There is however a subtlety in determining if an “Underaction” or “Overaction” has occurred: a situation is considered 

undergoing an “under” or an “over” action, only if the command filtering module does not exclude a geometry-based 

controller command due to the “Time filter”(see Section 5.3.3.5), a filter whose task it is to avoid too frequent shading 

movements. In other words, the geometry-based controller is responsible for an uncomfortable situation, if and only if 

its decision has had the opportunity to pass the “Time filter” test. Otherwise, even if the situation is glary, but the last 

shading movement was executed less than 15 minutes ago, the shading positions are not modified at all; the reason is 

to avoid unnecessary disturbances to the occupant. 

In the absence of a room model describing the main geometrical and photometrical features of the office room, several 

closed-loop strategies can be applied to reach the comfort zone: 

i) Amending the slat angle by a predefined value followed by a predefined adjustment of the shading position  
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ii) Modifying simultaneously both degrees of freedom using predefined values 
iii) Proportional change of the slat angle followed by a proportional adjustment of shading positions 
iv) Simultaneous proportional adjustments of the slat angle and the shading position. 

It is favorable to reach the comfort zone with few movements (least disturbance to the occupant); therefore, the second 

closed-loop strategy is chosen. The predefined values are tuned by a trial-and-error process. In the case of “overaction”, 

the predefined variables are (Δ𝑃, Δ𝛽) = (+20%,−30°) and in the case of “underaction” they are equal to (Δ𝑃, Δ𝛽) =

(−20%,+30°). These commands are applied consecutively until the comfortable situation is reached. 

6.2.4. Learning Process 

The main hypothesis behind having the memory parameters multiplied by the outcomes (decisions) of the geometry-

based rules is that the latter do not always take sufficient actions and need further polishing. By learning from previous 

“mistakes” and adjusting the outcome of the geometry-based decision by means of memory parameters, the controller 

reaches the efficient performance: eliminating the glary/dark situation by one and only one action.  

In order to facilitate the explanation of the learning process and to facilitate the control system commissioning 

procedure for another office room with a different facade and workstation orientation, the new parameters are 

introduced in Eq. (6-12):  

�̂�𝑓 = 𝛼𝑠𝑢𝑛 − 𝛼𝑓𝑎𝑐𝑎𝑑𝑒  

�̂�𝑤𝑠 = 𝛼𝑠𝑢𝑛 − 𝛼𝑤𝑜𝑟𝑘 𝑠𝑡𝑎𝑡𝑖𝑜𝑛 
(6-12) 

where �̂�𝑓 is the relative sun azimuth of the sun with respect to the facade orientation [°]; 𝛼𝑠𝑢𝑛 is the sun azimuth [°]; 

𝛼𝑓𝑎𝑐𝑎𝑑𝑒  is the orientation of the facade[°]; �̂�𝑤𝑠  is the relative sun azimuth with respect to the workstation orientation 

and 𝛼𝑤𝑜𝑟𝑘 𝑠𝑡𝑎𝑡𝑖𝑜𝑛 is the orientation of the workstation. 

At this stage, the author suggests the learning parameters. In the absence of a room lighting model, our initial 

information about the phenomena which lead to glary situations is limited. The only pieces of information are based 

on an observation that suggests:  

 the physics of discomfort glare through the venetian blinds may be different when i) the sun is in the field of 

view (�̂�𝑤𝑠 < 90°) and ii) when the sun is out of the field of view (�̂�𝑤𝑠 > 90°); 

 when the sun ray does not fall on the facade (�̂�𝑓 > 90°), the shading system can be safely retracted without 

any risk of glare. 

These pieces of information are modeled and suggested as shown in Figure 6.5. Based on this flowchart, Control 

Strategy 𝑆𝑥  is selected where 𝑥 ∈ {𝑎, 𝑏, 𝑐, 𝑑, 𝑒}. 𝑆𝑁𝐴 signifies “No Action”. As shown in Figure 6.3 and Eq. (6-4), the 

control strategy considers the geometry-based rules, sky model and memory parameters (past experiences). To each 

control strategy, two learning parameters are assigned:  

 𝜇𝑃𝑥 the learning parameter for the shading position; 

 𝜇𝛽𝑥  the learning parameter for slat angle. 

By introducing these parameters, one can tune, i.e. amplify or attenuate, the output of each control strategy. 
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Figure 6.5 – Flowchart of control strategies for learning system. 

As shown in Table 6.1, to each control strategy, one geometry-based rule is assigned. By assigning one geometry-based 

rule (𝐺𝑅) to several control strategies, the author introduced more learning parameters (redundancy) to the system 

and therefore a higher chance for convergence of the learning parameters. Based on the Vapnik-Chervonenkis (VC) 

dimension [215], adding redundancy can improve fault tolerance and generalization. Generalization in this context 

means the applicability of the control system for a building facade with a different orientation. 

Control Strategies (𝑺𝒙) Geometry-based rules (𝑮𝑹𝒊) 

𝑺𝒂 𝐺𝑅1 

𝑺𝒃 𝐺𝑅1 

𝑺𝒄 𝐺𝑅2 

𝑺𝒅 𝐺𝑅1 

𝑺𝒆 𝐺𝑅3 

𝑺𝑵𝑨 No action 

Table 6.1 – List of control strategies (𝑆𝑥) and their corresponding geometry-based rules (𝐺𝑅𝑖). 

If after the learning phase, the parameters converge to different values, one can conclude that the choice of introducing 

redundant learning parameters was correct. 

A mechanism needs to be designed so as to update the learning parameters when a faulty action takes place. Faulty 

action in this context takes place when, following an open-loop actuation of the shading system, the indoor condition 

is still glary (Underaction) or dark (Overaction). The memory parameters for the Control Strategy 𝑆𝑥  are updated based 

on a updating mechanism shown in Table 6.2. By this mechanism, each time the learning process is launched, the 

memory parameters of Strategy 𝑆𝑥  for the next iteration (𝑘 + 1) are updated by adding or removing 10% to the current 

value (𝑘) of the memory parameter.  

Underaction Overaction 

𝝁𝑷𝒙,𝒌+𝟏 = 𝝁𝑷𝒙,𝒌 − 𝟏𝟎% 

𝝁𝜷𝒙,𝒌+𝟏
= 𝝁𝜷𝒙,𝒌

+ 𝟏𝟎% 

𝜇𝑃𝑥,𝑘+1 = 𝜇𝑃𝑥,𝑘 + 10% 

𝜇𝛽𝑥,𝑘+1
= 𝜇𝛽𝑥,𝑘

− 10% 

Table 6.2 – Mechanism for updating memory parameters for underaction and overaction.  

As an example, if the underaction situation occurs after applying control Strategy 𝑆𝑏, it means that the DGP index is still 

higher than 𝐷𝐺𝑃𝑟𝑒𝑓  (Eq. (6-1)) if the shading has a 50% opening fraction and a slat angle of 20°. In this case, next time 

in a similar situation, the opening fraction should be smaller and the slat angle should be larger so as to prevent the 
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glary situation. Thus, 𝜇𝑃𝑏,𝑘+1 , the memory parameter of the shading position, assigned to control strategy 𝑆𝑏 for the 

next step 𝑘 + 1, should be logically smaller than its current value (𝜇𝑃𝑏,𝑘). Accordingly, the value of the memory 

parameter assigned to control strategy 𝑆𝑏 in next step 𝑘 + 1 𝜇𝛽𝑏,𝑘+1 should be larger than its current value. 

6.3. Testbed Preparation 

In this section, the performance of the control strategy is evaluated through a case study in a daylight testbed at 

Fraunhofer ISE. A detailed description of the testbed is presented in Section 3.3.  

As the daylight testbed is not occupied by a real human subject during the experiment, a predefined occupancy profile 

is put in place. This profile is extracted from previous work of Daum [191]. This occupancy profile is provided for a 

working day. The presence probability is calculated for the upcoming hours by taking a weighted sum of sampled 

probabilities with 3 increments (every 20 minutes). This is represented by red dashed lines in Figure 6.6. If the probability 

of presence at each time is higher than 25%, then the presence (black dash-dot line) is equal to 1. Finally, if the absence 

duration is higher than a certain threshold (here is 30 minutes), then this period of absence is considered as “long 

absence” (solid blue line). 

 
Figure 6.6 – Occupant presence probability, presence, and long absence flag. As the testbed is unoccupied, this profile 

is used. 

The technical details of the data structure and control implementation in MATLAB can be found in Appendix B.2. 

6.4. Experimental Results 

The experiments took place for 22 days, from 7th September to 11th October 2017. The learning system converged after 

11 days and during the rest of the days the enhanced open-loop control system could successfully respect the visual 

comfort zone while actuating the shading system on average 2.54 times per day.  

Figure 6.7 shows the number of shading movements per day. The shading movements are presented according to the 

nature of the movement: open loop control in dark blue and closed-loop control in yellow. Closed-loop controls are 

meant to improve the decisions made by the geometry-based rules. Thus, as soon as no closed-loop control was 

required anymore (e.g. after 23rd September 2017), one can conclude that the learning module has converged: it took 

11 days for the learning module to converge to its final status. This period is accordingly designated by Commissioning 

or Learning phase; the remaining experimental run is named Operation phase. 

Time of day [hh] 
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Figure 6.7 − Number of the shading movements per day separated by the actuation driver, either open-loop or 

closed-loop control.  

Three examples of shading movements during the commissioning phase and the operation phase are detailed in 

Sections 6.4.1 to 6.4.3. In Section 6.4.4, an overall analysis of the case study is presented. 

6.4.1. Underactions during Learning Phase 

In this section, an example of two underaction occasions (during learning phase) is studied closely. As shown previously 

in Figure 6.7, on 8 September 2017, the shading system is activated 6 times: 4 times by geometry-based control and 2 

times by closed-loop control.  

New visualization techniques can help to better understand the daily behavior of the controller. Each line of Figure 6.8 

(a) corresponds to a shading movement. The extremities of two green lines are numbered with “1” corresponding to 

the shading position (window opening fraction) before actuation and “2” corresponding to the shading position after 

actuation. Next to the number “1” the actuation time and a letter corresponding to the strategy of the geometry-based 

controller (Table 6.1) are indicated. At 10:46 AM, for instance, according to Strategy 𝑆𝑏, the shadings are lowered from 

(𝑃1, 𝛽1) = (1,0°) to (𝑃2, 𝛽2) = (0.47,10°) for the first time in the day, where 𝑃 is the blinds position [−] and 𝛽 is the 

slat angle [°].  

  
(a) (b) 

Figure 6.8 − Shading status and indoor illumination condition before and after each shading actuation during 8 
September. DGP is accurate to 10% and illuminance to 5%. 

The influence of this actuation on the indoor lighting conditions (i.e. 𝐷𝐺𝑃 and 𝐸ℎ) is illustrated in Figure 6.8 (b). The 

figure is subdivided into comfort and discomfort zones by the red lines: a work plane illuminance lower than 500 𝑙𝑥 is 

Commissioning/Learning Operation 

Days [dd/mm/2017] 
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considered as discomfort (it reduces the users visual performance) and 𝑎 𝐷𝐺𝑃 larger than 30% reflects a glary situation. 

Thus, the comfort zone is located at the bottom right of the figure. One can observe that the influence of the shading 

actuation at 10:46 AM (top right corner) contributed to leading the indoor lighting condition toward the comfort zone, 

e.g. from (𝐸ℎ1, 𝐷𝐺𝑃1) = (3115 [𝑙𝑥], 31%) to (𝐸ℎ2, 𝐷𝐺𝑃2) = (2051 [𝑙𝑥], 26%). 

As an another example one observes that at 5:56 PM, the shading system is retracted from (𝑃1, 𝛽1) = (0.45,40°) to 

(𝑃2, 𝛽2) = (1,0°); bringing the indoor condition from (𝐸ℎ1, 𝐷𝐺𝑃1) = (490 [𝑙𝑥], 19%) to (𝐸ℎ2, 𝐷𝐺𝑃2) =

(1261 [𝑙𝑥], 23%) 

Not all geometry-based control decisions are successful though. In order to demonstrate the behavior of the learning 

module, Figure 6.9 is presented. It shows the shading positions and the indoor illumination conditions variation during 

the learning phase of the closed-loop control process. Three conditions corresponding to the numbering are 

enumerated in this figure: (1) Condition before a geometry-based decision, (2) Condition after a geometry-based 

decision (and a possible actuation) and (3) Condition after intervention of the closed-loop control and learning module. 

For example, as shown in Figure 6.9 (a), the Control Strategy 𝑆𝑏 decided at 11:14 AM not to move the shadings, even if 

a glary situation was sensed. 

Points 1 and 2 of the system actuation at 11:14 AM are both situated in the discomfort zone, signifying that the 

geometry-based controller is unable to lead the testbed toward the comfort zone. This is designated by “Underaction”, 

thus the closed-loop controller module being launched. In Figure 6.9 (b), one can observed that the shading position at 

11:14 AM during the learning phase is modified from (𝑃2, 𝛽2) = (0.47,10°) to (𝑃3, 𝛽3) = (0.28,40°). This action leads 

the control system to the comfort zone, as (𝐸ℎ3, 𝐷𝐺𝑃3) = (1470 [𝑙𝑥], 25.5%); the same thing happens for the Control 

Strategy 𝑆𝑎  at 3:43 PM. 

  
(a) (b) 

Figure 6.9 − Shading position and lighting conditions during the learning phase on the 8th September 2017. 

6.4.2. Example of Overaction 

The behavior of the controller and the learning module close to the end of the learning phase, is analyzed in this section. 

One can observe a single learning process during 22th September 2017 in Figure 6.10: the geometry-based actuation at 

9:14 AM based on Strategy 𝑆𝑏 can be classified as “Overaction”. Figure 6.11 (a) shows that the lighting condition after a 

geometry-based action swings from the “Glary” region to the “Dark” region of the discomfort zone, e.g. from 

(𝐸ℎ1, 𝐷𝐺𝑃1) = (1750 [𝑙𝑥], 30.3%) to (𝐸ℎ2, 𝐷𝐺𝑃2) = (400 [𝑙𝑥], 20.2%). Consequently, as shown in Figure 6.11 (b), the 

closed-loop controller is launched, which modifies the shading position from (𝑃2, 𝛽2) = (0.33,85°) to (𝑃3, 𝛽3) =

(0.53, 53°). Following this action, the indoor lighting condition is brought back to the comfort zone, 𝑖. 𝑒. (𝐸ℎ3, 𝐷𝐺𝑃3) =

(910 [𝑙𝑥], 24.3%). 
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(a) (b) 

Figure 6.10 − Shading position and lighting condition before and after a shading actuation on 22nd Sept. 2017. 

  

(a) (b) 

Figure 6.11 – Blinds’ position and indoor lighting condition during the learning process on 22nd Sept. 2017. 

6.4.3. Successful Action during Operation Phase 

An example of a shading action following a convergence of the learning process is presented in this section. Figure 6.12 

shows that only 3 actuations were made on the 24th September 2017: a first one at 9:35 AM based on Strategy 𝑆𝑏 to 

prevent glare, a second one at 5:37 PM based on Strategy 𝑆𝑑  as a reaction to an insufficient workplane illuminance and 

finally one at 6:21 PM based on Strategy 𝑆𝑒 where the risk of glare if fully eliminated. The workplane illuminance and 

the DGP over time are illustrated in Figure 6.13; the electric lighting is used for a short moment after 7 PM. 

  
(a) (b) 

 

Figure 6.12 – Blinds’ position and workplane illuminance before and after each shading system actuation on the 24th 
Sept. 2017. 



 154 Self-Commissioning Venetian Blinds Controller 
 

 

  

(a) (b) 

Figure 6.13 − Workplane illuminance 𝐸ℎ  and 𝐷𝐺𝑃 index over time on the 24th September 2017; the DGP accuracy is 

equal to 12% of the reading and 5% for the illuminance. 

6.4.4. Overall Analysis of the Experiment 

In order to be able to assess the sky condition variations, a new weather instability index was introduced. This index is 

equal to the daily number of sky type changes (according to Eq. (6-9)) divided by the total daily number of data samples. 

The higher this index, the more the sky type has varied among sunny, intermediate and overcast. One may observe that 

the instability of the sky condition is comparably high in the commissioning and learning phase. 

 
Figure 6.14 − Weather instability index between 8 AM and 6 PM for the whole duration of the experiment in 

Fraunhofer ISE. 

The global and diffuse horizontal irradiance between 8 AM and 6 PM is given in Figure 6.15. The author observed that 

different sky types were experienced during the commissioning as well as the operation process. 

Commissioning/Learning 

Days [dd/mm/2017] 

                          

Operation 
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 (a) 

 (b) 

Figure 6.15 − Global and diffuse horizontal irradiance between 8 AM & 6 PM for the whole duration of the 
experiment in Fraunhofer ISE. 

Detailed monitored data of the lighting conditions are presented in Figure 6.16. One can observe that the visual comfort 

constraints are respected owing to the fact that the most of the 𝐷𝐺𝑃 readings fall underneath 30% and the workplane 

illuminance lay above 500 [𝑙𝑥]. The vertical illuminance 𝐸𝑣, measured by the HDR vision sensor and represented in 

Figure 6.16(c), is not driving the sun shading control system during these experimental runs; it is only presented here 

for the sake of completeness of the monitored data. 

In a similar way as for the long-term in-situ monitoring carried out in the LESO solar experimental building (see Section 

5.3), the relative time fraction for the work hours and in presence of the occupant, during which the lighting constraints 

are respected, is used to quantify the performance of the controller by Eq. (6-13). 

𝜌𝑟𝑒𝑠𝑝𝑒𝑐𝑡 =
𝑇(𝑟𝑒𝑠𝑝𝑒𝑐𝑡=1 ,𝑃𝑟𝑒𝑠𝑒𝑛𝑐𝑒=1)

𝑇𝑡𝑜𝑡𝑎𝑙
∙ 100% (6-13) 

where 𝑇(𝑟𝑒𝑠𝑝𝑒𝑐𝑡=1 ,𝑃𝑟𝑒𝑠𝑒𝑛𝑐𝑒=1) is the time step during which both constraints are respected [𝑠], e.g. 𝐷𝐺𝑃 < 𝐷𝐺𝑃𝑟𝑒𝑓  and 

𝐸ℎ > 𝐸ℎ𝑟𝑒𝑓 , while the occupant is present (𝑃𝑟𝑒𝑠𝑒𝑛𝑐𝑒 = 1); 𝑇𝑡𝑜𝑡𝑎𝑙  is the total duration of the experiment run during 

work hours (8 AM to 6 PM) [𝑠]. 

Days [dd/mm/2017] 

Days [dd/mm/2017] 
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 (a) 

 (b) 

Figure 6.16 − Boxplot of indoor lighting condition during working hours (8 AM- 6 PM); (a) DGP; (b) 𝐸ℎ;The comfort 
thresholds are shown by horizontal solid red line.  

Figure 6.17 shows that the controller succeeded during the last 11 days of the 23rd September to the 11th October 2017 

in maintaining the visual comfort conditions for more than 96% of the time, corresponding to the operation phase 

between 8 AM and 6 PM when the office was considered occupied.  

 
Figure 6.17 − Visual comfort constraint respect ratio by Eq. (6-13), evaluated between 8 AM and 6 PM. 

Commissioning/Learning 

Days [dd/mm/2017] 

Operation 

Commissioning/Learning Operation 

Days [dd/mm/2017] 

Days [dd/mm/2017] 

V
is

u
al

 c
o

m
fo

rt
 c

o
n

st
ra

in
t 

re
sp

ec
t 

ra
ti

o
 [

%
] 

 



Discussion 157 
 

 

Throughout the whole experimentation, including the commissioning phase, this ratio was on average equal to 93%. 

If one considers only 𝐷𝐺𝑃𝑟𝑒𝑓 = 35% as threshold defining the visual comfort zone, complying with the EN standard 

draft [143], the respect ratio for the whole experimental run raises to 99%, indicating that the DGP exceeded 35% only 

during 1% of the time.  

 (a) 

 (b) 

Figure 6.18 − Evolution of memory parameters along the experiment (a) shading position memory (𝜇𝑃𝑥); (b) shading 

slat angle memory (𝜇𝛽𝑥
). 

Figure 6.18 shows the evolution of the “memory parameters” over time. All ten parameters were initialized at the 

beginning of the experimentation to one and followed more or less a unidirectional convergence rate. They converged 

after 11 training days to two specific values, e.g. (1, 0.6) for the position and (1, 1.4) for the slat angle memory 

parameters. 

6.5. Discussion 

Seasonal variation may not disturb the suggested control system. The reason is that the geometry-based open-loop 

rules take into account the sun height and relative azimuth. This means that for another season, where the sun height 

varies, the controller should be able to adapt itself automatically. It is not excluded that the learning system continues 

to evolve slightly over the season due to alterations of the neighboring environment. These hypotheses need to be 

validated by yearly experimental or simulation studies.  

Even though during the learning phase the comfort zone boundaries can be potentially contradictory and lead to 

dangling effects and instability of the system, the results show that the final stable system is capable of finding a feasible 

compromise between visual comfort and sufficient light provision.  

Even though there is a closed-loop control in action right after a geometry-based control, one observes in Figure 6.16 

(a, b) that during some days, the glare index and/or horizontal illuminance exceeds the comfort zone thresholds. The 



 158 Self-Commissioning Venetian Blinds Controller 
 

 

phenomenon takes place basically because of the minimum time filter, i.e. for the sake of user acceptability, the 

maximum frequency for shading actuation is every 15 minutes. Consequently, even if, as an example, 5 minutes after 

an actuation the comfort constraints are violated because of sudden change in the sky condition, no action would be 

taken to cope with the situation. 

The control strategy presented in this study showed that, upon performing an annual experiment, it may comply with 

the requirements of comfortable indoor lighting drafted in the recent European standard [143]. According to this 

standard, the factor 𝑓𝐷𝐺𝑃,𝑒𝑥𝑐𝑒𝑒𝑑  should not go beyond 5% of the time between 8 AM and 6 PM from Monday to Friday 

through a year. Assuming the highest level of glare protection, the recommended threshold for DGP is 35% (𝐷𝐺𝑃𝑡 =

35%). By this assumption, 𝑓𝐷𝐺𝑃,𝑒𝑥𝑐𝑒𝑒𝑑  is 1.0% for these 11 days. Although it is not comparable with a yearly cap.  

The time needed for the convergence in this experiment is 11 days. This is an acceptable and reasonable time span for 

installing a new control system in a new building, compared with Neurobat AG [216] who indicate that they need two 

weeks of data collection and model training for intelligent heating system control. However, for other scenarios and 

office and building configurations, this duration might be longer or shorter. Several new mechanisms are suggested in 

Table 6.3 for further scenarios. 

The fact that ten memory parameters have converged to three final values (1, 0.4 and 0.6) suggests that the number of 

learning strategies can be reduced to 3 or 4. In this case, the convergence rate might be accelerated, leading to shorter 

commissioning procedures. On the other hand, one may bear in mind that there is a possibility of seasonal dependency 

of the learning system. In that case, the convergence situation might be different and all ten memory parameters may 

be amended at some point of the year. In any case, the present study is suggesting a framework that allows adding new 

strategies in the future if a need is identified. 

Electric lighting energy demand reduction was not the main focus of this study, although by privileging daylight over 

electric light, the developed controller obviously lowers energy consumption. Since the experiments are mainly carried 

out in summer time with relatively long days, the influence of this system on the electric lighting energy consumption 

is not revealed.  

Fortunately, the experimentation could enjoy from different sky conditions with different instability levels during the 

in-situ experiments. The results show that the number of shading actuations increases with the weather instability 

index. From an engineering point of view this behavior of the controller is justifiable:  

i) The controller makes the decisions regarding the shading position each time a new event is detected. Even if the 

geometry-based commands are filtered by time and magnitude filters [79], during a highly unstable day, the number of 

movements remain large. 

ii) The controller does not have any information about the weather conditions in the future. Thus, it cannot command 

the shading predictively.  

Some suggestions to overcome this limitation are provided in Section 6.7. 

6.6. Conclusion 

In this chapter, a control approach is suggested to overcome the limitations of the open-loop fuzzy logic-based control 

systems presented in Chapter 5: i.e. i) necessity for a prior knowledge of the office room, ii) costly adaptation to new 

office room, and iii) no feedback to the control system in the case of failure. A novel self-commissioning efficient 

approach to overcome the stated issues is proposed: a set of open-loop geometry-based rules are enhanced with a 

supervised learning module and with information on weather conditions. This approach is validated through an in-situ 

experiment for 22 days from 7th September to 11th October 2017 in a daylight testbed at Fraunhofer Institute for Solar 

Energy (ISE), in Freiburg, Germany. This facility is equipped with a High Dynamic Range (HDR) vision sensor, model VIP, 

to evaluate Daylight Glare Probability (DGP), a horizontal luxmeter and a pyranometer. The goal is to command the 

shading and electric lighting system so as to keep the glare index and horizontal illuminance in a predefined range of 

visual comfort zone. For the first 11 days, the learning module fine-tunes some “memory parameters” so as to improve 
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the performance of the open-loop geometry-based rules. Having reached the convergence state by the end of 11th day, 

the controller is capable of successfully confining the indoor illumination conditions to the visual comfort zone while 

actuating the shading system efficiently, i.e. on average 2.54 times a day. The advantage of this model-free control 

algorithm is that it can be commissioned in another office room equipped with venetian blinds by updating some easy-

to-obtain field parameters such as location and orientation of the facade and the workstation.  

Having reached this conclusion, one can answer the forth research question raised in Section 1.3 by stating that “yes, it 

is possible; based on the outcome of an in-situ experiments, the self-commissioning efficient Venetian blind control 

proved to facilitate the system installation and guaranteed the visual comfort for 96% of working hours.” 

6.7. Future Outlook 

For updating the learning parameters, a constant magnitude of 10% shown in Table 6.2 is applied. This is a basic 

approach aiming to validate the presented concept. The constant value is found through a try-and-error approach and 

leads to successful convergence of the learning process in the case study. However, for other cases, if this basic approach 

does not lead to satisfactory results, some more intelligent approaches, which are proportional to the lighting situation 

and shading status during the learning process, can be applied. Some of these innovative approaches are listed in Table 

6.3, ranking from the simplest to the most complicated. These methods are for the underaction case. The description 

of each method shows the advantages with respect to the basic scenario. Similarly, all memory parameters are initialized 

to 1 on day one of the commissioning. The variables are as follows: Δ𝑃 = 𝑃2 − 𝑃1, Δ𝛽 = 𝛽2 − 𝛽1, Δ𝐷𝐺𝑃 =

𝐷𝐺𝑃2 − 𝐷𝐺𝑃1, 𝜇𝑃𝑘 is the memory parameter for the shading position in the current cycle (𝑘), 𝜇𝑃𝑘+1 is the memory 

parameter for the shading position for the future control cycle (cycle 𝑘 + 1). 

Index Updating Formula (Underact) Description 

1 

𝜇𝑃𝑘+1 = 𝜇𝑃𝑘 −
Δ𝑃

𝑃1
 

𝜇𝛽𝑘+1
= 𝜇𝛽𝑘

+
Δ𝛽

𝛽1
 

The normalized amplitude of the shading position and the slat 

angle amendment is considered. Thus the larger the shading 

amendment is, the larger also the memory parameter difference. 

2 

𝜇𝑃𝑘+1 = 𝜇𝑃𝑘 −
Δ𝑃

𝑃1
∙
Δ𝐷𝐺𝑃

𝐷𝐺𝑃1
 

𝜇𝛽𝑘+1
= 𝜇𝛽𝑘

+
Δ𝛽

𝛽1
∙
Δ𝐷𝐺𝑃

𝐷𝐺𝑃1
 

The normalized amplitude of Δ𝐷𝐺𝑃 is considered to take into 

account the “seriousness” of the mistake. For example, if the 

Δ𝐷𝐺𝑃 is not large, it signifies that the decision was not originally 

too bad. Thus the amendment of memory parameters should not 

be logically too large. 

3 

𝜇𝑃𝑘+1 = 𝜇𝑃𝑘 −
Δ𝑃

𝑃1
∙
Δ𝐷𝐺𝑃

𝐷𝐺𝑃1
∙
𝐷𝐺𝑃1
𝐷𝐺𝑃𝑟𝑒𝑓

 

𝜇𝛽𝑘+1
= 𝜇𝛽𝑘

+
Δ𝛽

𝛽1
∙
Δ𝐷𝐺𝑃

𝐷𝐺𝑃1
∙
𝐷𝐺𝑃1
𝐷𝐺𝑃𝑟𝑒𝑓

 

The same as Scenario 3, but it considers the seriousness of the 

mistake it has committed in the first place by considering 𝐷𝐺𝑃1. 

4 

𝜇𝑃𝑘+1 = 𝜇𝑃𝑘 −max (
Δ𝑃

𝑃1
∙
Δ𝐷𝐺𝑃

𝐷𝐺𝑃1

∙
𝐷𝐺𝑃1
𝐷𝐺𝑃𝑟𝑒𝑓

, 10%) 

𝜇𝛽𝑘+1
= 𝜇𝛽𝑘

+𝑚𝑎𝑥(
Δ𝛽

𝛽1
∙
Δ𝐷𝐺𝑃

𝐷𝐺𝑃1

∙
𝐷𝐺𝑃1
𝐷𝐺𝑃𝑟𝑒𝑓

, 10%) 

The same as Scenario 4 but limiting the changes in each iteration. A 

combination of Scenarios 4 and 1. 

Table 6.3 – Proportional updating scenarios for memory parameters, suggestions for the other scenarios where 
control system does not converge at all or fast enough. 

This approach does not work effectively when the sky condition does not remain stable during the day. It demonstrates 

too many movements and unnecessary memory updates. In those cases, several strategies can be adopted: 

 One may choose a pre-defined maximum number of permitted movements per day, based on 

recommendations from an automatic shading manufacturer, for example 4 movements/day [217]. If the 
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majority of the movements (e.g. 3 movements) are made in a short period of the day, then the last 

movement shall be dedicated to setting the shadings in a position that may prevent glare and then turn the 

electric lights on to compensate for low horizontal illuminance.  

 Develop a model based on the collected data over time and gradually replace the geometry based control 
with a model predictive control (MPC), by taking into account weather prediction. In this case, the controller 
may plan the movements ahead of time so as to deploy them in an optimum manner.  
Moreover, by considering the weather predictions at the beginning of each day, one is capable of 

categorizing the sky condition into “stable” and “unstable”. The objective function and constraints of the 

MPC model may be alerted by knowing the sky stability. For example, for “unstable” days, the visual 

comfort constraints may be relaxed since the occupant might appreciate illumination variation. Feedback 

from the occupant through his/her interaction with the building switches may be valuable clues for 

constraint updates. 

In this study, the memory parameters for position and slat angle are updated together since the closed-loop control 

amends both position and slat angle in a single step in order to bring the office illumination to the visual comfort zone. 

The original idea behind this choice was to avoid too many movements during the learning process. However, the 

authors believe that if the mentioned amendments are made separately, by giving priority to slat angle and then to the 

shading position, the memory parameters may converge to more delicate and finer actions. 

The initial tuning and commissioning procedure, i.e. orientation and location of the workstation and facade, can be even 

further simplified by integrating the information from the ceiling mounted HDR vision sensor equipped with a fisheye 

lens. 

Although the learning system has converged in this experiment, before final technology transfer, one needs to perform 

extensive experiments for other situations and some other shading types such as roller blinds. Ergo, other configurations 

for the facade and workstation orientation can be tested to evaluate the convergence rate of the learning system as 

well as the overall performance of the control system. This idea could not be implemented due to the change of the 

season and dominantly overcast sky conditions. 

A long-term experiment will confirm if the learning system will eventually evolve through the seasons or if current 

memory parameters apply for other seasons. Moreover, the experiments in winter may reveal the potential influence 

of this approach on electric lighting energy demand. 
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Chapter 7 

7. Conclusion 
The main objective of this doctoral thesis was to develop a novel control approach for sun shading and electric lighting 

systems in non-residential buildings based on High Dynamic Range vision sensors. The indoor lighting conditions, as well 

as the visual comfort perceived by a user from his/her viewpoint, are optimized by the controller while increasing 

simultaneously the energy performance of the building envelope and services. Discomfort glare indexes were monitored 

using this innovative HDR sensing technology and used to drive the integrated control system. Moreover, in the course 

of this work, a possible evolution of this integrated control system to a marketable product has been studied. An 

integrated control platform was developed and successfully implemented for this purpose in the LESO solar 

experimental building on the EPFL Campus in Lausanne (Switzerland), as well as in a building at the Fraunhofer Institute 

for Solar Energy (ISE), in Freiburg i.B. (Germany).  

A summary of the achievements of this thesis is given in Section 8.1. The subsequent section indicates the limitations 

of the present approach; suggestions for a continuation and extension of this research work are finally presented in 

Section 7.4. 

7.1.  Achievements 

The doctoral thesis has mainly addressed two research and development objectives: i) the empowerment and fine 

tuning of HDR vision sensors presented in Chapter 4; ii) the development of Fuzzy Logic based control systems presented 

in Chapters 5 and 6. 

7.1.1. HDR Vision Sensor 

A first generation of HDR vision sensors, named IcyCAM, has been customized by means of glass filters, calibrated with 

care and formerly used to develop an embedded ‘on-the-fly’ glare rating device. More specifically, a computationally 

efficient image processing program (Section 4.4) was written in C++ computer language and implemented in the 

embedded Digital Signal Processor of the sensor. The device was then able to create luminance maps of a built 

environment based on raw sensor readings, extract glaring pixels and group them to identify glare sources, which are 

characterized to be able to evaluate glare indices. The solid angles and position indexes matrices of each glare source 

are pre-calculated in order to reduce the computation time. Thus, the HDR vision sensor can assess the Discomfort Glare 

Probability (DGP) at a given viewpoint in about 12 seconds with a 2.5% RMSE with respect to the well-established glare 

rating computer program Evalglare (Section 4.5). The software is robust enough to operate uninterruptedly during an 

eight-month continuous in-situ monitoring campaign.  

Meanwhile, a new generation of HDR vision sensors, named Vision-In-Package (VIP), was prototyped by the Centre 

Suisse d’Electonique et de Microtechnique (CSEM): 4 VIP sensors, characterized by very tiny dimensions (e.g. 18 𝑚𝑚 ×

18 𝑚𝑚 ×  14 𝑚𝑚) compared to IcyCAM, were acquired by the Solar Energy and Building Physics Laboratory of EPFL in 
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September 2016. The VIP sensor features the same CMOS imager technology as the IcyCAM; however, its embedded 

DSP is more than 3 times more powerful than the original one. This new device has been the subject of a comprehensive 

calibration procedure (Section 4.2), with consideration of technology transfer requirements: the glass filters, adapting 

the spectral response of the HDR sensor to the sensibility of human eyes and originally shaped for IcyCAM, were 

redesigned with gelatin-based filters for the sake of simplicity and cost savings. An innovative method was used for the 

filters’ design and sizing, which does not significantly impair the sensor spectral response fitting the photopic response 

curve 𝑉(𝜆): error function 𝑓1
′ [174] equal to 10.26% was observed for the VIP sensor (Section 4.2.3.2.3) with respect to 

8.3% for the IcyCAM reported in a previous study by Borisuit [38]. Moreover it was shown that the luminance and 

illuminance readings for four indoor and one outdoor location around a building deviated by 19.6% and 10.1% 

respectively with respect to a LMK 98-4 highly accurate imager (Section 5.2). The VIP sensor was successfully employed 

as a luminance meter during a three-week exchange program in the Singapore-ETH Center (SEC) for characterizing and 

comparing the daylighting performance of innovative building facades in the Tropics (Section 4.7). 

7.1.2. Advanced Control System 

As a first step, a short-term in-situ monitoring campaign (15 days in the course of November and December 2015) was 

carried-out in the LESO solar experimental building in order to perform a subjective assessment of an advanced control 

approach for office buildings (Section 5.2). The main objective was to compare the performance of a fuzzy logic-based 

shading and lighting control system in an office room with the one of a ‘best-practice’ controller installed in a similar 

room (reference controller). Occupants related variables such as the control system acceptance, paper-based and VDT 

based visual performance and acuity, the electric lighting demand and the number of shading and lighting amendments 

were carefully monitored. Two HDR vision sensors were in operation in the advanced office room, one for glare rating 

from a workspace and another mounted on the ceiling to insure sufficient work plane illuminance. The reference room 

was equipped with a low-cost ceiling-mounted illuminance meter generally used for control purposes in practice. 

30 human subjects, mainly EPFL students, occupied the two office rooms during 15 afternoons for this experimentation. 

The experimental results indicated that, while the subjects’ visual performance remained comparable in the two offices, 

the electric lighting demand was reduced by 32% in the advanced room with respect to the reference one. On several 

occasions, especially when the sun disk was in the field of view of the subjects, the advanced control system was 

successful in preventing discomfort glare while the reference one was unable to detect unfavorable situations. 

In a second step, a long-term in-situ monitoring campaign was carried out in the LESO building in order to quantify the 

impact of the novel control approach on the building energy performance (heat and electric lighting demand) and the 

indoor lighting conditions (Section 5.3). A robust control system involving IcyCAM, former version of HDR vision sensors 

was developed for that purpose and successfully operated during 8 months in the same office rooms. The office rooms 

were regularly occupied by research assistants during the work hours of the monitoring campaign. Prioritization of 

thermal and visual comfort was implemented in the advanced controller; the same principles of visual comfort and glare 

rating control were applied as during the short-term monitoring campaign. An image-based presence detection 

algorithm was used for this campaign and implemented in the ceiling-mounted HDR vision sensor. The experimental 

results show that the advanced control system maintained the indoor lighting conditions within the visual comfort zone 

for 88% of the users’ presence time. Moreover, the sun shading control system allowed larger solar heat gains in the 

advanced office room during the heating season and lower cooling load gains during summertime. This optimal sun 

shading management during the heating season by the advanced controller led to a 19.2% mitigation of the energy 

performance gap with respect to the reference system, and by 71.9% with respect to a standard user management of 

solar blinds. 

Finally, during a scientific exchange sojourn of 8 months from March to October 2017 at the Fraunhofer Institute for 

Solar Energy (ISE), a self-commissioning geometry-based controller empowered by a supervised learning algorithm was 

successfully tested during 22 days in September and October 2017 in an unoccupied daylighting testbed. This innovative 

controller incorporated the VIP vision sensors and considered the sun profile angle, the DGP glare index, the work plane 

horizontal illuminance and the solar blind positions for commanding the sun shading and lighting system. The learning 

module achieves a fine-tuning of ten “memory parameters”, i.e. weighting parameters designating significance to 

geometry-based control rules, in order to improve the operation and performance of the geometry-based rules. The 
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supervised learning algorithm converged after 11 days: during the remaining time of experimentation the controller 

maintained the lighting conditions within the visual comfort zone by actuating the sun shading system on average 2.54 

times per day. During the operation phase between 8 AM and 6 PM, the visual comfort constraints were respected 

during 96% of the time. 

7.2.  Solution Limitations 

The novel integrated control approach of sun shadings and electric lighting equipped with HDR vision sensors has 

demonstrated its capacity of efficiency, flexibility and versatility within non-residential buildings and during office work 

hours. As is usually the case in the real world, the approach shows some limitations which can be listed as follows: 

 The evaluation of work plane illuminance by a ceiling mounted HDR vision sensor cannot be easily generalizable 

without a sound commissioning procedure, handling the conversion function between the monitored work 

plane illuminance and its apparent monitored luminance (linked to its reflection factor). 

 All the experimentations were performed in south-facing office rooms benefitting from substantial solar heat 

gain and daylighting provision; the generalization of the results to other orientations should be made with 

precaution. 

 All the experimentations were carried out in single-occupied non-residential buildings; open plan office rooms 

as well as residential buildings may lead to different energy savings figures and users visual comfort results for 

the advanced controller. 

 The HDR visions sensors produced by CSEM are using S2 CMOS imagers manufactured by Analogue Devices 

Instrument (ADI); this chip is currently not available as an ADI standard product jeopardizing the delivery 

capacity of VIP vision sensors in the future. 

7.3. Technology Transfer 

From the beginning of this project, a close relationship with several industrial partners was established. For this reason, 

calibration methodologies and control algorithms have been chosen by keeping an eye on the possibility of their transfer 

to one of the industrial partners. Several proposals were made in order to incorporate the HDR vision sensor approach 

and/or the developed algorithms to industry. One of the principal projects is the EPFL research unit in the NEST 

infrastructure at EMPA Dübendorf, called SolAce [218], designed, planned and constructed by LESO-PB with 

collaboration with LIPID [171] and Lutz Architects [219]. In this unit, illustrated in Figure 7.1, a collaboration with the 

shading manufacturer Griesser AG and the luminary manufacturer Regent Lighting AG is foreseen for the integration of 

shading and electric lighting control in an open-plan office. According to the construction planning, the unit will be 

operational from June 2018. 

(a) 
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(b) 

Figure 7.1 – Digitally rendered views of SolAce unit (a) outside; (b) open plan office area showing the intended 
location of HDR vision sensors. 

In addition to this joint project with industrial partners, the HDR vision sensor technology has two potential markets, 

briefly described in the following sections.  

7.3.1. Human Centric Lighting Control System 

A joint study of Lighting Europe, the German Electrical and Electronic Manufacturers’ Association (ZVEI) and A.T. 

Kearney, indicates that human centric lighting will become a multibillion-euro business sector covering around 7% of 

the European lighting market [220]. In the conservative growth scenario, human centric lighting is estimated to be a 

billion-euro business in Europe, reaching up to €1.4 billion in 2020 (Figure 16(a)). This revenue potential would cover 

around 20-25% of its high-end general lighting market segment in Europe. Biologically effective lighting will characterize 

the major part with 65% of the market share. 

 
(a) (b) 

Figure 7.2 − European human centric lighting market growth by 2020; a market study by Lighting Europe, ZVEI and 
A.T. Kearney [220]. 

The whole building automation package developed in this thesis, namely, HDR vision sensors, data acquisition and smart 

control system shall play a major role in this market niche. However, the HDR vision sensor is currently not an interesting 

option for industrial partners, such as the shading and/or luminary manufacturers, since the current sensor price is too 

high. In other words, the sensor in its current status is a prototype manufactured by CSEM based on the commercial S2 

imaging sensor from Analog Devices Instruments. The sensor price needs to be considerably lower than the current 

price. To reach this goal, the hardware of the HDR vision sensor must be adapted in a way that a balance between the 

cost, power consumption and computational power is achieved. Moreover, for industrial partners it is more convenient 

to integrate the sensor in their standard products if the vision sensor installed close to the user communicates with a 

central control platform through low-energy wireless communication protocols. In this case, the cabling costs would be 

cut and the commissioning would enjoy from a flexible position and orientation of the sensor. Finally, since the current 
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version of the HDR vision sensor does not differentiate the light spectrum, the biological effect of light on building 

occupants cannot be taken into account by the control system. 

Bearing these points in mind, the LESO team from EPFL and CSEM formed a consortium that will pursue the 

investigations and further improvement of the HDR vision sensor control system in order to achieve an efficient and 

prompt technology transfer to the market. 

A SWOT analysis was carried out to obtain a clearer picture of the current situation of the HDR sensor technology with 

respect to the market. 

Moreover, a step-by-step transfer of the current HDR vision control system to a Swiss sun shading manufacturer has 

been initiated in Spring 2017. The first step consists in the identification of the shortcomings of the existing automated 

control technology. In the next step, a HDR vision sensor may be used for enhancing the current control system through 

on-site monitoring of the indoor lightings conditions during a commissioning procedure. Finally, the current technology 

may be implemented as a standard product. 

Strength Weakness 

 Energy efficient solution 

 Comfortable indoor environment 

 Facilitated commissioning procedure 

 Large infrastructure adaptation 

 Compatibility with the existing BMS 

protocols 

 One sensor for each office occupant 

Opportunities Threats 

 Rising market for intelligent dynamic building 

facade 

 More energy-conscious society 

 Energy prone legislation 

 Acceptability by the user (privacy) 

 Cyber Security 

 Similar approaches such as open-loop 

control  

Table 7.1 – SWOT analysis for a human centric shading and lighting control system. 

7.3.2.  Enhanced Sensor Commercialization 

The HDR vision sensing technology, at its current state, can be characterized by a Technology Readiness Level (TRL) of 

6, since the system has been demonstrated in a relevant environment. The sensor hardware development is not the 

core competency acquired during this doctoral thesis. Nonetheless, the sensor calibration, knowledge about daylighting 

systems, embedded software development and adaptation to lighting industry are the capabilities that are the main 

skills gained during this period. 

A consulting company, such as ESTIA SA, may use this vision sensing system in order to provide the lighting and shading 

manufacturers with insights into visual comfort issues of existing or new solar blinds. This may help manufacturers to 

reduce the occupants’ complaints regarding the performance of their products. In other words, the sensors may be used 

as monitoring tools to provide more fundamental recommendations on product improvements.  
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(a) (b) 

Figure 7.3 – (a) Unitized Curtain Wall, a technique to allow for cladding a building envelope with glass and aluminum, 
if needed span from floor to floor or even multiple floors; (b) Frasers Tower, double glazed system with active shading 

devices, in Singapore. 

The consulting company may also perform an in-situ evaluation of the visual comfort perceived indoors or in the vicinity 

of a building for novel facade design during certain periods of year. YKK AP facade is a leading Japanese company in 

providing techniques, e.g. a unitized curtain wall shown in Figure 7.3 (a), to enable modern architecture to embrace 

green building design; a control strategy for shading is one of their ongoing projects. Frasers Tower in Singapore 

illustrated in Figure 7.3 (b), is only using indoor thermal comfort constraints while for such a high window to wall ratio, 

visual comfort constraints are critical during a considerable fraction of the day. 

In this case, the control strategy for the shading and lighting systems can be improved by means of the HDR vision 

sensor. Control strategies can be adapted to each indoor environment through a pilot monitoring campaign during a 

commissioning phase. 

In the more limited market niche, the device may be applied as an accurate but affordable luminance meter for research 

purposes. Thanks to its miniaturized design, several sensors can be placed in multi-story buildings for validation of 

existing glare indices and for visual comfort studies in real situations. For this purpose, a Graphical User Interface (GUI) 

was prototyped by the LESO IT support team. 

The competitor for this use case of the technology is the commercially available digital Single-Lens Reflex (dSLR) 

cameras. Main players in this field have developed the know-how to evaluate the performance of new lighting 

systems by means of digital cameras. The competitive advantage of the HDR vision sensor technology developed in 

this thesis are: 

 Lower operational costs due to on-the-fly image processing 

 Lower material costs due to microelectronic manufacturing  

A SWOT analysis was also carried-out and listed in Table 7.2. 
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Strength Weakness 

 Single platform for several applications 

 High accuracy  

 Small and convenient packaging and size  

 Competitive cost (if mass produced) 

 At the current state, it is expensive 

 Limited computation power 

 Not currently Integrated into luminaires 

Opportunities Threats 

 Emerging demand for on-site monitoring  Dependency on ADI for the hardware 

Table 7.2 – SWOT analysis for the sensor commercialization. 

7.4. Future Outlook 

Despite the results and achievements in developing a novel sun shading and electric lighting control system realized 

during this thesis, there is still a margin for future investigations and development toward a marketable product. A non-

exhaustive list of suggestions for improvements is given in the following lines:  

 The potentials of the enhanced BMS in the open-plan offices are not studied during this thesis. As these type 

of offices are getting prevalent in the modern non-residential buildings, the performance assessment of the 

system shall be of interest for evaluating the break-even-point of the initial investment for building 

constructors as well as BMS developers. 

 Considering user wishes and personalization of the control strategy to individual occupant is a topic that was 

studied in the context of an EPFL master project in micro-engineering involving machine learning methods to 

parameterize glare rating [221]. Implementation of the results in the existing control platform may allow 

improving even further the control system acceptability by the users. 

 The integration of the HDR visions sensors within BAS in day-to-day life would be facilitated by developing a 

plug-and-play connecting module for the vision sensors to a KNX- or OPC-UA-based network (the use of laptop 

computers as intermediates would be avoided, commissioning would be speed up).  

 A Graphical User Interface (GUI) would facilitate the use of an HDR vision sensor as luminance monitoring 

device and should be developed to facilitate its utilization by non-specialists and laymen/laywomen.  

 Embedded laptop cameras and/or VDT screens as well as digital cameras available on smart phones should 

also be considered as possible candidates after the necessary modifications and testing for building control.  

 The control routine, the room model training and refinement can be embedded in the sensor itself. During the 

night, the embedded processor is in idle mode since there is no glare risk to evaluate. Thus, the computation 

resources can be allocated to room model enhancement by considering the collected data over the previous 

day. Moreover, the geometry-based controller as well as its supervised learning module are computationally 

efficient and can be implemented in the VIP sensor embedded DSP in order to facilitate the commissioning 

procedure. 

 An algorithm for person recognition (e.g. facial, movement and gesture) is currently being developed and 

integrated in the VIP platform by CSEM, Section of Vision Embedded Systems [222]. The integration of the 

recognition features and the presence detection algorithm developed during this thesis could be a point for 

further development towards a fully “human centric” system. 

 Reducing the energy consumption of the integrated control platform so as to power it with energy harvesting 

techniques and to use the VIP sensors in a stand-alone mode is an essential slope of development. The vision 

sensors may transmit information to the platform using lean wireless communication protocols, a development 

that may be pursued in collaboration with CSEM. 

 The “melanopic” filters integrated into the HDR vision sensor platform may be utilized for taking into account 

Non-Image Forming (NIF) effects of light on occupants, leading to a more comprehensive user centric lighting 

system.  

 The vision-based indoor presence detection algorithm may be used for novel approaches for Perception-based 

Human Building Interaction detection, such as the one developed in the iHomeLab research facility of the 

Lucerne University of Applied Sciences and Arts. 
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 User privacy is a critical issue for video imaging systems in non-residential buildings; numerous social and 

technical factors have a significant influence on this issue, such as the sensor location, the sensor size and 

visibility, the sensor brand as well as the type of the indoor environment (i.e. individual or open-plan office, 

conference room, etc.) and should be investigated further.  

Thanks to the accurate and ‘on-the-fly’ glare rating provided by the HDR vision sensor, as well as the self-commissioning 

and integrated sun shading and electric lighting control system, more energy-efficient buildings and more comfortable 

indoor lighting environments can be envisaged. In addition, several potential market applications for this approach as 

well as the corresponding possible industrial partners have been identified.  

This doctoral thesis demonstrated the large application field and potential of a novel discomfort glare rating and vision 

sensing technology, which is expected to foster human centric building technologies in favour of sustainable 

development, offering a wide range of encouraging interdisciplinary research and development opportunities. 
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A. Appendix A  
 

Fuzzy Logic Controller (FLC) Principles 

A.1. Overview of the FLC 

 
Figure A.1 − Overview of the inputs and outputs of the FLC for short-term and long-term experiments. 

A.2. FLC Membership Functions 
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Figure A.2 − Fuzzy logic membership shape functions for short-term and long-term experiments. 

Output values of the FLC are the top and bottom shading position (𝑃𝑡𝑜𝑝 & 𝑃𝑑𝑜𝑤𝑛) and are crisps value of the following 

values: 𝑃𝑡𝑜𝑝 ∈ {0, 0.5, 0.7, 1}, 𝑃𝑑𝑜𝑤𝑛 ∈ {0, 0.65, 0.83, 1} for fuzzy variables ∈ {Closed, AlmostClosed, AlmostOpen and 

Open} respectively. When the shading is fully deployed, it is in “Closed” state. 

The FLC rule base 

𝐸ℎ  is the horizontal illuminance; ℎ is the sun height; 𝛼 is the sun azimuth; 𝐷𝐷𝐺𝑃 is difference between the evaluated 

daylight glare probability and the perceptible glare threshold; 𝑃𝑑𝑜𝑤𝑛 is the position of the shading of the normal window 

and 𝑃𝑡𝑜𝑝 is the position of the shading of the anidolic window. 

1. If (𝐸ℎ  is dark) or (ℎ is Night) then (𝑃𝑑𝑜𝑤𝑛 is Open) & (𝑃𝑡𝑜𝑝 is Open) 

2. If (𝛼 is NotVisibleEvening) then (𝑃𝑑𝑜𝑤𝑛 is Open) & (𝑃𝑡𝑜𝑝 is Open) 

3. If (𝐷𝐷𝐺𝑃 is not imperceptible) & (ℎ is Low) & (𝛼 is center) then (𝑃𝑑𝑜𝑤𝑛 is AlmostOpen) & (𝑃𝑡𝑜𝑝  is Open) 

4. If (𝐷𝐷𝐺𝑃 is not imperceptible) & (ℎ is Low) & (𝛼 is Left) then (𝑃𝑑𝑜𝑤𝑛 is Open) & (𝑃𝑡𝑜𝑝 is Open) 

5. If (𝐷𝐷𝐺𝑃 is not imperceptible) & (ℎ is Low) & (𝛼 is Right) then (𝑃𝑑𝑜𝑤𝑛 is AlmostClosed) & (𝑃𝑡𝑜𝑝  is Open) 

6. If (𝐷𝐷𝐺𝑃 is not imperceptible) (ℎ is Mid) & (𝛼 is Center) then (𝑃𝑑𝑜𝑤𝑛 is AlmostOpen) & (𝑃𝑡𝑜𝑝  is AlmostClosed) 

7. If (𝐷𝐷𝐺𝑃 is not imperceptible) (ℎ is Mid) & (𝛼 is Left) then (𝑃𝑑𝑜𝑤𝑛 is Open) & (𝑃𝑡𝑜𝑝 is AlmostClosed) 

8. If (𝐷𝐷𝐺𝑃 is not imperceptible) (ℎ is Mid) & (𝛼 is Right) then (𝑃𝑑𝑜𝑤𝑛 is AlmostOpen) & (𝑃𝑡𝑜𝑝 is AlmostClosed) 

9. If (𝐷𝐷𝐺𝑃 is not imperceptible) (ℎ is High) & (𝛼 is Right) then (𝑃𝑑𝑜𝑤𝑛 is Open) & (𝑃𝑡𝑜𝑝 is AlmostClosed) 

10. If (𝐷𝐷𝐺𝑃 is not imperceptible) (ℎ is High) & (𝛼 is Center) then (𝑃𝑑𝑜𝑤𝑛 is Open) & (𝑃𝑡𝑜𝑝 is AlmostOpen) 

11. If (𝐷𝐷𝐺𝑃 is not imperceptible) (ℎ is High) & (𝛼 is Left) then (𝑃𝑑𝑜𝑤𝑛 is Open) & (𝑃𝑡𝑜𝑝 is AlmostOpen) 

12. If (𝐷𝐷𝐺𝑃 is not imperceptible) (𝐸ℎ  is Dark) then (𝑃𝑑𝑜𝑤𝑛 is Open) & (𝑃𝑡𝑜𝑝 is Open) 

13. If (𝐷𝐷𝐺𝑃 is Disturbing) then (𝑃𝑑𝑜𝑤𝑛 is AlmostClosed) & (𝑃𝑡𝑜𝑝 is Closed) 

14. If (𝐷𝐷𝐺𝑃 is Intolerable) then (𝑃𝑑𝑜𝑤𝑛 is AlmostClosed) & (𝑃𝑡𝑜𝑝 is Closed) 
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B. Appendix B 
 

Technical Details on Testbeds 
 

B.1. The LESO Solar Experimental Building 

This appendix is aimed to keep track of the technical aspects of the project. This section will be included in the thesis 

for facilitating further development in LESO-PB. 

B.1.1.  Shading Position 

The actual positions of the shadings of both offices are, from now on, measured and reported in a text file 

('aliValueBlind.txt') by the experimental building’s EIB/KNX system. Laurent Deschamps engineered its 

implementation. As soon as a command, either through the present controller or by physical switches in each office, is 

sent to the shading or lighting installation, a new line is added to the text file and the new state is reported. This 

capability is needed in order to detect the occupant/building interaction since the controller that runs on the local laptop 

is blind to the user/building interactions.  

B.1.2. Data Acquisition Fault Detection 

A universal data monitoring and fault detection system is designed to reject the faulty data and turn on a flag for data 

rejection. As soon as the flag is turned on, the recorded data is rejected until the correct data is 

collected. The flag is turned on if input values are out of the physically possible range: positive indoor illuminance and 

solar radiation values, positive daylight glare probability, positive shading position. 

B.1.3. Data Logging File Structure 

The data of the measurement campaign is automatically registered on the ad-hoc system [223] where the main 

controller is running in MATLAB. There are three main files that register the acquired data of the experiment: 

DAQ_LE001, DAQ_LE002, controllers; where the first file contains the time stamped sensor readings of 

advanced office room (taking place physically in the office 001 of building LE of EPFL campus; the second file contains 

the sensor readings of the reference office room (in office LE002) and the third file contains the inputs and outputs of 

the controllers in the two offices in separate matrices. The file structures are elaborated in Table B.1. 

DAQ_LE001 DAQ_LE002 Controller_LE001 Controller_LE002 

i Quantity i Quantity i Quantity i Quantity 

1 Year 1 Year 1 Year 1 Year 

2 Month 2 Month 2 Month 2 Month 

3 Day 3 Day 3 Day 3 Day 

4 Hour 4 Hour 4 Hour 4 Hour 

5 Minute 5 Minute 5 Minute 5 Minute 

6 Second 6 Second 6 Second 6 Second 

7 Sun Height 7 Sun Height 7 Controller type 7 𝐸ℎ  

8 Su Azimuth 8 Su Azimuth 8 DDGP 8 Occupancy 

9 DGP 9 𝐸ℎ  9 𝐸ℎ  9 Sun height 
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10 𝐸ℎ  10 Occupancy 10 Occupancy 10 Sun azimuth 

11 Occupancy 11 Indoor temp 11 Sun height 11 Top Shad. Pos. 

12 Indoor temp. 12 Roof Horiz. Illum 12 Sun azimuth 12 Bottom Shad. Pos. 

13 Roof Horiz. Illum 13 GHI 13 Indoor temp. 13 Lighting Status 

14 GHI 14 DHI 14 Top Shad. Pos.  

15 DHI 15 Outdoor temp 15 Bottom Shad. Pos. 

16 Outdoor temp 16 Energy heating 16 Lighting Status 

17 Energy heating 17 Energy lighting  

18 Energy lighting 18 Energy plugs 

19 Energy plugs 19 Top shad. Pos. 

20 Top shad. Pos. 20 Bottom shad. Pos.  

21 Bottom shad. Pos.    

Table B.1 − “DAQ”s and “controllers” file structure. 

At mid-night, a new folder is created, the memory is erased from the data of the previous day and new registration files 

are initiated. 

B.1.4. Location of the sensors 

The indoor thermometers are integrated in the electric light switches found at the entrance of each office room, as 

shown in  

Figure B.1. These light switches are also equipped with manual temperature setpoint control buttons 

 
Figure B.1 − Electric light switches, integrating the thermometers and temperature setpoint control bottons. The 

leftmost rocker is used to adjust the tempeture setpoint. The occupant could set the dimming level by means of these 

switches by preseeing and holding the wo middle rockers for couple of seconds [20]. 

The outdoor air temperature and the pyranometer are both installed on the buildings rooftop. The electric lighting 

energy meters are installed in the electric boxes found in the hallway of the ground floor. The locations of the HDR 

vision sensors and the ceiling-mounted luminance meters are depicted in Figure 3.2 and Figure 3.3. 

B.2. Daylight Testbed at Fraunhofer Institute for Solar Energy (ISE) 

B.2.1. Data Logging File Structure 

Similar to the experiments in the LESO solar experimental building, for each day, a folder is created in which the 

following files are registered: DAQ_ISE.mat, controller_ISE.mat, memoery_history_ISE.mat, 

data_corrupted_time.mat, log_ISE. The restructuring of the first 3 files is shown in Table B-2.  
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data_corrupted_time records the time stamp of the moments when the faulty data were reported by the DAQ 

system. 

 log_ISE, registers all the run-time notices and messages, facilitating the post analysis of the controller behavior. An 

example of the runtime messages is shown in Figure B.2.  

DAQ_ISE controller_ISE memoery_history_ISE 

i Quantity i Quantity i Quantity 

1 Year 1 Year 1 Year 

2 Month 2 Month 2 Month 

3 Day 3 Day 3 Day 

4 Hour 4 Hour 4 Hour 

5 Minute 5 Minute 5 Minute 

6 Second 6 Second 6 Second 

7 Sun height 7 eDGP 7 Shad. Pos. before Geom. Ctrl  

8 Sun azimuth 8 𝐸ℎ𝑟𝑎𝑤  8 Shad. Slat before Geom. Ctrl 

9 DGP 9 Presence 9 𝐷𝐺𝑃 before Geom. Ctrl 

10 𝐸𝑣 10 Sun azimuth 10 𝐸𝑣 before Geom. Ctrl 

11 𝐸ℎ  11 Sun height 11 𝐸ℎ  before Geom. Ctrl 

12 presence 12 Indoor Temp. 12 Shad. Pos. before Closed-loop Ctrl 

13 Indoor Temp. 13 Weather flag 13 Shad. Slat before Closed-loop Ctrl 

14 GHI 14 Weather pos. 14 𝐷𝐺𝑃 before Closed-loop Ctrl 

15 DHI 15 Weather slat. 15 𝐸𝑣 before Closed-loop Ctrl 

16 Outdoor temp 16 Output: shad. pos. 16 𝐸ℎ  before Closed-loop Ctrl 

17 Shading position 17 Output: shad. slat 17 Shad. Pos. after Closed-loop Ctrl 

18 Slat angle 18 Control strategy 18 Shad. Slat after Closed-loop Ctrl 

19 Light status  19 𝐷𝐺𝑃 after Closed-loop Ctrl 

20 Memo. pos. #1 20 𝐸𝑣 after Closed-loop Ctrl 

21 Memo. pos. #2 
21 𝐸ℎ  after Closed-loop Ctrl 

22 Closed loop Act. (Underaction)  

22 Memo. pos. #3 23 Closed loop Act. (Overaction) 

23 Memo. pos. #4 24 Memo. pos. #1 

24 Memo. pos. #5 25 Memo. pos. #2 

25 Memo. slat #1 26 Memo. pos. #3 

26 Memo. slat #2 27 Memo. pos. #4 

27 Memo. slat #3 28 Memo. pos. #5 

28 Memo. slat #4 29 Memo. slat #1 

29 Memo. slat #5 30 Memo. slat #2 

30 Shad. pos. Intern. 31 Memo. slat #3 

 32 Memo. slat #4 

33 Memo. slat #5 

Table B-2 – Structure of the data registration files 

For communication with the testbed, the in-house “mux” software should be running in the background. To execute 

this software, one should browse to ..\mux folder and type ./mux. 

The sensor readings from the testbed are stored in ..\mux\data\current_data.txt and are updated with high 

frequency. 

For sending a command to the shadings, one should browse to ..\mux and apply the following commands: 

Command Typeset 
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Reading the shading position ./get_shared.exe SMI_GET_POS1 

Setting the shading position ./set_shared.exe SMI_POS1 

target_position 

Changing the slat angle ./set_shared.exe SMI_SET_STEP1 

delta_angle 

Setting the lighting dimming level ./set_shared.exe Dimmer_Licht 

target_digit 

Table B.3 − typesets for sending commands to the actuators 

The state of the slate angle is not reported by the testbed DAQ system. For this reason, the shading slat angle memorized 

by a variable is updated each time it is changed and is initialized to zero as the experiment starts. 

In the default system coordinates, the shading position is equal to zero when the shading system is fully retracted (open) 

and is 100 when it is fully deployed (closed). Moreover, negative values should be applied for closing the slat angles 

(horizontal to vertical) and to move from horizontal to vertical, “-50” points should be sent. 

B.2.2. Controller Implementation 

The controller is implemented in MATLAB with routines similar to the one implemented in the LESO solar experimental 

building (Section 3.1.3). The sensor readings from the testbed are stored in structured text files; these files are opened 

by a MATLAB routine and pertinent pieces of information are extracted. 

The control system posts messages in the command window of the MATLAB (Figure B.2) at each step; these messages 

are registered at midnight so as to facilitate a further analysis and improvement of the control strategy. 

 
Figure B.2− Screen shot of the remotely accessed desktop of the laptop at daylight testbed in Fraunhofer ISE. 
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C. Appendix C 
 

Questionnaire for Subjective Assessment 

 

Figure C.1 – Online questionnaire for subjective assessment during short-term experiments. 
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D. Appendix D 
 

Dimming Feature of Electric Lighting  

D.1. Foreword 

This appendix summarizes the lighting commanding identification and development of a MATLAB function that 

performs the task of lighting dimming for offices LE001 and LE002. This feature is used for the long-term experiments 

elaborated in Section 5.3. 

D.2.  Background 

The Luminaires provided by Regent for experimental tests in the LESO experimental building are equipped with a 

dimming functionality. This functionality allows enhancing energy saving capability of the control algorithm. 

There are 16 possible commands (ranging from 0000 to 1111) for dimming with a Digital Addressable Lighting Interface 

(DALI) system. The dimming command is generated by a MATLAB based program addressing an executable file (.exe) 

created by the experimental building’s IT manager, Laurent Deschamps. This file sends the command through the KNX 

network communication protocol (EN 50090, ISO/IEC 14543) and a KNX-DALI gateway passes this command to the 

DALI interface. The impact of each command on the dimming is unknown. An initial guess is that the dimming action 

happens as a function of the current status of the lighting system and the applied action. Thus, there should be a ratio 

between the initial and final status. 

D.3. Experiment 

This ratio should be logically constant for each command however it differs from one command to the other. In order 

to identify this ratio, an extensive study is performed and the initial and final relative power consumptions for each 

command are recorded. For each command, at least 6 measurements are captured for different initial relative powers. 

The precision of power consumption measurement is a tenth of watt. The maximum power consumption is 22W per 

luminaire. In addition to these measurements, the relative power consumption of the lighting in off mode is recorded. 

Having studied the recorded values, the author figure that there is a constant ratio per command which is calculable as 

follows:  

𝛼𝑐 =
𝛾𝑓 − 𝑏

𝛾𝑖 − 𝑏
 (D-1) 

where 𝛼𝑐  is the ratio that corresponds to the command 𝑐; 𝛾𝑖  is the relative power consumption before applying the 

command 𝑐; 𝛾𝑓 is the final relative power consumption resulting from applying the command 𝑐; and finally 𝑏 is the 

relative power consumption of the lighting when the luminaires are in minimum lighting mode.  

It is worth to mention that it is not possible to turn the lighting off completely by means of the dimming command. 

Instead, the turn on/off command must be applied. The least power consumption attainable by dimming commands is 

1.8W, as shown in Figure D.1. 
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Figure D.1- The power consumption of one LED luminaire (Provided by Regent Lighting, article#: 78H14L1224JA). 

 

𝛾𝑓 = 𝛼𝑐(𝛾𝑖 − 𝑏) + 𝑏 (D-2) 

Where b is the bias of power consumption when the lighting is in dimming mode and it is in its minimum status. For our 

lighting system 𝑏 = 8.2% (1.8𝑊). 

The commands correspond to all the combinations that a 4-bit variable can obtain. The Most Significant Digit (MSD) 

correspond to the direction of the variation (increase or decrease). The rest of the digits define the ratio. It is worth 

mentioning that the values in the first row of Table D.1are the inverse (1/x) of the values of the second row. 

Command (𝒄) (m011) (m100) (m101) (m110) (m111) 

𝜶𝒄 
Decrease (m = 0) 0.17 0.39 0.60 0.77 0.84 

Increase (m = 1) 6.07 2.53 1.65 1.30 1.23 

Table D.1  –Multiplication ratio (𝛼𝑐) corresponding to each command 𝑐. The Most Significant Digit (in this case 𝑚) 
determines the direction of dimming (increase or decrease). 

The duration of application of each command is set to 16 seconds by system manager, M. Deschamps. 

D.4.  Adaptation to Control Platform 

It is more favorable for our control platform to be able to pass a desirable power consumption percentage to our 

dimming function and this function takes care of reaching that percentage. In other words, the following function is 

favorable: 

𝑟𝑒𝑠𝑢𝑙𝑡 = 𝑑𝑖𝑚𝑚𝑖𝑛𝑔 (𝑜𝑓𝑓𝑖𝑐𝑒, 𝛾𝑑𝑒𝑠𝑖𝑟𝑒𝑑) 

The inputs are 𝑜𝑓𝑓𝑖𝑐𝑒 ∈ {𝐿𝐸001, 𝐿𝐸002} and 𝛾𝑑𝑒𝑠𝑖𝑟𝑒𝑑 ∈ {𝑥|0 < 𝑥 < 1}. However, since there is no feedback/sensor 

on the lighting system to return its current percentage, in the control platform, the author keep record of the current 

status (relative power consumption) of the lighting system. Thus, the dimming function is improved to the following 

equation: 

[𝑠𝑢𝑐𝑐𝑒𝑠𝑠, 𝛾𝑓𝑖𝑛𝑎𝑙] = 𝑑𝑖𝑚𝑚𝑖𝑛𝑔 (𝑜𝑓𝑓𝑖𝑐𝑒, 𝛾𝑐𝑢𝑟𝑟𝑒𝑛𝑡 , 𝛾𝑑𝑒𝑠𝑖𝑟𝑒𝑑) (D-3) 

By applying the 𝑑𝑖𝑚𝑚𝑖𝑛𝑔 command for 𝑜𝑓𝑓𝑖𝑐𝑒, the lighting situation will be changed from the user defined value 

𝛾𝑐𝑢𝑟𝑟𝑒𝑛𝑡  to the desired one 𝛾𝑑𝑒𝑠𝑖𝑟𝑒𝑑 . As an output, the function returns the final relative power consumption that is 

attained (𝛾𝑓𝑖𝑛𝑎𝑙). In the next paragraphs, we will explain why 𝛾𝑓𝑖𝑛𝑎𝑙 ≠ 𝛾𝑑𝑒𝑠𝑖𝑟𝑒𝑑  

In an attempt to reach this goal, a new variable is calculated (𝛼𝑟𝑒𝑞): the required power ratio. 

𝛼𝑟𝑒𝑞 =
𝛾𝑑𝑒𝑠𝑖𝑟𝑒𝑑 − 𝑏

𝛾𝑐𝑢𝑟𝑟𝑒𝑛𝑡 − 𝑏
 (D-4) 

Where 𝑏 is the minimum power consumption reachable by the dimming functionally (Figure D.1). Then, a combination 

of commands is found whose multiplication leads to the required power ratio: 

Off 

P(w) 

Max Dimming range Bias (𝑏) 

0.5 0 1.8 22 
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∏𝛼𝑐,𝑖 ≅ 𝛼𝑟𝑒𝑞 (D-5) 

 

𝛼𝑟𝑒𝑞 =
𝛾1 − 𝑏

𝛾𝑐𝑢𝑟𝑟𝑒𝑛𝑡 − 𝑏
× 
𝛾2 − 𝑏

𝛾1 − 𝑏
×
𝛾3 − 𝑏

𝛾2 − 𝑏
× …×

𝛾𝑑𝑒𝑠𝑖𝑟𝑒𝑑 − 𝑏

𝛾𝑛 − 𝑏
= 𝛼𝑐,1 × 𝛼𝑐,2 × 𝛼𝑐,3 × …× 𝛼𝑐,𝑛  

Obviously, it is not possible to construct any required 𝛼𝑟𝑒𝑞  by means of commands with predefined ratios for each 

command. However, it is possible to reach a value close to what the user expressed through 𝛼𝑟𝑒𝑞 . Thus, the final relative 

power consumption (output of the function) reachable by the given condition is evaluated as follows: 

𝛾𝑓𝑖𝑛𝑎𝑙 = 𝛾𝑐𝑢𝑟𝑟𝑒𝑛𝑡 ×∏𝛼𝑐,𝑖  (D-6) 

This value is provided as the output of the function so as to be used as the 𝑃𝑐𝑢𝑟𝑟𝑒𝑛𝑡for the next application of the 

𝑑𝑖𝑚𝑚𝑖𝑛𝑔. A MATLAB function called 𝑑𝑖𝑚𝑚𝑖𝑛𝑔.𝑚 is debugged and delivered for performing dimming task. This 

function is ready to be integrated in the control platform. 
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E. Appendix E 
 

Supplementary Information Regarding 

Embedded Glare Assessment by VIP  

E.1. Equidistant vs Orthographic Projection 

 

 
Figure E.1 – Comparison of equidistant and orthographic projection [224]. 
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E.2.  Curve Fitting to Simplify the Solid Angle Calculation Process 

 
Figure E.2 − Coefficients of the fitted curve to the solid angle matrix. 

E.3.  Comparison of the Solid Angle Subtended by Pixel in IcyCAM and VIP 

 

Figure E.3 − Comparison of the solid angle subtended by pixel in IcyCAM and VIP. 

E.4.  VIP Saturated as Exposed to Sun at Sun Set 

The sun disk is visible in the middle of the picture. The captured luminance in the perimeter of the sun disk is larger (and 

equal to the saturated point) than the luminance of the rest of the sun disk. 

The maximum luminance value measurable by VIP is 952’302
𝑐𝑑

𝑚2. It is worth noticing that none of the reference 

luminance meters in the laboratory is capable of capturing the luminance of the sun disk. 

VIP 

IcyCAM 
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Figure E.4 − The VIP pixel values are saturated as exposed to the direct sun light. 

E.5. Spectral Composition of the Light Sources Used for Spectral Calibration of VIP 

  
(a) (b)  

Figure E.5 − (a) Halogen quart-tungsten lamp; (b) Followspot KORRIGAN HMI 1200. 

E.5.1. Transferring the Data over Telemetry Channel 

The developed routines were recorded in the flash memory of the VIP and can be run by calling a specific identifier (e.g. 

DGP_calc) in the serial port output. In return, the embedded software sends the output data to a serial port. This port 

is monitored and read by MATLAB. The routine must be launched once and as long as it is not commanded to stop, it 

generates the output data in a continuous way. This process is schematically illustrated in Figure E.6. 

 
Figure E.6 − Schematic representation of MATLAB/VIP communication protocol. 

The data format sent over telemetry channels was chosen by the CSEM developers as an integer format. They used a 

light version using an integer format so that it accelerates the data transfer. Thus, for maintaining the variables precision 

in a float format, they are firstly multiplied by 100 and then converted to integer. The integer format accepted by 

MATLAB is converted back into a float format and divided by 100 to retrieve the original value. The Graphical User 

Interface (GUI) of the telemetry channel is depicted in Figure E.7. 
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Figure E.7 – The Graphical User Interface (GUI) of the telemetry software connecting the HDR vision sensor to the PC, 

top left graph: raw data on gray scale; bottom left: glare sources; bottom right: luminance map. 
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F. Appendix F 
 

Testbed for HDR Vision Sensor Calibration 

Checking  
In this appendix, the images from the environment used for VIP calibration validation, as reported in Section 4.3, are 

presented. This study was carried out as a joint project with Laboratory of Integrated Performance in Design (LIPID) 

[171].  

Scene 1 & 3 

  

Secene 2 

  

Scene 4 

𝑷𝟐 

𝑷𝟏 
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𝑷𝟓 

𝑷𝟒 

𝑷𝟐 
𝑷𝟏 

𝑷𝟑 
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Scene 5 

  

Scene 6 
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G. Appendix G 
 

Workplane Illuminance Sensing 
This section is partly based on a work presented and published in 2016 at the SBE Sustainable Built Environment 

Conference in Zürich (Switzerland) [223]. 

An HDR vision sensor, mounted on the ceiling and facing downward, was used for estimating the work plane illuminance 

(Figure G.1); this operation usually carried-out by a low cost photosensor fixed to the ceiling is intended to offer 

appropriate lighting conditions to the users by adjusting the work plane illuminance to the recommended values (e.g. 

300 to 500 lux for office work for instance).  

 
Figure G.1- HDR vision sensor mounted on the ceiling with a work plane illuminance meter calibration setup. 

This technique is based on the assumption that all surfaces in the office room are Lambertian, meaning that their 

apparent brightness is constant whatever the observer’s angle of view. This means that the surfaces luminance is 

isotropic and that the luminous intensity obeys to a cosine law. In other words, the surface illuminance is linearly 

proportional to the observed luminance according to the inverse of the Lambert law as shown in Eq. (G-1). 

𝐸 =
𝐿 ∙ 𝜋

𝜌
 

(G-1) 

where the 𝐸 is the illuminance of the perfect disusing surface [𝑙𝑥], 𝐿 is it apparent luminance and 𝜌 is the reflection 

factor [−] and 𝐿 is the average apparent luminance of the workstation monitored from the ceiling 𝑐𝑑.𝑚−2. On the other 

hand, since it is equipped with a fisheye lens, the illuminance of one or several work spaces located anywhere in the 

office can be monitored at each image sampling (Figure G.2 (a)). 

The ceiling mounted luminance meter has been calibrated using a conventional illuminance meter. A Minolta CL-200A 
illuminance meter was placed for that purpose directly underneath the ceiling mounted HDR vision sensor to measure 
the horizontal illuminance on that desk; 160 samples were recorded leading to the calibration curve illustrated on 
(Figure G.2 (b)).  
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(a) (b) 

Figure G.2- (a) View from the ceiling mounted HDR vision sensor with a defined zone corresponding to the work plane 
(b) Calibration of the ceiling mounted luminance meter by means of Minolta CL-200A illuminance meter. 

A linear correlation between the ceiling mounted luminance meter readings (𝐿𝑠𝑒𝑛𝑠𝑜𝑟) and the workplane illuminance 

(𝐸𝑑𝑒𝑠𝑘) was obtained; the average mean square error is ±27 [𝑙𝑥]. Thus: 

𝐸𝑑𝑒𝑠𝑘 = 1.2343 × 𝐿𝑠𝑒𝑛𝑠𝑜𝑟 − 14.492 ±  27 [𝑙𝑥] (G-2) 
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