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Abstract

Isogenic cells sharing a common environment present a large degree of heterogeneity in gene
expression, and stochasticity inherent to transcription substantially participates in this cell-to-cell
variability. Notably, a majority of mammalian genes are transcribed during short periods termed
transcription bursts followed by longer periods of transcriptional inactivity. Interestingly, genes
display variability in the frequencies and sizes of their bursts, implying that different regulatory
mechanisms actively participate in shaping gene-specific bursting signatures. However, the nature
of these molecular mechanisms and their precise contribution to transcriptional bursting remains
elusive.

In this work, we used a short-lived luciferase reporter under the control of a Bmall circadian
promoter stably inserted into the genome of NIH-3T3 cultured fibroblasts to quantify its
transcriptional bursting along the circadian cycle and at three different reporter integration sites.
By recording dynamic variations of the luminescence signal at the single-cell level and counting
individual transcripts using smRNA-FISH at specific time-points, we could infer the transcriptional
bursting parameters characteristic of these conditions using a telegraph (on-off) model of gene
expression. We observed that while the integration site-specific differences in expression levels
mainly arose from burst size dissimilarities, the burst frequency predominantly modulated the
temporal variations in expression of Bmall over the circadian cycle. Thus, both parameters are
uncoupled and can be independently modulated to regulate expression levels.

By focusing on the molecular origins of bursting, we found that the rhythmic circadian modulation
of burst frequencies depended on the presence of ROR responsive elements (ROREs) on Bmall
promoter. These DNA motifs recruit the REV-ERBs repressors involved in the rhythmic regulation
of the histone acetylation state at target promoters. Indeed, the H3K27ac profile in the Bmall
promoter corresponded to that of its burst frequency. More generally, higher histone acetylation
levels were observed during Bmall circadian peaks of expression, while H3K27ac signal did not
vary between clones harboring different reporter integration sites.

Similar properties were observed on other rhythmically expressed genes: despite variability in
promoter motifs and expression phases, endogenous circadian genes displaying rhythmic
variations in their promoter acetylation state also modulated their burst frequencies over the
circadian period.

By inferring the transcriptional bursting parameters of non-circadian genes using smRNA-FISH
datasets, we also observed significant correlations between histone acetylation signal around
promoters and the burst frequency.

In conclusion, this study identified an association between the burst frequency and the histone
acetylation state of promoters. While the molecular mechanisms behind this association remain
elusive, it could be related to the facilitated binding of transcription regulators upon histone



acetylation-mediated chromatin loosening. In this thesis we clarified how transcription of circadian
genes is rhythmically modulated, and we further elucidated the link between molecular events
and transcriptional bursting, with particular focus on histone acetylation.

Keywords

Gene expression noise, transcriptional bursting, histone acetylation, Bmall, circadian, bio-
luminescence, sSmRNA-FISH



Résumé

Un important degré d’hétérogénéité est présent entre cellules isogéniques au sein d’'un méme
environnement, et la stochasticité liée a la transcription participe de facon substantielle a ces
variations entre cellules. Notamment, chez les mammiferes, une majorité de génes sont transcrits
durant de courtes périodes appelées « rafales» de transcription (transcription bursts) et suivies
par une période plus longue d’inactivité transcriptionelle. La grande variabilité présente entre les
génes en terme de fréquence et de taille de ces rafales suggere I'existence de différents
mécanismes de régulation impliqués dans la formation de rafales spécifiques. Cependant, Ila
nature des ces mécanismes moléculaires et leurs contributions exactes restent mal connues.

Dans cette these, j’ai utilisé un reporteur exprimant une luciférase éphémeére sous le contréle du
géne circadien Bmall intégré de maniére stable dans le génome de fibroblastes de culture NIH-
3T3 afin de mesurer les rafales transcriptionelles de ce géne au cours du cycle circadien et a trois
sites d’intégration distincts. La quantification des variations dynamiques du signal luminescent
dans des cellules individuelles ainsi que le comptage du nombre de transcrits par cellules a des
phases précises permet de déduire les caractéristiques des rafales transcriptionelles dans ces
différentes conditions en utilisant un modele télégraphique (on et off) d’expression de génes.
Cette approche révéla que les variations d’expressions liées au site d’intégration du reporteur
provenaient essentiellement de différences de taille des rafales, alors que leurs fréquences
changeaient principalement au cours du cycle circadien. Ces deux parametres sont donc découplés
et peuvent étre adaptés indépendamment afin de réguler le niveau d’expression.

En cherchant les origines moléculaires des rafales, nous avons observé que les variations de
fréquences des rafales au cours du cycle circadien dépendaient de la présence de deux éléments
de réponse a ROR (ROREs) sur le promoteur de Bmall. Ces motifs d’ADN sont impliqués dans le
recrutement des répresseurs REV-ERBs qui régulent la rythmicité de I'acétylation des histones. En
effet, le taux d’acétylation des histones sur le promoteur de Bmall correspondait a la fréquence
de ses rafales, puisque les taux élevés d’acétylations étaient élevés durant les sommets
d’expression, alors que ces mémes taux d’acétylation ne variaient pas entre les clones dont le
promoteur était intégré a différents endroits.

Des propriétés similaires furent relevées sur d’autres génes circadiens : malgré des différences de
motifs d’ADN aux promoteur ou de phases d’expression, chez les genes circadiens endogénes dont
les niveaux d’acétylation d’histones oscillaient, la fréquence des rafales variait également au cours
de la période circadienne.

Le calcul des parameétres de rafales transcriptionelles correspondant a d’autres génes non-
circadiens par smRNA-FISH montra également des corrélations significatives entre les taux
d’acétylation d’histones aux promoteurs et la fréquence des rafales.



Pour conclure, cette étude identifia un lien entre la fréquence des rafales et le taux d’acétylation
du promoteur. Alors que I'implication de mécanismes moléculaires précis n’est pas encore établie,
ce lien est potentiellement lié a I'attachement facilité des facteurs de régulation de la transcription
sur I'ADN assoupli par la présence d’histones acétylées. Ce travail de thése permet de mieux
comprendre la maniere dont la transcription des génes circadiens est régulée rythmiquement, et
les liens entre les événements moléculaires (et tout particulierement I'acétylation des histones) et
les rafales de transcription.

Mots-clés

Stochasticité d’expression génique, rafales (bursts) de transcription, acétylation d’histones, Bmall,
circadien, bioluminescence, smRNA-FISH
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Chapter 1 Introduction

Transcription is a multifaceted and tightly regulated process involving a great variety of cellular
factors, complex biochemical reactions and a number sophisticated biophysical phenomena. To
better understand my motivations to study, in depth, the expression pattern of a circadian gene at
the transcriptional bursting level, | will first summarize general mechanistic concepts of
transcription in eukaryotes and mention the key molecular factors involved. | will also explain the
concept of noise in gene expression, notably by focusing on the contribution of transcriptional
bursting. Finally, | will justify the choice of studying transcription in the circadian clock model
system.

1.1  Transcription in eukaryotes

In virtually every living organism, the heredity material and the information required for the
synthesis of most functional components of the cell are encoded on the DNA. Indeed, the genome
contains sparse fragments of various length referred as genes that are further transcribed into
RNA. RNA will then serve as template for protein synthesis, but also participate in the modification
of various cellular molecules or regulate gene expression (Breaker and Joyce 2014). In eukaryotic
systems, the complex task of transcription is carried out by the RNA polymerase (Pol) family of
enzymatic complexes. Eukaryotic RNA polymerases comprises notably RNA Poll, specialized in the
transcription of rRNA precursors (Russell and Zomerdijk 2006), and Pollll that produces short non-
coding RNAs such as tRNAs or 5S ribosomal RNAs (Schramm and Hernandez 2002).

However, the most studied RNA polymerase is certainly Polll. Indeed, it is responsible for the
transcription of virtually all protein coding genes as well as a majority of small non-coding RNAs
and microRNAs. Polll-mediated transcription is a highly sequential process that undergoes several
rate-limiting steps before leading to the release of a transcript (Fuda et al. 2009).

1.1.1 Transcription initiation

Enabling the access of Polll to the promoter is a complex task that starts with the combinatorial
interaction of multiple transcription factors with DNA sequences and other transcriptional
regulators. Indeed, genes are surrounded by regulatory DNA sequences located in close proximity
to the promoter or at distal regions, and that serve as binding site for specific transcription factors
called activators or repressors (Juven-Gershon et al. 2008).

The identity of these specific factors diverges considerably between different genes. Also, their
molecular functions are multiple and include direct regulation of the transcriptional machinery or,
more commonly, interactions with co-regulators involved in nucleosome reorganization,
chromatin modification or the recruitment or regulation of other transcriptional complexes (Fuda
et al. 2009; Voss and Hager 2014). In all cases, these specific transcription factors actively

11



participate in the recruitment of the pre-initiation complex (PIC) to the promoter (or prevent its
binding in case of repressors).

Transcription regulation can also involve enhancers. These DNA sequences, typically located tens
of kb away from the gene (Sanyal et al. 2012), form chromatin loops to physically contact the
promoter (Shlyueva et al. 2014). These long-range interactions are transient (Fukaya et al. 2016;
Chen et al. 2017; Siersbaek et al. 2017) and, as for proximal regulatory elements, enhancer-
mediated expression regulation involves transcription factor recruitment, chromatin landscape
modification or Polll delivery to the promoter (Beagrie and Pombo 2016). Thus, proximal and
distal DNA sequences involved in the recruitment of specific transcription factors as well as the
availability of the latter will greatly contribute to determining the expression level of the gene.
Consequently to the recruitment of activators, the PIC can assemble on the core promoter. In
addition to Polll, this complex consists in several general transcription factors named TFIIA, TFIIB,
TFIID, TFIIE, TFIIF and TFIIH that cooperate for the recruitment and positioning of Polll on the
promoter, the stabilization of the complex, the initiation of the transcription and the escape of
Polll from the proximal promoter pausing (Figure 1.1). A typical assembly of the pre-initiation
complex first consists in the recruitment of a TFIIF-Polll complex to a pre-formed TFIID-TFIIA-TFIIB
complex binding the promoter (Shandilya and Roberts 2012; Sainsbury et al. 2015). TFIID, through
its TATA-binding protein (TBP) subunit, plays an important role in the recognition and binding of
the core promoter. This core PIC then recruits TFIIE and TFIIH, whose role is essential for
transcription initiation as they initiate the promoter DNA opening. Simultaneously to the PIC
assembly, activators recruit Mediator to the promoter. This large coactivator complex participate
in the stabilization and assembly of the PIC, and favors Polll initiation (Allen and Taatjes 2015).

Mediator

Figure 1.1 Assembly of the pre-initiation complex (PIC)

Schematic representation of the PIC assembled on the core promoter. The binding of an activator to a specific DNA
target sequence favors the recruitment of the TFIID-TFIIA-TFIIB complex to the core promoter via the TBP sub-unit,
followed by Polll and TFIIF, Mediator, TFIIE and TFIIH binding. Following the phosphorylation of its CTD at Serine 5 by
TFIIH, Polll initiate transcription. The transcription start site is represented with an arrow. Modified from (Shandilya
and Roberts 2012).

1.1.2 Transcription elongation and termination

Following the assembly of the PIC together with Mediator on the core promoter, DNA is unwound
and Polll can initiate transcription. This process also involves the phosphorylation of the Polll
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carboxy terminal domain (CTD) via a kinase subunit of TFIIH. The CTD, which consists in 52 tandem
repeats of 8 amino acids, actively participates in transcription regulation. It is sequentially
modified during key steps of the process, which coordinates the temporal recruitment of specific
transcription-related complexes to Polll (Phatnani and Greenleaf 2006). Typically, shortly after
transcription initiation, phosphorylated CTD Ser5 is recognized by capping enzymes to add the 5’
cap to the nascent RNA.

If PIC assembly is a key step to control transcription, it is also tightly regulated after Polll
transcription initiation. In a large fraction of mammalian genes, Polll transiently stops after
transcribing 30-60 nucleotides (Core et al. 2008; Jonkers et al. 2014) and accumulates shortly
downstream of the promoter (Quinodoz et al. 2014). This Polll proximal pausing is regulated by
pause inducing factors (notably DSIF and NELF) that associate with Polll to block its progression,
and the P-TEFb kinase that phosphorylates the pausing complex to resume transcription (Adelman
and Lis 2012). The gene-specific pause duration, which notably depends on the promoter
composition, typically ranges from 5 to 20 minutes in most genes but can also least up to one hour
in specific cases (Shao and Zeitlinger 2017). This phenomenon likely participates in mediating quick
and synchronized expression activation, notably in signal-response genes.

Upon proximal pausing release, Polll continues productive synthesis. The elongation rate is
influenced by multiple factors such as the histone context, the GC content or gene features, and
varies considerably along the gene body (Lenstra et al. 2016). Notably, splice sites slow the Polll
transcription rate, leading to its accumulation in exonic regions (Jonkers et al. 2014). Thus, the
recruitment of factors during elongation to perform co-transcriptional splicing may influence Polll
velocity. Transcription elongation rate not only varies within but also between genes. In most
tested genes, it is comprised between 2 and 5 kb per minute (Lenstra et al. 2016).

After completing the RNA synthesis, transcription terminates. This process often involves the
presence of a polyA sequence in the DNA. Once Polll transcribes this motif, the complementary
sequence in the nascent RNA, together with specific modifications of Polll CTD, recruit protein
complexes involved in cleaving the ribonucleic chain and adding a poly(A) tail to its 3’ end
(Shandilya and Roberts 2012; Lenstra et al. 2016). This process destabilizes Polll, which eventually
falls off the gene with the help of termination factors or exonucleases degrading the uncapped
RNA strand synthetized from the polyA sequence (Rosonina et al. 2006). After its release from the
DNA template, Polll CTD is dephosphorylated to recover its original form and be rapidly recycled
to another or the same promoter. Indeed, complexes of general transcription factors such as
TFIID-TFIIA-TFIIB can remain associated with the core promoter after Polll dissociation from the
PIC to favor rapid reinitiation.

1.1.3 The role of histone modifications in transcription

An additional layer of complexity participating in transcription is the state of the chromatin around
and within genes. Indeed, eukaryotic DNA is wrapped around histone octamers called
nucleosomes, which are positioned approximately every 200bp along the genome (147pb directly
wrapped around the nucleosomes and a linker of variable length). In parallel to their role in
compacting DNA, these nucleosomes play an active role in transcription regulation through
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histone modifications (Kouzarides 2007; Li et al. 2007). Indeed, nucleosomes are typically
composed of 2 copies of histones H2A, H2B, H3 and H4. While the core of the histones around
which DNA is wrapped is compact, their N-terminal domains, referred as histone tails, are
unstructured. Several residues composing these tails, notably on histone H3, can be modified post-
translationally. These modifications actively participate in determining the density of the
chromatin environment and its permissiveness to transcription.

Histone post-translational marks typically consist in acetylation, methylation and phosphorylation
although other modifications also exist. So far, around 550 possible modifications have been
identified (Andrews et al. 2016). These marks are dynamic, and a large number of enzyme families
are involved in their addition, removal or modification (Kouzarides 2007). Together, these histone
marks coexist to form a code that contains information regarding specific structural and/or
functional outcome.

The role of the histone code is diverse. Although some histone marks directly impact the
chromatin structure by disrupting contacts within nucleosomes or between nucleosomes and
DNA, most of the histone marks function through the recruitment of other non-histone proteins.
These proteins typically contain domains involved in the targeting of specific histone modifications
(or the lack of modifications) (Patel and Wang 2013). Thus, the histone code will encourage the
binding of a set of proteins to specific nucleosomes. Once these proteins are recruited on
chromatin, their enzymatic activities participate in diverse processes such as transcription, DNA
repair, replication or condensation.

During transcription, the chromatin state and histone code play a decisive role at every possible
step. Indeed, the DNA organization into chromatin presents an obstacle for the binding of several
factors involved in transcription and for Polll elongation along the gene body. Experiments such as
ChlP-seq greatly contributed to improve our understanding on the histone code function during
transcription (Barski et al. 2007; O’Geen et al. 2011; Ho et al. 2014). Indeed, the presence of
specific histone marks around gene features can efficiently predict its transcriptional output
(Figure 1.2).

Among all possible histone modifications, the role of acetylation is particularly well understood.
Indeed, this histone mark actively participates in chromatin destabilization by neutralizing the
positive charge of the lysine. This modification facilitates nucleosomes disassembly and eviction,
therefore favoring gene expression (Simon et al. 2011; Di Cerbo et al. 2014). Consequently,
histone acetylation marks are virtually always associated with active transcription. Notably,
H3K27ac is often used as a marker of active enhancers, and is also enriched in the promoter region
of active genes (Tie et al. 2009; Creyghton et al. 2010). Similarly, H3K9ac is also tightly correlated
with actively transcribing promoters and is associated with reduced nucleosome density (Nishida
et al. 2006). Acetylation on the H4 histone also plays an essential role in regulating chromatin
structure since it disrupts the interactions between adjacent nucleosome required for the
formation of a condensed state (Shogren-Knaak 2006).
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Figure 1.2 Post-translational modifications of H3 lysine residues and their impact on transcription

Non-exhaustive list of possible post-translational modifications observed on lysine residues of the N-terminal tail of
histone H3. Marked histones can be detected in different regions of the gene such as the enhancers, the proximal
promoter or the gene body. The various histone marks are associated with specific permissiveness to transcription:
reduced transcription (-), improved transcription (+) or both cases observed/neutral (+/-). Modified from (Li et al.
2007).

Methylation of the lysine residues present on histone H3 tail is on the other hand more complex
and can be both associated with transcription activation or repression. Two of these, H3K27me3
and H3K9me3 have a predominant role in repression and are commonly associated with
heterochromatin. The methylation of H3K27 is indeed catalyzed by the Polycomb complex
involved in DNA compaction, notably in developmental genes (Francis et al. 2004; Di Croce and
Helin 2013). H3K9me3, on the other hand, recruits heterochromatin protein 1 (HP1) to the
chromatin (Azzaz et al. 2014; Hiragami-Hamada et al. 2016). HP1 then associates with adjacent
nucleosomes to condensate chromatin. But histone methylation can also be associated with active
transcription. For example, both H3K36me3 and H3K4me3 are found in the coding region of
transcribed genes. H3K36me3, which is observed along the entire transcribed region, follows
elongating Polll to avoid accidental transcription initiation in this permissive chromatin region
(Carrozza et al. 2005). H3K4me3 however is predominantly observed in the 5° end and promoter
region of actively transcribed genes (Bernstein et al. 2005; Heintzman et al. 2007). The
monomethylated form of H3K4 is also interesting as it is often found in enhancer regions
(Heintzman et al. 2007).

This complex histone code largely participates in organizing chromatin in domains with specific
histone marks combinations, chromatin compaction levels and precise functions, notably in
transcription (Filion et al. 2010; Ernst et al. 2011). Often, binding sites for specific transcription
factors are positioned within accessible regions, whether it is in nucleosome-free or in exposed
regions at the surface of the nucleosomes (Yuan et al. 2005; Albert et al. 2007). However, once
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bound to DNA, they typically tether a cascade of co-activators including histone modification
enzymes and chromatin remodeling complexes (Voss and Hager 2014). These co-activators
establish a favorable environment to facilitate binding of additional co-activators or general
transcription factors, allowing the proper loading of the PIC on the core promoter and Polll
elongation trough a permissive chromatin environment.

1.2 Stochasticity in transcription

After mentioning general concepts relative to transcription and the multiple factors involved, | will
focus on noise in gene expression and notably the role of transcriptional bursting. Indeed,
transcription is a highly stochastic process and a major cause of variability between identical cells.
This biophysical phenomenon could only be monitored using technical approaches developed
during the past 15 years. Thus, crucial aspects regarding the origins of transcriptional bursting, its
functions, implications and consequences on the cell remain to be determined. In this section, |
will explain the concept of transcriptional bursting in greater details. Then, | will explain the
technical approaches often chosen to monitor and measure this cellular phenomenon. Finally, |
will summarize the knowledge accumulated over the past decade on how molecular mechanisms
participate in defining transcriptional bursting parameters. This whole section is largely inspired
from (Nicolas et al. 2017), a review that | recently wrote on the role of various molecular
mechanisms in modulating transcription by influencing the burst size and/or the burst frequency.

1.2.1 Transcriptional bursting and the telegraph model

In most biological systems, genetically identical cells in a common environment display great
variability in the expression levels of their gene products (Raj and van Oudenaarden 2008; Sanchez
and Golding 2013) (Figure 1.3A), and transcription is a source of this gene expression noise (Raj
and van Oudenaarden 2008; Eldar and Elowitz 2010). Indeed, as previously mentioned, this
cellular process consists in complex and tightly ordered sequences of biochemical reactions
(Coulon et al. 2013; Voss and Hager 2014), and phenomena such as low molecular concentrations,
diffusion or transcription factor dynamics naturally bestow randomness on it (Elowitz et al. 2002;
Paulsson 2004; Pedraza and Paulsson 2008; Schoech and Zabet 2014). Part of this variability can be
explained by factors extrinsic to the gene itself, such as the cell size, the cell-cycle state, or the
concentration of certain factors involved in transcription (Raser and O’Shea 2004; Rosenfeld et al.
2006; Rinott et al. 2011; Zopf et al. 2013). However, an additional important source of
transcriptional noise arises from genes being transcribed irregularly, with RNA production greatly
fluctuating over time (Figure 1.3B). Indeed, notably in mammalian systems, RNA synthesis is often
subject to a pulsatile pattern and occurs mainly during short, often intense periods referred as
transcriptional bursts followed by longer periods of transcription inactivity (Raj and van
Oudenaarden 2008; Larson 2011). Consequently, transcript distributions of many genes are too
widely spread and cannot be explained by Poissonian distributions implying mRNA production at a
constant rate and mRNA degradation proportional to the number of mRNA molecules (Figure
1.3C, grey distribution). Thus, a widely used model to account for transcriptional bursting
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proposes that the promoter stochastically switches between active and inactive transcriptional
states (Figure 1.3D) (Golding et al. 2005; Chubb et al. 2006; Raj et al. 2006; Paré et al. 2009).
Mathematically this can be represented with a two-states “telegraph” model of gene expression,
which assumes that the promoters can be in two different states: a transcriptionally active “on”
state, or a silent “off” state characterized by a lack of transcriptional activity (Peccoud and Ycart
1995). This model can produce mRNA distributions with a variety of shapes and typically more
variance than Poisson distributions (Figure 1.3C, blue distribution) (Shahrezaei and Swain 2008;
Mugler et al. 2009; Munsky et al. 2012). The telegraph model has one parameter describing the
rate of mMRNA degradation y,,, and three parameters describing the rate of mRNA production: the
rate of switching from an “off” to an “on” state and vice versa (ko, and kg, respectively), and kn,
the average rate of mRNA transcription while in the “on” state (Figure 1.4).
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Figure 1.3 Transcriptional bursting as a source of cell-to-cell variability

(A) lllustration of heterogeneity in gene expression in fixed cells. Isogenic NIH-3T3 cells display large variability in their
cellular number of transcripts (white dots), as exemplified here with smRNA-FISH labeling Bmall mRNA. Cells are
labeled in red (HCS CellMask), and nuclei in blue (DAPI). (B) Real-time monitoring of discontinuous transcription using
a Bmall destabilized bioluminescence reporter (Blanchoud et al. 2015). Each trace represents a single-cell tracked
over three days. (C) Comparison of transcripts per cell in a population between a discrete probability distribution
(Poisson, grey) and a stochastic regime (Bursting, blue). When the mean number of transcript per cell is the same (up =
ug), the variance is larger in the bursting condition (0p < 03). (D) Schematization of the promoter activity of a bursting
gene. The promoter switches between active (On) or silent (Off) transcriptional states. RNAs production (blue bars)
only occurs during the active periods and defines the burst size b. In a bursting regime where the “on” states are
considerably shorter than the “off” states and produce an important amount of transcripts, the average number of
mMRNA per cell u is the product of the burst site b, the burst frequency f and the mRNA half-life t,,. The burst frequency
is inversely proportional to the length of the silent period, and can be expressed as the inverse of the coefficient of
variation CV2. The burst size is expressed as the mean number of transcripts divided by the frequency. Figure from
(Nicolas et al. 2017).
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Transcriptional bursting, together with additional probabilistic processes underlying gene
expression such as post-transcriptional regulation (Battich et al. 2015) or translation (Albayrak et
al. 2016), will actively contribute to generate diversity in isogenic cells (Symmons and Raj 2016).
Interdisciplinary approaches have integrated quantitative measurements of gene expression with
mathematical models in order to understand the origins and consequences of transcriptional
bursting. Measurements of gene expression can be broadly categorized as either static or time
resolved (often also termed “live”), and the mathematical approach will depend on the type of
data used as input. Experimental and mathematical approaches that allow the obtaining of
mechanistic insight from gene expression data will be describe in the following section.
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Figure 1.4 Graphical representation of the telegraph model

The promoter can switch between in a transcriptionally repressed state (red) to an active state (green) with a k,, rate.
During the active state, mRNA is produced with a transcription rate of k,,. mRNA also undergoes degradation with a y,
rate. The return to a repressed promoter state occurs with a rate of k,s Modified from (Teles et al. 2013).

1.2.2 Methods and models to monitor bursting

Over the past years, several emerging experimental approaches have allowed the monitoring of
transcriptional bursting (Raj and van Oudenaarden 2009; Larson et al. 2009; Lionnet and Singer
2012). Notably, transcription can be “directly” monitored in real-time using the MS2-GFP
approach. After introduction of specific stem loops in the transcripts to recruit fluorescently
tagged viral capsid proteins, nascent RNAs at the transcription site (TS) appear as a fluorescent
dots whose intensity fluctuates with the promoter activity (Chubb et al. 2006; Larson et al. 2011).
Although this approach greatly improved over the recent years (Ochiai et al. 2014; Tantale et al.
2016), its application to mammalian systems remains delicate and comprises technical challenges
such as the generation of a stable cell line carrying an appropriate form of the reporter (Boireau et
al. 2007; Lionnet et al. 2011; Yunger et al. 2013), or the maximization of the signal to noise ratio in
order to reliably detect the transcription spots (Yunger et al. 2010; Suter et al. 2011a).

An alternative to MS2-GFP for real-time monitoring of transcriptional bursting consists in the use
of destabilized reporters. Although the detected signal arises from the protein instead of the
transcript, short-lived luminescent (Harper et al. 2011; Suter et al. 2011a; Molina et al. 2013) or
fluorescent reporters (Harper et al. 2011; Dar et al. 2012) were both shown to be a powerful tool
for the study of transcription in living cells. Indeed, upon promoter activation, sporadic signal can
be detected with limited decay (Figure 1.5). The transcriptional bursting parameters can be
inferred by calculating the likelihood of moving between successive time points in the time series
given the telegraph parameters (Bronstein et al. 2015). Live-cell imaging methods have elucidated
transcriptional mechanisms that are difficult to quantify in fixed cells, such as the existence of the
refractory period in the “off” state preventing promoters from reactivation shortly after the
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preceding burst (Harper et al. 2011; Suter et al. 2011a; Zoller et al. 2015). In addition to the two-
state telegraph model, the analytical methods have also been extended to consider multiple
intermediate inactive states before expression reactivation (Zoller et al. 2015) and discontinuous
transitions between multiple different levels of transcriptional activity (Innocentini et al. 2013; Hey
et al. 2015; Featherstone et al. 2016; Corrigan et al. 2016).
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Figure 1.5 Concept of the short-lived reporter
In a short-lived reporter system, the gene switches between the active “on” and inactive “off” state (bottom panel).
mRNA production only occurs during the “on” state (middle panel), shortly followed by the protein (upper panel).
Because the reporter is destabilized both at the mRNA and protein level, the state of the gene at each time-point can
be inferred from the quantified pulses of reporter protein. Simulation by Dr. Nick E Phillips.

Alternatively, the telegraph model can also be used to estimate parameters by fitting
measurements of mMRNA copy number at a single-cell level, predominantly using single-molecule
RNA FISH (smRNA-FISH) (Raj et al. 2006; Senecal et al. 2014; Bahar Halpern et al. 2015b; Padovan-
Merhar et al. 2015; Skinner et al. 2016). smRNA-FISH consists in the in situ labeling of single RNA
molecules by fluorescently labeled nucleic acid probes whose sequences are complementary to
the target. Originally developed with a limited number of probes harboring multiple fluorophores
(Femino et al. 1998), the technique nowadays usually uses a higher number of shorter probes
recognizing different portions of the transcript (typically 20 to 50 probes of 18-20 nucleotides per
transcript), and each harboring a single fluorophore to limit the detection of false positives (Raj et
al. 2008). The co-localization of several sequence-specific probes onto the target transcript
enables its detection as a diffraction-limited spot using conventional widefield fluorescence
microscopes (Figure 1.6). In addition to the count of transcripts in a cell, this approach also
provides the cellular location of the RNA molecules. smRNA-FISH was successfully applied to
culture cells (Raj et al. 2006, 2008; Singer et al. 2014), tissue slices (ltzkovitz et al. 2011; Bahar
Halpern et al. 2015b) and thin organisms (Lécuyer et al. 2008; Raj et al. 2008; Ji et al. 2013).
Although several strategies were further developed using DNA adaptors to increase the number of
binding probes per target molecule, they suffer reduced penetrance into some cellular
compartments including the nucleus due to the larger size of the adaptors (Player et al. 2001;
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Battich et al. 2013). Although this imaging strategy only applies to fixed cells and thus loses the
dynamic aspects of the previously mentioned approaches, it can still be used to infer
transcriptional bursting parameters. Indeed, by only assuming that on-states are brief on the scale
of the transcript life-time, the steady state distribution becomes a negative binomial distribution
(Raj et al. 2006), whose parameters can be readily estimated using maximum likelihood. Similarly,
the telegraph model can also be fitted using single-cell RNA-seq data (Kim and Marioni 2013).
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Figure 1.6 Concept of single-molecule RNA FISH (smRNA-FISH)

Fluorescently labeled DNA probes specifically anneal to different region of the target mRNA, resulting in diffraction
limited fluorescent dot. Nascent mRNA is also labeled upon synthesis of the target region. Because of the large
amount of transcripts simultaneously synthetized during bursts, active transcription site appear as large. Modified
from (Larson et al. 2009).

1.2.3 Molecular mechanisms involved in shaping transcriptional bursting

These different approaches highlighted the frequent character of transcriptional bursting, which
was observed in virtually every organism, from prokaryotes to yeasts and higher eukaryotes. While
in bacteria pulsatile transcription seems to be a phenomenon of rare occurrence (Elowitz et al.
2002; Taniguchi et al. 2010; So et al. 2011) that possibly directly arises from the formation of
positive supercoiled DNA following the passaging of RNA Polymerase (Chong et al. 2014; Sevier et
al. 2016), it seems to be more widespread in systems with higher levels of chromatin organization.
Notably, in higher eukaryotes transcriptional bursting appears to be a quasi-universal
phenomenon governing the expression of a majority of genes observed in cultured cells (Norris et
al. 2003; Raj et al. 2006; Suter et al. 2011a), tissues (Bahar Halpern et al. 2015b) and small
organisms (Muramoto et al. 2012; Little et al. 2013; Ji et al. 2013). These studies highlighted that
different genes can display dramatically different transcriptional bursting kinetics (Suter et al.
2011a; Muramoto et al. 2012; Singer et al. 2014; Bahar Halpern et al. 2015b; Skinner et al. 2016).
A convenient way to describe the transcriptional bursting behavior of a gene is to refer to its burst
frequency (i.e. the number of bursts in time units) and its burst size (i.e. the mean number of
transcripts produced per burst episode). Typically, across mammalian systems, the burst
frequency of expressed genes ranges from a burst every 30 minutes to up to 10 hours, and the
burst size from one to several hundreds of transcripts (Lionnet and Singer 2012). This diversity in
transcriptional bursting profiles likely reflects the complexity of gene regulation and the variety of
molecular mechanisms involved in tuning gene expression at the transcriptional level. However,
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how molecular aspects of transcription directly influence the bursting specificities of the genes has
long remained elusive (Suter et al. 2011b; Lenstra et al. 2016). Over the past years, considerable
efforts were made to modulate transcriptional bursting and identify its molecular mechanisms in
higher eukaryotic systems (Figure 1.7) (Table 1.1).
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Figure 1.7 Molecular mechanisms regulating transcriptional bursting

Schematic representation of a transcribed gene, including DNA (black line), a core promoter (large white box), cis-
regulatory elements (small white boxes), the TSS (arrow), a specific transcription factor (small grey sphere), the pre-
initiation complex (large grey oval) and nucleosomes (grey cylinders). Text boxes highlight specific molecular
mechanisms participating in transcriptional bursting modulation. Their coloration represents their relative role on
tuning the burst size (blue), the burst frequency (red) or both (purple). Colors proportions refer to the number of
studies referenced in Table 1.1. Figure taken from (Nicolas et al. 2017)

Despite the variety of experimental systems probed, a majority of studies assessing changes in
transcription dynamics upon stimulation demonstrated an important effect on burst frequency
(Singh et al. 2010; Larson et al. 2013; Senecal et al. 2014; Bahar Halpern et al. 2015b). These
experimental approaches typically activate cellular pathways that eventually lead to changes in
the availability of transcription factors involved in initiating early steps of transcription. The
binding of these transcription factors to DNA can occur close to the TSS or at distal region, leading
to the formation of DNA loops, also identified as regulators of burst frequency (Bartman et al.
2016; Fukaya et al. 2016; Chen et al. 2017). Thus, the burst frequency may be directly proportional
to the concentration of transcription activators. This would be consistent with observations
performed on the presence of transcription factors on gene promoters at steady state in the
Drosophila embryo: fitting hunchback expression levels with the nuclear concentration of its
activator BICOID indeed revealed that the regulation could be achieved by only affecting burst
frequency (Xu et al. 2015)
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Promoter Cell type Monitoring approach

Experimental condition

Consequence on bursting

Reference

1) Local chromatin environment

HIV-1 LTR Jurkat Flow cytometry

HIV-1 LTR Jurkat Flow cytometry

Synthetic GRE u20s MS2-GFP

Synthetic CCAAT-box NIH-3T3 Short-lived protein reporter
HIV-1 LTR Jurkat Short-lived protein reporter
HIV-1 LTR Jurkat SmRNA-FISH, Flow cytometry
CcMV 6C2 Flow cytometry

Random integration
Random integration
Random integration
Random integration
Random integration
Random integration
Random integration

Burst size

Burst size

Burst size

Burst size

Burst size and frequency
Burst size and frequency
Burst frequency

(Singh et al. 2010)
(Skupsky et al. 2010)
(Larson et al. 2013)
(Zoller et al. 2015)
(Dar et al. 2012)
(Dey et al. 2015)
(Vifiuelas et al. 2013)

2) Nucleosome occupancy

HIV-1LTR Jurkat SmRNA-FISH

DNase hypersensitivity assays

Burst frequency

(Dey et al. 2015)

3) Histone modifications

Synthetic CCAAT-box NIH-3T3 Short-lived protein reporter
pri2c2 NIH-3T3 Short-lived protein reporter
hPRL GH3 Short-lived protein reporter
HIV-1 LTR Jurkat Short-lived protein reporter
Genome-wide hESC Single-cell RNA-seq

acts Dictyostelium MS2-GFP

arntl NIH-3T3 Short-lived protein reporter
CcMV 6C2 Flow cytometry
Genome-wide hESC Single-cell RNA-seq
Genome-wide hESC Single-cell RNA-seq
Genome-wide hESC Single-cell RNA-seq

TSA treatment

TSA treatment

TSA treatment

TSA treatment

H3K4me2 ChiIP-seq correlation
H3K4 methyltransferase mutants
TSA treatment

TSA treatment

H3K36me3 ChIP-seq correlation
H3K79me2 ChIP-seq correlation
H4K20me1l ChIP-seq correlation

Burst size

Burst size

Burst size

Burst size

Burst size

Burst size and frequency
Burst frequency
Burst frequency
Burst frequency
Burst frequency
Burst frequency

(Suter et al. 2011a)
(Suter et al. 2011a)
(Harper et al. 2011)
(Dar et al. 2012)

(Wu et al. 2017)
(Muramoto et al. 2010)
(Suter et al. 2011a)
(Vifiuelas et al. 2013)
(Wu et al. 2017)

(Wu et al. 2017)

(Wu et al. 2017)

4) Number of cis-regulatory elements

Synthetic tetO CHO SmRNA-FISH
Synthetic CCAAT-box NIH-3T3 Short-lived protein reporter
c-Fos U20s SmRNA-FISH

1 or 7 tTA binding sites
1 or 2 NF-Y binding sites
1 or 4 TALE binding sites

Burst size
Burst size
Burst size

(Raj et al. 2006)
(Suter et al. 2011a)
(Senecal et al. 2014)

5) Affinity of cis-regulatory elements
act5 Dictyostelium
Synthetic CCAAT-box NIH-3T3

MS2-GFP
Short-lived protein reporter

TATA-box mutant
CCAAT-box mutants

Burst size
Burst size and frequency

(Corrigan et al. 2016)
(Suter et al. 2011a)

6) DNA looping

B-globin Hemato precursor SMRNA-FISH Looping in erythroid maturation Burst size and frequency (Bartman et al. 2016)
B-globin G1E-ER4 SmMRNA-FISH Forced promoter-enhancer looping Burst frequency (Bartman et al. 2016)
sna Drosophila embryo MS2-GFP Substitution of distal enhancers Burst frequency (Fukaya et al. 2016)
eve Drosophila embryo MS2-GFP Forced promoter-enhancer looping Burst frequency (Chen et al. 2017)

7) Transcription factors availability

Synthetic tetO CHO SMRNA-FISH Doxycycline-modul. tTA availability Burst size (Raj et al. 2006)
ctgf NIH-3T3 Short-lived protein reporter TGF-B stimul. and serum induction Burst size (Suter et al. 2011a)
HIV-1 LTR Jurkat Short-lived protein reporter TNF-a stimulation Burst size and frequency (Dar et al. 2012)
nanog Bruce4 mESCs MS2-GFP Induction in 2i medium Burst size and frequency (Ochiai et al. 2014)
B-actin MEFs MS2-GFP Serum induction Burst size and frequency (Kalo et al. 2015)
pckl and gépc Mouse liver SMRNA-FISH Fasting Burst size and frequency (Bahar Halpern et al. 2015b)
cyclinD1 HEK293 MS2-GFP Wnt3a stimulation Burst size and frequency (Kafri et al. 2016)
HIV-1 LTR Jurkat Flow cytometry TNF-a stimulation Burst frequency (Singh et al. 2010)
Synthetic GRE u20s MS2-GFP Steroid induction Burst frequency (Larson et al. 2013)
nanog E14 mESCs smRNA-FISH, protein reporter Induction in 2i medium Burst frequency (Singer et al. 2014)
c-Fos U20s SMRNA-FISH Zinc or serum induction Burst frequency (Senecal et al. 2014)
hunchback Drosophila embryo SMRNA-FISH Immunofluorescence of Bcd Burst frequency (Xu et al. 2015)
HIV-1 LTR Jurkat Short-lived protein reporter TNF-a stimulation Burst frequency (Dar et al. 2016)
Erg, Gfilb, Hhex, Mpl ~ HPC7 Single-cell gPCR Gfil overexpression Burst frequency (Ezer et al. 2016)
Procr and Gfilb HPC7 Single-cell gPCR Gata2 knock-down Burst frequency (Ezer et al. 2016)

Table 1.1: Experimental modulation of transcriptional bursting in higher eukaryotes genes

List of genes with modulated bursting kinetics between experimental conditions. The list is divided into seven types of
molecular mechanisms influencing transcriptional bursting and corresponding to the ones described in Figure 1.7.
Each entry comprises a specific promoter, the transcriptional bursting monitoring approach, the cellular system used,
the type of experimental conditions tested, the aspect of transcriptional bursting predominantly modulated between
the conditions, and the reference of the original study. Modified from (Nicolas et al. 2017).

Binding of transcription activators to specific regions on the promoter may also be linked to the
nucleosome clearance at the TSS. Indeed, the low nucleosome occupancy found to be linked with
high burst frequency in both yeast (Brown et al. 2013; Dadiani et al. 2013) and mammalian cells
(Dey et al. 2015) could result from the cascade of sequential events following transcription factor
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binding occurring at the promoter to initiate transcription. In addition to modulating the process
of bursting at the frequency level, transcription factors can also, in some cases, participate in
tuning bursting intensity by additionally affecting the burst size (Dar et al. 2012; Ochiai et al. 2014;
Kalo et al. 2015). This possibility could be specific to some transcription factors, or reflect a more
general complementary mode of transcription regulation when burst frequency reaches an upper
limit and higher expression levels can only be achieved by modulating alternative bursting
parameters (Dar et al. 2012). Molecularly, this phenomenon could arise from saturating
concentrations of transcription factor around the gene, provoking quasi-immediate reformation of
the transcription initiation complex following its detachment after a transcription event.

In contrast to the factors involved in transcription activation and mainly influencing burst
frequency, others, notably DNA regulatory elements of the promoter, predominantly modulate
the size of the bursts (Raj et al. 2006; Suter et al. 2011a; Senecal et al. 2014; Corrigan et al. 2016).
Indeed, the sequence of DNA regulatory elements influences transcription factor residency time
rather than availability. Transcription factor residency time on DNA will stabilize transcription
initiation complexes, thus allowing the production of a higher number of transcripts before it
detaches from the promoter and provokes the switch back into the inactive state.

Aside from transcription factors, the crucial role of nucleosomes in shaping transcriptional
bursting was unambiguously demonstrated by noticing absence of bursting when a gene was
expressed from a plasmid with no chromatin context (Larson et al. 2013). The general chromatin
state of the gene, mainly assessed by random insertion of the same reporter at different genomic
locations, primarily influences the burst size in both yeasts (Batenchuk et al. 2011) and
mammalian cells (Singh et al. 2010; Skupsky et al. 2010; Dar et al. 2012; Dey et al. 2015). Rather
than participating in transcription initiation, the local chromatin environment is more likely
involved in facilitating transcription efficiency once it is already initiated, therefore increasing the
transcription yield in every on-phase. This is compatible with the recurrent pausing of Polll in
proximity of nucleosomes observed in yeasts (Churchman and Weissman 2011).

However, it is not yet possible to link specific histone modifications with a particular pattern of
transcriptional bursting. Indeed, similar histone marks were shown to display various bursting
responses that seem to be gene-specific. Notably, histone deacetylases inhibitors could increase
global expression levels by modulating both the burst size or the burst frequency (Harper et al.
2011; Suter et al. 2011a; Dar et al. 2012), while acetylation marks in a genome wide study were
not found to specifically correlate with either of these bursting parameters (Wu et al. 2017).
Although the molecular mechanisms listed here have been the most investigated ones in the
context of bursting regulation, the participation of other phenomenon is not excluded. This could
notably embrace transcriptional pausing or additional processes related to Polll elongation (Suter
et al. 2011b; Lionnet and Singer 2012; Lenstra et al. 2016). Also, while size and frequency are
widely used parameters to describe transcriptional bursting, these concepts are approximations
that satisfyingly permit a quantitative description of the stochastic transcription process, and the
impact of the molecular mechanisms listed here could possibly be better captured by alternative
descriptions of the transcription process.
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1.3 The mammalian circadian clock system

So far, studies assessing transcriptional bursting in real-time in higher eukaryotes have mainly
focused on isolated genes (Paré et al. 2009; Harper et al. 2011; Ochiai et al. 2014; Kafri et al.
2016), or groups of uncorrelated genes (Suter et al. 2011a). The mammalian circadian clock offers
the opportunity to study gene expression in an endogenously dynamic system composed of
various genes with different modes of regulation, and has thus been widely studied to improve
our understanding of this crucial cellular process at every possible regulatory step (Mermet et al.
2017). The circadian clock is indeed a model system for the study of transcription factor binding
(Rey et al. 2011; Sobel et al. 2017), transcription (Le Martelot et al. 2012; Koike et al. 2012),
histone modifications (Ripperger and Schibler 2006; Feng et al. 2011), post-transcriptional
regulation (Morf et al. 2012; Du et al. 2014) or translation (Atger et al. 2015; Janich et al. 2015).
The massive amount of knowledge accumulated greatly facilitates the understanding of less
understood phenomenon (such as transcriptional bursting) studied in the same system.

In the following chapter, | will briefly explain the concept of circadian clock and the molecules
involved in its generation and maintain. | will then further focus on the knowledge accumulated
over the past years on the transcriptional regulation of this system, and | will finally detail the
transcriptional regulation of Bmall, a core clock gene whose transcriptional bursting behavior is
assessed in detail in this study.

1.3.1 The core clock

From Cyanobacteria to animals, plants and fungi, life on earth evolved with the 24 hour rotation of
the planet. To anticipate daily changes in their environment such as light/dark cycle, temperature
variation or food availability, organisms developed an internal timing system called circadian clock
(Hastings et al. 2003; Bell-Pedersen et al. 2005). In mammals, the circadian rhythm regulates
several behavioral and physiological aspects. Among those are the sleep/wake cycle, hormonal
secretions, the body temperature and numerous metabolic processes (Panda 2016).
Synchronization of the circadian clock mainly occurs through environmental cues. Indeed,
although the organism endogenously generates its own rhythm of around 24 hours, it is constantly
entrained by external signals called Zeitbegers that adjust its phase and period. The main
Zeitgeber is light. The 20’000 neurons in the anterior part of the hypothalamus composing the
suprachiasmatic nucleus (SCN) integrate the light signal from the photoreceptors of the retina
trough the retinohypothalamic tract to synchronize their own clocks (Dibner et al. 2010; Welsh et
al. 2010). The SCN will in turn transmit the information to peripheral clocks through systemic cues
such as hormones (notably glucocorticoids), metabolites, body temperature or the sympathetic
nervous system (Hastings et al. 2003; Mohawk et al. 2012). Indeed, most cells of the organism
contain their own cell-autonomous and self-sustained oscillator (Yoo et al. 2004; Nagoshi et al.
2004). In addition to the synchronization through the SCN central pacemaker, peripheral clocks
can also be sensitive to additional cues that participate in regulating their circadian clocks. For
example, rhythmic expression in the liver is largely influenced by feeding (Damiola et al. 2000;
Stokkan et al. 2001; Vollmers et al. 2009).
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In individual cells, the circadian clock consist in a complex interplay between transcriptional-
translational feedback loops oscillating with a periodicity of ~24 hours (Partch et al. 2014). The
canonical feedback loop is composed of the two basic helix-loop-helix (bHLH) activators BMAL1
and CLOCK. These proteins form a heterodimer and activate the expression of downstream genes
by binding E-boxes in their promoter regions (Gekakis et al. 1998; Ripperger and Schibler 2006;
Rey et al. 2011) (Figure 1.8). Among CLOCK-BMALI1 targets, Cryptochromes (CRY1 and CRY2) and
Periods (PER1, PER2 and PER3) act as repressors for the same loop: upon translation, CRYs and
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Figure 1.8 The molecular core clock

The molecular core clock is composed of two interlocked transcriptional-translational feedback loops. The canonical
loop consists in the transcriptional activators BMAL1 and CLOCK (green) that regulate the expression PERs and CRYs
(red). PERS and CRYs form a complex that will inhibit the activity of BMAL1 and CLOCK, thus repressing their own
activity. PERs are further regulated by multiple systemic factors acting though CRE, HSE, SRE and GRE elements in
their promoters. Expression of Bmall and Clock is regulated by another loop involving the ROR activators (green)
and the REV-ERB inhibitors (orange). Modified from (Schibler et al. 2015).
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PERs associate in the cytosol to form a complex that translocates into the nucleus to inhibit CLOCK
and BMALI1 activity (van der Horst et al. 1999; Kume et al. 1999; Sato et al. 2006; St. John et al.
2014). Therefore, CRYs and PERs indirectly repress their own expression. This negative feedback
loop is tightly regulated at the post-transcriptional translational level, since the nuclear
translocation and degradation of the complex is regulated by the activity of enzymes notably of
the Casein kinase 1 (CKI) family (Vielhaber et al. 2000; Eide et al. 2005; Reischl et al. 2007).
Interestingly, peripheral clocks are mainly synchronized through modulation of Perl and Per2
expression since their promoters contain several elements such as CRE, GRE and SRR that directly
respond to systemic cues (Travnickova-Bendova et al. 2002; Gerber et al. 2013; Cheon et al. 2013).
Other CLOCK-BMAL1 targets participate in accessory regulatory loops. It is the case of a family of
nuclear receptors composed of both activators (RORa, RORb and RORc) and repressors (REV-ERBa
and REV-ERBB), which are directly involved in controlling BMAL1 and CLOCK expression through
the RORE motifs in their promoter regions (Guillaumond et al. 2005; Cho et al. 2012). Finally,
DBP/TEF/HLF and E4BP4 are activators and repressor, respectively, that additionally participate in
the regulation of other clock genes such as PERs and RORs in a D-box-mediated way (Mitsui et al.
2001; Ueda et al. 2005).

In addition to generating and maintaining the 24 hours rhythmicity, the core clock regulates the
expression of downstream targets. Thousand of transcripts are dynamically expressed with a
period of 24 hours in various tissues. However, only a small fraction of these rhythmically
expressed genes overlap between the different tissues (Storch et al. 2002; Zhang et al. 2014).
Therefore, the circadian clock is crucial to regulate the tissue-specific temporal expression of
genes involved in various cellular processes such as metabolism (Panda et al. 2002; Eckel-Mahan
et al. 2012), proliferation (Miller et al. 2007) or signaling (Ueda et al. 2002; Zhang et al. 2014).

1.3.2 The transcriptional regulation of circadian genes

As implied above, the rhythmic expression of the core clock and other circadian genes is largely
influenced by the motifs present in their promoters. Indeed, promoter region of most circadian
genes is composed of regulatory elements of three types that recruit distinct rhythmic
transcription factors and define the gene expression phase (Ukai-Tadenuma et al. 2008, 2011)
(Table 1.2). E-boxes are involved in the expression of morning genes while D-boxes triggers
daytime expression and RORE nighttime expression phases (Ueda et al. 2005). According to the
phase vector model, the expression phase of circadian genes is determined by the combination of
phase-specific regulatory elements of their promoters and the rhythmic activity of their
corresponding activators and repressors (Yamamoto et al. 2004; Ukai-Tadenuma et al. 2011; Jolley
et al. 2014).

The phase-specific binding of transcription factors induces additional transcriptional regulatory
changes. Indeed, the BMAL1-CLOCK complex is thought to have pioneering properties that allow
its binding to DNA wrapped around nucleosomes to promote rhythmic nucleosome removal
(Menet et al. 2014). Additionally, histone modifications such as acetylation or methylation were
shown to oscillate with a 24-hours periodicity at the promoter of circadian genes (Etchegaray et al.
2003; Ripperger and Schibler 2006; Koike et al. 2012; Vollmers et al. 2012; Fang et al. 2014).

26



Gene name ‘ Clock function Promoter motifs ‘ References |

Arntl Act (E) R (2) (Preitner et al. 2002; Ueda et al. 2005; Akashi and Takumi 2005; Guillaumond
(Bmal1) ¢ et al. 2005; Takeda et al. 2012)2)
Clock Act (E) R (Ueda et al. 2005; Takeda et al. 2012)2)
Npas2 Act (E) R(2) (Ueda et al. 2005; Crumbley et al. 2010; Takeda et al. 2011)1)
(Bhihe9) et yetal S50 :
(Hida et al. 2000; Mitsui et al. 2001; Travnickova-Bendova et al. 2002; Honma
Perl Rep (E) E(5), D, G(2), C et al. 2002; Ueda et al. 2005; Nakashima et al. 2008; So et al. 2009; Yamajuku
et al. 2010; Reddy et al. 2012)2)
(Travnickova-Bendova et al. 2002; Ueda et al. 2005; Ohno et al. 2006; So et al.
per2 Rep (E) E(2), D(2), G(2), &S | 3009. vamajuku et al. 2010; Gerber et al. 2013; Cheon et al. 2013)3)
Per3 Rep (E) E, D(2) (Jin et al. 1999; Ueda et al. 2005; Nakahata et al. 2008)8)
(Etchegaray et al. 2003; Ueda et al. 2005; Fustin et al. 2009; Ukai-Tadenuma et
Cryl Rep (E) E(2), D, R(2) al. 2011; Takeda et al. 2012)2)
Cry2 Rep (E) NA -
(Ripperger et al. 2000; Ueda et al. 2005; Nakashima et al. 2008; Stratmann et
Dbp Act (D) EG) al. 2010; Yamajuku et al. 2010; Ueshima et al. 2012)2)
HIf Act (D) NA -
Tef Act (D) E(2) (Nakahata et al. 2008)8)
(EI:IIJZS;) Rep (D) R(2) (Ueda et al. 2005; Takeda et al. 2012)2)
Rora Act (R) D(3) (Ueda et al. 2005)5)
Ror8 Act (R) D(1) (Ueda et al. 2005)5)
Rory Act (R) E(2),R (Ueda et al. 2005; Takeda et al. 2012)2)
Nrid1 2)(Adelmant et al. 1996; Raspé et al. 2002; Ueda et al. 2005; Nakashima et al.
(Rev-Erba) Rep (R) E(5), R(2) 2008; Stratmann et al. 2010; Ueshima et al. 2012)
(Rg\:’:lEiiS) Rep (R) E(2),D (Ueda et al. 2005; Yang et al. 2013)3)

Table 1.2 Promoter composition of circadian genes

Non-exhaustive list of the cis-regulatory elements regulating the core clock genes and some of their principal
downstream targets. The name of the gene (and putative alternative names) is indicated, as well as the function in the
clock: activator (Act) or repressor (Rep) or E-boxes (E), D-boxes (D) or RORE (R). The motifs found in the promoters of
these genes can comprise E-boxes (E), D-boxes (D) or RORE (R). The number of each identified motifs is indicated in
brackets. In addition to phase-specific elements, Perl and Per2 are regulated by motifs involved in the clock
synchronization through systemic cues: Glucocorticoid receptor (G), cAMP response (C) and Serum response (S)
elements. NA stands for not assessed

Indeed, several core clock complexes were shown to contain histone-modifying enzymes. For
example, on E-boxes, the BMAL1-CLOCK complex favors transcription by recruiting the p300
acetyl-transferase, the MLL1 methyl-transferase and the JARID1a demethylase (Etchegaray et al.
2003; Katada and Sassone-Corsi 2010; DiTacchio et al. 2011). Interestingly, CLOCK itself was
proposed to functions as a histone acetyl-transferase (Doi et al. 2006). In contrast, during
transcriptional repression, H3K27 residues in E-box-containing promoters are di- and tri-
methylated by the Polycomb repressive complex (Etchegaray et al. 2006). Additionally, BMAL1-
CLOCK-mediated histone acetylation is reversed by the recruitment of the SIN3A and NuRD
histone deacetylases to the promoter via the PER-CRY repressive complex (Duong et al. 2011; Kim
et al. 2014). These temporal variations in histone marks and nucleosome occupancy likely have a
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predominant role in the phase-specific loading of Polll onto circadian promoters (Koike et al. 2012;
Sobel et al. 2017).

Finally, transcription regulation of circadian genes also likely involves global reorganization of
chromosomes within the nucleus. Although the exact impact on transcriptional output remains
uncertain, the genomic loci of Clock and Per2 were found to get physically closer to each other
with a 24-hour periodicity, the closest distance corresponding to Clock peak of expression (Chen et
al. 2015a). Similarly, Dbp promoter was shown to form long-range rhythmic and clock-dependent
contacts with other genomic regions (Aguilar-Arnal et al. 2013). In addition to the dynamic
interactions between rhythmically expressed loci, some genes change sub-nuclear compartments
over the circadian period. It is the case of the rhythmically expressed Pard3 gene, which locus
translocates to the lamina in a CTCF and PARP1-mediated way during its trough of expression
(Zhao et al. 2015).

Thus, although all core clock genes belong to the same system and are involved in the generation
and maintain of the 24 hour rhythmicity in cells, their transcriptional regulation differs depending
on the circadian regulatory elements composing their promoters and recruitment of specific
transcription factors and co-regulators.

1.3.3 Bmall promoter and its regulation

Among core clock genes, Bmall is particularly interesting. First, its role in the core clock is very
central: in addition to being a key regulator of the positive arm of the canonical feedback loop, it is
the only core clock gene without paralogues and consequently the only simple knockout to confer
arrhythmicity (Bunger et al. 2000). Additionally, the Bmall is among the simplest core clock
promoters since its rhythmicity is driven by two RORE motifs located downstream of the TSS
(+36/+47 and +72/+83) (Preitner et al. 2002). These ROREs are rhythmically bound by two groups
of transcription factors of the nuclear receptors family (Forman et al. 1994).

The activators of Bmall expressions are the RORs nuclear receptors (Guillaumond et al. 2005;
Takeda et al. 2012). While RORa and RORy are expressed in most tissues, RORP expression pattern
is largely limited to the brain (Hirose et al. 1994; André et al. 1998). RORs bind to DNA as
monomers (Giguére et al. 1995; Harding et al. 1997; Sato et al. 2004), and further recruit co-
activators that combine several mechanisms to trigger the expression of downstream genes
(Atkins et al. 1999). Notably, RORs are suspected to recruit histone acetyl-transferases (HAT) to
Bmall promoter since histone acetylation levels on Bmall are rhythmic and temporally coincide
with the recruitment of RORs (Liu et al. 2007; Sun et al. 2011; Papazyan et al. 2016). This
characteristic may be link to the RORs co-activator PGC-1a, which forms a complex with several
HATSs (Liu et al. 2007). Additionally, oscillations in Bmall expression require H3K4me3 triggered by
the rhythmically expressed histone methyltransferase MLL3 (Valekunja et al. 2013). This process is
likely mediated by RORs, since they can direly interact with both MLL3 and MLL4 (Kim et al. 2015).
Finally, the RORs-mediated recruitment of members of the SWI/SNF nucleosomes remodeling
complex substantially participates in the amplitude of Bmall rhythmic expression (Zhu et al.
2015). Interestingly, RORs natural ligands, cholesterol and other sterol metabolites, modulate their
activity (Kallen et al. 2002; Wang et al. 2010a). However, ligand binding reduced the affinity of
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RORs for their co-regulators (Wang et al. 2010b). Thus, RORs ligands act as inverse agonists, and
their presence diminishes Bmall expression levels (Wang et al. 2010a).

The transcriptional repression of Bmall during its low expression phase is ensured by the two
paralogues REV-ERBa and REV-ERBp (Harding and Lazar 1995; Preitner et al. 2002; Guillaumond et
al. 2005). Two mechanisms of action permit the transcriptionally repressive action of REV-ERBs
(Harding and Lazar 1995). First, trough competition, monomers can bind to individual ROREs and
thus restrict their access for ROR activators. However, for longer-term repression of Bmall, two
REV-ERB proteins are required. By binding the two adjacent ROREs on the promoter, they recruit
the NCoR co-repressor (Zamir et al. 1997) and histone deacetylase HDAC3 to modify the
epigenome surrounding Bmall gene (Yin and Lazar 2005; Zhang et al. 2015). This mechanism
establishes a repressive chromatin state oscillating with a 24-hour periodicity to down-regulate
Bmall expression (Feng et al. 2011). Functionally, REV-ERBa and REV-ERBJ use heme metabolite
as natural ligand (Raghuram et al. 2007; Yin et al. 2007). However, in contrast to RORs ligands, it is
required for REV-ERBs activity and reduction of intracellular heme concentration decreases REV-
ERB-mediated gene repression.

In addition to the ROREs, other binding sites such as CCAAT-boxes and GC cluster located closely
upstream of the TSS may additionally regulate Bmall basal expression (Hirota et al. 2010a; Xiao et
al. 2013; Shostak et al. 2016). Also, SAF-A is thought to bind the nucleosome depleted region
downstream of Bmall TSS (Onishi et al. 2008). However, their exact role is poorly understood, and
they do not seem to affect the expression rhythmicity.

Besides histone modification and transcription factor binding, DNA methylation can be considered
as a regulatory mechanism affecting the expression of CpG-rich promoters including Bmall
(Deaton and Bird 2011). Around promoters, CpG methylation often corresponds to stable silencing
of transcription. If Bmall promoter remains unmethylated in normal conditions (Onishi et al. 2008;
Lin et al. 2012), it was found to be hypermethylated in some types of cancer leading to its
downregulation and the loss or rhythmicity in its expression (Taniguchi et al. 2009; Satou et al.
2013).

1.4  Hypothesis and aims of the study

Transcription is a very complicated process. The recent discovery of transcriptional bursting can be
considered as an opportunity to better understand gene regulation. Indeed, recent studies
highlighted the gene-specific character of transcriptional bursting (Suter et al. 2011a; Singer et al.
2014; Bahar Halpern et al. 2015b). The important variations in burst size and frequency observed
between genes likely contain substantial information on their regulation and transcription mode.
Indeed, genes with similar transcriptional bursting behaviors probably share regulatory properties.
However, how molecular mechanisms influence the burst size and frequency remains unclear
(Nicolas et al. 2017).

Only very recently, transcriptional bursting started to be studied in dynamic systems to improve
the understanding of the underlying mechanisms (Molina et al. 2013; Senecal et al. 2014; Bahar
Halpern et al. 2015b). For such approach, the mammalian circadian clock is ideal. Indeed,
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transcription of circadian genes is endogenously dynamic, with their promoters spontaneously
switching between active and repressed phases in a 24 hours period. The length of this period is
optimal since it is sufficiently short to monitor several cycles simultaneously, but still largely longer
than the bursting time-scale. Also, the switch between the active and inactive circadian phase is
smooth, which also allows the study of the transition states. Additionally, the circadian regulatory
network is simple and well understood, with promoters composed of three types of regulatory
elements and known regulatory mechanisms. Finally, the circadian system can be studied in
cultured cells (Nagoshi et al. 2005), which greatly facilitates the monitoring of transcriptional
bursting and the panel of experimental possibilities.

Because of its central role in the circadian clock, the simplicity of its promoter and its well-
understood regulatory mechanisms, Bmall is particularly interesting. Thus, in this project, we used
the previously published short-lived luciferase system (Suter et al. 2011a) to monitor in real-time
the variations in transcriptional bursting properties of the Bmall core clock gene over several
circadian cycles. The technical approach was highly modular and permitted variations in the
experimental conditions such as the integration of the promoter at different genomic sites, or the
modulation of Bmall expression using specific drugs or promoter point mutations. Using this
approach, we could deduce which molecular changes at the promoter level correlated with
specific bursting variations (and thus possibly causally participate in their establishment). In
addition to Bmall, the circadian system offered the opportunity to expand the discoveries to
other rhythmically expressed promoters, but at different phases and involving different regulatory
mechanisms.

In this work, we addressed to following questions:

* How does the transcriptional bursting behavior of Bmall and other rhythmically expressed
genes oscillate within the circadian period?

* How does the integration site of a promoter influences its transcriptional bursting
characteristics, and does it affect the same bursting properties than the circadian clock?

* What molecular mechanisms occurring at the promoter level temporally coincide with
variations of bursting

* Do other circadian genes regulated by various factors display the same periodic variations
in their transcriptional bursting behavior than Bmal1?

* Are correlations between a molecular mechanism and a bursting property observable
genome-wide?
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Chapter 2 Results

2.1 Design and validation of the short-lived luciferase expression vector

Although transcriptional bursting parameters can be measured using both static and live
approaches (Raj and van Oudenaarden 2009; Larson et al. 2009; Lionnet and Singer 2012), real-
time monitoring typically provides more robust estimations since it directly relies on measured
transcriptional dynamics. However, the real-time monitoring of transcriptional bursting is a
challenging and delicate experimental task. The experimental approach should be sufficiently
precise to trustfully detect transcription products, and ideally allow their quantification at the
single-molecule resolution. Among the available approaches, destabilized protein reporters are
commonly used to infer the transcriptional bursting parameters of selected promoters (Harper et
al. 2011; Suter et al. 2011a; Dar et al. 2012; Molina et al. 2013). Although the detected signal
arises from the protein rather than the transcript, the reduced protein and mRNA half-lives permit
signal detection with limited delay from the transcriptional event. The transcriptional bursting
parameters can be inferred with a telegraph model whose parameters are fitted to the single-cell
time traces. In this study, we opted for a destabilized luciferase reporter approach. In addition to
reliably estimate the transcriptional bursting properties of a given promoter, this approach is used
in our laboratory and thus required little optimization at the experimental setup and
computational analysis level (Suter et al. 2011a; Molina et al. 2013; Zoller et al. 2015).

The following chapter will describe the design and experimental validation of a new version of the
short-lived firefly luciferase reporter vector specifically designed for this work.

2.1.1 Design of a short-lived luciferase expression vector

The design of the short-lived luciferase vector specifically developed for the present study was
based on an existing short-lived luciferase reporter mainly used to assess bursting signatures of
endogenous genes using a gene-trapping strategy (Suter et al. 2011a). As mentioned in chapter
1.4, the work presented in this manuscript first aimed at characterizing the transcriptional bursting
properties of the Bmall promoter, notably during the circadian period. However, the reporter had
to be extensively moldable to allow bursting properties comparison between modified versions of
the promoter and with additional circadian promoters with different expression phases and
regulatory mechanisms. Also integration site-driven variations in transcriptional bursting should be
assessed. Thus, the experimental design required the following additions to the existing reporter
vector:
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a) A facilitated cloning approach to integrate any promoter of choice or promoter variants to
drive the expression of the short-lived luciferase

b) A system permitting the integration of a single copy of the reporter per cell, either at the
same genomic location to compare conditions or at different loci to assess the role of the
integration environment on transcriptional bursting.

To account for these needs, and despite a previously existing Bmall short-lived luminescence
lentiviral reporter (Suter et al. 2011a), several features of the original vector were replaced. It is
notably the case of the former promoter, all lentiviral elements and the Blasticidin resistance gene
used as a selection marker that were removed in the new version. Instead, we opted for a
Gateway cloning cassette upstream of the luciferase coding sequence to facilitate the integration
of any type of promoter into the expression vector. We also implemented the Flp/FRT system to
stably integrate a single copy of the vector in a given genomic location (Wirth and Hauser 2004)
(Figure 2.1).

Flp recombinase

ﬂ

==

Figure. 2.1 Generation of cells stably expressing the short-lived luciferase reporter

The flexibility of the system was made possible by a Gateway cassette, which allowed the integration of any type of
promoter to drive the expression of the short-lived luciferase, and the Flp/FRT system that permited the
recombination of the plasmid always at the same location into FRT-compatible NIH-3T3 cells.

Concretely, the short-lived luciferase expression vector designed for this study was composed of
the following elements (5’ to 3’) (Figure 2.2):

1) A Gateway cloning cassette to facilitates the integration of any promoter of choice (or
variants of the same promoter) to drive the expression of the short-lived luciferase without
using a restriction enzyme-based cloning strategy.

2) A Kozak consensus sequence and an F2A peptide to handle promoters with various
properties. While the TSS is expected to be present on the promoter region integrated
using the Gateway system, endogenous start codon is not required. The Kozak sequence
was added downstream of the promoter region to compensate for its possible absence in
the integrated promoter region (which is notably the case for Bmall promoter). For
promoters already containing their own endogenous Kozak sequence, the F2A peptide
allowed cleavage by ribosome skipping between the N-terminal region encoded by the
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cloned promoter region and the short-lived luciferase (Ryan and Drew 1994). This strategy
avoided putative lengthening of the reporter half-life resulting from the protein fusion.

3) The short-lived luciferase coding sequence, whose expression is driven by the cloned
promoter. This luciferase is identical to the previous version of the reporter (Suter et al.
2011a). Its N-terminal region consists in the Luc2 firefly luciferase gene (Promega), while
the C-terminal region contains a nuclear localization signal (NLS) to both concentrates the
signal in the nucleus and reduce the half-life of the protein (Suter et al. 2011a). The C-
terminal region also contains a PEST sequence and an AU-rich elements to destabilize the
protein and the transcript. Indeed, the PEST sequence acts as a signal for proteasome
degradation (Rogers et al. 1986; Garcia-Alai et al. 2006), while the AU-rich element targets
mMRNAs for rapid degradation through the binding of multiple cellular factors (Shaw and
Kamen 1986; Barreau 2005).

4) An Flp recognition target (FRT) cassette to recombine the entire short-lived luciferase
expression plasmid into an FRT cassette in the genome of compatible cells. The cassette
comprises an FRT site and the 3’ region of a Hygromycin resistance gene. Upon transfection
of the FRT cassette-containing short-lived luciferase expression vector in FRT-compatible
cells, co-transfected Flippase (Flp) recombinase drives the plasmid recombination into a
genomic FRT site (Schlake and Bode 1994; Zhu and Sadowski 1995). The recombination
event reconstitutes the full-length Hygromycin resistance gene, allowing for the selection
of cells with properly integrated reporter.

ATG NLS ARE
== GW cassette -I luc2
F2A PEST pA ~500bp

Figure 2.2 Graphical representation of the short-lived luciferase expression vector

At scale representation of the different elements composing the short-lived expression vector, with the Gateway
cloning cassette (grey), the Kozak consensus sequence (ATG, purple), the F2A peptide (pink), the firefly coding
sequence (yellow), the nuclear localization signal (NLS, orange), a PEST sequence (turquoise), the AU-rich elements
(ARE, light blue) the polyadenylation site (pA, dark blue) and the FRT cassette (red) composed of an FRT site and the C-
terminal region of an Hygromycin resistance gene.

2.1.2 Validation of the short-lived luciferase expression vector in transient transfections

After designing and generating the backbone of the short-lived luciferase expression vector, its
functionality was examined in depth. To confirm the versatility of the system, various types of
promoters were cloned into the expression vector. The short half-life of the expression products
was then tested in parallel for each promoter. In total, four promoters and a negative control were
selected and integrated into the short-lived luciferase expression vector using the Gateway
cassette:

1) Bmall -970/+157 region (Figure 2.3). The selected promoter region of this essential core
clock gene comprised ~1kb of sequence upstream of the TSS, and spread until the end of
the first non-translated exon. This region is sufficient to reproduce the rhythmic expression
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pattern of Bmall (Nagoshi et al. 2004; Stratmann et al. 2012). Also, it contained all
transcription factors binding sites known to take part in Bmall expression regulation (two
ROREs and two CCAAT-boxes combined with GC cluster, each located around the TSS)
(Preitner et al. 2002; Xiao et al. 2013). Additionally, it encompassed the majority of the DHS
signal around Bmall promoter in NIH-3T3 cells (Dunham et al. 2012), implying that most
regulatory factors involved in the proximal regulation of Bmall bind within the selected
fragment. This -970/+157 Bmall promoter region did not contain an endogenous start
codon, and it thus required the Kozak sequence contained in the expression vector to
properly express the reporter.
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Figure 2.3 Region of the Bmall promoter selected to drive the expression of the short-lived luciferase

Genome browser view of the 5’ region of the Arntl (Bmall) gene. The -970/+157 region selected to drive the

expression of the short-lived luciferase is highlighted in grey. It includes the two ROREs and the two CCAAT-boxes

combined with GC cluster known to participate in Bmall expression (black boxes), and most of the DHS signal around
the TSS region (blue, from ENCODE NIH-3T3 track).

2)

5)

SV40 early promoter (later abbreviated SV40). This strong viral promoter was expected to
drive elevated though arrhythmic expression levels (Qin et al. 2010). As for Bmal1, it did
not contain its own start codon and required the Kozak sequence contained on the vector.
Period3 (Per3) -536/+1982 region. The expression of this circadian gene is anti-phasic with
Bmall (Ueda et al. 2002; Ramanathan et al. 2014). The selected Per3 promoter region
contained the two D-boxes and the E1-E2 box located upstream of the TSS (Ueda et al.
2005; Nakahata et al. 2008), as well as most of the DHS signal located in its intronic regions
and likely participating in its regulation (Sobel et al. 2017). To incorporate these putative
regulatory elements, the three first coding introns of Per3 were included in the cloned
promoter region. Consequently, the N-terminal region of the PER3 protein separates from
the short-lived luciferase protein upon translation of the F2A peptide.

H1 CCAAT-box synthetic promoter. This promoter composed of a single CCAAT-box and a
minimal TATA-box promoter was designed for a previous study (Suter et al. 2011a).
Although its expression level is fairly weak, its bursting signature had already been
assessed and could thus be compared with that of the new version of the short-lived
luciferase expression vector.

A negative control consisting in the +1689/+2196 intronic region of the Car11 gene (Neg).
This region is free of any identified regulatory elements and DHS signal, and does not
contain a TSS. It was thus expected to display little or no luciferase expression, and was
used to estimate the background expression of the vector
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First, the global expression properties of each clone were tested. After integration of the five
promoters using the Gateway cassette, the expression vectors were transiently transfected into
NIH-3T3 mouse fibroblasts. The expression levels recorded over a period of three days
corresponded well to the predicted patterns (Figure 2.4). Bmall and Per3, the two circadian clock
promoters, were the only examples displaying clear circadian rhythmicity in their expression
pattern, with Per3 being anti-phasic to Bmall (Figure 2.4C). The expression level of the SV40 viral
promoter was higher than any other promoter tested, and the H1 promoter displayed among the
weakest signals. Fortunately, the expression level of the negative control was close to the
detection limit, suggesting a quasi-absence of expression leakage from the vector. Thus,
independently of the type of integrated promoter and the presence or absence of endogenous
start codon, luciferase was efficiently expressed and the expression patterns were consistent with

previous reports.
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Figure 2.4 Short-lived luciferase expression driven by various prompters

Real-time luminescence levels (in counts per second) corresponding to various promoters driving the expression of
the short-lived luciferase in populations of transiently transfected cells over three days. The solid line corresponds to
the mean and transparent fill to the standard deviation over three replicates. (A) Global view of all five constructs. (B)
Rescaled Y-axis version of (A) to facilitate the visualization of the three weakest constructs (C) 24-hours running
average baseline subtracted visualization of the two circadian promoters.

Next, both the mRNA and the protein half-lives of the luciferase reporter were tested. This
verification was done on all four promoters. Indeed, since the endogenous TSS was included in the
cloned promoter region, all clones expressed a specific 5’ region of the transcript encoded by the
promoter, followed by a common region comprising the short-lived luciferase coding sequence
and the 3’ end. Although most of the regulatory mechanisms involved in mRNA stability operate in
the 3’ UTR region common to all transcripts (Mignone et al. 2002; Matoulkova et al. 2012), the 5’
promoter-specific region and the transcript length could also participate in defining the transcript
half-life (Sharova et al. 2009; Duan et al. 2013; Mauer et al. 2017). Consequently, mRNAs half-lives
were likely to differ between the clones. At the protein level however, the presence of the F2A
peptide should generate identical proteins products with consistent half-lives in all clones.

Half-lives were measured by recording the luminescence decay after blocking translation and
transcription with Cycloheximide and Actinomycin D respectively (Figure 2.5A). Cycloheximide
treatment provoked a rapid exponential decay of the signal. For all clones, the protein half-life
directly measured from the slope of the decay was consistent between the different constructs
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and corresponded to 22 minutes (Table 2.1) (Figure 2.5B). Thus, even upon expression of an N-
terminal protein region upstream of the F2A peptide encoded by the cloned promoter region, the
half-life of the protein remained consistently short.
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Figure 2.5 Estimation of luciferase mRNA and Protein half-lives

Estimation of the short-lived luciferase protein and mRNA half-lives from luminescence decay at the population level
for the SV40 (orange), Bmall (purple), H1 (blue) and Per3 (red) promoters. (A) Real-time measurement in counts per
second of luminescence decay after treating the cells with 25 pg/ml of Cycloheximide (grey line) or 5 ug/ml of
Actinomycin D (black line). Treatments were applied 22h after starting the recording. The solid line corresponds to the
mean and transparent fill to the standard deviation over three replicates. (B) Protein half-life estimation from the
luminescence decays. (C) Transcript half-life estimation from the luminescence decays.

The luciferase expression decay observed after transcription inhibition was slower than for
translation inhibition (Figure 2.5A). Since the luminescence decay directly reflected the
degradation of the protein rather than that of the transcript, half-lives of proteins already present
in the cell upon Actinomycin D treatment and of proteins produced after the treatment were
considered while inferring the transcript lifespan from the translation inhibition luminescence
decay (Equation 4.5). Due to the presence of clone-specific 5’ transcripts regions encoded on the
cloned promoter region, mRNA half-lives displayed more variability than protein half-lives (Figure
2.5C). Between the four clones tested, mRNA half-lives typically ranged from 45 minutes to 2
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hours (Table 2.1). These values are highly consistent with the mRNA and protein half-lives
measured with the previous version of the short-lived luciferase reporter (Suter et al. 2011a).

Protein

46.74 +1.16 21.88+0.36

59.75+13 21.20+0.65
71.23 +£20.2 22.37+0.32
115.32 +28.3 22.83 +£0.67

Table 2.1 Estimated short-lived luciferase mRNA and protein half-lives

Estimation of protein and transcript half-lives from population luminescence decay for four promoters driving the
expression of the short-lived luciferase. The mean and standard deviation over three experimental replicates are
displayed.

Together, these results demonstrated that the short-lived luciferase expression vector could be
used to assess the expression levels driven by various types of promoters, and that the
composition of the cloned promoter (notably the presence or absence of an endogenous start
codon) did not impact the stability of the protein product. Among all four selected promoters, the
short-lived luciferase displayed reduced stability at both the mRNA and protein level. The protein
degradation rate was very similar between all clones, and the resulting half-life of 22 minutes was
largely shorter than that of the unmodified firefly luciferase protein (2 hours) (Ignowski and
Schaffer 2004). The mRNA degradation rate was more variable between the clones, suggesting a
role of the 5 region of the transcripts in degradation regulation. For most promoters, the
measured transcript half-lives were shorter than the 1.5 hours of the unmodified version of the
firefly luciferase (Wilsbacher et al. 2002).

2.1.3 Generation of NIH-3T3 FRT cells

Monitoring transcriptional bursting with a short-lived reporter necessitated the presence of a
single copy of the expression vector per cell. Indeed, the intrinsic noise inherent to the presence of
additional copies would provoke unsynchronized promoter firing that would greatly complicate
the gene state inference for each copy. The Flp/FRT system introduced in the expression vector
permitted the controlled integration of a single copy of the reporter. Also, using this approach, the
construct insertion always occurred at the same genomic location, enabling the comparison of
expression properties between different promoter or variants of the same promoter without
suffering any undesirable contribution of the genomic environment at the integration site.
However, this integration strategy required a specific type of cultured cells compatible with the
Flp/FRT system. Indeed, the cells to be used in an FRT system should contain a single FRT site in
their genome, where the integration of the FRT-compatible plasmid will occurs upon Flp
recombination (Figure 2.1). To characterize transcriptional bursting properties of circadian genes,
a cell line with a strong endogenous circadian rhythmicity is also essential. NIH-3T3 mouse
fibroblasts is a widely used cell line in chronobiology (Nagoshi et al. 2005), and a version
compatible with the FRT stable insertion system was commercially available (Invitrogen). To test
the rhythmicity of this NIH-3T3-FRT cell line, cells were both transiently transfected with the
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Bmall promoter short-lived luciferase (later referred as Bmall-sLuc2) expression vector, or used
to stably integrate the same construct into their genomic FRT site.

Unfortunately, while NIH-3T3 cells lacking the FRT genomic integration site (WT NIH-3T3)
displayed robust rhythmicity in real-time bioluminescence assay upon transient transfection of the
circadian reporter, the global expression level and the amplitude of the circadian oscillations were
poorer in the commercial NIH-3T3-FRT cell line (Figure 2.6A). This is not due to lower transfection
efficiency since co-transfection with 10% of GFP reporter vector did not reveal obvious
transfection defect (data not shown). Additionally, stable integration of the short-lived
luminescence reporter into the FRT site of the NIH-3T3-FRT Invitrogen cells displayed limited
circadian rhythmicity and dampened luminescence signal after a few days of recording (Figure
2.6A). This signal dampening was likely caused by cell death in confluent culture environment.
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Figure 2.6 Circadian rhythmicity properties of NIH-3T3-FRT (Invitrogen) cells The circadian rhythmicity of NIH-3T3-
FRT (Invitrogen) cells was tested at the population level in real-time luminescence. Representative traces from
individual experiments are displayed in counts per seconds (A) Comparison between WT NIH-3T3 (grey) and NIH-3T3-
FRT (Invitrogen) (light green), both transiently transfected with Bmall-sLuc2 expression vector (B) NIH-3T3-FRT
(Invitrogen) with a stably integrated Bmall-sLuc2 expression vector into the genomic FRT site (dark green).

Because of these poor circadian properties and survival issues in culture condition comparable to
the ones used in single-cell luminescence recording (Suter et al. 2011a; Molina et al. 2013), NIH-
3T3-FRT cells from Invitrogen could not be used for the monitoring of Bmall transcriptional
bursting. Instead, homemade NIH-3T3-FRT cells were generated. This process simply consisted in
introducing a pFRT-Neo plasmid (kindly provided by Dr. Jiirgen Rippberger, University of Fribourg)
containing the genomic FRT cassette into cells, and select for successful integration using the
appropriate antibiotic. After selection of individual clones, isogenic populations were grown and
tested for the presence of a unique FRT cassette integration. This verification was done by
Southern blot on digested genomic DNA (gDNA) harvested from 18 distinct isogenic clones, using a
radiolabelled probe targeting a 450bp region of the genomic FRT cassette. 12 clones contained a
single band, indicating that a unique FRT cassette successfully integrated in the genomic DNA of a
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majority of clones (Figure 2.7). Also, the presence of bands at different molecular sizes suggested
that most of the 12 positive clones arose from distinct integration events, and consequently
carried FRT cassettes at different genomic locations. Only two clones had multiple FRT cassettes,
whereas four clones were false positive that likely survived the antibiotic selection even in
absence integrated FRT cassettes.

c+ C 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

kb: kb:
12 : ‘ 12
10 10
3 -
- - . 8
7 7
- £
6 . - - 6
s 9 - - 3
4 4
‘ “ .
3 3
-
. N
e i
2 . 2
1-65 - 1.65
R
1 ¢ 1

Figure 2.7 Southern blot verification for unique integration of FRT cassettes in NIH-3T3-FRT clones

Southern blot on Hindlll digested gDNA from 18 individual isogenic clones selected for the stable integration of the
FRT cassette, and labeled with a 450 bp FRT cassette probe. 12 clones contained a single copy of the FRT cassette
(clones 1-4, 7-9, 12, 14-15 and 17-18), 4 did not integrate the FRT cassette at all (clones 6, 10-11 and 13) and 2 clones
contained more than one cassette (clones 5 and 16). The DNA ladder sizes are indicated on the sides in kb. The
positive control (C+) consist in Hindlll digested pFRT-Neo vector diluted into WT NIH-3T3 gDNA, and negative control
(C-) corresponds to Hindlll digested WT NIH-3T3 gDNA.

Finally, the positive homemade NIH-3T3-FRT cells were co-transfected with the Bmall-sLuc2
expression vector and a Flippase expression vector to stably integrate the reporter into their
respective genomic FRT cassettes. This step aimed at verifying the proper and sufficiently high
luminescence expression at each integration site and confirming that all selected NIH-3T3-FRT
displayed descent circadian rhythmicity. Out of the 12 FRT clones tested, proper integration of the
Bmall short-lived luminescence reporter succeeded in 8 cases. Their respective luminescence
levels were then assessed at the population level upon circadian synchronization with
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Dexamethasone (DEX) (Figure 2.8A). Each cell line displayed detectable luminescence levels, with
nevertheless important variations in global expression levels between the clones (Figure 2.8B).
Indeed, up to 10-fold differences in expression levels could be observed between a group of
clones displaying the weakest expression levels (clones 1, 7, 8 and 15), and the clone displaying
the highest luminescence level (clone 12). Since the same parental cell line was used to generate
all FRT clones, these differences in expression levels probably arose from integration site-specific
expression variations, with some FRT loci enabling higher expression levels than others. Despite
these expression level dissimilarities, rhythmic expression of the Bmall circadian reporter was
systematically observed in each cell line. Additionally, similar amplitude fold-changes were
measured between the clones, with a 2-3-fold difference in signal between circadian peaks and
troughs). Small differences of unknown origin were observed in the expression phase of Bmall
between the clones, likely reflecting heterogeneity in the expression of the clock in the population
of cells used to generate the FRT clones (Figure 2.8B).
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Figure 2.8 Population luminescence traces of the NIH-3T3-FRT clones after stable integration of the Bmall-sLuc2
expression vector

(A) Real-time luminescence expressed from Bmall-sLuc2 expression vector stably integrated into the FRT site of 8
homemade NIH-3T3-FRT clones. Cells were recorded at the population level after DEX synchronization. Luminescence
levels in counts per seconds are displayed as mean signal (solid line) with standard deviation (transparent fill) over
three replicates. (B) Expression parameters of each clone: mean expression level (in luminescence counts per second,
upper left panel), amplitude (in luminescence counts per second, upper right panel), period (in hours, lower left panel)
and peak phase (in hours after DEX, lower right panel) were inferred from the population luminescence data using the
ChronoStar software (Sporl et al. 2011).

2.1.4 Summary

The design of an appropriate vector for driving the expression of the short-lived luciferase was an
essential step for monitoring transcriptional bursting at the single cell-level using the previously
published strategy of the destabilized luciferase (Suter et al. 2011a; Molina et al. 2013). We opted
for a versatile system that could be used with any promoter of interest and facilitated their stable
integration into cellular DNA at a single, always identical, genomic location. Testing several
promoters with various expression patterns demonstrated that the short-lived luciferase
expression could easily be adapted to any type of promoters. Additionally, the stability of the
luciferase transcripts and proteins was greatly reduced in our version of luciferase with a protein
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half-life of 22 minutes and an mRNA half-live of ~1 hour for the Bmal1 reporter. Degradation was
thus 5 times more efficient for the protein and 1.5 times for the mRNA compared to the original
firefly enzyme (Wilsbacher et al. 2002; Ignowski and Schaffer 2004). The system could not be used
as originally planned with commercially available NIH-3T3-FRT (Invitrogen) cells. Instead,
homemade NIH-3T3 cells compatible with the FRT recombination system were generated. In
addition to their capacity to survive culture condition at high cellular densities for several days, the
homemade clones displayed satisfying circadian rhythmicity upon stable integration of the Bmal1-
sLuc2 reporter. Also, the different integration sites displayed various expression levels that could
be further used to evaluate the impact of the integration site on transcriptional bursting.
Consequently, the 8 NIH-3T3-FRT clones expressing Bmall-sLuc2 fulfilled all the criteria to be used
for transcriptional bursting analysis, and could be further monitored at the single-cell level.

2.2 Bursting monitoring using real-time single-cell luminescence recording

Cell lines stably expressing the short-lived luciferase from a Bmall promoter were generated to be
eventually individually monitored in a luminescence microscope. The resulting single-cell
luminescence traces would then serve as raw data for the inference of Bmall transcriptional
bursting parameters. In this section we describe the single-cell luminescence recording process,
the experimental acquisition of additional parameters for the calibration of the telegraph model,
and the resulting estimated transcriptional bursting parameters corresponding to the Bmall
promoter.

2.2.1 Recording luminescence at the single-cell level

To record luminescence at the single-cell level, cells stably expressing short-lived luciferase were
diluted into non-luminescent cells and seeded at high confluence. This strategy permitted optimal
signal delimitation of individual cell expressing luciferase by avoiding spatial overlap, and also
prevented cellular division and migration during the recording. Indeed, the short half-life of the
reporter causes flickering signal and moving cells in silent “dark” expression periods can easily be
lost during the tracking (Blanchoud et al. 2015). Also, confluent culture environment causes
contact inhibition and thus maintains most cells in the GO cell cycle state. This resting phase
reduces the prevalence of extrinsic noise largely caused by variation of cell cycle states within
cellular populations (Rosenfeld et al. 2005; Gut et al. 2015; Battich et al. 2015), and likely improves
the circadian rhythmicity of the cells. Indeed, in NIH-3T3 cells, the circadian clock and the cell cycle
are tightly linked, and dividing populations are likely to unsynchronize faster than cells in cell cycle
arrest (Nagoshi et al. 2004; Bieler et al. 2014). Consequently, cultures at high cellular densities
typically display robust circadian oscillations (O’Neill and Hastings 2008; Noguchi et al. 2013).

Single-cell luminescent traces were recorded for seven of the eight FTR clones stably expressing
Bmall-sLuc2. To ensure consistent circadian phase within the population and avoid circadian
phase determination from noisy single-cell recordings, cells were synchronized with
dexamethasone (DEX) prior to their recording in a luminescence microscope. Luminescence was
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recorded for 48 hours, and single-cell luminescence traces were extracted from the resulting
movies using the CAST software (Blanchoud et al. 2015) (Figure 2.9). In addition to being
optimized for luminescence data, this platform excelled at segmenting cells at low signal-to-noise
ratios (Figure 2.9B) and could track the cells even in absence of signal for prolonged periods
(Figure 2.9C).

A

Figure 2.9 Luminescence recording analysis using CAST software

To obtain single-cell luminescence traces, signal from 2-days recording in a luminescence microspore were analyzed
using the CAST software (Blanchoud et al. 2015). From the raw recordings (A), cells were segmented independently in
each frame (orange circle) (B) and the full 24-hours tracks corresponding to individual cells throughout the recording
were identified by computing the cell trajectories and interpolating the signal for cells transiently disappearing objects
(random red-green color code) (C). The presence of a marked track in absence of luminescence signal indicates the
presence of a transcriptionally silent cell in the presented frame. Note that panels A-C do not illustrate the same
frame. The white scale represents 10 microns. Figure modified from (Blanchoud et al. 2015).

The resulting single-cell traces displayed substantial cell-to-cell variability within the same clones
despite their identical genetic background as well as noticeable expression level differences
between the various clones (Figure 2.10). The fluctuations in the signal reflected well the
stochasticity inherent to Bmall expression. However, in most traces, the circadian rhythmicity
over the two days of recording was still distinguishable.

Estimations of the population expression behaviors were obtained by averaging all single-cell
traces for a given FRT clone (Figure 2.11). This representation highlighted the different expression
levels observed between the different FRT integration sites, and recapitulated well the expression
features of population luminescence monitoring (Figure 2.8). Despite modest nevertheless
noticeable variability in expression phase and period, all clones displayed clear circadian
rhythmicity. From this population luminescence estimation, the seven clones harboring different
FRT integration sites could be separated into 3 groups based on their luminescence expression
levels. FRT clone 15 was the only clone displaying high expression levels. Two other clones formed
a group with intermediate expression levels (FRT clones 4 and 12), with luminescence signal
globally 40% lower than that of the highly expressing clone. Finally, the remaining four clones all
expressed similar weak levels of luciferase, about 60% lower than the clone with the highest
expression level.
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Figure 2.10 Single-cell luminescence traces

Nine representative examples of single-cell traces corresponding to the expression of Bmall-driven luciferase over the
two days of recording and for three different clones. Red traces correspond to a clone with high expression level (H,
clone 15), blue traces to a clone with intermediate expression level (M, clone 4) and the green traces to a clone with
low expression level (L, clone 7).
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Figure 2.11 Average luminescent trace from single-cell measurements

Averaged luminescence trace from individually monitored single-cells of 7 different FRT clones. The colored line
represent the average luminescence signal, and the black periphery the standard error (the signal variability within
clones being too important to graphically represent the standard deviation). The number of individual luminescence
traces recorded for each clone is indicated in the legend.

Both single-cell traces (Figure 2.10) and population average traces (Figure 2.11) indicated that
luminescence microscopy successfully captured essential expression features of Bmall-sLuc2
clones. Notably, these recording highlighted the stochastic expression pattern of the highly cell-
specific single-cell traces, the circadian rhythmicity observable at the population level as well as in
a majority of individual traces, and the difference of global expression levels observed between
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the FRT clones. Due to the satisfactory quality of these single-cell traces, they were further used to
infer the transcriptional busting properties of the Bmall promoter.

2.2.2 Monitoring transcriptional bursting using the short-lived luciferase approach

Single-cell traces collected from the 7 FRT clones monitored in luminescence microscopy were
used to compute the transcriptional bursting properties of the Bmall promoter. The likelihood of
the promoter to be in the “on” or “off” state was calculated in the successive time points of
individual luminescence traces (Equation 4.5). The fitted telegraph parameters were then
determined for each condition.

To parameterize the model and thus infer the bursting kinetics, six rates were required: the ko,
and kg switching rates between the transcriptionally inactive to active state and active to inactive
states respectively, the transcription rate ky, the translation rate kj, and finally the mRNA and
protein degradation rates Y, and Y, respectively (Figure 2.12). Although potentially subject to
fluctuations over the circadian period, these rates were kept constant to simplicity reasons.
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Figure 2.12 The short-lived luciferase system and telegraph model

Schematic representation of the two-state model of gene expression (telegraph model) used to infer transcriptional
bursting parameters from short-lived luciferase activity. The promoter can stochastically switch between a
transcriptionally active (“on”) or inactive (“off”) state with the k., and k. transition rates. The “on” state allows the
production of mRNA at a transcription rate k,,, and the mRNA is translated into luciferase proteins at a translation rate
of k,. The number of proteins in the system directly defines the luminescence intensity. Both mRNA and protein
degradation are modeled as Poissonian processes, with rates of ¥, and Y, respectively.

While the switching rates between the two promoter states as well as the transcription rate
needed to be computationally inferred, some parameters of the model could be measured
experimentally. It is the case for mRNA and protein half-lives as well as the translation rate.
Indeed, the translation rate could be directly calculated from the experimentally determined mean
number of luciferase proteins and transcripts per cell, considering both of their degradation rates.
Also, the correlation between a given luminescence signal and the corresponding number of
luciferase proteins had to be determined prior to analyzing the luminescence time-traces using the
telegraph model. These experimentally measurable parameters were determined in the following
section.
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2.2.3 Experimental quantification of the model parameters

Among the four experimentally measurable constants (k, Y. and Y,), the mRNA and protein
degradation rates were already calculated in transiently transfected cells in section 2.1.2. Since the
obtained values (22 minutes for protein half-live and 60 minutes for the transcript half-life) were
highly similar to the previously calculated ones for an alternative version of Bmall promoter (22
minutes and 69 minutes for protein and mRNA half-lives respectively) (Suter et al. 2011a), the
estimated protein and mRNA half-lives were directly integrate into the model.

The translation rate k, was then quantified. Calculation of this parameter required the comparison
between the mean absolute number of luciferase proteins and luciferase transcript per cell. The
mean number of luciferase protein per cell could directly be estimated from the luminescence
signal knowing the linear relationship between photon emission and the amount of luciferase
proteins. Typically, this calibration process involves the comparative quantification of the
luminescence signal between known amounts of a recombinant luciferase resuspended in
luciferase-negative cells (and displaying comparable luminescence levels as the short-lived version
of the enzyme), and a fixed amount of cells stably expressing the short-lived luciferase (Suter et al.
2011a).

Alternatively, microscope calibration can be achieved by comparing luminescence intensities
obtained in our luminescence microscope with those of a previously calibrated system using
similar reporters (Suter et al. 2011a). More specifically, five cell lines expressing the short-lived
luciferase reporter from various promoters and for which the luminescence intensities/number of
luciferase protein ratios was known were monitored in our uncalibrated microscope. The mean
luminescence values obtained after 6 hours of recording for each clones were then compared to
the analogous values previously obtained in a calibrated microscope (Figure 2.13). The comparison
revealed an excellent fit between the two studies, with the microscope used in this study being
~1.5 times more sensitive than the previously calibrated one (Suter et al. 2011a). From this
comparison, individual luciferase enzymes were found to produce an average signal of ~11 grey
levels in our luminescence microscope and imaging conditions.

Finally, the mean number of transcripts per cell was quantified by qPCR. Total RNA was harvested
from a fixed amount of cells in three clones expressing the short-lived luciferase from the Bmall
promoter at various expression levels. In parallel, short-lived luciferase mRNA was generated in
vitro, and spiked at known concentrations into non-luminescent cells. After reverse transcription,
the absolute amount of luciferase transcripts per cell was deduced from the standard of in vitro
transcribed RNA by gPCR (Figure 2.14). The obtained values corresponding to the mean number of
MRNA molecules in unsynchronized cells were compared to the average amount of luciferase
proteins per cells deduced from microscope calibration for a period of 24 hours. The average
translation rate k, was estimated separately for all three clones, but the same average value over
the three clones, 1.70 + 0.02 transcripts per minute, was used to parameterize the two-states
telegraph model.
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Figure 2.13 Luminescence microscope calibration

The luminescence microscope was calibrated to the one previously used in (Suter et al. 2011a) by comparing the mean
luminescence intensities per cell (in grey levels) for 5 distinct clones displaying various luminescence expression levels
after six hours of recording. The trend line was then used to estimate the mean luminescence signal per luciferase
protein, knowing the corresponding value in (Suter et al. 2011a). The trend line equation and its R® are indicated in the
lower right corner. The values correspond to the mean + SE for n > 50 cells.

Thus, by estimating the mean number of molecules per cell and the correspondence between
luminescence intensities and luciferase proteins, we could measure the short-lived luciferase
translation rate. k,, together with the luciferase mRNA and protein degradation rates arising from
the half-lives measured in section 2.1.2, were the three parameters of the two-states model of
gene expression that could be measured experimentally. They were further used in the telegraph
model to infer the transcriptional bursting parameters of Bmal1.
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[>4]
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Figure 2.14 Mean copies of short-lived luciferase transcripts per cell
Estimated mean copy number of Bmall-sLuc2 transcripts in 3 unsynchronized FRT clones displaying various luciferase
expression levels. The values correspond to qPCR quantifications of luciferase transcript normalized using a standard
of fixed in vitro transcribed short-lived luciferase mRNA, and are shown as mean * SD for 3 replicates.

2.2.4 Inferring the transcriptional bursting pattern of Bmall from luminescence traces

Using the experimentally measured translation and degradation rates, single-cell traces were
analyzed to infer transcriptional bursting properties of the Bmall promoter. In particular, the
analysis aimed at revealing which aspects of transcriptional bursting differed between the FRT
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clones and between the circadian phases, since these conditions displayed expression levels
variations in averaged single-cell luminescence traces (Figure 2.11). Notably, we aimed at
determining whether these two independent ways of modulating Bmall expression affected the
burst size, the burst frequency or both simultaneously. All computational analysis based on the
telegraph model were carried on by Dr. Benjamin Zoller (Naef lab), using similar approaches as
descried earlier (Zoller et al. 2015).

As a first approach, the entire time-traces representing 48 hours of recording were analyzed as a
single input without taking into account circadian variations in transcription (Figure 2.15). This
approach provided information regarding the average transcriptional bursting behavior of each
FRT clone, but ignored the circadian phase-specific variations in transcriptional bursting
parameters. This strategy was used to determine which conditions should be studied in depth with
more reliable approaches accounting for the differentiation between the circadian phases. Global
analyzes of the 48-hours of recording highlighted the low variability between transcriptional
bursting parameters of clones belonging to the low expression level group (FRT clones 1, 7, 8 and
9) (Figure 2.15). Also, the major transcriptional bursting disparities between the high expression
level clone (FRT clone 15) and the clones displaying lower expression levels arose from burst size
variations. Indeed, the burst frequency is described by the invert of the combined “on” and “off”
time (f = (t,+T)), while the burst size corresponds to the product of the transcription rate and the
time spent in the “on” state (b = k,T,). Yet, while neither T, nor T significantly varied between the
expression levels, kg, is 2-times higher in the high expression clone than in the weaker ones. It will
consequently influence the burst size between the two groups of clones (Figure 2.15).
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Figure 2.15 Transcriptional bursting parameters of the Bmall promoter inferred from entire 48-hour traces

The bursting parameters of the Bmall promoters inferred from the full-length 48-hours traces recorded from a clone
with high expression level (FRT clone 15, red) and 4 clones with low expression levels (FRT clones 1, 7, 8 and 9, brown,
green, pink and purple respectively). The clones displaying intermediate expression levels (FRT clones 4 and 12) are
not presented in this figure. (A) Transcription rate k,, against average minutes spent in “on” state t, (B) Transcription
rate k,, against average minutes spent in “off” state T. Traces corresponding to a minimum of 90 individual cells were
used for each clone.
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Based on this pilot analysis of full-length 48 hours traces, we considered that the luminescence
level similarities observed between clones of the same expression group (high, intermediate or
low expression levels) embodied comparable transcriptional bursting kinetics. Thus, following
analysis were performed on a reduced number of three FRT clones representative of the three
expression levels. FRT clone 15, as only representative of the high expression level group was
renamed clone H (for high). FRT clone 4 was selected to illustrate intermediate expression levels
condition and was renamed M (for medium), while clone 7 was chosen to represent the low
expression level group and renamed L (for Low).

To identify aspects of transcriptional bursting fluctuating over the circadian period, the three
selected clones were re-analyzed by separating the 48 hours traces in shorter circadian phases.
More specifically, a sliding-window approach was applied to independently infer the bursting
kinetics from fractions of traces of eight hours, sliding every four hours (Figure 2.16).
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Figure 2.16 Sliding window strategy for time-resolved analysis of Bmal1 bursting features

Schematic representation of the sliding window strategy used to temporally dissect the transcriptional bursting
signature of Bmall in the H, M and L clones. The window contains an 8-hours fraction of the luminescence traces, and
is sliding every 4 hours until complete analysis of the 48 hours (sliding represented as arrow between grey an black
windows). A Gaussian weight with 0=2h was applied to reinforce the parameters inferred from the central fraction of
the window. The sliding window is exemplified on the first 25 hours of the average single-cell trace corresponding to
the M clone (blue). Circadian rhythmicity is highlighted by a cosine curve fit (red).

Time-resolved analysis of the three selected FRT clones revealed inconsistencies between the
inferred bursting kinetics arising from the two circadian cycles during the 2 days of recording.
Indeed, while the bursting kinetics were expected to repeat as a 24-hours loop if the two circadian
cycles were sharing similar luciferase expression properties, we observed a sharp decrease in burst
size between the first and second circadian cycles (Figure 2.17). Consequently, although the
parameters best describing the bursting properties of the Bmal1 did cycle over a 24-hours period,
the two circadian rounds were markedly shifted with the second cycle displaying a largely lower
burst size than the first one. This phenomenon was considered to arise from cellular changes
caused by extreme recording conditions. Indeed, while the two circadian cycles are unlikely to
behave differentially in optimal culture conditions, recorded cells are maintained in a highly
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confluent environment for prolonged periods, which could eventually alter their behavior.
Additionally, the maintain of uniform culture condition at the temperature, humidity and CO; level
is more challenging in the luminescence than in a conventional culture incubator. Thus, the refined
analysis of Bmall promoter bursting kinetics over the circadian cycle and in the three selected
differentially expressing integration sites was only examined for the first circadian period of the
single-cell traces corresponding to CT6 to 30 (in hours after DEX synchronization).
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Figure 2.17 Time-resolved analysis of Bmall promoter bursting properties over two circadian cycles

Transcriptional busting parameters (burst size and burst frequency) inferred over 48-hours of recording using the
sliding window time-trace partitioning strategy. The different time-windows analyzed are indicated in a blue-to-pink
gradient in circadian time (CT, corresponding to hours after DEX synchronization). Each point is represented by the
average value (circle) and the 5" and 95" percentiles of the estimate (bars) over all MCMC iterations. The time-points
are linked with a polynomial trend line (blue). Parameters corresponding to clones H (left panel), clone M (middle
panel) and clone L (right panel) are displayed.

The time-resolved analysis of the first circadian period of time-traces corresponding to the H, M
and L clones nicely recapitulated the rhythmic accumulation of Bmall transcripts (Figure 2.18A).
While expression noise (expressed in CV°) also displays circadian rhythmicity, it oscillated in
complete anti-phase to the mRNA accumulation (Figure 2.18B). This was consistent with previous
studies stating that gene expression noise and more specifically intrinsic noise, are anti-correlated
with expression level (Elowitz et al. 2002; Becskei et al. 2005; Taniguchi et al. 2010; Stewart-
Ornstein et al. 2012). When Bmall expression levels were partitioned into bursting parameters,
the two-state model clearly revealed rhythmicity in burst frequency at a similar phase than mRNA
accumulation (Figure 2.18C). However, the burst frequencies were comparable between the
clones, indicating that the integration site did not impact this bursting property. On the other
hand, burst size was found to largely vary between the clones coherently with their global
expression levels (Figure 2.18D). Thus, the different genomic location of the three selected clones
likely affected the number of transcripts produced per burst rather than their frequencies.
However, no obvious circadian rhythmicity was detected in burst size. Indeed, while the L clone
displays relatively flat burst size over the 24-hours of recording, the temporal pattern of clones H
and M, although less regular, did not correspond to circadian oscillations. Thus, from these data,
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transcriptional bursting variations over the circadian period were found to mainly arise from
changes in burst frequency. These phase-specific variations in burst frequency mainly arose from
longer promoter “off” states during the circadian trough of expression (Figure 2.18F). While the H
and M clones also display increased “on” times around CT22 (Figure 2.18E), they were
compensated by a slight decrease in translation rate at the same phase (Figure 2.18G).
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Figure 2.18 Time-resolved bursting parameters of the Bmall promoter over 24-hours in three clones

The two-states model of gene expression was used to extract bursting parameters from 24-hours single-cell
luminescence Bmall time-traces corresponding to clones with high (H, red), intermediate (M, blue) or low (L, green)
expression levels. The four hours sliding window strategy was used to infer the temporal variations of the different
parameters over the circadian period. The aspects of bursting shown over the different time-points are (A) the mean
number of transcripts per cell, (B) the expression noise r]2 (in squared coefficient of variation, corresponding to
variance over squared mean number of transcripts), (C) the burst frequency, (D) the burst size, (E) the mean time
spent in the “on” state (7o), (F) the mean time spent in the “off” state (t,5) and (G) the transcription rate during the
“on” state (k). In each panel, the solid line corresponds to the average and the transparent fill to the 5 (lower
boundary) and 95" (upper boundary) percentiles of the estimate over all MCMC iterations. Time in X-axis is displayed
in hours after DEX synchronization. Bursting parameters were inferred from 119 (H clone), 154 (M clone) or 254 (L

clone) single-cell luminescence traces.
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Since in some genes a refractory period prevents promoter reactivation shortly after a preceding
burst (Harper et al. 2011; Suter et al. 2011a; Zoller et al. 2015), the luminescence traces were
analyzed with an extension of the two state telegraph model of gene expression that included a
promoter cycle composed of N inactive states representing the rate limiting events necessary for
promoter reactivation (Zoller et al. 2015). For all three clones, the most likely promoter version
only contained a single “off” state (Figure 2.19). Thus, Bmall-sLuc2 did not have such refractory
period.
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Figure 2.19 Estimated number of N steps composing the “off” state
Posterior distribution for N, the number of rate limiting steps composing the “off” state inferred from the single-cell
luminescence traces corresponding to clones H (red), M (blue) and L (green).

Overall, inferring the bursting parameters corresponding to Bmall promoter using a two-states
model of gene expression on sliding window-partitioned time-traces highlighted the central role of
burst frequency variation in determining the circadian oscillations in Bmall transcription. More
specifically, the transcriptionally inactive “off” state of the promoter was prolonged during the
circadian phase with reduced expression. On the other side, the bust size remained largely
invariant over the circadian period, but varied considerably between the clones. These results
indicate that while the circadian phase modulates the burst frequency, the integration site
controls the burst size to regulate expression levels.

2.2.5 Summary

The short-lived luminescence approach developed in section 2.1 allowed the recording of
luminescence traces at the single-cell level over several circadian cycles. These time-traces,
combined with the experimentally measured luciferase translation rate and protein and mRNA
degradation rates, served to infer the transcriptional bursting properties of the promoter using a
two-state model of gene expression. Since clones with similar global expression level displayed
comparable transcriptional bursting kinetics (Figure 2.15), three representative clones were
selected for deeper analyzes: a clone with high expression level (H, red), medium expression level
(M, blue) and low expression level (L, green). The phase-specific transcriptional bursting
parameters were estimated over the first circadian cycle with a 4-hours resolution using a sliding
window. Interestingly, the burst frequency was mostly fluctuating over the circadian time, with
peaks and troughs corresponding to the rhythmic profile of Bmall-sLuc2 transcripts accumulation
(Figure 2.18C). More specifically, we observed prolonged “off” states during circadian expression
trough (Figure 2.18F). Interestingly, this phase also displayed the highest noise in gene expression
(Figure 2.18B). However, the burst frequency only marginally varied between the three clones
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displaying different global expression levels (Figure 2.18C). Integration site-specific variation in
expression could however be explained by clear burst size dissimilarities between the clones
(Figure 2.18D). Indeed, the number of transcripts produced per burst episode remained relatively
constant during the circadian period, but varied with the integration site in the different clones.
Overall, these results indicate that burst size and burst frequency can be individually regulated to
modulate expression levels. During the circadian period, the expression modulation mainly occurs
through burst frequency variations, while expression levels driven by the integration site of the
reporter mostly reflect changes in burst size.

To validate these observations, the following section will focus on an alternative strategy to infer
bursting kinetics of the Bmall promoter. This comparison using an alternative technical approach
is expected to consolidate the results obtained using the short-lived luciferase strategy and
confirms their meaningfulness.

2.3 Extracting the bursting parameters from mRNA distributions

Beside live reporters, transcriptional bursting parameters can also be inferred from static
distributions of expression products (Raj and van Oudenaarden 2009; Larson et al. 2009). Indeed,
the telegraph model can be fitted to a distribution of transcripts per cell (or less ideally proteins
per cell) to infer the bursting parameters most likely to generate such distribution (Raj et al. 2006;
So et al. 2011; Senecal et al. 2014; Kalo et al. 2015). Thus, we thought to use single molecule RNA-
FISH (smRNA-FISH) to detect luciferase transcripts expressed from the Bmall reporter generated
in section 2.1 in individual cells. This imaging strategy only applies to fixed cells and thus looses the
dynamic properties of the short-lived reporter approach. However, with smRNA-FISH, the bursting
properties of the gene are directly measured at the transcript level instead of the protein. In
addition to clarifying and validating the results previously obtained using the short-lived reporter,
smRNA-FISH also allows direct quantification of the number of transcripts per cell. In section 2.2,
such distributions were inferred from the individual traces. Thus, comparison between the
inferred values and the experimentally obtained smRNA-FISH distributions should be informative
regarding the accuracy of our two-state expression model. In addition, smRNA-FISH imaging of
large sets of cells can be done rapidly and thus increases the throughput compared to the live
reporter.

2.3.1 Imaging single molecules of mRNA using smRNA-FISH

To perform smRNA-FISH, cells are typically crosslinked in 3.7% formaldehyde. After
permeabilization of the membranes and dehydration of the sample with 70% ethanol, the probes
are hybridized to their target transcripts. This reaction is performed in presence of ribonuclease
inhibitors and unspecific tRNAs used as blocking agents. During this step, the stringency can be
achieved either by varying the concentration of formamide, or by changing the incubation
temperature (Raj and Tyagi 2010).

The average number of Bmall-sLuc2 transcripts per cell was estimated to vary between ~4 to 20
transcripts, depending on the clone and circadian phase (Figure 2.14). Because of this low number
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of mRNA per cell, the smRNA-FISH procedure was experimentally validated using more abundant
transcripts. The approach was first tested using probes targeting Neatl. This long non-coding RNA
(IncRNA) is involved in the paraspeckles nuclear sub-structure formation and stability (Sunwoo et
al. 2008; Sasaki et al. 2009; Mao et al. 2011). This highly specific localization of the transcript
greatly facilitates its detection since the large amounts of Neatl present in paraspeckles enhances
the fluorescent signal. Indeed, in NIH-3T3 cells, Neat1l smRNA-FISH probes revealed the presence
of multiple bright and localized dots within the nucleus, which likely corresponded to paraspeckles
(Figure 2.20A). The approach was further validated with Gapdh, an abundant transcript present in

Luc2 neg

Figure 2.20 Individual transcript detection using various smRNA-FISH probes

Fluorescence microscopy images of NIH-3T3 cells hybridized with far-red labeled smRNA-FISH probes targeting
transcripts with various properties: (A) Neatl was selected for its localized signal in paraspeckles and (B) Gapdh for
the abundance of transcripts present per cell. Luc2 targeting probes, which specifically detect luciferase transcripts
including the short-lived version, were tested in the M clone expressing the transcript (C) or in WT NIH-3T3 cells
lacking the short-lived luciferase reporter (D). All images correspond to Z-stack projections of at least 30 stacks
(separated by 0.3 um). Nuclei (DAPI) are shown in blue, and smRNA-FISH signal (far-red) in white. The white scale
bar corresponds to 20 um.

virtually any cell-type (Piechaczyk et al. 1984; Said et al. 2007). When cells were hybridized with
smRNA-FISH probes targeting this housekeeping gene transcript, signal was abundantly detected
in the entire cellular area to the point that precise quantification of number of transcripts per cell
was compromised (Figure 2.20B). Interestingly, signal was predominantly located in the
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cytoplasmic region, suggesting rapid transport of Gapdh mRNAs out of the nucleus. Finally, we
tested luciferase (Luc2) probes to target the short-lived luciferase transcripts. In cells containing
the Bmall-sLuc2 reporter, luciferase transcripts are efficiently detected (Figure 2.20C). However,
in WT NIH-3T3 cells lacking the reporter, no transcripts were observed suggesting that the luc2
probe is specific to luciferase transcript (Figure 2.20D).

Thus, smRNA-FISH provided an efficient approach to label individual molecules of specific
transcripts. To reliably quantify the exact number of transcripts per cell, the experimental
procedure still had to be improved. Notably, it was crucial to set up a satisfying cell segmentation
technique, and to optimize culture condition.

2.3.2 Cells segmentation and culture optimization for smRNA-FISH

To estimate the transcriptional bursting parameters of the Bmall promoter from distributions of
short-lived luciferase transcript per cell, proper estimations of the cellular boundaries to
accurately assign smRNA-FISH signal to a specific cell was crucial. Therefore, several cytoplasmic or
cellular membrane markers supposed to efficiently delimitate the cells shapes were tested.

Wheat Germ Agglutinin Conjugates (WGA) combined with Alexa 488 fluorophore stains the
plasma membrane. These lectins specifically bind gylco-residues notably present at the cellular
membrane (Raikhel et al. 1984). Unfortunately the cellular permeabilization inherent to the
smRNA-FISH experimental conditions allows partial penetrance of the compound into the
cytoplasm, resulting in the undesirable labeling of intracellular residues (Figure 2.21A). Anti-
Cadherin antibodies were also tested as an alternative strategy to label cellular membrane. These
antibodies target conserved epitopes of central proteins for cell adhesion and are often used
simultaneously to smRNA-FISH (Lyubimova et al. 2013; Bahar Halpern et al. 2015b). Although
membranes were efficiently stained, the rough rendering in our experimental system complicated
the identification of cellular boundaries in automated cell segmentation plateforms (Figure 2.21B).
Dyes labeling the entire cell were also tested to segment the cell area. Carboxyfluorescein
succinimidyl ester (CFSE) combined with green fluorescent dyes were notably tested for their
capacity to covalently bind intracellular lysine residues (Parish 1999). Although the permeable
properties of the compound and its repartition into the intra-cellular space were appreciable, the
dye highlighted sub-cellular structures, thus biasing the cell segmentation tools (Figure 2.21C).
Finally, we tested HCS CellMask staining, a cell delineation tool labeling both the cytoplasm and
the nucleus. This time, the HCS CellMask staining provided satisfying results, since darker inter-
cellular spaces delimitated neighboring cells while intra-cellular regions were uniformly stained
(Figure 2.21D). Thus, HCS CellMask staining was included to the smRNA-FISH protocol to facilitate
cell segmentation. It should be noted that autofluorescence from the smRNA-FISH probe channel
can also be used to delimitate cellular boundaries (Raj et al. 2006, 2008), with however limited
success at densities allowing physical contacts between cells.
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Figure 2.21 Membrane or cytoplasmic markers for cell segmentation

Several approaches were tested to delimitate the cellular boundaries in SmRNA-FISH samples. Wheat Germ Agglutinin
Conjugates (WGA) combined with Alexa 488 fluorophore was used to stains plasma membranes (A). Simultaneous
Immunofluorescence (IF) and smRNA-FISH protocol was used to stain Cadherins covering the cellular membranes. The
anti-Pan Cadherin primary antibody was then labeled using anti-rabbit Alexa Fluor 488 secondary antibodies (B).
Carboxyfluorescein succinimidyl ester (CFSE) green fluorescent dyes were used to label intra-cellular proteins (C). HCS
Cell Mask was also used with the objective of labeling intra-cellular space (D). To be compatibility with the smRNA-
FISH approaches that already used far-red (probes) and blue (DAPI) fluorescent filters, all markers tested emit in the
green fluorescent spectrum. Images correspond to Z-stack projections of at least 30 stacks (separated by 0.3 um). The
white scale corresponds to 20 um.

A major drawback of HCS CellMask staining approach is its incompatibility with high cellular
density. Indeed, cells overlapping or in tight physical contact cannot be differentiate using this
intra-cellular dye. Yet, high cellular confluence was preconized to eliminate potential biases
caused by cell growth and division during single-cell time-laps luminescence recording. Avoiding
cell cycle is also crucial in smRNA-FISH experiments, since the number of transcripts per cell tightly
correlates with the size of the cell (Schmidt and Schibler 1995; Marguerat and Baehler 2012;
Kempe et al. 2015; Padovan-Merhar et al. 2015) (Figure 2.22A). Consequently, cells fixed during
later time-points will overall display lower absolute number of transcripts since the higher density
resulting from cell division between time-points inexorably reduces the space at disposal of each
cell. Indeed, cells plated at the same time, but fixed 24 hours apart (thus during the same circadian
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phase) displayed significantly reduced cell size (Figure 2.22B) and consistently lower absolute
number of transcripts per cell (Figure 2.22C) in the later time-point.
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Figure 2.22 Absolute number of transcripts per cell scales with cell area

(A) Correlation between cell size (measured in cytoplasmic area) and number of Luc2 transcript in the corresponding
area (absolute number of cytoplasmic transcripts) in 290 cells (grey dots) corresponding to the L clone fixed at CT 40.
The trend line is shown in black and the R-squared value of the correlation is 0.38031. Decrease in cell size (B) and in
absolute number of Luc2 transcript (C) observed between time-points fixed 24 hours apart (CT 16 and 40). N > 200
cells per condition. For all panels, surfaces were estimated from HCS mask staining and number of transcript by
smRNA-FISH using Luc2 probes.

To keep the size of the cells constant during time-course experiments while avoiding extremely
confluent culture environment, we thought of performing smRNA-FISH experiments in serum-
starved cells. Although cells typically cannot be indefinitely cultured in such condition and undergo
apoptosis after a few days, serum starvation is known to efficiently block the cell-cycle in a
dividing population (Caro-Maldonado and Muoz-Pinedo 2011; Longo and Mattson 2014), and is
regularly used on NIH-3T3 cells in circadian experiments (Balsalobre et al. 1998). To identify the
optimal conditions, cells were cultured in presence of different concentrations of serum. During
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three days of time-course, cells were harvested every day and cell growth and viability were
estimated. As expected, low serum concentrations efficiently reduced cell growth (Figure 2.23A).
However, small serum concentrations were still sufficient to promote cell division, and as little as
0.5% of serum in the culture medium increased the cell concentration by almost 3 fold after 48
hours of culture (Figure 2.23B). In cells cultured in absence of serum, few division events were still
observed (~140 % increase in cells between days 0 and 2 time-points). Although likely toxic in
longer-term experiments, serum starved cells did not suffer excessive cell death during the three
days of the experiment (Figure 2.23C).
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Figure 2.23 Cell growth and survival in serum starved conditions

Estimation of the cell growth in absolute number of cells per well (A), increased cell number between the day 0 and
day 2 time-points (B) and cell viability (C) during a 72 hours time-course. Day 0 correspond to cells harvested 1 hour
after seeding 0.5 million cells per well of a 6 well plate. Day 1, 2 and 3 correspond to cells harvested 24, 48 and 72
hours after the Day 0 time-point. Serum concentration tested: 0% (blue), 0.1% (orange), 0.5% (grey) and 5% (yellow).
Indicated values correspond to mean + SD over 3 replicate wells per condition.

In addition to preventing cell division, serum starvation is also likely to alter additional cellular
pathways (Caro-Maldonado and Muoz-Pinedo 2011; Longo and Mattson 2014). To confirm that
this culture condition could be used to study the transcriptional bursting properties of Bmall, RNA
samples were extracted up to 30 hours after DEX synchronization, and the levels of Bmall-sLuc2
expression were compared between serum starved and 5% serum conditions. Fortunately, serum
starved cells did not altered the rhythmic expression of the Bmall-sLuc2 transcript (Figure 2.24).
The amplitude of the rhythms was even slightly higher in absence of serum, notably during the
first 24-hours of recording. This observation confirms that cells unable to divide display more
robust circadian rhythms both at the amplitude and at the duration level (O’Neill and Hastings
2008).

Consequently, culturing cells in complete absence of serum turned out to be a suitable approach
to avoid massive division while still maintaining the cells in proper conditions during at least 30
hours. Thus, to prevent side effects of cell division on the circadian cycle and transcriptional
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bursting, and to avoid differences in absolute number of transcripts arising from cell-size
differences, all following smRNA-FISH data were produced in 0% serum conditions.
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Figure 2.24 Circadian rhythmicity in serum starved cells

gPCR analysis of Bmall short-lived luciferase (Luc2) transcript abundance in cells extracted every 2 hours between 8
and 30 hours after DEX synchronization. Luc2 transcripts were normalized to Gapdh transcripts (2*-ACt). The cells
derived from the L clone were cultured both in serum starved (0%, blue) or 5% serum (yellow) conditions. Cells were
kept in respective serum condition from plating to RNA extraction. The colored dots represent the mean and the error
bars the SD between 3 replicates.

2.3.3 Quantifying the absolute number of short-lived luciferase transcripts per cell

After testing the quality of the Luc2 smRNA-FISH probes, the best dye to mark the shape of
individual cells and the optimal culture conditions to block cell division, smRNA-FISH could be used
to determine the absolute number of Bmall-sLuc2 transcripts present per cell. To compare the
smRNA-FISH approach with previously obtained results using time-laps luminescence recording,
cells in the following conditions were fixed and hybridized with Luc2 probes:

1) Cells of the H clones fixed during the peak and trough of Bmall mRNA accumulation to
identify changes in bursting properties along the circadian cycle.

2) Unsynchronized cells of clones H and M to compare transcriptional bursting variations
driven by the reporter integration site in the two differentially expressing clones while
eliminating bursting modulation caused by the circadian cycle.

Although the half-live of the short-lived luciferase protein is small and the peak of mRNA
accumulation preceded that of the protein by ~20 minutes, the mRNA accumulation levels of the
transcript were first measured by gPCR on reverse-transcribed RNA to confidently identify the
MRNA expression peak and trough. Cells of the three selected Bmall-sLuc2 clones were
synchronized, and RNA was harvested every 2 hours between 8 and 30 hours post-
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synchronization. In each clone, accumulation of the Bmall transcript followed a circadian pattern
(Figure 2.25A). As observed in luminescence, expression levels in clone H is ~1.5 and ~2.5-folds
higher than clones M and L respectively. After normalizing expression levels for each individual
clones to the time-point with the highest mRNA accumulation, CT 16 consistently correspond the
MRNA expression peak, while the expression trough was around CT 4 (Figure 2.25B). Thus, in
SmRNA-FISH experiments, cells were fixed at these time-points corresponding to Bmall-sLuc2
circadian peak and trough of expression.
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Figure 2.25 Rhythmic accumulation of Bmall-sLuc2 transcripts

(A) gPCR analysis of reverse-transcribed Bmall short-lived luciferase (Luc2) transcript abundance in cells of the H
(red), M (blue) and L (green) clones extracted every 2 hours between 8 and 30 hours after DEX synchronization. Luc2
transcripts were normalized to Gapdh transcripts (22-ACt). The colored dots represent the mean, and the error bars
the standard deviation between 3 replicates. (B) Pooled mRNA accumulation of Bmall-sLuc2 transcripts in the H, M
and L clones. Expression levels are displayed in fraction of expression peak (CT 16) in mean + SD over 9 replicates (3
per clone).

Knowing the precise oscillatory accumulation pattern of Bmall-sLuc2 transcripts, cells of four
experimental conditions were fixed for Luc2 transcripts detection using smRNA-FISH (Figure 2.26).
To identify transcriptional bursting variations occurring over the circadian cycle, cells of the H
clone were harvested at Bmall peak and trough of expression (Figure 2.26A and B). To focus on
reporter integration site-mediated changes in transcriptional bursting properties, unsynchronized
cells of the H and M clones were simultaneously harvested (Figure 2.26C and D). In each of these
conditions, dots in the far-red channel corresponding to individual Bmall-sLuc2 transcripts could
easily be identified by eye. To automatize the dot detection and their attribution to a cell, we used
the CellProfiler open-source software (Carpenter et al. 2006). This software enabled precise
segmentation and area estimation of both nuclei using DAPI signal (Figure 2.27A), and the entire
cells using the HCS CellMask channel (Figure 2.27B). Individual transcripts were identified using
the far-red channel (Figure 2.27C and D) and assigned to a cell.
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Figure 2.26 smRNA-FISH detection of Bmall-sLuc2 mRNA in four experimental conditions

Typical images resulting from the smRNA-FISH detection of Bmal1 short-lived luciferase (Luc2) transcripts. Nuclei were
stained with DAPI (blue) and cell area with HCS CellMask (red). Luc2 transcripts detected in the far-red channel by the
smRNA-FISH probes are shown as white dots. The different experimental conditions tested correspond to the mRNA
expression peak (A, CT16) and trough (B, CT4) of Bmall-sLuc2 in Clone H, and unsynchronized (US) cells from the H (C)
and M (D) clones harvested 16 hours after seeding. Images correspond to Z-stack projections of at least 30 stacks
(separated by 0.3 um). The white scale corresponds to 20 um.

The quantification of individual Bmall-sLuc2 transcripts in individual cells permitted the obtaining
of mRNA per cell distribution in a population. To validate the two-state telegraph model of gene
expression and its capacity to reliably infer short-lived luciferase transcript numbers from
luminescence signal, mRNA distributions per cell obtained with the telegraph model on
luminescence traces were compared to that of the smRNA-FISH for the unsynchronized H and M
clones. In both cases, the model-inferred distribution remarkably fit the smRNA-FISH distributions
(Figure 2.28). Thus, the telegraph model accurately estimated the number of short-lived luciferase
mMRNA corresponding to a luminescent signal. Consequently, despite experimentally immeasurable
parameters and the additional layer of complexity conferred by measurement done at the protein
level, the short-lived luciferase system showed to present a trustworthy estimate of the
transcriptional process, and a valid tool for the study of transcriptional bursting.
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Figure 2.27 Steps of the CellProfiler automated procedure for smRNA-FISH signal detection and attribution to cells
To identify individual transcripts from smRNA-FISH images and assign them to a parental cell, all color channels
composing the image were first split. The DAPI image served to segment nuclei (A, inset corresponds to the
segmented image, nuclei touching image borders are not included). HCS CellMask images (green channel) were used
to delimitate the cell shape (B, inset corresponds to the segmented image, cells touching image borders are not
included). The raw far-red channel (C) was used to identify single mRNA molecules (D). (C’) and (D’) correspond to
zoomed versions of the white rectangle in (C) and (D) respectively. Images correspond to Z-stack projections of at least
30 stacks (separated by 0.3 um). The white scales correspond to 20 um.
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Figure 2.28 Comparison between mRNA distributions per cell inferred from modeling on luminescence traces or
obtained from smRNA-FISH

The distributions represent the faction of cells (Y-axis) containing a specific number of transcripts (X-axis). The
transcripts per cell distributions obtained from an unsynchronized populations of clone M using smRNA-FISH (blue) is
compared with the inferred distribution from pooled single-cell luminescence traces of the same clone including all
time-points and using the two-state model of gene expression (black left). A similar comparison is done for the H clone
(red and black right). For both model-inferred and smRNA-FISH-resulting distributions, the mean number or transcript
per cell and the expression noise (squared coefficient of variation) are indicated. Model distributions were generated
from a minimum of 119 single-cell traces, and smRNA-FISH distributions from 950 individual cells for both clones.

2.3.4 Estimating bursting parameters from smRNA-FISH distributions

Ultimately, smRNA-FISH distributions were generated to provide an alternative approach for the
estimation of the transcriptional bursting parameter. In particular, we aimed at confirming the
trends observed using two-state model on luminescence traces showing that the circadian phase
predominantly modulates the burst frequency while the integration site dictates the burst size.
Different approaches can be used to infer transcriptional bursting parameters from transcript
distributions per cell. The gold-standard consists in using the two-state model of gene expression
to calculate the likelihood of observing the distribution for given bursting parameters (Raj et al.
2006; Neuert et al. 2013; Dey et al. 2015). With the assumption that the “on”state is largely
shorter than the transcript half-life, the steady state mRNA distributions corresponds to a negative
binomial distribution whose parameters can be estimated using maximum likelihood approaches
(Raj et al. 2006).

By further assuming that in addition to the mRNA half-life, the “on”states are also considerably
briefer than “off” states, and that the number of transcripts per bursts (burst size) is substantial,
the normalized burst frequency (in units of burst events per transcript half-life) and burst size can
both be easily estimated by only using the mean and variance of the mRNA copy numbers
(Weinberger et al. 2012; Dey et al. 2015). The normalized burst frequency is then inversely
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proportional to the coefficient of variation squared (SD/mean)?, while the burst size is
proportional to the mean number of transcripts divided by the burst frequency (Equation 4.8).

We first applied this simplified approach to the Bmall-sLuc2 smRNA-FISH distributions. The
resulting transcriptional bursting parameters were comparable with those obtained with real-time
luminescence analysis (Figure 2.29). Indeed, although absolute values are not comparable since
parameters inferred from smRNA-FISH distributions are expressed in transcript lifespan instead of
absolute time units, the circadian phase again predominantly affected the burst frequency
(although a minor variations of burst size could also be noticed between the time-points) while the
difference between the H and M clones mainly arose from variations in burst size.
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Figure 2.29 Transactional bursting parameters inferred from smRNA-FISH distribution using “mean and variance”
simplified strategy

The burst frequency (left boxes, normalized to the transcript lifespan) and burst size (right boxes) were inferred from
smRNA-FISH distributions using only the mean and variance values, where the normalized burst frequency is then
inversely proportional to the coefficient of variation squared and the burst size corresponds to the mean number of
transcripts divided by the burst frequency. This strategy was applied to compare the transcriptional bursting
parameters between the circadian phases (upper boxes, expression peak at CT 16 and trough at CT 4) and between
integration sites (lower boxes, clones H and M). Bursting parameters were estimated from a minimum of 340 cells per
condition from a single experiment.
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Figure 2.30 Transactional bursting parameters inferred by fitting a two-state model of gene expression to smRNA-
FISH distributions

(A) Examples of smRNA-FISH distributions expressed in probability (absolute number of cells) containing N mRNA (red
bars) with their corresponding fit (black curve). The two distribution displayed correspond to the H clone fixed at
Bmall expression peak (CT 16, left) or trough (CT 4, right). N=340 and 390 cells for CT 16 and 4 respectively. (B)
Transactional bursting parameters maximizing the likelihood of explaining the experimental distribution. The burst
frequency (left boxes, normalized to the transcript lifespan) and burst size (right boxes) are compared between
circadian phases in the H clone (upper boxes, expression peak at CT 16 and trough at CT 4) and between integration
sites (lower boxes, clones H and M). Bursting parameters were estimated from a minimum of 340 cells per condition.
The values correspond to the mean and 5 and 95 percentiles over 20’000 MCMC iterations. * = p-value <0.05, **= p-
value <0.01.
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These results were further confirmed by fitting a negative binomial function to the smRNA-FISH
distributions (Figure 2.30A) to infer the transcriptional bursting parameters having the maximal
likelihood of explaining the experimental distribution (Figure 2.30B, Equation 4.7). This more
elaborated analytical strategy provided highly similar results than the simplified version based on
the distribution mean and variance, suggesting that both analytical strategies can be used to infer
transcriptional bursting parameters from smRNA-FISH distributions. The statistics resulting from
the multiple Markov chain Monte Carlo (MCMC) iterations indicated that only the burst frequency
significantly varied between Bmall peak and trough of expression. On the other hand, differences
between smRNA-FISH distributions corresponding to the M and H clones were very significantly
arising from burs size variations.

2.3.5 Summary

To substantiate the results previously obtained on transcriptional bursting modulation between
different experimental conditions (circadian time and integration site) using a real-time
luminescence reporter, we implemented smRNA-FISH. Although this experimental approach does
not permit real-time monitoring of transcription, it quantifies mRNA, the direct product of
transcription.

Several experimental details were optimized to permit reliable use of this approach to infer
transcriptional bursting parameters of a circadian reporter. Notably, we used HCS CellMask, a dye
that marks the inner-cell region in an even and regular manner to facilitate cell segmentation and
the attribution of transcript to a cell (Figure 2.21). To block cell division and avoid cell-size
variations between the time-points that bias comparison of absolute transcripts number per cell,
serum-free culture conditions were adopted. Although it eventually provokes cell death, we
observed that at short-term, cells viability and circadian rhythmicity were not affected (Figure 2.23
and 2.24).

Four conditions were probed by smRNA-FISH to quantify the absolute number of Bmall-sLuc2
MRNA per cell: the H clone fixed during the mRNA expression peak and trough (CT 16 and 4
respectively) to compare the transcripts distributions between the circadian time-points, and
unsynchronized cells of the H and M clones to compare mRNA distributions in cells with a different
reporter integration site (Figure 2.26).

The resulting transcript per cell distributions were compared to that of section 2.2 inferred from
the single-cell luminescence traces (Figure 2.288). Since both smRNA-FISH and modeling on
luminescence traces provided remarkably similar distributions, both approaches were considered
appropriated for the study of transcriptional bursting.

Two types of analyzes were then tested to infer transitional bursting kinetics from smRNA-FISH
distributions: a simplified approach only using the distribution mean and variance (Figure 2.29), or
by fitting a negative binomial function (Figure 2.30). Both strategies converged to similar results,
although the complex fit allowed a more statistically detailed analysis. These analyzed confirmed
the results previously observed using short-lived luciferase live reporter: during the circadian
cycle, variations in expression levels were significantly caused by changes in burst frequency, and
between the clones, the aspect of transcriptional bursting significantly differing was the burst size.
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Thus, both smRNA-FISH and modeling on single-cell luminescence traces represented alternative
and complementary approaches to infer transcriptional bursting, and they both led to similar
conclusions.

Interestingly, these results imply that both the burst size and burst frequency can be modulated to
vary the expression levels. However, both strategies likely involve different transcriptional
regulatory pathways. Thus, in the following sections, | will focus on the identifications of molecular
markers differing between the experimental conditions (between the integration sites and
between the circadian time-points) that could cause (or at least co-vary with) the observed
differences in transcriptional bursting pattern.

2.4 Identification of molecular markers correlating with the burst size

Considering that the burst frequency and the burst size can both be independently tuned to
modulate Bmall expression levels strongly implies that molecularly distinct phenomenon
participate in the regulation of this promoter. The molecular mechanisms varying the expression
levels of this circadian promoter along the daily period preferentially modulate the burst
frequency, while the transcriptional regulatory changes conferred by the integration site primarily
affect the size of the bursts.

Thus, we aimed at identify specific molecular markers and more specifically mechanisms involved
in either of these two expression modulation strategies. Focus was first placed in the identification
of molecular mechanisms varying between the integration sites of the L, M and H clones and thus
potentially participating in modulating the burst size.

2.4.1 Reporter integration site likely impacts the burst size

Both technical approaches used to estimate transcriptional bursting properties of the Bmall
promoters (i.e. the short-lived luciferase reporter and smRNA-FISH distributions) revealed that the
burst size only marginally varied between the circadian time-points but significantly differed
between the H, M and L clones. To confirm that this effect was related to the integration site of
the reporter and could not be attributed to global differential regulation of the circadian clock in
the three clones, the expression of several clock genes was tested. mRNA levels of three
endogenous clock genes were measured by gqPCR on reverse-transcribed RNA at their respective
circadian expression peak. While the amount of Bmall-sLuc2 mRNA strongly varieed between the
three clones (Figure 2.31A), Cry1 and Dbp mRNA levels remained fairly similar (Figure 2.31B and
C). As for the reporter, endogenous Bmall levels significantly differed between the three clones
(Figure 2.31D). However, since endogenous Bmall expression levels were inversely proportional
to those of Bmall-sLuc2, the observed variations between the clones were unlikely caused by
clone-specific features affecting the circadian clock and more particularly Bmall expression. The
variations in endogenous Bmall expression levels could in contrast result from a competition
phenomenon where limiting Bmall regulators would be less available at the endogenous loci in
clones displaying high expression levels of the reporter. However, this hypothesis could not
explain the variation in expression levels observed at the reporter level. Since essential
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components of the circadian clock were similarly regulated in the three clones, the differences
observed at the Bmall-sLuc2 expression level (and particularly at the burst size level) likely directly
arose from the clone-specific integration site of the reporter.
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Figure 2.31 Comparative expression of clock genes in H, M and L clones

gPCR analysis of the expression levels of various circadian genes at their respective expression peak in the H (red), M
(blue) or L (green) clones: (A) Bmall short-lived luciferase reporter (Luc2), (B) endogenous Cry1, (C) endogenous Dbp
and (D) endogenous Bmal1. Ct values for the selected genes were normalized to Ct values of Gapdh transcripts (2/-
ACt). Statistics were performed using one way Anova: **= p-value <0.01, * **= p-value <0.001.

2.4.2 Molecular marker enrichment at the promoter of the reporter

To identify molecular markers displaying marked enrichment variations at the promoter region of
the luminescence reporter in each of the three clones, we implemented a Chromatin
ImmunoPrecipitation assay (ChlP). Theoretically, this approach could identify markers which
abundance correlates with burst size levels. Such markers could thus possibly be linked to the
molecular mechanisms responsible for the burst size-driven expression modulation. Since the
sequence of the reporter was identical in each clone, these burst size differences likely arose from
general chromatin context differences of the integration site. Thus, three histone marks
characteristic of specific chromatin contexts were selected as candidate markers. H3K27ac is an
established marked of active promoters. In contrast, H3K27me3 and H3K9me3 are both associated
with repressed chromatin state, as they are associate with Polycomb and HP1 respectively
(Lawrence et al. 2016). In addition, we also tested the abundance of histone H3 to discriminate
between authentic enrichment of a specific histone post-translational modification and variations
in nucleosome (and thus H3) occupancy. The presence of these histone marks was tested in all
three clones (H, M and L), and at three loci:

1) The promoter region of the Bmall luminescence reporter to examine the variation of
histone mark enrichment between the three clones. Within the Bmall-sLuc2 locus, two
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locations termed regions A and B and located in -149/-270 and -1274/-1357 to the TSS
respectively, were analyzed using specific primers.

2) The promoter region of a Actb, a highly expressed gene used as a control for elevated burst
size (Bahar Halpern et al. 2015b).

3) The promoter region of Sox2, a transcription factor involved in pluripotency and not
expressed in NIH-3T3 cells. It was thus used as a negative control (He et al. 2004; Plautz et
al. 2011).

The enrichment of active histone marks at the Actb promoter and the presence of repressive
marks around Sox2 locus suggested that the ChIP experiment worked properly (Figure 2.32).
Additionally, the similarity in histone H3 abundance observed between each clone indicated
comparable nucleosome occupancy at the Bmall reporter loci (Figure 2.32D). Nevertheless, no
obvious enrichment of H3 post-translational marks correlated with previously measured changes
in burst size. Indeed, the high variability between replicates and the inconsistencies between
histone marks levels quantified at the two Bmall-sLuc2 promoter regions despite close physical
proximity challenged the use of ChiP-gPCR to highlight variations in histone marks enrichment.
This approach was indeed not sufficiently sensitive to detect putatively slight differences in
molecular marker abundance that could explain the clone-specific burst sizes.
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Figure 2.32 Histone H3 marks enrichment at the reporter promoter level of the three clones

ChIP-gPCR analysis to determine the abundance of (A) H3K27ac, (B) H3K27me3, (C) H3K9me3 or (D) histone H3 in the
three clones L (green), M (blue) and H (red) and at four genomic location: the +149/270 region of the Bmall reporter
(Reporter region A), the +1274/1357 region of the Bmall reporter (Reporter region B), the promoter region of the
expressed Actb gene and the promoter region of the inactive Sox2 gene. For all clones, cells were harvested at CT 16
(Bmall expression peak). All enrichments are displayed in immunoprecipitated percentage of the input chromatin
material. The values correspond to the mean + SD over three replicates.

2.4.3 Molecular marker enrichment at the integration site

Because the nature and sequence of the reporter integrated into the genome is identical in the
three clones, the locus-specific features influencing the burst size were likely already present at
these genomic locations before the reporter integration. Knowing the precise integration site of
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the reporter would then provide information on specific characteristics of these genomic regions,
notably by using public datasets such as ChIP-seq.

The exact integration site of each clone was determined by inverse PCR (iPCR). This approach
consisted in digesting gDNA with a restriction enzyme to release hybrid DNA fragments containing
both a fraction of mouse gDNA and a portion of integrated reporter (Jong et al. 2002). After
circularization of the DNA fragments using diluted ligation, amplifications of hybrid fragments was
achieved using inverse primers targeting known sequence in the reporter fragment. Amplified
regions were then sequenced to reveal the identity of the unknown mouse genomic region.

In addition to the usual clones H, M and L, the integration site was also determined for two
additional clones displaying low expression level (clones 1 and 8) to increase the robustness of the
subsequent analysis. Once the exact location of the FRT cassette determined (Table 2.2), public
functional genomics databases were used to correlate the reporter burst size of the five clones
with various markers enrichment around their integration site. For NIH-3T3 cells, such public
repositories comprised DNase | hypersensitive site datasets (Dunham et al. 2012) as well as ChlIP-
seq dataset for various histone post-translational modifications or transcription factors such as
H3K4mel, H3K27ac, H4ac and H3K9me3 (Zhu et al. 2012) as well as CTCF, H3K4me3, H3K36me3
and H3K27me3 (Zullo et al. 2012).

Clone 1 chr5:125,446,362 Sense
Clone 4 (M) chr10:4,954,129 Antisense
Clone 7 (L) chr5:14,911,612 Antisense
Clone 8 chr2:125,929,533 Sense
Clone 15 (H) chr2:46,374,969 Sense

Table 2.2 Genomic location of the integration sites of various clones

Inverse PCRs (iPCR) were used to determine the integration site of the FRT cassette (and thus the Bmall-sLuc2
reporter) on the mm9 version of the mouse genome. The orientation of the FRT cassette on the genome is also
indicated.

Comparison between molecular markers abundance at different windows around the integration
site and the burst frequency of the Bmall-sLuc2 in the same clones resulted in a correlation heat
map (Figure 2.33A). None of the assessed molecular marker provided a significantly positive or
negative correlation with burst size (p-values > 0.149), and most correlation coefficients were
small. Also, the low number of clones present in this study considerably reduces the robustness of
the analysis. However, some trends were perceptible. Notably, most molecular markers with
known roles in chromatin compaction such as H3K27me3 or H3K9me3 were depleted in clones
with elevated burst sizes (Figure 2.33D). The inverse observation is not necessarily true, since
most markers positively affecting transcription such as H3K27ac or H4ac did not correlate with the
burst size (Figure 2.33C). A notable exception is the presence of DNase | hypersensitive sites,
which positively correlated with the burst size (Figure 2.33C). However, the correlation coefficient
are mainly influenced by the H clone displaying a higher burst size than the other clones, and may
thus not represent general trends.

69



CTCF DNasel H3K27ac H3K27me3 H3K36me3 H3K4mel H3K4me3 H3K9me3 H4ac

>

Window around
integration (kb)
o

O

o kR N W A U oo N

Burst size
o Rk N W B U oo N

Burst size
Burst size

o Rk N W s U oo N

=

¢

4 6 8 10
H3K27ac (RPM) DNasel (RMP) H3K27me3 (RPM)

v

o
-
~N
w
IS
«
@
~
®
°
N
°
-
~
w
I

Figure 2.33 Correlation between abundance of molecular markers at integration site and burst size

Burst size values corresponding to five Bmall-sLuc2 clones (inferred using the real-time short-lived luciferase
approach) were compared with enrichment of functional genomic markers in four windows around the integration
site (0.5, 5, 50 and 500 kb) in reads per million mapped reads (RPM). (A) Resulting correlation heat map for the 9
molecular markers, with positive correlations indicated in blue and negative ones in red. (B-D) Examples of correlation
(corresponding to the 5kb window around integration site) including the five clones (Clone 1 in brown, Clone 4 (M) in
blue, Clone 7 (L) in green, Clone 8 in pink and Clone 15 (H) in red). The trend line is indicated in black. Specific
examples are shown corresponding to (B) an absence of correlation (H3K27ac, R2:0.00475), (C) a positive correlation
(DNasel, R2=0.74957) and (D) a negative correlation (H3K27me3, R2=0.20482).

In conclusion, although no clear molecular marker was found to efficiently correlate with the burst
size of the different clones, a trend indicated that this transcriptional bursting property could be
affected by the global chromatin state. In particular, the presence of heterochromatin around the
integration site seemed to participate in the establishment of a low reporter burst size. Inversely,
the correlation between DNase | hypersensitive sites and burst size indicated that the presence of
neighboring DNA binding sites positively affects the burst size of the reporter.

2.44 Summary

After identifying the burst size as the bursting parameter most sensitive to expression differences
between the Bmall-sLuc2 clones, several approaches were tested to identify molecular markers
correlating with integration site-specific burst size. Such markers could indeed participate in the
molecular mechanisms involved in burst size modulation.

Since the expression level of endogenous circadian genes was comparable in all three tested
clones (Figure 2.31), the observed differences in burst sizes were considered to arise from
integration site specificities. Global chromatin state markers were thought to be reasonable first-
approach candidates, and the presence at the reporter promoter of both heterochromatin and
active histone marks were tested using ChIP. Unfortunately, the reproducibility of the assay and
consistency between the reporter regions were too poor to drive any conclusions (Figure 2.32).
Since the integrated sequences are identical for all clones, the differences causing changes in burst
size were probably present at the locus before the integration of the FRT cassette and the
reporter. ldentification of the genomic sites of integration allowed the quantification of specific
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genomic features at each locus using public databases (Figure 2.33). Again, no major candidate
was found to explain burst size differences between the genomic locations. Although general
heterochromatin histone marks may participate in decreasing the burst size while the presence of
bound DNA elements in a close neighborhood may be linked to slightly higher burst sizes,
molecular markers distinctly correlating with the size of the bursts remain to be identified. The
possibility that burst size is modulated by biological phenomenon undetectable with functional
genomic markers should also be considered.

2.5 Identification of molecular markers correlating with burst frequency

As previously attempted with the burst size, we next thought to identify molecular mechanisms
involved in expression level variation through modulation of the burst frequency. From our
previous analysis, it appeared that such expression regulation phenomenon occurs over the
circadian period in the Bmall-sLuc2 reporter. Indeed, both single-cell luminescence traces and
SmRNA-FISH approaches highlighted that during the peak of expression, the promoter was
bursting more frequently than during the circadian trough while the burst size was only marginally
varying over the circadian period. Based on prior knowledge on the circadian regulation of the
Bmall promoter, we tested the impact of various factor such as nuclear receptor transcription
factors, RORE regulatory DNA elements or histone acetylation on the burst frequency.

2.5.1 Modulating the activity of nuclear receptor transcription factors

The rhythmic expression of Bmall is tightly linked to the presence of two RORE close to the TSS
(Preitner et al. 2002; Yin and Lazar 2005). These regulatory elements recruit two families of
nuclear receptors transcription factors: REV-ERBs that repress Bmall expression (Harding and
Lazar 1993; Sierk et al. 2001), and the RORs activators (Akashi and Takumi 2005; Guillaumond et
al. 2005). Long considered as orphan nuclear receptors, it is now known that heme acts as a
natural ligand for the REV-ERB family (Raghuram et al. 2007; Yin et al. 2007), whereas the ligands
of RORa and RORy consist in various sterol compounds (Kallen et al. 2002; Wang et al. 2010a).
Since these discoveries, many efforts have been invested in the development of synthetic ligands
able to modulate the activity of RORs and REV-ERBs (Kojetin and Burris 2014). Considering their
role in Bmall circadian regulation, the presence and activity of these nuclear receptors was
considered to be good candidate for co-varying with the burst frequency variations of the Bmal1
reporter along the circadian cycle. To modulate the activity of RORs and REV-ERBs and assess their
impact on Bmall transcriptional bursting pattern, several nuclear-receptor ligands were tested.
The effect of these compounds on Bmall-sLuc2 expression was tested at the population level by
recording luminescence signal over three days in presence of various concentrations of the drugs
(Figure 2.34). SR8278 was selected for its antagonistic properties on REV-ERBa and REV-ERBf
(Kojetin et al. 2011). Consequently, increased expression levels of the Bmall reporter should be
observed upon SR8278 treatments as the compound blocks the activity of the repressor. Indeed,
although SR8278 caused cytotoxicity at high concentrations, appropriate doses (around 5 uM)
positively impacted Bmall expression levels (Figure 2.34A). Unfortunately, the impact of the drug
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was not visible before 1.5 days of recording. Consequently, the direct effect of SR8278 on the
observed modulation of Bmall reporter expression could not be certified. Indeed, a global
missregulation of the circadian clock in presence of the drug could also cause a similar phenotype.
Additional compounds affecting the activity of nuclear receptors such as 7-ketocholesterol, a
natural ligand of RORa and RORy (Wang et al. 2010b), were tested. Since expression activation
properties of RORs on downstream gene targets are inhibited by ligand binding (Wang et al.
2010b, a), presence of this compound was expected to decrease Bmall-sLuc2 expression level.
Similarly, T0901317 is an inverse agonist of RORa and RORy known to suppresses expression in
target promoters (Kumar et al. 2010). Unfortunately, in both cases low concentration did not
impact the expression of the Bmall reporter whereas high concentrations caused massive cell
death (Figure 2.34B-C). While no in-between effects were observed with 7-ketocholesterol,
intermediate concentrations of T0901317 (around 10 puM) caused a mild decrease in Bmall
expression that could possibly correspond to the predicted impact of the drug. Unfortunately,
using similar concentrations on an H1 promoter whose regulation did not depend on RORs activity
led to a similar decrease in luminescence signal (Figure 2.34D). Thus, the impact of T0901317
observed on Bmall expression at a drug concentration of 10 uM was likely already reflects
cytotoxicity.

>
W

SR8278: 7-ketocholesterol:

A SOPO

2000

Luminescence (cps)
1000

0

DMSO
1M
—5uM
-—10uM
=50 uM
100 uM

< /
o

’—______/\

(@

2000 3000

Luminescence (cps)
1000

Time (days) 2

T0901317:
DMSO
10 uM
~=50 uM
=100 uM
——150 uM
200 uM

T T

' Time (days) 2 s

500 1000 1500

Luminescence (cps)

0

O

100

Luminescence (cps)
50

DMSO

50 uM
=100 uM
~—500 uM
1000 uM

—\ N\
Nl N

-,

Time (days)

T0901317 (H1):
DMSO
50 (M
— 100 uM
=150 uM

2 b Adwtsanth, Ty oy

2
AR ! Vwylard ""

" Time (days) 2 3

Figure 2.34 Effect of nuclear receptor ligands on Bmal1-sLuc2 reporter

Impact on BmalllsLuc2 expression of compounds affecting the activity of nuclear receptors were tested at different
concentrations (blue gradients) on a population of M clone cells (A-C). Populations were recorded for three days in a
lumicycle. The traces correspond to the average + SD over 3 replicates. Compounds tested are (A) SR8278 (REV-ERBs
antagonist), (B) 7-ketocholesterol (RORs natural ligand) and (C) T0901317 (RORs inverse agonist). (D) Similar
concentrations of T0901317 tested on an H1 promoter driving short-lived luciferase expression. Lines correspond to a
single recording.
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In summary, none of the compounds tested to modulate the activity of REV-ERBs and RORs
provided satisfying results. Indeed, their effects were either delayed (SR8278) or nonexistent (7-
ketocholesterol and T0901317) in our system. Alternative strategies where thus chosen to
modulate the rhythmic expression of Bmal1.

2.5.2  Mutating ROREs in Bmall promoter region

Since we could not affect the expression of the luciferase Bmall short-lived reporter by
modulating the activity of its direct regulators, we tried to prevent their binding onto the
promoter. Both RORs and REV-ERBs bind to the same DNA motive, RORE, present in two copies in
the promoter region of Bmall. To test the role of this promoter in driving Bmall expression, both
ROREs were mutated to completely prevent RORs and REV-ERBs binding (Figure 2.35) (Akashi and
Takumi 2005; Guillaumond et al. 2005). The mutated Bmall-sLuc2 promoter was then stably
integrated into the FRT site of Clone H to be compared with the WT expression pattern.
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Figure 2.35 Mutation of the RORE on Bmall promoter (nRORE)

Sequencing results confirming the presence of the two mutated ROREs in the promoter region of Bmall (lower
sequence) compared to the WT version (upper sequence). Both ROREs are represented by pink boxes, and the TSS is
indicated as a star.

At the population level, the double RORE mutation (mMRORE) clearly abrogated the rhythmic
expression pattern of the WT reporter (Figure 2.36). Interestingly, mRORE expression levels were
maintained elevated, at level close to that of WT circadian peaks. This indicated that the rhythmic
regulation of Bmall by the ROREs is mainly driven by repression. Thus, the RORa and RORy
activators probably only play minor roles in Bmall regulation in NIH-3T3 cells compared to the
REV-ERBs repressors. The elevated yet stable mRORE expression level also implied that additional
regulatory elements responsible for basal expression rather than driving rhythmic oscillations
were present on the Bmall promoter. However, their identity, to our knowledge, remains to be
determined.

The impact of the double RORE mutation was also assessed at the transcriptional bursting level. To
this aim, single-cell luminescence traces of the mRORE condition were monitored. The 24 hours
traces were then separated into two 12 hours fractions corresponding to Bmall peak and trough
of expression (centered on CT 16 and 4 respectively). These traces corresponding to semi-circadian
periods were analyzed separately to infer the transcriptional bursting parameters corresponding
to the WT reporter peak and trough as well as the corresponding periods in mMRORE. As previously
observed, the expression variations between Bmall peak and trough could essentially by
explained by changes in burst frequency over the circadian cycle (Figure 2.37). In the double
mutant however the transcriptional bursting characteristics remained remarkably unchanged
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between the CT 16 and CT 4 phases. Although not identical, the mRORE bursting characteristics
were much closer to those of WT Bmall-sLuc2 circadian peak phase. Together, these results
indicate that the RORE motifs in the Bmall promoter are required for the decrease in burst
frequency characteristic of the trough expression time.
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Figure 2.36 Population luminescence driven by the mRORE Bmall promoter
Real-time luminescence comparison between populations of Clone H cells stably carrying the WT or double RORE
mutant (mRORE) version of Bmall promoter driving the expression of the short-lived luciferase. The data are
displayed as mean + SD over 3 replicates.
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Figure 2.37 Transcriptional bursting parameters of the mRORE Bmall promoter

12-hour traces centered on CT 16 (WT Bmall expression peak, dark color) or CT 4 (WT Bmall expression trough, light
color) were used to infer transcriptional bursting parameters using the telegraph model. Comparison between burst
frequency and size variations in the WT (red) or mRORE (grey) Bmall promoter. Ellipses delimit the 5" and 95"
percentiles of the estimate over all MCMC iterations. N>100 single-cells per condition.

2.5.3 Rhythmic regulation of Bmall involves histone acetylation

Since the mRORE Bmall arrhythmic expression pattern resembled more that of Bmall WT
expression peak, the double mutation likely prevented the binding of REV-ERBa and/or REV-ERB
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to the Bmall promoter. The mode of action of these repressors typically involves the recruitment
of NCoR1 followed by HDAC3 to de-acetylate histones around the promoter (Everett and Lazar
2014). Since the RORE motifs and the recruitment of the REV-ERBs transcription factors are linked
to the rhythmic changes of burst frequency in Bmall expression, the downstream molecular
consequences of their recruitment are also likely involved. Thus, we tested the impact of histone
acetylation state on the Bmall reporter expression. Populations of cells expressing Bmall-sLuc2
were treated with Trichostatin A (TSA), a histone deacetylase inhibitor notably affecting HDAC3
activity (Yoshida et al. 1990). Since histone acetylation is a mark of active transcription, and the
role of REV-ERBs on Bmall promoter is to eventually deacetylate the locus, the HDAC inhibitors
was expected to globally increase expression levels by preventing the removal of the acetylation
groups on histone tails. We indeed observed that high concentrations of TSA (corresponding to 1
UM final concentration) significantly increased Bmall expression levels (Figure 2.38). Intermediate
concentrations (0.5 pM) also activated Bmall expression, but only during circadian troughs.
Indeed, moderate concentrations of this compound abrogated the rhythmicity, while keeping the
expression constant at levels comparable to the circadian peak of the untreated condition. The
similarity between these phenotypes triggered by intermediate concentration of TSA and REV-
ERBs incapacity to bind to Bmall promoter (mRORE condition) implies that the expression pattern
of the double RORE mutant simply reflects impaired histone acetylation state. Thus, histone
acetylation levels were considered as candidate marks co-oscillating with burst frequency
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Figure 2.38 Trichostatin A (TSA) impact on Bmall promoter
Real-time luminescence monitoring of Bmall-sLuc2 expressing cells from clone H in presence of various
concentrations of the Trichostatin A (TSA) histone inhibitor. The data are displayed as mean + SD over 3 replicates.

2.5.4 Rhythmic histone acetylation at Bmall promoter

Since both histone deacetylase inhibitor and the mutation of the two RORE in Bmall promoter
displayed a similar arrhythmic expression pattern corresponding to the expression peak of WT
conditions, histone acetylation state was considered as a candidate to correlate with burst
frequency. Indeed, the burst frequency variations over the circadian cycle observed in the Bmall
promoter were lost in the mRORE condition that, at the population level, behaved similarly as the
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TSA-treated reporter. To verify that histones around Bmall promoter were rhythmically
acetylated during the circadian cycle, we used Chromatin ImmunoPrecipitation sequencing (ChIP-
seq) to assess the H3K27 acetylation levels in the H, M and L clones at two time-points
corresponding to Bmall peak and trough of expression. The reads were mapped on a custom
genome corresponding to a ~10 kb region of the genomic short-lived luciferase expression
cassette centered on the Bmall promoter, and normalized to the total number of mapped reads
on the reference mouse genome for each condition.

If histone acetylation state truly correlated with burst frequency, higher histone acetylation levels
would be expected during Bmall peak of expression. However, since most inter-clonal variability
in transcriptional properties resided at the burst size level, little variations of histone acetylation
should be observed between the clones. Reads mapping onto the stably integrated reporter
region revealed that in each clones and at both time-points, most of the H3K27ac signal located
within the Bmall promoter, in a 3kb region upstream of Bmall promoter, or downstream of the
luciferase gene (Figure 2.39A). Since the selected 10kb region mainly contained untranscribed
regions or genes used for the maintenance of the cell line (such as antibiotic resistances), a ~2kb
region centered on the Bmall promoter was further selected to be analyzed in depth. Within the
Bmall sequence, three H3K27ac peaks could be identified. The two upstream ones corresponded
to the Bmall promoter region, while the third peak targeted Bmall first exon. For each of these
peaks, variations in H3K27ac levels could be observed between the two-time points in all three
clones, with CT 16 displaying higher acetylation signal than the circadian trough time-point (Figure
2.39B). Unfortunately, these three peaks mapped to unspecific regions of the promoter, present
both on the endogenous Bmall loci and in the integrated reporter. To specifically focus on the
histone acetylation state of the Bmall-sLuc2 reporter, a 100 bp reporter-specific region
downstream of Bmall sequences was selected to quantify the histone acetylation state.
Considerably fewer reads mapped to this region since a single copy of the Bmall-sLuc2 reporter
was present per cell for four copies of the endogenous Bmall loci in tetraploid NIH-3T3 cells
(Leibiger et al. 2013). Despite the weak H3K27ac signal in the reporter-specific region, the
enrichment of histone acetylation varied between the circadian time-points (Figure 2.39C).
Indeed, although these observations were not significant, in each clone the peak of expression
globally displayed more histone acetylation signal than the trough. The variations between time-
points were not perfectly equivalent in each clone, but the overall histone acetylation state
measured in each clone after pooling the time-points were highly comparable. Thus, these results
suggested that in the Bmall promoter region common to the reporter and endogenous locus as
well as in a reporter-specific fragment, histones around Bmall TSS are more acetylated during the
peak expression phase in all three clones. However, no obvious difference was observed in the
global histone acetylation enrichment between the three clones after the pooling of both time-
points. Thus, just like burst frequency, histone acetylation states on the Bmall promoter varied
over the circadian time but remain strikingly similar between the three clones yet expressing
luminescence at different levels.
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Figure 2.39 H3K27 acetylation levels of the Bmal1-sLuc2 reporter

ChIP-seq peaks corresponding to H3K27ac signal mapped onto a 10kb region of the integrated Bmall-sLuc2 reporter.
Samples were harvested at two time-points corresponding to peak and trough of Bmall expression (CT16 and CT4, in
dark and light colors respectively). The three clones are displayed in red (clone H), blue (clone M) and green (clone L).
(A) Representative signal for each condition in the full 10kb region. The upper part schematizes the elements of the
reporter region, with maintenance genes (such as resistance genes, white boxes), the attB reporter-specific cloning
sites (dark blue boxes), Bmall promoter region (grey box) and first intron (dark grey box, with the two RORE indicated
as black bars) preceding the luciferase CDS (yellow). ChIP-seq signal is displayed in reads per million mapped reads
onto the entire mouse genome (RPM), with the left vertical bar corresponding to 20 RPM. (B) Enlargement of a ~2kb
region centered on the Bmall promoter. The blue bar on top of the schematized promoter corresponds to the
unspecific region present both at the endogenous Bmall and on at Bmall-sLuc2 reporter. The red bar bellow
corresponds to the 100 bp region used to quantify H3K27ac enrichment in the replicates of each experimental
conditions (2 time-points, 3 clones) displayed in (C). Left panel represents the signal variation quantified between
CT16 and CT4 in the H, M and L clones. Right panel corresponds to the pooled time-points signal in each clone. The
bars represent the mean + SD over 2 replicates.

2.5.5 Summary

In this section, we looked for molecular events at the Bmall-sLuc2 reporter co-occurring with
changes in burst frequency, and therefore varying along the circadian period while remaining
similar in the three H, M and L clones. The search was thus oriented towards known molecular
events fluctuating at Bmall promoter level along the circadian cycle.

Since tuning the transcriptional activity of the RORs and REV-ERBs circadian regulators of Bmall
could not be achieved using chemical ligands (Figure 3.34), an mRORE mutant version of Bmall
promoter region was generated to prevent their binding onto DNA. The mutations, in addition to
maintaining Bmall expression levels constitutively elevated (Figure 3.36), prevented the circadian
cycle-dependent variations in burst frequency (Figure 3.37).

The link between the nuclear receptors (in particular REV-ERBs repressors) binding to the
promoter and the variations in burst frequencies was further investigated by altering the histone
acetylation state, since REV-ERBs mode of action results in the de-acetylation of the Bmall
promoter upon HDAC3 recruitment. Since inhibition of histone deacetylases using TSA resulted in
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a similar phenotype than the mRORE mutant (Figure 3.38), the histone acetylation state of the
Bmall-sLuc2 promoter at two circadian time-points and in three clones was assessed (Figure
3.39). H3K27ac signal at the integrated Bmall-sLuc2 reporter locus were more variable between
the peak and trough expression phases than between the clones. Interestingly, this phenotype
corresponded well to that of Bmall burst frequency. Thus, histone H3 acetylation state was
considered to be a very plausible candidate to co-vary with the promoter burst frequency. In fact,
H3K27ac could even play a direct role in defining the frequencies of the burst. In the following
sections, we will extend these observations by comparing histone acetylation state and burst
frequency in other genes.

2.6 Transcriptional bursting behavior of endogenous circadian genes

Following the observation that both the burst frequency and the histone acetylation state of the
Bmall-sLuc2 reporter synchronously oscillated over the circadian period, we thought to verify
whether similar phenomena could be detected in other genes. Indeed, these observations done
on the Bmall reporter could reflect general features of gene expression, or be characteristic to
this promoter.

To assess whether other rhythmically expressed genes modulate their burst frequency rather than
burst size between the different circadian phases and if this phenomenon is correlated with
variation in histone acetylation states, we focused on endogenous circadian genes. More
specifically, we estimated their transcriptional bursting properties at the peak and trough of their
rhythmic expression, and their histone acetylation state around the promoter.

To evaluate the extend of the phenomenon described with the Bmall reporter, three genes
representing broad ranges of circadian expression phase and transcriptional regulatory
mechanisms were tested:

1) Bmall: the endogenous Bmall was selected to confirm that observations done with the
Bmall-sLuc2 reporter also apply to the endogenous gene. A high degree of similarities
between transcriptional properties of both the endogenous and the synthetic versions of
Bmall would confirm the biological relevance of the observations done using Bmall-sLuc2,
and confirm that the reporter could efficiently reproduce transcriptional behaviors of
endogenous genes.

2) Cryl: expressed in most tissues ~6 hours before Bmall (Panda et al. 2002; Zhang et al.
2014), the promoter of Cryl is composed of RORE but also complementary circadian
regulatory motifs that dictate its expression phase (Ueda et al. 2005; Ukai-Tadenuma et al.
2011; Takeda et al. 2012). Thus, this gene was selected for partially sharing transcription
regulation mechanisms with Bmall.

3) Dbp: The expression of this gene is thought to be entirely regulated through E-boxes, the
regulatory motif notably recruiting BMAL1 and CLOCK (Yamaguchi et al. 2000; Ueda et al.
2005; Stratmann et al. 2010). Consequently, its expression phase is anti-phasic to Bmall.
Additionally, despite their rhythmic circadian expression, promoter of Bmall and Dbp do
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not contain any common cis-regulatory motifs. Thus, Dbp was selected to assess the
transcriptional bursting properties of circadian gene regulated in a RORE-independent
manner.

2.6.1 smRNA-FISH on endogenous circadian genes

Comparison between real-time short-lived reporter measurements and smRNA-FISH highlighted
the robustness of both strategies to infer the transcriptional bursting properties of promoters.
However, unlike the short-lived luminescence reporter necessitating cloning steps and generation
of new stable cell lines, the smRNA-FISH can straightforwardly be applied to any endogenous gene
by designing probes specifically targeting their mRNA. Thus, this strategy was chosen to infer
Bmall, Cry1 and Dbp burst size and frequency from mRNA distributions per cell at their expression
peak and trough.

Since precise measurement of their rhythmic expression pattern is key to perform smRNA-FISH at
time-points corresponding to the expression peak and trough, the circadian phase of these three
genes was determined experimentally. NIH-3T3 mRNA was extracted every 2 hours for 24 hours,
and after reverse transcription, expression levels of Bmall, Cryl and Dbp were measured by gPCR.
As expected, the mRNA accumulation of each transcript was displaying clear oscillations (Figure
2.40A). To more reliably identify the expression peak, pre-mRNA levels of these three genes were
also assessed (Figure 2.40B). Consistent with the short half-lives of circadian genes, pre-mRNA
accumulation peaked slightly earlier than the mature transcripts with an average phase advance of
2 hours (Kojima et al. 2012; Lick et al. 2014). From both mature mRNA and pre-mRNA
accumulation data, peaks and troughs of circadian expression were estimated to correspond to CT
16 and 4 for Bmall, CT 10 and 22 for Cry1, and CT 6 and 18 for Dbp respectively, confirming that
this selection of circadian genes covered a broad range of expression phases (Figure 2.40C and D).
For the three endogenous genes, the estimated expression peaks and troughs were used as
SMRNA-FISH time-points. Comparison between mRNA per cell for the three circadian genes
highlighted noticeable differences in the distributions shapes, notably between Bmall displaying
an average of 48.8 transcripts per cell and Dbp with 9.4 transcripts at their respective expression
peaks (Figure 2.41). The average number of Cryl transcript per cell at its expression peak was
17.7.
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Figure 2.40 mRNA accumulation of endogenous Bmall, Cry1 and Dbp
Rhythmic accumulation of Bmall (purple), Cry1 (orange) and Dbp (turquoise) transcripts in NIH-3T3 were measured by
gPCR on reverse transcribed mRNA extracted every 2 hours between 8 and 30 hours after DEX synchronization.
Transcripts values are normalized to Gapdh mRNA abundance (27-ACt). Both mature mRNA (A) and pre-mRNA (B)
were quantified. (C-D) Circular histograms representing the distribution phases of mature mRNA (C) and pre-mRNA (D)

around the circadian period. Results displayed as mean * SD over three replicates.
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Figure 2.41 smRNA-FISH distributions of endogenous circadian genes

Distributions corresponding to the amount of transcript detected per cell (probability, corresponding to the absolute
number of cells containing a given number of transcripts) using smRNA-FISH are shown for two circadian time-points
corresponding to the expression trough (light colors) and peak (dark colors). The red line corresponds to the negative
binomial fit used to infer bursting parameters. List of circadian genes probed in this figure, and their corresponding
fixation trough and peak time-points: (A) Bmall (purple, CT 4 and 16, n=490 and 378 respectively), (B) Cryl (orange,
CT 22 and 10, n=672 and 874 respectively) and (C) Dbp (light blue, CT 18 and 6, n=491 and 411 respectively).

A telegraph model was used to infer the transcriptional busting parameters that best explained
each of the observed smRNA-FISH distributions (Equation 4.7). Beside uncertainties in the fitted
parameters, transcriptional regulation between expression peaks and troughs of Bmal1, Cry1 and
Dbp showed similarities, as for all genes the burst frequency was the only significantly varying
parameter between the two time-points (Figure 2.42). Thus, despite large variations in their
expression phase, their considerably dissimilar smRNA-FISH distributions and their different
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promoter regulatory motifs, all three genes seemed to undergo similar modulations of their
bursting parameters over the circadian phase. Although the phase-specific transcriptional bursting
variations in the endogenous Bmall gene were less pronounced than in the Bmall-sLuc2 version,
they corresponded well with that of the reporter also estimated from smRNA-FISH. Thus, the
Bmall reporter likely trustfully recapitulates the transcriptional behavior of the endogenous gene.
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Figure 2.42 Transcriptional bursting parameter of endogenous circadian genes

Burst frequency (left, in transcript lifespan units of time) and burst size inferred from the smRNA-FISH distributions of
transcript per cell corresponding to the peak (dark color) and trough (light color) of expression. Transcriptional
bursting parameters were estimated for (A) Bmall (purple), (B) Cryl (orange) and (C) Dbp (light blue). Bursting
parameters were estimated from N>380 cells per condition. * = p-value <0.05, **= p-value <0.01.

2.6.2 Histone acetylation state of endogenous circadian genes

To confirm the link between histone acetylation state and burst frequency observed in Bmall-
sLuc2, the H3K27ac levels of endogenous Bmall, Cry1 and Dbp were also assessed. To this aim, we
used the H3K27ac ChIP-seq datasets generated to compare the histone acetylation states at
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Bmall-sLuc promoter between its expression peak and trough. In addition to mapping the reads to
the integrated reporter sequence, they were also mapped to the mouse reference genome to
extract genome-wide information on H3K27ac enrichments. Fortunately, the time-points
corresponding to the Bmall-sLuc2 reporter peak and trough of expression rationally corresponded
to those of the endogenous Bmall, but also to Dbp. Indeed, since this gene is antiphasic to Bmall,
the CT 16 roughly corresponds to its expression trough and CT 4 to its expression peak. However,
these two time-points corresponded to Cryl intermediate expression level phase. Thus, limited
information could be extracted from this dataset regarding the differential histone acetylation
states of at Cry1 promoter between its expression peak and trough.

Independently of the time-points, acetylation of histones was detected around the promoter
region of all three circadian genes (Figure 2.43). However, H3K27ac spread differently in these
genes. In Bmall and Cry1, acetylation mainly accumulated in regions within 500 bp upstream of
the promoter (in two distinct peaks for Bmall and a single one for Cry1), as well as up to 1kb
downstream of the TSS. The gene body, however, was essentially signal-depleted. Interestingly,
Dbp acetylation pattern was strikingly different, with little or no accumulation observed within the
1lkb window around the TSS. In contrast, histones located in the gene body were heavily
acetylated. These differences in the spreading of H3K27ac signal along the genes may reflect the
diversity regulatory mechanisms involved in their regulation.
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Figure 2.43 Histone acetylation state of endogenous circadian genes at CT 16 and 4

H3K27ac ChIP-seq signal from cells corresponding to clone H and fixed at both CT 16 (dark colors) and 4 (light colors)
after DEX synchronization. Regions displayed correspond to Bmall promoter (Arntl, purple, top), Cryl promoter
(orange, center) and Dbp promoter and gene body (light blue, bottom). Positions of the TSS and elements of the 5
region of the gene are indicated on top (black boxes). ChIP-seq signal is displayed in reads per million mapped reads
(RPM), with the left vertical bar corresponding to 10 RPM.
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Comparison between the two time-points highlighted obvious differences in acetylation states for
both Bmall and Dbp, the two genes whose expression peaks and troughs corresponded well to
the CT 16 and 4 time-points. Although the two peaks of H3K27ac signal upstream of Bmall TSS
only marginally varied, the downstream one did by ~2 folds. Similarly, important variations of
histone acetylation levels were observed in the gene body of Dbp and especially in its 5’ region. As
expected, no clear differences were observed in the histone acetylation state of Cry1 between the
two time-points. However, this observation can likely be explained by the sub-optimal selection of
cell fixation time-points for the ChIP-Seq that did not correspond to Cryl expression peak and
trough, since levels of histone acetylation at Cryl promoter can vary of up to 4-fold between its
expression peak and trough in other tissues (Etchegaray et al. 2003; Koike et al. 2012; Vollmers et
al. 2012; Fang et al. 2014).

Thus, altogether, these data indicate that for both Bmall and Dbp, expression modulation
between the peak and trough time-points is mainly mediated by variations in their burst frequency
and histone acetylation state around their promoter similarly varies over the same period. In both
cases, the expression peak displaying the highest burst frequency corresponded to the most
H3K27ac-enriched phase. If for Cry1, burst frequency also significantly varies around the circadian
period, the dynamics of histone acetylation at its promoter remains untested in NIH-3T3 cells.

2.6.3 Summary

Since the observations that burst frequency rather than burst size varied along the daily period to
modulate the circadian expression levels and that changes in burst frequency were correlated with
histone acetylation states only relied on the observation of the Bmall-sLuc2 reporter, we thought
to expand it to other genes. Since smRNA-FISH permits the estimation of transcriptional bursting
parameters for endogenous circadian genes (Senecal et al. 2014; Singer et al. 2014; Ochiai et al.
2014; Bahar Halpern et al. 2015a), we tested their modulation between expression peak and
trough for the endogenous Bmall, Cryl and Dbp. Although Dbp and Bmall differed in many
aspects such as their expression phase and promoter regulatory motifs, both displayed burst
frequency variations between the two time-points (Figure 2.42). Similarly, although the genomic
repartition of the acetylated histones considerably differed between the two genes with Bmall
displaying H3K27ac enrichment around the TSS and Dbp within the gene body, the global histone
acetylation state of both genes was highly rhythmic (Figure 2.43).

Concerning Cry1, it also mainly modulated its burst frequency between the circadian expression
peak and trough. Unfortunately, this variation in bursting properties could not be compared to the
histone acetylation state of the gene since H3K27ac ChIP-seq datasets at CT 16 and 4
corresponded to Cryl intermediate expression level phases (Figure 2.40).

2.7 Broad correlation between burst frequency and acetylation state

Burst frequency variations appeared to be a common way to modulate expression levels between
peak and trough in circadian genes. Indeed, Bmall-sLuc2 as well as the endogenous Bmall, Cryl
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and Dbp used this regulatory mechanism despite fundamentally different promoter structures and
for Bmall and Dbp antiphasic expression phases. Another common feature between these genes
is the variations of histone acetylation levels observed at their loci between the circadian time-
points. Whether this correlation between burst frequency and histone acetylation levels is a broad
phenomenon common to many genes, a specific regulatory phenomenon only observed in a
subset genes or a biologically irrelevant correlation remained to be determined. Thus, we thought
to assess whether such correlation could be observed in other, not necessarily circadian, genes.

A major limiting factor in assessing the correlation between transcriptional bursting features and
the histone acetylation levels is the availability of a large panel of genes with precisely measured
transcriptional bursting parameters. Indeed, estimating of transcriptional bursting parameters
require laborious experimental approaches and a large majority of previous studies are focusing
on one gene or few genes of interest (Lionnet and Singer 2012; Yao 2017). However, in this
section, we use two datasets suitable to correlate burst frequency with histone acetylation in
larger datasets.

2.7.1 Correlation between burst frequency and histone acetylation in a limited number of
genes with precisely measured transcriptional bursting parameter

A previous study from our group characterized the transcriptional bursting characteristics of eight
endogenous or circadian mouse genes in the NIH-3T3 cell line (Suter et al. 2011a). Thus, we
thought of using these genes to compare specific transcriptional bursting properties with histone
acetylation states around their promoter regions. The H3K27ac signal at the locus of these genes
was directly quantified from the ChIP-seq datasets previously generated to evaluate the histone
acetylation state at the Bmall-sLuc2 reporter level. A 500 bp region around the TSS was selected
to quantity the acetylation state of the genes (Figure 2.44).

H3K27ac enrichment at the TSS was then compared to the transcriptional kinetics inferred in
(Suter et al. 2011a). The burst size was calculated as the product of the time spent in the active
state and the transcription rate (ton+km), and the inverse of the time spent in the transcriptionally
inactive state was used as a proxy to estimate the burst frequency (1/Tog).

A correlation trend was visible between the burst frequency and the H3K27ac levels at the TSS
(Figure 2.45). However, the reduced number of available genes and the rather small heterogeneity
in burst frequency values did not lead to a significant relationship. Nevertheless, the correlation
between burst frequency and histone acetylation was more pronounced than the one between
burst size and H3K27ac levels. Indeed, although burst sizes were more broadly distributed
between the genes, they did not correlate with the promoter acetylation state. NcKapl was not
included in this burst size correlation because of the difficulty to estimate the time this gene
spends in the transcriptionally active state (Suter et al. 2011a).

Thus, in this collection of genes, a modest non-significant correlation seemed to exist between the
burst frequency and the histone acetylation levels close to the TSS. However, the correlation is
nonexistent between the same histone mark and the burst size. Although transcriptional bursting
parameters of these genes had been precisely inferred, the limited size of the selection
complicated the interpretation of the analysis. Notably, the range of burst frequencies was limited
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between the genes, with 5 out of 7 genes bursting on average between 1.4 and 2 times per hour,
and only two genes with displaying more frequent burst.
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Figure 2.44 Histone acetylation levels in the TSS region of genes monitored in (Suter et al. 2011a)

H3K27ac ChlP-seq signal from cells corresponding to clone H and fixed at CT 16. Each row corresponds to a 500bp
region around the TSS of genes monitored in (Suter et al. 2011a). Genes are sorted according to their burst frequency
(top to bottom). ChIP-seq signal is displayed in reads per million mapped reads (RPM), with the left vertical bar
corresponding to 10 RPM.
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Figure 2.45 Correlation between histone acetylation levels and transcriptional bursting parameters for genes
monitored in (Suter et al. 2011a)

Correlation between burst frequency (1/T,g left panel) or burst size (t,,+km, right panel) and the H3K27ac ChIP-seq
signal from cells corresponding to clone H and fixed at CT 16. Each row corresponds to a 500kb region around the TSS
of genes monitored. Genes are sorted according to their burst frequency (top to bottom). The coefficients of
correlation R” correspond to 0.19 and 0.05 for the burst frequency and burst size respectively (linear regression is
shown as red line). X-axis values represent the mean * SD over 12 ChlP-seq replicates (duplicates of 3 clones at two
time-points), and the Y-axis the mean % the 5" and 95" percentiles of the estimate over all MCMC iterations. p-values
of the F-statistics correspond to 0.28 and 0.63 for the burst frequency and burst size respectively.

Consequently, to further investigate on the putative existence of a correlation between the
acetylation state of a promoter and its burst frequency, we tested a slightly different approach on
a larger dataset.

2.7.2  Correlation between bursting parameters and histone marks in a larger number of
genes using smRNA-FISH distributions

Although data comprising the precise measurement of transcriptional bursting characteristics for a
large subset of genes is not yet available, several groups were able to count the number of various
MRNA in single-cells using diverse experimental approach such as smRNA-FISH or single-cell RNA-
seq (Vera et al. 2016). Since the resulting distributions of transcripts per cell is sufficient to
estimate the transcriptional bursting characteristics of the measured genes, we thought to
combine this information with ChIP-seq data to identify correlations between presence of histone
marks and bursting features. In contrast to smRNA-FISH that requires specific probes for each
gene assessed, RNA-seq directly provides information on the entire transcriptome. Unfortunately,
the low recovery rate of RNA molecules in single-cell RNA-seq experiments causes non-biological
sampling noise, which can mask expression noise (Stegle et al. 2015; Zoller et al. 2015). Thus, we
exclusively oriented our research on smRNA-FISH datasets, for which burst size and frequency
estimation using distributions of RNA per cell is more reliable. Concretely, we were aiming at
finding a cell type for which the following types of data were publically available:
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1) smRNA-FISH data comprising a large subset of genes and in which the burst size and
frequency could be estimated from transcripts per cell distributions.

2) mRNA half-lives datasets to calculate the proper burst size and frequency instead of a
normalized version on the transcript lifespan.

3) ChIP-seq data of histone marks (notably histone acetylation) and conceivably additional
factors to be then correlated with specific bursting characteristics.

Hela cells fulfilled these requirements. Indeed, in this cell type, over 900 mRNA were targeted
using SmRNA-FISH approaches (Battich et al. 2013), the half-live of 11,000 genes had been
measured (Tani et al. 2012), and various ChIP-seq experiments assessing various molecular factors
involved in transcription regulation were performed (Dunham et al. 2012; Berguet et al. 2014).
However, this cell type comprises risks linked to its abnormal karyotype and its numerous genomic
mutations (Landry et al. 2013). Indeed, in addition to the important chances of suffering
differences between the Hela strains used in these independent experiments, the unpredictable
number of alleles present for each gene compromises the accurate estimation of bursting
parameters. Thus, we perform our analysis on mouse ESCs. 38 genes were probed using smRNA-
FISH in such cell line (Singer et al. 2014), and the lifespan of the corresponding transcripts could be
extracted from databases massively determining transcripts half-lives (Sharova et al. 2009).
Additionally, genome-wide distribution of the signal corresponding to multiple histone tail post-
translational modifications had also been assessed (Dunham et al. 2012).

From the 38 available genes probed using smRNA-FISH, the burst frequency and burst size were
calculated from the mean and variance of the distributions (Table 2.3, Equation 4.8). The burst
frequencies were then corrected by taking into account the corresponding transcript half-life,
resulting in burst frequencies in standardized time-scales comparable between all genes (Nicolas
et al. 2017). In addition to these two transcriptional bursting parameters, the mean number of
transcript per cell (mean expression, equivalent to the product of the burst size and frequency)
was also included to discriminate between molecular markers globally affecting transcription, and
those specifically acting on particular aspects of bursting. These three parameters of transcription
(mean expression, bust frequency and burst size) were then compared to the signal of various
molecular marker and notably histone marks present in a 500 bp to 500 kb region around the TSS.
The resulting heat map indicated that most assessed histone marks positively correlated with the
mean expression (Figure 2.46A). Noticeable exceptions included the repressive marks H3K9me3
and, more surprisingly, the H3K36me3 mark often found in the gene body of transcribed genes.
Similar correlations were observed with the burst frequency. However, for some active
transcription marks in a 5 kb window around the TSS such as H3K4me3, H3K9ac and especially
H3K27ac, the correlations were better for burst frequency than for mean expression. This suggests
that the associations between mean expression levels and these specific histone marks is largely
driven by the burst frequency. However, at larger windows around the TSS correlations between
histone marks signal and burst frequency diminished. Concerning the burst size, only weak
negative correlations were observed. This implies that the burst size is only marginally associated
with the presence of any of the selected marks. Among the best anti-correlations, H3K4mel and
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H3K36me3 slightly stood off. This anti-correlation is surprising as both marks are mainly associated
with active transcription (Barski et al. 2007; Wagner and Carpenter 2012). Interestingly, H3K9me3
levels also vaguely anti-correlated with the bust size, notably in large windows around the TSS.
Thus, the burst size could be partially sensitive to the global chromatin state of the locus.

Mean Variance mRNA Relative Burst Burst TSS position
mRNA/cell half-life Burst Freq Freq size (mm9)
Dppa4 57.91 1214.76 6.30 2.76 0.44 132.05 chr16:48283848
Carm1 24.68 102.94 8.35 5.91 0.71 34.84 chr9:21351338
Cnot3 25.24 156.31 14.97 4.08 0.27 92.71 chr7:3596871
gp130 11.16 52.54 5.81 2.37 0.41 27.37 chr13:113254278
Naccl 41.38 427.13 23.66 4.01 0.17 244.20 chr8:87194378
Zfp281 16.40 101.27 3.32 2.66 0.80 20.49 chr1:138526968
Jmjd2c 11.08 38.24 4.13 3.21 0.78 14.25 chr4:74051768
Oct4 120.77 3686.76 4.58 3.96 0.86 139.85 chr17:35645752
Prmt5 29.23 206.44 7.04 4.14 0.59 49.71 chr14:55126019
Sall4 52.37 611.37 5.97 4.49 0.75 69.63 chr2:168573832
Sdha 34.97 477.25 8.21 2.56 0.31 112.07 chr13:74459703
Smarccl 43.56 556.49 3.64 3.41 0.94 46.48 chr9:110034528
Tbp 17.28 60.05 2.97 4.97 1.68 10.32 chr17:15636852
Tcf3 24.66 292.34 5.49 2.08 0.38 65.11 chr10:79871910
Stat3 16.53 93.18 8.13 2.93 0.36 45.81 | chr11:100748120
Rest 74.93 1203.38 4.75 4.67 0.98 76.24 chr5:77694519
Trim28 161.91 5617.17 6.04 4.67 0.77 209.66 chr7:13609501
Zic3 38.59 557.89 2.36 2.67 1.13 34.09 chrX:55283805
Pecam 7.43 53.61 19.58 1.03 0.05 141.36 | chr11:106515527
Blimp 5.84 27.78 0.98 1.23 1.25 4.68 chr10:44156980
NrOb1 31.66 1225.93 8.19 0.82 0.10 317.22 chrX:83437114
Dnmt3b 69.52 5673.00 4.19 0.85 0.20 341.91 chr2:153475185
Fgfr2 6.09 36.73 3.15 1.01 0.32 18.99 chr7:137305965
Kif4 37.20 1165.22 1.82 1.19 0.65 57.14 chr4:55540009
Prdm14 4.53 38.14 3.09 0.54 0.17 25.99 chr1:13103509
Dppa3 5.47 92.01 24.00 0.33 0.01 403.76 chr6:122576442
Thx3 4.16 64.96 4.99 0.27 0.05 77.99 chr5:120120678
Zscandc 0.61 21.03 13.84 0.02 0.00 480.90 chr7:11591094
T 0.30 1.13 1.54 0.08 0.05 5.79 chrl7:8627288
Socs3 11.42 94.71 1.24 1.38 1.11 10.30 chr11:117827401
Rex1 138.37 7176.05 2.66 2.67 1.00 137.96 chr8:44380421
Fgf4 26.62 354.16 1.81 2.00 1.10 24.12 chr7:152047291
Tcl1 27.64 523.01 11.79 1.46 0.12 223.02 | chr12:106454965
Sox2 76.47 1919.28 1.29 3.05 2.37 32.30 chr3:34548917
Nanog 74.46 3770.77 5.62 1.47 0.26 284.46 chr6:122657507
Lifr 11.69 59.81 6.53 2.28 0.35 33.39 chr15:7090542
Tet1 87.97 1949.74 3.56 3.97 1.11 78.92 chr10:62267318
Esrrb 67.52 2474.73 7.12 1.84 0.26 261.06 chr12:87762594

Table 2.3 Bursting parameters estimated from (Singer et al. 2014) smRNA-FISH distributions

smRNA-FISH distributions of 38 mESC genes obtained from (Singer et al. 2014) were used to infer their corresponding
transcriptional bursting parameters. Using the mean number of mRNA per cell () and the variance (02), the realtive
burst frequency could be estimated (fR=1/CV2, in mRNA half—live'l). MC1 LIF+ condition of mRNA half-lives databases
(Sharova et al. 2009) in hours were used to measure the absolute burst frequency (f4= fr/half-live, in hour™). Burst size
was measured as b=u/f (in absolute mRNA number). The position of the TSS on the mm9 genome versions also
indicated.
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Figure 2.46 Correlations between histone marks levels and transcriptional bursting parameters using sSmRNA-FISH

distributions

Correlation between mean expression, burst frequency or burst size and various histone marks as well as DNase |

signal in different windows around the TSS. (A) Heat map summarizing the result of each comparison. The coefficients

of correlation between each levels of each molecular markers in 4 windows around the TSS (0.5, 5, 50 and 500 kb) and

the mean expression (top panel), the burst frequency (middle panel) and the burst size (bottom panel) are shown in

blue (positive correlation) or red (negative correlation). The color scale is shown in the top right corner. F-statistics: *
= p-value <0.05, **= p-value <0.01, ***= p-value <0.001. (B) Visualization of correlation examples between the burst
frequency (left panel) or burst size (right panel) and H3K27ac levels in a 5 kb region around TSS. The coefficients of

correlation R’ correspond to 0.364 and 0.016 for the burst frequency and burst size respectively (linear regression is

shown as red line).
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Since H3K27ac was the best molecular candidate to come along burst frequency variations in the
Bmall reporter, we further focused on this specific histone marks and its possible correlations
with various aspects of bursting. When assessed in a reduced region around the TSS, H3K27ac
showed the best-observed correlation with the burst frequency. Although mean expression was
also associated with this specific marker, the correlation is stronger when restricted to burst
frequency only. Indeed, beside few genes displaying both elevated burst frequency and moderate
H3K27ac levels, in a majority of genes these two transcriptional aspects were significantly linked
(R? = 0.364, p-value: 6.082e-05) (Figure 3.46B). The correlation remained even in absence of the
Sox2 gene displaying both high burst frequency and elevated H3K27ac signal (R2 = 0.13, p-value:
0.03552). In contrast, no correlation was observed between that mark and the burst size (R* =
0.016, p-value: 0.6916), implying that expression modulation through burst size variations is
achieved by markedly different molecular mechanisms.

Finally, since none of the selected molecular marker clearly correlated with burst sizes, we
investigated on the role of an alternative biological phenomenon. Some theories propose that
burst size arises from Polll pausing during transcription elongation (Dobrzynski and Bruggeman
2009; Kim and Marioni 2013). Indeed, pausing is likely to influence the bursting properties of
genes, notably by defining the amount of Polll that can be loaded onto the gene before releasing
the transcription. Thus, bursting parameters of the same 38 genes were compared to their Polll
proximal pausing properties. Because no ChlP-seq datasets of well characterized pausing factors or
specific Polll CTD variants could be found for mESC, the extend of the pausing phenomenon for
each gene was estimated using the ratio between Polll signal in the 200bp region downstream of
the TSS (paused Polll) and the gene body signal (elongating Polll) (Adelman and Lis 2012). Polll
signal along the gene body positively correlated with the burst frequency and to a lesser extend to
the mean expression level. Surprisingly, no correlation was observed between elongating Polll
signal and the burst size, suggesting that Polll ChIP-signal poorly captured this aspect of bursting
(Figure 2.47). Focusing on the paused/elongating Polll ratio did not highlight any link between Polll
proximal pausing and transcriptional bursting features. Thus, the prevalence of Polll pausing in
some genes did not seem to participate in determining neither the burst size nor the frequency.
Alternatively, this lack of correlation could also indicate that the strategy used to estimate the
occurrence of proximal pausing was not appropriate.

2.7.3 Summary

To verify whether the correlation between burst frequency and histone acetylation was a broad
feature of gene expression, we performed cross-correlations between transcriptional bursting
parameters and functional genomic datasets for different sets of genes. The first set consisted in 8
randomly selected genes for which the bursting parameters had been precisely measured (Suter et
al. 2011a). Since bursting features of these genes were measured in the same cell line than the
H3K27ac ChiP-seq generated for this study, these data were used to quantify the histone
acetylation levels at the promoter regions. A non-significant trend was observed between
H3K27ac enrichment around the TSS and the burst frequency, while the burst size was completely
independent from the H3K27ac signal (Figure 2.45).
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Figure 2.47 Correlations between Polll signal and transcriptional bursting parameters

Correlation between mean expression (top), burst frequency (center) or burst size (bottom) and Polll signal enriched
in paused Polll (Paused Polll, 200bp window downstream of TSS), Elongating Polll signal (gene body signal) or the
Paused/Elongating ratio. Coefficients of correlation are shown in blue (positive correlation) or red (negative
correlation). F-statistics: * = p-value <0.05, **= p-value <0.01.

A similar approach was used on 38 genes whose mRNA per cell distributions were measured using
an smRNA-FISH approach in mESC (Singer et al. 2014). These distributions were used to infer the
burst size and frequency of these genes. The large amount of functional genomic datasets
available for this cells-line not only permitted a comparison between bursting parameters and
histone acetylation but also with other histone marks and DNasel hypersensitive sites.
Interestingly, the strongest correlations were observed between burst frequency and H3K27ac in
regions close to the promoter (Figure 2.46). Thus, the link between the presence of acetylated
histones around the promoter and the frequency of the transcriptional bursts was broadly
observed in many unrelated genes, and did not only occur in circadian genes. On the other side,
using the same dataset, no correlation could be found between the burst size and any selected
molecular marker (Figure 2.46), or between Polll proximal pausing and specific aspects of bursting
(Figure 2.47).
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Chapter 3 Discussion

In this chapter, | will recapitulate relevant results gathered during the study and comment on their
importance. | will notably come back to the different technical approaches used to estimate the
bursting parameters of Bmall and other genes and how they participate in precisely determining
their bursting parameters. | will also propose models to clarify the biological meaning of the
correlations identified in this work. In particular, | will propose explanations for the role of histone
acetylation in modulating the burst frequency. | will also mention specific aspects that could be
improved in this work, as well as future directions that deserve a deeper look in the field of
transcriptional bursting. Finally, | will conclude on the importance of characterizing the bursting
signature of genes in various contexts.

Some aspects of the discussion, notably extrapolations on the impact of molecular mechanisms on
transcriptional bursting or comments on technical approaches commonly used to monitor
transcriptional bursting are partially inspired from my review (Nicolas et al. 2017) that addressed
similar themes.

3.1 Short-lived luciferase and smRNA-FISH approaches to study transcrip-
tional bursting

In this section, | will come back on the tools developed for the study of Bmall transcriptional
bursting. Notably, | will mention the modular properties of the short-lived luciferase expression
vector, its use during this study and how it could be further used in future experiments. | also
compare the results obtained using real-time short-lived reporter monitoring and smRNA-FISH,
the two different approaches used to measure transcriptional bursting. Finally, | also justify the
use of a reporter vector to study the transcriptional bursting properties of a promoter
endogenously present in the cells.

3.1.1 Development of a highly modular short-lived luciferase expression vector

To study the transcriptional bursting properties of the Bmall promoter, a new version of short-
lived luciferase expression vector was designed. This improved version is greatly inspired from a
previous reporter (Suter et al. 2011a). Since the short-lived luciferase coding region remained
unchanged, the mRNA and protein half-lives are equivalent to the ones previously measured
(Suter et al. 2011a) (Figure 2.5). The upstream region of the expression vector was however
adapted to the study of genes of interest. Indeed, the former version was mainly designed to
monitor endogenous genes, or to integrate specific promoters using conventional restriction
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enzymes approaches. By facilitating the integration of a cloned promoter of choice and permitting
the single-copy integration of the reporter in the genome, we generated a modular system, whose
multiple features could advantageously be used in this comparative study:

* The Gateway cloning cassette upstream of the short-lived CDS greatly facilitated the
insertion of any selected promoter to drive the reporter expression. In addition to avoiding
the laborious use of restriction enzymes notably while cloning a high number of promoters
with distinct sequences, this cassette is compatible with existing Gateway promoter banks
available for various species (Hope 2004; Marqués-Bueno et al. 2016). Since promoter
regions can have different structures, we adapted the vector to be compatible with
promoters either containing or lacking an endogenous START codon. The only
requirements for successful protein expression are the presence of a TSS in the cloned
promoter region, and that this region terminates in an exonic region. Although the
expression capacities of the vector were verified with multiple promoters (Figure 2.4), the
versatility of the cloning cassette was only partially exploited in this work, since it was
mainly use to study the Bmall promoter and a mutated mRORE version.

* The short-lived expression vector could be successfully used in transiently transfected cells
(Figure 2.4). However, the presence of an FRT-cassette also allows the optional integration
of the reporter into a single genomic site in FRT-compatible cells. The advantages of this
strategy are multiple. First, in contrast to transient transfection, expression properties can
be measured for prolonged periods without loosing the reporter through dilution or
ejection. Second, it guaranties the presence of a single copy of the reporter per cell, which
is often crucial to comprehend single-cell resolution data. Finally, it enables the integration
of the reporter always at the same genomic region. Consequently, the expression
properties of different promoters or promoter variants (such as transcription factor binding
sites mutants) can be directly compared without suffering disparities arising from the
integration site.

* In parallel to the short-lived luciferase expression vector, several FRT-compatible NIH-3T3
cell lines were generated. In addition to allowing the comparison of transcriptional bursting
properties at the various sites, these cells can be used to obtain a suitable expression level.
Indeed, for theoretically any FRT-compatible expression vector, controlled expression
levels can be achieved by selecting the most appropriate cell line among the available
transcription levels.

Thus, although all features were not fully exploited in this work, this version of the short-lived
luciferase expression vector could easily be adapted to other experimental purposes, both at
single-cell or population resolution. In addition to the study of transcriptional bursting, the
reduced half-live of the reporter is also suitable to precisely measure variation of expression in
various contexts such as the circadian cycle or responses to stimuli.
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3.1.2 Combining two experimental approaches to monitor transcriptional bursting

Measuring transcriptional bursting properties of a promoter is challenging. Indeed, it requires
precise quantification of gene products, ideally with a single-molecule resolution. Although several
technical approaches have successfully been used, they all comprise advantages and drawbacks
(Raj and van Oudenaarden 2009; Larson et al. 2009). Although most studies in the field of
transcriptional bursting focus on a single technique, combining several monitoring systems in a
single study allows overcoming major approach-specific drawbacks. Combined technical
approaches were notably used to measure expression noise both at the mRNA and protein level
(Dey et al. 2015; Dar et al. 2016), but also to obtain complementary method-specific information.
In this way, real-time MS2-GFP measurements have already been combined with the quantitative
properties of smRNA-FISH to precisely count the number of detected transcripts produced at
transcription sites (Kalo et al. 2015).

Combining approaches is all the more pertinent that some genes display bursting at different
time-scales, influenced either by the pausing of Polll convoys or long-term promoter active states
(Tantale et al. 2016). In this context, focusing on the precise monitoring of transcription during
short periods (typically with the MS2-GFP approach) or obtaining longer time-scale recordings yet
less sensitive to signal fluctuations (typically protein reporters) could result in incomplete
information.

To gain in measurements precision and to strengthen the confidence in observations, the
transcriptional properties of the Bmall promoter was assessed using two complementary
approaches. Indeed, real-time monitoring using a short-lived reporter allows the dynamic
monitoring of expression, but the readout corresponded to the protein product of the gene. Thus,
transcription properties had to be indirectly inferred from the data using modeling approach that
may not take into account the whole complexity of gene expression. On the other hand, smRNA-
FISH allowed precise quantification of mRNA, the direct product of transcription. Unfortunately,
the approach requires fixed cells, preventing dynamic measurement of transcription dynamics.
Fortunately, both technical approaches converged to essentially similar results. Indeed, in both
cases, the measured or estimated amount of reporter transcripts with smRNA-FISH and short-lived
reporter respectively were equivalent (Figure 2.28). Additionally, the circadian time and the
integration site similarly affected the transcriptional bursting parameters with both approaches,
although differences in absolute values were observed (Figures 2.18 and 2.30). Indeed, both
approach highlighted that the burst frequency predominantly modulates the temporal expression
variations of Bmall over the circadian cycle, while the integration site mainly modulated the burst
size (Figure 3.1). These findings confirmed that the burst frequency and burst size are uncoupled,
and that cells can modulate both aspects separately to regulate expression levels (Suter et al.
2011a; Dar et al. 2012; Senecal et al. 2014, Dey et al. 2015).

Since both approaches resulted in similar conclusions, we considered that they both were
sufficiently robust to be independently used to estimate bursting properties in complementary
investigations. Thus, some experiments were only performed with a one type of approach
particularity suitable for a specific condition. Indeed, real-time reporter was privileged to study
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circadian rhythmicity (such as analysis on the mutated Bmall mutated promoter (Figure 2.37)),
and smRNA-FISH to assess the bursting properties of endogenous gene (Figure 2.42).
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Figure 3.1 Impact of the circadian phase and genomic position on Bmall-sLuc2 bursting properties

Summary of the conditions tested in this work to modulate the transcriptional bursting parameters of the Bmall-
sLuc2 reporter. The circadian time mainly modulates the frequency of the bursts, with the highest burst frequency
corresponding to CT 16 and the lowest at CT 4. The reporter integration site (represented in different colors: clone L in
green, clone M in blue and clone H in red) predominantly influences the size of the bursts (represented with grey bars
during “on” states corresponding to the production of transcripts).

3.1.3 Areporter to study the transcriptional characteristics of an endogenous promoter

An essential objective of this project was to characterize the transcriptional bursting behavior of
the Bmall promoter, notably along the circadian cycle. Despite the possibility of tagging an
endogenous allele with a short-lived reporter using, for example, a CRISPR-Cas9 genome editing
approach (Sander and Joung 2014), we opted for a transgenic system. Indeed, the circadian
molecular clock consists in a highly interconnected transcriptional translational feedback loop in
which Bmall has a crucial role (Takahashi 2016). In NIH-3T3 cells as well as in other systems, miss-
regulation of Bmall can have dramatic consequences on the proper functioning of the clock
(Sasaki et al. 2009; Baggs et al. 2009; Ramanathan et al. 2014). Consequently, any form of editing
on an endogenous Bmall allele (notably mutations of regulatory elements) could have led to
undesirable consequences on the robustness of the molecular clock and could bias the measured
phenotype. Thus, although an integrated reporter may not precisely reflect the full complexity of
regulatory mechanism taking place at the endogenous locus, it presented a less hazardous
approach and permited more drastic expression modulations without suffering any uncontrollable
consequences on the circadian clock. Additionally, our reporter system allowed comparison
between various integration sites, which proved to be a crucial aspect for the study of molecular
mechanisms influencing the burst size.

Another possibility to measure the bursting properties of the endogenous Bmall was to use
smRNA-FISH on endogenous transcripts. This method is less invasive but would also limit the
editing possibilities on endogenous Bmall alleles. Also, this approach cannot differentiate
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between the four endogenous Bmall alleles (in tetraploid NIH-3T3 cells), which compromises the
understanding of their individual behavior. Additionally, limited perturbations can be applied using
this system. However, the approach was still used to compare the bursting characteristics of the
Bmall-sLuc2 reporter with those of the endogenous gene. Satisfyingly, the two promoters shared
many similarities in their transcriptional behavior. In addition to displaying similar mRNA circadian
expression (expression peaks at CT16 for both the reporter and the endogenous Bmall gene) and
fold-change between expression peaks and troughs (2- and 2.5-folds for the reporter and
endogenous Bmall respectively) (Figures 2.25 and 2.30), both the reporter and the endogenous
Bmall genes showed a marked tendency to modulate the burst frequency rather than the size
over the circadian phase (Figures 2.30 and 2.42). Additionally, the three integrations sites used in
this study seem to exemplify well the expression levels of the endogenous Bmall gene, since the
mean number of Bmall transcripts in unsynchronized cells for all four endogenous loci is 41,
compared to an average of 12 and 5 mRNA transcribed from a single copy of the reporter in the H
and M clones respectively (Figures 2.30 and 2.41). Thus, endogenous Bmall genes displayed
expression levels between those the H and L reporters. Similarly, H3K27ac signal in reporter-
specific regions is reduced by 5 times compared to portions of the Bmall promoter common to
the reporter plus the four endogenous alleles. Thus, the reporter acetylation level is also
comparable to that of endogenous Bmal1 alleles.

Surprisingly, a previous analysis on a Bmall reporter highlighted the presence of a refractory
period preventing the direct transcriptional reactivation of the gene following an “on” to "off”
promoter transition (Zoller et al. 2015) that we did not observed in our system (Figure 2.19).
Indeed, such phenomenon was absent in the H, M and L clones, suggesting the absence of rate-
limiting reactivation steps in Bmall-sLuc2 expression. This mode of transcription with a single “on”
state is normally mainly observed in TATA-box genes with elevated noise levels (Zoller et al. 2015)
and may arise from the presence of a nearby TATA-box in a selection promoter of the FRT
cassette. Although this observation could reflect the presence of small regulatory differences
between the reporter and the endogenous Bmall, it does not question all transcriptional bursting
similarities shared by the two promoters, all the more that the existence of such refractory state
was never assessed in the endogenous Bmall gene.

3.2 Correlating transcriptional bursting behavior with molecular markers

By focusing on the transcriptional bursting properties of the Bmall promoter, we observed that
the integration site and the circadian phase both modulated different aspects of bursting since
they predominantly affected the burst size and frequency respectively. Thus, modulation of Bmal1l
expression in these two conditions is likely to arise from different molecular mechanisms. Here, |
try to understand which molecular mechanisms specifically modulate the burst size and frequency
by first recapitulating the observed correlation between the presence of molecular markers and
specific aspects of transcriptional bursting, and by speculating on the impact of such markers on
the gene transcriptional regulation.
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3.2.1 Enigmatic molecular origins of the burst size

Although only a limited number of FRT-compatible cell lines were used in this study, the link
between the reporter integration site and the burst frequency is undeniable. Indeed, both in real-
time luminescence recording and in smRNA-FISH, the burst frequency is the only aspect of
bursting differing between clones H, M and L (Figure 2.18 and 2.30). However, the molecular
specificities of these integration sites remained to be clarified. Despite both ChIP-qPCR
experiments aiming at characterizing the molecular context of the inserted promoters and the
identification of the genomic integration site of the reporter to analyze the surrounding chromatin
landscape, no molecular marker displayed clear correlation with the burst size (Figures 2.32 and
2.33). Similarity, no significant correlations were observed between histone modifications at the
promoter of 38 endogenous mESC genes and their burst sizes despite a broad range of values
ranging from 4 to 400 transcripts per burst (Figure 2.46).

Both in the mESC dataset and between the Bmall-sLuc2 integration sites, only weak anti-
correlation was observed between the burst size and markers of heterochromatin such as
H3K9me3 or H3K27me3, (Figures 2.33 and 2.46) (Lehnertz et al. 2003; Francis et al. 2004). More
surprising, such weak anti-correlation was also found with H3K4me1/3 and H3K36me3, three
marker often associated with active transcription (Hon et al. 2009). However, the role of
H3K36me3 in coding region of actively transcribed genes is thought to prevent intragenic
transcription arising from cryptic promoters upon Polll passage, and it thus comprises repressive
properties (Carrozza et al. 2005; Keogh et al. 2005). Moreover, some H3K36me3 marks observed
outside of the gene body could also be associated with expression repression (Strahl et al. 2002;
Landry et al. 2003). Concerning the methylated from of H3K4, it can also be associated with
features of transcription repression in some contexts (Bernstein et al. 2006; Zhou and Zhou 2011;
Cheng et al. 2014). This would indicate that the burst size is slightly sensitive to the chromatin
state around the promoter, and especially to repressive marks. This observation is compatible with
other studies showing that the general chromatin environment primarily influences the burst size
(Singh et al. 2010; Skupsky et al. 2010; Dar et al. 2012; Dey et al. 2015). Indeed, local chromatin
state may influence the transcriptional yield by influencing the Polll proximal pausing as observed
in yeast (Churchman and Weissman 2011), or the elongation by notably determining the fraction
of Polll falling of the template before completing transcription. A denser chromatin state could
also reduce the transcription factor residency time on DNA, and thus limit the loading of Polll by
influencing the PIC stability. Similarly, DNA regulatory elements with lower binding affinity were
found to mainly decrease the burst size (Raj et al. 2006; Suter et al. 2011a; Senecal et al. 2014;
Corrigan et al. 2016).

Since the chromatin marks at the integration site only marginally explain the size of the bursts, this
bursting parameter is likely influenced by multiple factors, or by molecular phenomena that
cannot be captured with ChIP data. Notably, a growing number of evidences point toward the
existence of gene clusters with enhanced transcriptional properties. Indeed, Polll is known to form
dynamic short-lived aggregates implying existence of transient, actively transcribing genomic
domains (Cisse et al. 2013). Although transcription can also occur with isolated Polll, the presence
and lifespan of such clusters clearly influences the transcriptional output (Cho et al. 2016). These
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transient domains could consist in microenvironments, possibly phase-separated, that favor the
sharing of transcriptional machinery between clusters of actively transcribing genes (Hnisz et al.
2017). In line with this theory, a recent study assessing the causes of position effect in the
Drosophila genome observed that the presence of physical contacts between integrated
transgenes and promoters or terminators of active gene were the best predictors of the
transcriptional output (Corrales-Berjano et al. 2017). Thus, the recycling of rate-limiting
transcriptional complexes is likely to occur in these spatially clustered genes to favor their
expression. Such complexes could possibly be Polll, as its reduced presence specifically decrease
the burst size (Padovan-Merhar et al. 2015). Interestingly, genes belonging to the same chromatin
conformation clusters where found to share expression noise properties (Kar et al. 2017). Given
the impact of burst size on cell-to-cell variability (Munsky et al. 2012), this aspect of transcriptional
bursting may play a preponderant role in the expression regulation within such clusters. Indeed,
while the burst frequency describes the capacity of a promoter to become active, the burst size
may rather be influenced by the amount of transcriptional machinery that can efficiently complete
transcription during these active time-windows. This could include Polll loading efficiency onto the
promoter, its ability to escape proximal pausing and its elongation efficiency without falling from
the template. However, the burst size did not correlated with estimated levels of paused Polll and
could not be well explained by the chromatin state. Thus, it seems plausible that the formation of
active gene clusters favoring the rapid loading of functional transcriptional machinery could largely
influence the burst size. Hi-C datasets could be used to identify contacts between active genes and
assess their role in defining the burst size using regression approaches.

Finally, in this thesis work, the burst size was curiously not found to correlate with elongating Polll
signal. This is surprising, since it is likely to reflect the amount of Polll units transcribing when the
promoter is active. However, if we consider that transcription mainly occurs under the form of
Polll convoys where multiple enzymes closely follow each other (Tantale et al. 2016; Fujita et al.
2016), the distance between the elongating Polll is likely smaller than the fragments of sonicated
DNA. Indeed, ~40 bp of DNA are covered per Polll units (Saeki and Svejstrup 2009). Thus, if the
burst size reflects the dimension of the Polll convoys, small burst sizes could still contain a
sufficient amount of Polll to account for the immunprecipitation of all corresponding DNA
fragments. In turn, higher burst sizes would increase the amount of Polll per DNA fragment
without necessarily improving the precipitation efficiency.

3.2.2 Alink between burst frequency and histone acetylation

In both short-lived reporter and smRNA-FISH analyzes, temporal modulation of Bmall expression
levels underlined rhythmic variations in burst frequencies (Figure 2.18 and 2.30). Indeed, during
the inactive circadian phase, time spent in the “off” state was doubled compared to the
expression peak (Figure 2.19). Consistently, mutating the ROREs driving Bmall rhythmic
transcription (mMRORE) led to both an upregulation of Bmall expression during circadian troughs,
and a constant burst frequency over the circadian cycle (Figure 2.36 and 2.37). Interestingly,
MRORE arrhythmic and elevated expression phenotype suggests that circadian oscillations in
Bmall expression are mainly driven by RORE-mediated repression. Consistent with this
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observation, the ROREs activators RORa and RORy are weakly expressed in NIH-3T3 cells (Hughes
et al. 2009) and do not display rhythmicity at the mRNA level (Liu et al. 2008). This link between
the presence of ROREs and variations in burst frequency was consequently probably related to the
recruitment of REV-ERBs, the nuclear receptors responsible for RORE-mediated transcriptional
repression (Harding and Lazar 1995). Interestingly, the availability of a transcription factor and its
ability to bind the promoter was already shown to predominantly affect the burst frequency
(Larson et al. 2013; Senecal et al. 2014; Bahar Halpern et al. 2015b; Xu et al. 2015). However, if
higher burst frequencies were known to result from increased activators availability, the decrease
in burst frequency upon recruitment of a repressor had never been assessed despite the known
importance of gene downregulation in generating noise, at least during Dictyostelium
differentiation (Antolovi¢ et al. 2017).

REV-ERBs repression mechanism involves co-repressors that eventually lead to the deacetylation
of histones around Bmall promoter (Yin and Lazar 2005). Thus, the molecular mechanisms causing
variations in burst frequencies could be linked to the changes in chromatin acetylation following
the recruitment of transcription factors. To test this, we analyzed the transcriptional bursting
characteristic of endogenous circadian genes (Figure 2.42). In the endogenous Bmall, Cryl and
Dbp, the circadian phase also predominantly impacted the burst frequency. If Bmall and Dbp
promoters do not share any transcription factor binding site and are regulated though different
pathways (Jolley et al. 2014; Papazyan et al. 2016), they are both rhythmically acetated over the
circadian cycle (Figure 2.43). Thus, the burst frequency may directly be influenced by the histone
acetylation state of the promoter independently of the upstream regulatory mechanisms. This
correlation between burst frequency and promoter acetylation state was further assessed in larger
datasets. If a non-significant trend was distinguishable in 8 randomly selected endogenous NIH-
3T3 genes with precisely measured bursting parameters (Figure 2.45, R?=0.193), a significant
correlation was observed in a collection of 38 endogenous mESC genes whose parameters were
estimated from smRNA-FISH distributions (Figure 2.46, R2=0.345), Interestingly, no correlation was
ever observed between histone acetylation state and burst size in any of these condition. If the
association between active transcription and histone acetylation is known for a long time (Struhl
1998), its specific link to burst frequency is becoming clearer. In a set of 11 representative yeast
prompters, HATs and HDACs involved in early steps of transcription regulation (before elongation)
where also found to influence the frequency of the bursts rather than their sizes (Weinberger et
al. 2012).

A molecular explanation for this correlation could reside in the chromatin loosing properties of
histone acetylation. Although burst frequency is influenced by transcription factor concentration
(Nicolas et al. 2017), the frequency of specific transcription factor binding to a DNA motif (in the
order of minutes (Cherstvy et al. 2008; Chen and Larson 2016)) is smaller than that of burst
frequency (in the order of hour (Lionnet and Singer 2012; Yao 2017)). Thus, burst frequency likely
reflects the formation of larger complexes involved in transcription initiation such as the PIC
recruitment to the promoter. By participating in the establishment of a transcriptionally
permissive chromatin, promoter acetylation state is likely to considerably contribute to the
recruitment and stabilization of transcription regulators and machinery. Indeed, by neutralizing
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lysine's positive charges, acetylation weakens the histone-histone and histone-DNA interaction
(Kurdistani and Grunstein 2003; Verdone et al. 2006). The resulting relaxed chromatin structure
facilitates the binding of transcription factors to DNA. If individual transcription factors bind more
readily to DNA in a permissive hyperacetylated chromatin environment, the reduced time required
for transcription machinery assembly on the promoter is likely to results in shorter lagging time
between bursts. Consistently with the role of chromatin flexibility in influencing burst frequency,
nucleosome density around the TSS was also associated with burst frequencies in yeast and
mammals (Brown et al. 2013; Dey et al. 2015) as well as with expression noise (Newman et al.
2006; Tirosh and Barkai 2008; Small et al. 2014), itself largely influenced by the burst frequency
(Weinberger et al. 2012; Hornung et al. 2012; Wu et al. 2017).

Although associations between the promoter acetylation state and the burst frequency were
systematically observed in this study, the correlations were relatively weak. This molecular marker
is thus insufficient to precisely predict the bursting feature of the gene, and other phenomena
likely participate in determining its burst frequency. Among the putative additional contributing
factors, the concentration and activity of specific transcription factors was already shown to
influence burst frequency (So et al. 2011; Larson et al. 2013; Molina et al. 2013; Kalo et al. 2015;
Kafri et al. 2016). Their impact on burst frequency may directly be linked to histone acetylation,
since a considerable number of transcription activators are directly or indirectly involved in the
recruitment of HATSs (Sterner and Berger 2000; Deckert and Struhl 2001). However, the amount of
transcription factors recruited to the promoter may have an impact on burst frequency beyond
the histone acetylation state, since frequent binding to their DNA motifs is likely to shorten the
time required to assemble the PIC on the promoter. However, the ability of transcription factors to
influence the burst frequency of hyperacetylated promoters was never tested.

Also, in this study, we only focused on the histone acetylation state around the promoter region.
However, active distal enhancers can also be acetylated (Creyghton et al. 2010; Shlyueva et al.
2014), and this marker may contribute to the final burst frequency outcome. Indeed, the
formation of long-range chromatin contacts also participate in determining the burst frequency
(Bartman et al. 2016; Fukaya et al. 2016; Chen et al. 2017). Since associations between distal
enhancers and promoters are currently hard to predict (He et al. 2014; Whalen et al. 2016; Singh
et al. 2016), this aspect of histone acetylation, although putatively informative to predict burst
frequency, was neglected in this study.

Apart from acetylation, other histone marks may also be informative to predict burst frequency.
Although not identified in our study, histone marks involved in Polll elongation such as H3K36me3,
H3K79me2 or H4K20mel were associated with the burst frequency of endogenous hESC genes
estimated from single-cell RNA-seq data (Wu et al. 2017). However, the putative link between
these marks and the burst frequency remains to be determined.

In conclusion, burst frequency and more generally gene-specific bursting features are likely to
arise from multiple molecular factors. Consequently, even if individual makers can be generally
linked to specific aspects of transcriptional bursting, as it is the case with histone acetylation and
burst frequency, they do not allow precise prediction of the bursting outcome. Considering
associations of markers could possibly lead to more robust associations.
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Potentially linked to putative participation of additional factors in shaping the burst frequency, the
global correlation observed in this study between burst frequency and histone acetylation levels
was not systematic. Indeed, acetylation seemed to predominantly influence burst frequency in
some genes, while the impact on other genes was limited. Notably, in NIH-3T3 cells, the low burst
frequency measured for the Glutaminase and Ctgf genes did not correspond to the
hyperacetylated state of their promoters (Figures 2.44 and 2.45). In contrast, the promoters of the
MESCs genes Tbp, Blimp, Tetl and Rex1 were lowly acetylated compared to their elevated burst
frequencies (Table 2.3). This gene-specific differential impact of histone acetylation on burst
frequency could explain the various outcomes of TSA treatment observed on the bursting profile
of various genes. If, as it was the case for Bmall-sLuc2, HDAC inhibition led to increased burst
frequency with a CMV promoter (Vifiuelas et al. 2013), the treatment did not affect the bursting
properties of NcKap1 (Suter et al. 2011a). In the hPRL and pri2c2 genes, it was even predominantly
affecting the burst size (Harper et al. 2011; Suter et al. 2011a). Alternatively, these various effects
on transcriptional bursting upon TSA treatment could be consequences of the massive cellular
perturbation induced by the drug.

Also, this specific correlation between histone acetylation and burst frequency was not observed
in another study correlating enrichment of histone marks at the promoter of hESC genes with
bursting features, as burst size was found to equally correlate with the presence acetylated
histones (Wu et al. 2017). Even within a single promoter, variations in the acetylation state of the
different Sp1 binding-sites could display specific impacts on the gene expression noise (Burnett et
al. 2009). Thus, although observed at large scales in this study, the link between histone
acetylation and burst frequency does not unanimously characterize all genes. It seems however
that the trend is observed in a large fraction of genes.

3.3 Future perspectives

With this study, we contributed to the understanding of the molecular mechanisms influencing
transcriptional bursting. However, this work also raises new questions and comments, either
specific to this study or broadly applying to the transcription field. Notably, our understanding of
the aspects of transcription influencing the burst size remains very limited. Also the exact
mechanisms trough which histone acetylation increases the burst frequency remain to be defined.
In this section, | will enumerate unanswered aspects of this study, and propose experiments or
future directions that could help in clarifying these open questions. | will also mention specific
aspects of this study that could be improved.

3.3.1 Gene-specific modulation of the acetylation state

An important finding of this study is the correlation between histone acetylation and the burst
frequency in a large fraction of genes. However, causality was not assessed. Indeed, we never
tried to experimentally modulate the acetylation state of a gene (typically Bmall-sLuc2) to
examine its direct impact on transcriptional bursting. Such approach could be easily implemented,
as the TSA HDAC inhibitor was found to efficiently affect Bmall-sLuc2 expression levels (Figure
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3.38). If the expression level during the circadian peaks in presence of 0.5uM of TSA resembled
that of the untreated condition, the drug efficiently increased the expression level during the
circadian troughs. Thus, it could be interesting to verify that this effect is caused by TSA-mediated
variations in burst frequency, as this would reveal the direct influence of histone acetylation on
burst frequency. If this approach is straight forward, TSA is however not the optimal tool to
experimentally alter acetylation levels. Its major drawback is the broad spectrum of its targets,
which comprises all class | and Il HDACs (Vanhaecke et al. 2004). Consequently, the impact of this
drug on gene regulation is extensive and a large fraction of genes get simultaneously
missregulated upon drug application (Lopez-Atalaya et al. 2013). Although we could assess the
impact on transcriptional bursting shortly after the drug treatment, the missregulation of other
genes could impact the transcription properties of the Bmall reporter. Consequently, alternative
approaches specifically targeting the reporter promoter for acetylation would be more
appropriated. Recently, tools based on the CRISPR-Cas9 systems were developed to tether HATs to
specific genomic locations defined by the expression of a gRNA (Hilton et al. 2015). However, this
strategy currently suffers limited impact on the expression of the target gene compared to other
dCas9-activators fusion proteins (notably viral transactivation domain) (Chavez et al. 2016).
However, considering the rapid progresses in the RNA-guided gene activation approaches using
CRISPR-Cas9 derivatives, proper tool for site-directed acetylation or deacetylation may be
available soon.

3.3.2 Identification of additional mechanisms influencing specific aspects of transcriptional
bursting

By detecting the link between acetylation and burst frequency, we proved in this study that simple
regression analyses were valid approaches to identify molecular mechanisms involved in
transcriptional bursting. However, a major limitation for such correlation approaches is the limited
amount of publicly availably datasets fulfilling all requirements. Indeed, such datasets require (i)
bursting parameters ideally measured in a large subset of genes, (ii) the corresponding mRNA half-
lives if the bursting parameters need to be estimated from static distributions (such as smRNA-
FISH or single-cell RNA-seq), and (iii) signal quantification for specific markers participating in
transcription regulation around the genes and their promoters (typically ChiP-seq datasets).
Problematically, all of these requirements should come from comparable experimental
backgrounds, i.e. the same cells in the same culture conditions. The availability of such datasets is
currently limited. However, in this study, we highlighted the robustness of smRNA-FISH to infer
transitional bursting parameters by comparing it with short-lived reporter experimental approach.
smRNA-FISH can more readily be applied to large sets of genes than real-time approaches, and in
the past years, a growing number of studies simultaneously quantified the absolute number of
many genes (Battich et al. 2013; Singer et al. 2014; Chen et al. 2015b). Thus, suitable datasets may
soon be available to robustly identify the functional genomic markers that, in addition to histone
acetylation, influence specific aspects of transcriptional bursting. Also, the correlation should be
done with an increased number of markers participating in gene regulation such as various
transcription factors, co-factors, different Polll CTD phosphorylation states and large collections of
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histone marks. Notably, the presence of specific HATs and HDACs could be correlated to the burst
frequency in place of acetylation levels. Indeed, most of these enzymes can broadly
acetylate/deacetylate several histone tail lysine residues (Roth et al. 2001; Seto and Yoshida 2014),
but the consequences on transcription could depend on the type of enzyme recruited. This could
explain why certain genes display little correlation between histone acetylation and burst
frequency as they may recruit different HATs and HDACs than genes with a more marked
correlation. Importantly, associations of genomic markers should also be taken into account, as
they are likely to work synergistically to modulate transcription and consequently transcriptional
bursting.

Concerning the burst size, we were unable in this study to identify molecular mechanisms that
reliably influenced it. However, as mentioned above, the size of the bursts could notably be
influenced by the sharing of transcription regulators during the formation of chromatin contacts
between active transcription sites. To clarify the role of the three-dimensional genomic
organization in modulating the burst size, one could use Hi-C maps to determine the number of
contacts between the gene of interest and other active genes. Lately, a similar approach revealed
that long-range contacts could explain up to 25% of the expression rate of randomly integrated
reporters (Corrales-Berjano et al. 2017). Thus, the number and frequency of contacts between the
gene locus and other regions of interest such as active promoters, active terminators or distal
enhancers should be added to the genomic features to be correlated with burst size and
frequency. Indeed, some mechanisms regulating transcriptional bursting may not be directly
linked to the presence of ChIP-seq markers at the promoter.

Ultimately, such Hi-C maps could serve to identify regions with high of low number of predicted
contacts with active genes. Using targeted genome editing, a reporter designed for the monitoring
of transcriptional bursting (such as Bmall-sLuc2) could be integrated in these regions. Comparing
the bursting signature of the same reporter at these loci differing by the number and frequency of
their long-range interaction with active genes could confirm the predicted role of these latter in
modulating specific aspects of transcriptional bursting.

Thus, after showing that correlating bursting features with molecular markers is a valid approach
to understand the mechanisms shaping bursting, the method could be greatly improved by
increasing the amount of genes, the type of genomic datasets used for correlations or the amount
of ChIP-seq markers. These improvements should increase the robustness of the predictions, and
possibly reveal subtle contributions of markers (or associations of markers) in tuning either the
burst size or the burst frequency.

3.3.3 Mechanistic insight into burst frequency

In this study, we separated the expression level into two transcriptional bursting parameters, the
burst size and burst frequency. These transcriptional bursting kinetics are approximations that
satisfyingly permit a quantitative description of the stochastic transcription process, but they are
poorly informative regarding the mechanisms ongoing at the promoter level. Indeed, the
identification of a correlation between the histone acetylation state at the promoter and the burst
frequency does not clearly define how specific transcription factors, Polll, or any other
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transcriptional regulator behave in presence or absence of histone acetylation. In a
hyperacetylated permissive chromatin state, an increase burst frequency could notably arise from
facilitated recognition of DNA binding sites, strengthened interactions between DNA and
transcription regulators or between regulators, or increased residence time on DNA. Also, these
histone acetylation-mediated changes in kinetics could apply to specific regulators, or in contrast
broadly affect most participants to the gene regulation. The acetylation state could even tether
specific regulatory factors to the chromatin that cannot access in another acetylation contexts.

In the recent years, great improvements were made to image eukaryote transcription factor
dynamics at the single molecule level (Gebhardt et al. 2013; Chen et al. 2014; Morisaki et al. 2014).
Also, transcription factor binding kinetics can also be inferred using Fluorescence recovery after
photobleaching (FRAP) (McNally et al. 2000; Yao et al. 2006; Sprouse et al. 2008). Such approaches
could be used to clarify the impact histone acetylation has on the transcription regulators, and
that eventually results in burst frequency variations. Indeed, by following individual factors, it
could be possible to precisely identify the aspect of their dynamics fluctuating with the histone
acetylation level.

3.4  Concluding remarks

Although transcriptional bursting is a recent research field, it has been intensively investigated
over the past decade. Notably, researchers show particular interest in clarifying the associated
molecular mechanisms, characterizing the bursting features of genes of interest or elucidating the
advantages or inconvenient of such a mode of expression on individual cells or populations. In this
final section, | will insist on the importance of studying transcriptional bursting and recapitulate
the perspectives offered by a better understanding of this aspect of gene expression.

3.4.1 Focus on bursting to understand transcription mechanisms

Transcriptional bursting allows a more precise description of the transcriptional process notably by
separating the expression level into a combination of burst size and frequency. This distinction
clarifies the impact that specific regulatory mechanisms on have in different aspects of
transcription. Typically, an element influencing the burst frequency is more likely to affect the
early steps of transcription (for example the initiation), whereas an effect on the burst size likely
reflects an implication at later steps such as elongation or termination. Thus, studying gene
expression at the single-cell level will likely greatly contribute in a near future to clarify how
specific processes such as transcription factor binding, epigenetic state, DNA topology or
nucleosome occupancy precisely contribute to transcription (Chen and Larson 2016; Nicolas et al.
2017).

Additionally, the study of transcriptional bursting is likely to elucidate regulatory properties of
specific genes as well as their cellular function. Indeed, resemblances in transcriptional bursting
signatures are observed between similarly regulated genes (Bengtsson et al. 2005; Newman et al.
2006; Stewart-Ornstein et al. 2012), but also between genes active in the same cellular pathway or
with related cellular roles (Padovan-Merhar et al. 2015; Owens et al. 2016).
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With detailed information on the transcriptional bursting signature of a gene of interest combined
with consequent knowledge on the associated molecular mechanismes, it will also become possible
to very precisely tune its expression. For example, increased expression level can be achieved by
specifically targeting molecular mechanisms affecting the burst size or the burst frequency, with a
substantially different transcriptional output in both cases. Typically, transiently targeting
mechanisms responsible for tuning the burst size could result in a massive expression
enhancement over a limited period of time. On the other hand, specifically strengthening the
molecular aspects influencing the burst frequency would result in a more constant expression with
reduced noise levels. Thus, the different facets of transcriptional bursting could be used to adapt
overexpression mechanisms to specific experimental requirements.

3.4.2 The importance of cell-to-cell variability

Despite the participation of multiple factors in gene expression noise such as post-transcriptional
regulation (Albayrak et al. 2016; Dacheux et al. 2017) or extrinsic factors (Raser and O’Shea 2004;
Rosenfeld et al. 2005), transcriptional bursting is a major determinant of cell-to-cell variability in
isogenic populations (Elowitz et al. 2002; Blake et al. 2003). Because it arises from biophysical
phenomena such as low molecular concentrations, diffusion or transcription factor dynamics
(Paulsson 2004; Pedraza and Paulsson 2008; Schoech and Zabet 2014), randomness in
transcription is unavoidable. Thus, cells adapted mechanisms to either favor or reduce gene
expression noise in function of the genes.

In some cases, promoting noise in the expression of certain genes may be beneficial as it
generates non-genetic variability in populations of genetically identical cells. In unicellular
organisms, elevate noise level in the expression of some genes is essential to anticipate a response
to adverse environmental conditions by sustaining sub-population capable or resisting rapidly to
various stresses (Balaban et al. 2004; Lewis 2007). This strategy confers evolutionary advantages in
unstable environments (BAdi et al. 2017), and notably E. coli strains are significantly more noisy in
nature than in laboratory cultures (Wolf et al. 2015). This non-genetic variability can even favor
acquisition of genetic variations in the population, as some bacteria maintain high levels of
expression noise in DNA damage genes even in mutagenic conditions to facilitate mutagenesis in
some cells (Uphoff et al. 2016).

In multicellular organism, many cell-fate decisions during development or in stem cells are
determined stochastically. Indeed, a large fraction of embryonic genes display high levels of
expression noise (Chang et al. 2008; Boettiger and Levine 2009; Singer et al. 2014). In bistable
systems, variability in expression of key differentiation genes can lead to stable states though
reinforcement mechanisms such as feedback loops (Losick and Desplan 2008). Thus, initially
stochastically determined cell-fates can maintain cells in a differentiated state for prolonged
periods of time.

In other cases, gene expression noise should be avoided. It is notably the case of the circadian
clock that needs to accurately maintain a robust biological time despite the stochasticity inherent
to its expression (Gonze et al. 2003). Also, the spatio-temporal expression pattern of some
developmental genes is tightly regulated (Boettiger and Levine 2013). Different strategies can be
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adopted to reduce the effect of stochasticity. Commonly adopted mechanisms to buffer gene
expression noise consist in operating feedback loops (Becker-Weimann et al. 2004; Boettiger and
Levine 2013), increasing gene product half-lives (Little et al. 2013) or even retaining transcripts in
the nucleus (Battich et al. 2015; Bahar Halpern et al. 2015a). In such genes, suboptimal control of
gene expression can have disastrous consequences. Notably, increased noise in the expression of
the NF1 tumor suppressor gene can lead to morphological aberration in neurons (Kemkemer et al.
2002). Noise-increasing mutations in key developmental regulatory genes were also shown to
cause incomplete penetrance in C. elegans gut formation (Raj et al. 2010).

Cell-to-cell variability also plays an important role in response to treatments. When targeting noisy
cellular processes, treatments can lead to response variations between the cells. Notably, the
response to TRAIL treatments for apoptosis stimulation highly depends on the uneven presence of
Caspases in the target cells (Spencer et al. 2009), and emergence of melanoma cells resistant to
drugs treatment depend on the massive co-expression of resistance marker genes in a very small
fraction of cells (Shaffer et al. 2017). In patients, expression noise also contributes to resistance of
sub-population of cells to drugs and chemotherapy anti-cancer treatment (Sharma et al. 2010).
Additionally, the efficiency of anti-HIV treatments is reduced by the latency state adopted by a
fraction of viruses, while entering or exiting this quiescent viral state is stochastically determined
(Dar et al. 2014).

Thus, whether it is elevated or low, noise in gene expression can have critical impact on key
cellular processes, and can notably influence the development of diseases or their treatments.
Thus, studying transcriptional bursting is primordial to understand how cells regulate and adapt to
this variability in contexts like cell-fate decision, response to environmental variations or
regulation and maintain of robustness in biological processes. Therapeutically, a better
understanding of transcriptional bursting and its role in gene expression noise could potentially
limit the development of diseases and the resistance to treatments. For instance, combining HIV-
reactivating drugs with compounds favoring expression noise such as chromatin remodelers
largely contribute to the efficiency of anti-viral treatments (Dar et al. 2014). Thus, understanding
the implication of gene expression noise in diseases and treatments can also lead to solution to
remedy.
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Chapter 4 Material and methods

4.1 Cloning

4.1.1 Cloning of promoters into the short-lived luciferase expression vector

Promoter regions were cloned into the short-lived luciferase expression vector using a Gateway
cloning approach (4-1R version, Invitrogen). First, the promoters were amplified by PCR from
genomic mouse DNA (Carl1, Per3 and Bmall), a pFRT-H1 vector (Suter et al. 2011a) (H1) or a
pGL3-promoter (Promega) (SV40) using attB flanked primers (Table 4.1).

To generate the entry clone containing the promoter flanked with attL sequences, the BP Clonase
Il (Invitrogen, 11789100) was used to recombine the attB-PCR products into a pDONR4-1R plasmid
(Figure 4.1). After transformation of NEB 5-alpha Subcloning Efficiency Competent E. coli (New
England Biolabs) with the entry vector, selected colonies were validated by sequencing the insert
with a M13 Universal Forward Primer and a reverse T7 Sequencing Primer (Table 4.1). Entry clones
containing the right sequence were further recombined using LR Clonase Il (Invitrogen, 11791100)
into the backbone short-lived luciferase expression vector containing a Gateway cassette flancked
with attB sites (ordered from GeneScript, gene synthesis services, http://www.genscript.com)
(Figure 4.2). Reaction products were used to transform bacteria, and corresponding clones were
amplified to be midipreped using NucleoBond Xtra Midi EF (Macherey Nagel).

/\f attP4 824..593
A

pDONR4-1R
4777 bp

attP1R 2979..274M

Figure 4.1 Graphical representation of the pDONR4-1R vector
Vector used to generate the Gateway ENTRY clone by inserting the Gateway PCR products into the Gateway cassette.
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Name Sequence 5'->3' Sens Size  Useed in

Gateway cloning

attBAF_SV40
attB1R_SV40

ggggacaactttgtatagaaaagttgtgcatctcaattagtcagea
ggggactgcttttttgtacaaacttgtggctttaccaacagtacc

46 SV40 promoter amplification
45  SV40 promoter amplification

attB4F_Carl1l3 ggggacaactttgtatagaaaagttggccaagtgacatggtctca F 45 Carl11 promoter amplification
attB1R_Car11i3 ggggactgcttttttgtacaaacttgaaagtgagttccaggacagce R 46 Carl11 promoter amplification
attB4F_Per3_TSS ggggacaactttgtatagaaaagttgtctgaaaatacggttggattc F 47 Per3 promoter amplification
attB1R_Per3_TSS ggggactgcttttttgtacaaacttgagaagtatgttcagaagcca R 48 Per3 promoter amplification
attB4F_Bmall_TSS ggggacaactttgtatagaaaagttggggctacaacagaacaact F 45 Bmall promoter amplification
attB1R_Bmall_TSS ggggactgcttttttgtacaaacttggcccgeaccegeact R 41 Bmall promoter amplification
attB4F_H1 ggggacaactttgtatagaaaagttgtagaccgtacgtgattggt F 45 H1 promoter amplification
attB1R_H1 ggggactgcttttttgtacaaacttgactggaagtcgagcttcc R 44 H1 promoter amplification

F

R

Site-directed mutagenesis

Bmall_mRORE1_F ttggtcggaaagtactatagtggtgegacatttag F 35 mutagenesis upstream RORE
Bmall_mRORE1_R atgtcgcaccactatagtactttccgaccaatecg R 35 mutagenesis upstream RORE
Bmall_mRORE2_F gaaggcagaaagtatcgaagggacggaggtgectg F 35 mutagenesis downstream RORE
Bmall_mRORE2_R ggcacctccgteccttcgatactttetgecttecc R 35 mutagenesis downstream RORE

Sequencing

M13 Forward gttgtaaaacgacggccagt F 20 Promoter cloning
T7 Sequencing taatacgactcactataggg R 20 Promoter cloning
Seq_ATG-linker_R gtctgtttcaccggaactc R 19 Mutagenesis

Probe amplification
Probe_pFRTneo_F
Probe_pFRTneo_R

-

catccgcttacagacaag 18 Southern blot probe generation
gagaataggaacttcggaat R 20 Southern blot probe generation

Inverse PCR

‘

iPCR_pFRTneo_R
iPCR_pFRTneo_F

gggactatggttgctgac
caccacaaaggaaaaagctg

qPCR primers

-

18
20

Integration site identification
Integration site identification

Qcyc_F ggagatggcacaggaggaa F 19 RNA expression
Qcyc_R gceegtagtgettcagett R 19 RNA expression
Qluc2_F taaggtggtggacttggaca F 20 RNA expression
Qluc2_R gttgttaacgtagccgctca R 20 RNA expression
QBmall_F ccaagaaagtatggacacagacaaa F 25 RNA expression
QBmall_R gcattcttgatccttecttggt R 22 RNA expression
QCryl_F ctggegtggaagtcategt F 19 RNA expression
QCryl_R ctgtccgecattgagttctatg R 22 RNA expression
QDBP_F aagaaggcaaggaaagtcca F 20 RNA expression
QDBP_R tgtacctccggctccagta R 19 RNA expression
QGapdh_F catggccttccgtgttecta F 20 RNA expression
QGapdh_R cctgcttcaccaccttettga R 21 RNA expression
gqPCR_preCryll_F cttcaaccacgcctaagaca F 20 RNA expression
gPCR_preCryll_F ggagcttgtttccatccaat R 20 RNA expression
qPCR_preDBP_F tgggacgcctgggtacac F 18 RNA expression
gPCR_preDBP_R gggaatgtgcagcactggtt R 20 RNA expression
QChIP_RepRegA_F gtgcgggccaagtttgta F 18 ChIP-gPCR
QChIP_RepRegA_R gtgggctggatatccaatt R 19 ChIP-gPCR
QChIP_RepRegB_F tgctggtgcccacactat F 18 ChIP-gPCR
QChIP_RepRegB_R ggcgatctcgtgcaagtt R 18 ChlIP-gPCR
QChIP_Sox2_F agctcgcagacctacatgaa F 20 ChIP-gPCR
QChIP_Sox2_R tggagtgggaggaagaggta R 20 ChIP-gPCR
QChIP_Actb_F cagccaactttacgcctage F 20 ChlIP-gPCR
QChIP_Actb_R gaccctagtgtgtccccaag R 20  ChIP-gPCR

109



Table 4.1 List of primers used in this study

List of all primers used in this study. The table comprises the primer names, the 5’ to 3’ sequence, their sense (either
forward F or reverse R), the nucleotide primer size and the context in which the primer was used. The primers are
separated by types: Gateway cloning for the cloning of promoter into the short-lived luciferase expression vector,
site-directed mutagenesis for the site-directed mutation of Bmall promoter, sequencing, Western blot probe
amplification, iPCR for integration site identification and qPCR primer. In Gateway cloning primer, the “attB” gateway
recognition sequence is underlined. In the mutagenesis primers, the mutated regions are underlined. mRORE1 refers
to the upstream RORE and mRORE2 to the downstream site.

rt-lived luciferase expression vector
8730 bp E

w

I 4

FRT site 4595..4642

Figure 4.2 Graphical representation of the short-lived luciferase
This vector is the final recipient of the promoter regions cloned using the Gateway cloning system.

4.1.2 Site directed mutagenesis

Specific nucleotide substitutions in the promoter region of Bmall were obtained using site
directed mutagenesis. 100ng of WT Bmall-sLuc2 vector were used as template for a PCR of 20
cycles using the Kapa HiFi HotStart PCR Kit (Kapa Biosystems) and 35 bp mutation-containing
primers centered on the region to mutate, and flanked with WT sequences (Table 4.1). Dpnl
restriction enzyme (New England Biolabs) was directly added to the PCR product in a 1/10 volume
ratio, and incubated at 37°C for 2 hours. Digested material was directly used to transform of NEB
5-alpha Subcloning Efficiency Competent E. coli (New England Biolabs). Selected colonies were
validated by sequencing the downstream region of the Bmall promoter using Seq_ATG-linker_R
primer (Table 4.1). The double mutant was generated in two rounds, with both RORE mutated
separately.
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4.2 Cell culture and cell lines generation

4.2.1 Cell maintenance

NIH-3T3 mouse fibroblasts were grown at 37°C in a humid environment. Unless specified, they
were kept in DMEM medium (Gibco, 11965092) complemented with 10% Fetal Bovine Serum
(Sigma-Aldrich, F7524) and Penicillin-Streptomycin-Glutamine antibiotics at a final concentration
of 0.5 mg/ml (Gibco, 10378016).

4.2.2 Counting cells and estimating cell viability

Cells were counted in a LUNA Automated Cell Counter (Logos Biosystems). Suspension cells in
DMSO were mixed with an equivalent volume of 0.4% Trypan Blue Solution (15250061, Gibco). 10
ul of the mix was then loaded into a LUNA Cell Counting Slide, and cell concentration was
estimated from the software. The number of living cells was calculated as the total number of cells
minus the “dark” dead Trypan Blue permeable cells.

42.3 Generation of homemade NIH-3T3-FRT cells

Homemade NIH-3T3-FRT cells were generated by transfecting WT NIH-3T3 cells with a pFRT-Neo
plasmid (kindly provided by Dr. Jirgen Ripperger, University of Fribourg, Switzerland) (Table 4.2)
The plasmid consisted in a modified version of the original pFRT/lacZeo vector (Invitrogen) in
which the lacZeo selection gene was replaced by a neomycin resistance gene (Figure 4.3). 48
hours after transfection, cells were transferred into 15cm dishes and selected with G418 (Life
Technologies) at a final concentration of 500 pg/ml. After 14 days, individual clones were picked
and further expanded while maintaining the antibiotic selection.

jATG 609..611
/ pFRT-Neo
4958 bp

Figure 4.3 Graphical representation of the pFRT-Neo vector
This vector was used to generate the homemade NIH-3T3-FRT by stably integrating the vector into random genomic
locations using transfection.
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4.2.4 Transfections

16h prior to transfection, 35000 cells were plated into a 35 mm dishes (Falcon, 353001) to reach
90% confluence at transfection time. Transfection was done using Lipofectamine LTX Reagent with
PLUS Reagent (ThermoFisher, 15338100). Briefly, 2 pug of plasmid were mixed with 2 pl of PLUS
Reagent in Opti-MEM Reduced Serum Media (Gibco, 31985062). The proportions of the different
types of DNA transfected for each experiments are specified in (Table 4.2). After addition of 7.5 ul
of Lipofectamine LTX Reagent, the transfection reaction was incubated for 10 minutes at room
temperature, before being applied onto the cells. Cells were grown in presence of transfection

reagents for 36h before being used in an experiment.

Experiment Plasmid ‘ Ratio ‘ ng/35mm dish
Short-lived luciferase transient transfection Short-lived luciferase expression vector 9/10 1800
pMAX-GFP (Lonza) 1/10 | 200
Generation of homemade NIH-3T3-FRT cells pFRT-Neo 10/10 | 2000
Stable reporter integration into genomic FRT site | pOG44 (Invitrogen) 8/10 1600
Bmall short-lived expression vector 2/10 400

Table 4.2 Transfection conditions

List of plasmids transfected into NIH-3T3 cells during this work. The type of experiment is indicated, as well as the
combinations of co-transfected plasmids, the volume ratio for each vectors and the corresponding amount
transfected vector.

4.2.5 Stable integration of the short-lived luciferase expression vector into NIH-3T3-FRT
cells

To generate cells stably expressing the Bmall-sLuc2 expression vector from a genomic FRT locus,
homemade NIH-3T3-FRT clones containing a single insertion of the FRT cassette as well as
commercial NIH-3T3-FRT cells (Invitrogen) were co-transfected with a pOG44 Flippase expression
plasmid (Invitrogen) and a the Bmall-sLuc2 expression vector (Table 4.2). 48 hours after
transfection, cells were transferred into 15cm dishes and maintained for 24 hours without any
selection. Then, medium was supplemented with hygromycin B (InvivoGen) at a final
concentration of 200 ug/ml. After 20 days, individual clones arising from the same parental FRT
clone were pooled and expanded in selective medium.

4.3 Microscopy and real-time cell recording

43.1 Population real-time luminescence recordings

Real-time recording on populations of cells was done both on freshly transfected cells or on cells
stably expressing luciferase from an integrated transgene. For transfected cells, co-transfection
with luciferase expression vector and pmaxGFP plasmid (Lonza) used to assess transfection
efficiency were done 36 hours prior to beginning of the recording. At recording time, fluorescence
levels in the green channel (Filter Set 38 HE, Zeiss) were imaged with an Axio Vert.A1l microscope
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(zeiss) equipped with an HXP 120c light source (Zeiss) and a Retiga CCD camera (Qlmaging) to
evaluate the transfection efficiency in the different conditions.

For real-time luminescence recording in populations of cells stably expressing luciferase, cells were
seeded at 500,000 cells per 35 mm 16 h prior to recording. In both cases, for circadian reporters,
the cells were synchronized in 100nM Dexamethasone (Sigma Aldrich, stock 200uM in ethanol) for
30 minutes. Medium was then replaced by DMEM medium (Gibco, 11965092) complemented with
10% Fetal Bovine Serum (Sigma-Aldrich, F7524), 1% Penicillin-Streptomycin-Glutamine (Gibco,
10378016) and 100uM D-Luciferin (Sigma Aldrich, L9504, stock at 100mM) and the luminescence
was recorded for up to 5 days. The medium replacement was done directly prior to recording for
non-circadian reporters. Luminescence was then recorded for several days in a Lumicycle32
(Actimetrics).

Parameters describing the expression pattern of the oscillating reporter (mean expression level,
amplitude, period and phase of the expression peak) were inferred from the population
luminescence data using the ChronoStar software (Sporl et al. 2011).

In case of recording in presence of specific drugs, the compounds were added directly in the
recording medium, together with luciferin. In the negative control condition (no drug), a similar
amount of the diluent of the drug (DMSO) was used to allow results comparison. Compounds used

and concentrations are listed in (Table 4.3).

Drug name Target ‘ Effect ‘ Working concentration Publication

SR8278 Rev-Erbs Antagonist 1,5, 10, 50 and 100 uM Sigma Aldrich | S9576 | (Kojetin et al. 2011)
T0901317 RORa and ¢ Inverse agonist 50, 100, 500 and 1000 uM Sigma Aldrich | T2320 | (Kumar et al. 2010)

7-Ketocholesterol | RORa and c Ligand 10, 50, 100, 150 and 200 uM | Sigma Aldrich | C2394 | (Wang et al. 2010b)
Trischostatin A HDAC Inhibitor 0.1,0.5and 1 uM Sigma Aldrich | T8552 | (Yoshida et al. 1990)

Table 4.3 List of chemical compounds used in population real-time luminescence assays

List of drugs added to the recording culture medium to affect various aspects of the reporter expression. For all
compounds, the stock solution was diluted in DMSO. Names of the drug, published effect and target, brand, catalogue
number, original reference mentioning the compound and final concentrations used in this study are indicated, as well
as original publication mentioning the impact of the drug on gene expression.

4.3.2 Time-lapse luminescence microscopy

Single-cell luminescence traces were obtained by recording cells in a luminescence microscope.
Cells stably expressing short-lived luciferase were diluted 1:50 into non-luminescence NIH-3T3
cells and plated in a 2.3cm glass bottom dish (FluoroDish, World Precision Instruments) to reach a
final amount of 8x10° cells per dish 16 hours prior to recording. Cells where synchronized using
dexamethasone (Sigma Aldrich) at a final concentration of 100nM for 30 minutes directly before
starting the recording. After synchronization, medium was replaced and complemented with D-
luciferin (Life Technologies) at a final concentration of 100uM. Luminescence monitoring was
performed in a LuminoView LV200 microscope (Olympus) with a cooled C9100-13 EM-CCD camera
(Hamamatsu). During recording, cells were maintained at 37°C in a humid environment with 5%
CO,. Images were acquired with an exposure time and time resolution of 5 minutes during 48h.
Recording of the luminescence signal was optimized using a binning of 4, an EM gain of 150 and a
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5x photon imaging mode. Cosmic rays from time-lapse recordings were first removed by
minimalizing the signal between two adjacent frames in the ImagelJ software, and single-cell were
segmented and tracked using the CAST software available at https://git.epfl.ch/repo/cast-

supplements.git (Blanchoud et al. 2015). CAST was parameterized with a filter min intensity of 3
and a fixed filter size of 20 pixels, an ‘atrous’ max size of 3 and threshold of 25, and a tracks
filtering interpolation of 1.

4.3.3 Single-molecule RNA-FISH (smRNA-FISH)

SMRNA-FISH protocols were largely inspired from Stellaris RNA FISH (Biosearch Technologies)
approach. Before plating the cells, 18mm diameter round coverslip (Fisher Scientific) were
incubated for 30 minutes at room temperature with a solution of PBS and 25 ug/ml Fibronectin
(FO895, Sigma-Aldrich). Coverslips were then placed in 12 wells plates, and 0.3 million cells were
seeded per well 16 hours prior to DEX synchronization (for condition necessitating circadian
synchronization) or medium change (for non-circadian genes). When needed, the synchronization
was performed with 100nM DEX for 30 minutes before changing the medium. From the seeding
time, cells were always kept in 0% serum culture medium.

At time-points corresponding to specific circadian times (for rhythmically expressed genes) or 10
hours after medium change (for non-circadian genes), medium was aspirated, and cells were
washed with 1X PBS. A fixation buffer containing 1X PBS and 3.7% Formaldehyde (F15587, Sigma-
Aldrich) was then applied on the cells for 10 minutes at room temperature. Cells were washed
twice with PBS, and permeabilized overnight in 70% ethanol at 4°C. The following day, ethanol was
removed, and cells were incubated for 5 minutes in Stellaris Wash Buffer A (Biosearch
Technologies).

Hybridization was achieved by placing coverslips cell-slide down on a 50 ul drop of Stellaris
Hybridization Buffer (Biosearch Technologies) containing a final concentration of 125 nM of
specific smRNA-FISH probes (Biosearch Technologies) and dispensed onto Parafilm. The sequences
of the far-red probes used in this project are specified in (Table 4.4). In addition to reagents
present in the original Stellaris protocol, the hybridization buffer was complemented with
Ribonucleoside Vanadyl Complex (New England Biolabs) at a final concentration of 5 mM and
Yeast tRNA (Ambion) at a final concentration of 250 pg/mL. The hybridization was carried on for
16 hours in a humidified chamber at 37°C in a dark environment.

After hybridization, coverslips were transferred cells-side up to fresh 12-well plate containing
Stellaris Wash Buffer A, and incubated for 30 minutes at 37°C in the dark. The wash buffer was
then replaced by a the same buffer containing in addition 5 ng/ml of DAPI (62248, Thermo
Scientific). In no alternative cell staining method is specified, HCS CellMask Green Stain (H32714,
Invitrogen) was used to stain the cytoplasmic region of cells. The compound was added into the
same DAPI-containing buffer at a final concentration of 2 pg/ml. Coverslips were incubated in this
complemented buffer at 37 °C for 30 minutes in a dark environment. Staining was then washed for
5 minutes at room temperature in Stellaris Wash Buffer B (Biosearch Technologies). Coverslips
were finally mounted onto microscopy glass slides using a drop of Vectashield Antifade Mounting
Medium (Vector Laboratories). The coverslips were sealed with nail polish, and imaged within 24h
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after terminating the protocol.

Probe n°®

Luc2
tcttcgagtgggtagaatgg
tagcgcttcatggctttgtg
cgtcggtaaaggcegatggtg
gtaatgtccacctcgatatg
cgaacgctcatctcgaagta
atagcgcttcatagcttctg
gatccgatggtttgtattca
aagctattctcgctgcacac
ccaacacgggcatgaagaac
acagccacaccgatgaacag
ttgtagatgtcgttagetgg
cctttcttgectcacgaatac
tgcacgttgaggatcttttg
ttgtatgatcggtagcttct
tggtagtcggtcttgctatc
aggtgtacatgctttggaag
ggtggcaaatgggaagtcac
cacgaagtcgtactcgttga
ccactactgttcatgatcag
tgaatcggacacaagcggtg
atgatctggttgccgaagat
tgaaatggcaccacgctgag
agcgtggtgaacatgccgaa
aaagccgcagatcaagtagce
aagcggtacatgagcacgac
aagctgcgcaagaatagctc
gcagggcagattgaatctta
gaagctaaatagtgtgggca
tacttgtcgatgagagtgct
atctcgtgcaagttgcttag
ctggtaggtggaagcegtttg
ttgtttctgtcaggccgtag
cttcgggggtgatcagaatg
caccttagcctcgaagaagg
ttaacgtagccgctcatgat
gtcgatgagagcegtttgtag
cggtccacgatgaagaagtg
cttgtatttgatcaggctct
tcgaagatgttggggtgttg
gtcatggttttaccgtgttc
acatagtccacgatctcctt
agcttcttggeggttgtaac
ctcgtccacgaacacaacac
ccttaatgagaatctcgegg
gagggaagccgtgagaattg
caagcagcagggtgtctatc
agtttagacgttgatcctgg
gcgagaagcttgattcacta

Bmall
agggaaccggagagtaggtc
ctttcctcttgegattgeag
tgttggtaccaaagaagcca
taacctactttccgaccaat
tactttctgccttccctaaa
gttccaaaagcattcactge
ccacatttgaagccttaagt
ccaaaatccaatgaaggcct
ttttgtaacttccttccagg
tcaccccaaagtgactttca
gatgcaaagggccactgtag
ttaagcttcgatccagtgtg
tcccacatctgaagttacag
gatttgactggggctgtcac
caaagggctcaaaggtccac
ctaacttcaaaccctggtga
gaaggaaggtgcttgcaagg
gaaatgtccattctctggtc
caaatgtagtgtctacagcg
gatactgcagctgttgccaa
aacttcaccattaatgcact
cagtaagcttcacagactgt
taaaagctgttctctctcta
tggcttttatggagtcagta
acttgtatcaatggctctga
tgtctgaagttacacatggt
acactggagcaggtttagtt
gcccaaactcaatgatgagg
taatgcaagctatccacagc
gatgcttctgtgcacaatga
ccatacatctgaaatgacca
aaatatccacatgggggact
ttcatgtgctgaacagccat
gttggtggcacctctcaaag
atctgctgccctgagaatta
tcacatcctacgacaaacaa
gacaaagaggatcttccctc
ggatcttgaagacagactcg
gcatagccgggagggceccag
ggattgtgcagaagcttttt
gccccatcttegtgggtgge
taaacttatagcaattagtt
tgttagctgegggaaggttg
ccccctggaatgectgggac
tgagcctgccctggtaatag
atcatatcgatgcctatgtg
ccagccccgcatctgettee

Table 4.4 single-molecule RNA FISH probes
List of the smRNA-FISH probes used to target Luc2, Bmall, Cry1 and Dbp transcripts. All probes were combined with a
Quasar 670 Dye emitting in far-red. Both Gapdh and Neat1 probes were ordered as DesignReady Probe Sets: Stellaris
FISH Probes Mouse Neatl 5’ Segment with Quasar 670 Dye (VSMF-3031-5, Biosearch Technologies) and Stellaris FISH
Probes Mouse Gapdh with Quasar 670 Dye (VSMF-3015-5, Biosearch Technologies).
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Cryl
acgaacggacacgagctcac
cagctggcagatgaatggag
ttccaagaaaacctcctcac
caggggtcgaggatatagac
tgatgcccacgttggaagag
tgaagcaaaaatcgccacct
tggcatcaagatcctcaaga
ttccttgaaaagectgggaa
tcccaaaaggctcagaatca

ttcttgatagcetgcatcteg
aaatgcgcacgatgacttcc
tccaggtcatacagtgtatg
gccattgagttctatgatct
tatatgttagaggtggctgt
cttgctgacgagagtctgaa
tcatgcactttcctatcaca
tcatggtcatcagacagagg
ggaaggaacgccatatttct
gacaggccatctgtatcaaa
gaggtcgttcaaagtttgec
aaattcacgccacaggagtt
tgtttgtggctgctgtataa
cttccattttgtcaaagcegt
tgtctggctaaatggtggat
ctgcatcaagcagtaactct
atccaacttccagcatttat
aaaggaactgcaggacagcc
cagggcagtagcagtgaaaa
atctgtcctcctaccaaaac
aacgcctaatatagtctcca
aagcctcttaggacaggtaa
gcattccaaggatcgtagat
caaacacttggcaaccttct
ggtttggggtaattaactcc
tcaatattcagtctgcttge
gctgatagatctgcttcatt
accgaggcgagaagacctag
tacaactcgggacattctct
cacttccttgagagcaattt
cgctttcgtatcagttactg
aacttcagttgcgaggactc
attaccacttgtcctatatg
gcaaatctcttaccaagatc
gtctattctaactgtggcett
gcctatgcacttgattacat
gaggctgtaacacagatggc
cacaatgcactgcgcaagtc

gcggagagacaaaggagctc

Dbp
aaaacaccggacgccagag
agcaaacttctttcgegga
aggagctttgcaatctgca
ctggctctagccaattttg
ctccttctgtaccaagtgg
ctctttgcaactgtgggtc
ggtgaccaaatcaagcagc
ctcctatagtctgggcegag
gcaactcaaagactgtccc
ttcaaccagtcagttctgc
aaatcctaagagcgetgeg
aagcctccaggatcaggac
agtggttcgggcgaatgtg
atgatatgtcagtcacccg
caggttcatgagctcatgg
ttctttgggcettgetgttt
ttttccttcaggagacagce
tgagggcagagttgccttg
cggcgcaaaaagactcggg
aaagtgcgttcccacagea
tattccacgtccccgaaag
cagcaagaaggcgtccagg
gggaagaggagctgcaaga
tgtgtccctagatgtcaag
aaaggtcattagcacctcc
agatcagcgggatcaggtt
ctggaatgcttgacagggc
ccgagggtcaaaagtctca
tcctctgagaageggtgtc
ttggttgaggcttcagttc
tttccttgecttcettcatg
cagtacttctcatccttct
gcttcattgttcttgtacc
tcttcttgeatctctegac
acagatatctggttctect
gttttccttctccaggaag
cacggtagtgggacagctc
ctggtagcgtgaaagcaca
gcaaggaacaggactctgc
ggaagtcaggtgtaagtct
cactggccatgggacaagg
catcatgacgttcttcggg
acaagggaggtgggggaag
gctaagagcacacacagga
cggttggatggatgggttc
tcaggattgtgttgatgga
cccgggttctcaagattta
cttgagtcagagccagtag



In addition to HCS cell-mask Green, alternative compounds were tested to mark the cytoplasm or
plasma membrane of cells:

WGA Alexa Fluor 488 conjugate (Invitrogen) was used to stain the cells prior to fixation. The
culture medium was changed for Hank’s balanced salt solution (HBSS) without phenol red and
containing WGA at a final concentration of 5 ug/ml. Cells were incubated for 10 minutes at 37°C in
the staining medium, and washed 2 times with PBS. Immediately after the washes, cells were fixed
and further treated for following steps of the smRNA-FISH protocol.

Carboxyfluorescein succinimidyl ester (CFSE) was used to label intra-cellular space, and was also
applied to the cells prior to fixation. The cells were centrifuged for 4 minutes at 1000 rpm. The
cellular pellet was then resuspended in PBS containing CellTrace CFSE Cell Proliferation Kit
(C34570, Invitrogen) at a final concentration of 5 uM. After 10 minutes incubation at 37°C, the dye
was quenched by adding an equal volume of culture medium. After a 5 minutes incubation at
37°C, cells were further centrifuged in similar conditions and resuspended into DMEM culture
medium. SmMRNA-FISH protocol was continued with the cell fixation step.

Anti-Cadherin antibodies were used in a simultaneous immunofluorescence (IF) and smRNA-FISH
approach to stain cellular membranes. Anti-pan Cadhering primary antibodies (ab16505, Abcam)
were added at a final concentration of 2 pg/ml directly in the hybridization solution, and incubated
with the smRNA-FISH probes for 12 hours at 37°C in a humid chamber. Goat anti-Rabbit IgG Alexa
Fluor 488 (A32731, Invitrogen) was used as secondary antibody. It was diluted 1/1000 in the first
Wash Buffer A solution following the hybridization step, and left incubated for 30 minutes at 37°C.
Cells were imaged using an upright DM5500B motorized widefield fluorescent microscope (Leica)
equipped with a DFC 3000 Black and White CCD Camera. smRNA-FISH was monitored using an HCX
PL APO oil objective (magnification of 63X, NA of 1.4). Exposure time varied between the samples
for DAPI and HCS-cell mask channels to reach high intensities without reaching saturation, but
FISH probes (far-red filter) were always exposed 200ms per stack. For each XY position, at least 30
stacks separated by 0.3 um were taken, corresponding to a minimum of ~10 micron in Z axis.

To quantify the absolute number of transcript per cell, the open-source CellProfiler software was
used (http://cellprofiler.org/) (Carpenter et al. 2006). First, nuclei were identified from the DAPI

channel using a shaped-based method. From each identified nucleus, the green channel image
was used to identify cytoplasmic regions using a propagation approach. To identify individual
transcripts, all stacks of the far-red channel were first projected using maximal intensity. Morph
module was then used to homogenate the background, and smRNA-FISH dots were identified
using a RobustBackground thresholding approach. Objects were then related to each other to
obtain the mean number of transcript per cell, per nucleus and per cytoplasm. Nucleus, cytoplasm
and full cell area were also estimated from CellProfiler.
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4.4  Molecular biology and biochemical assays

4.4.1 Blocking protein and mRNA synthesis

Estimation of the protein and transcript half-life of the short-lived luciferase reporter was
achieved in transiently transfected cells. After recording luminescence for 22h at the population
level, cells were either kept untreated, treated with 25g/ml Cycloheximide (Sigma-Aldrich, C7698),
or with 5g/ml Actinomycin D (Sigma-Aldrich, A1410). Protein half-lives were estimated from the
slope of the trendline applied to the exponential decay plotted in natural logarithmic scale of the
recordings treated with Cycloheximide. Transcript half-live was estimated as done previously
(Suter et al. 2011a) by Benjamen Zoller (Naef lab) from the luminescence decay of the condition
treated with Actinomycin D (detailed in section 4.5.1).

4.4.2 Southern blot

Southern blot assays were performed by Lofstrand Labs Limited (Gaithersburg, Maryland 20879
USA). Briefly, 10 ug of gDNA from isogenic colonies of homemade NIH-3T3-FRT were digested with
Hindlll restriction enzyme (New England Biolabs). Digested samples were then loaded onto a 350
ml 0.65% agarose gel with 1 Kb Plus DNA Ladder (Thermo Fisher) loaded on both sides of the gel
for 16.2 hours at 60V. The gel was then treated two times with a solution of 0.5M NaOH and 1.5M
NaCl for 25 minutes each, followed by two additional treatments in 0.5M Tris pH8 and 1.5M NacCl
for 25 minutes each. The membrane was then transferred onto Nytran Supercharge nylon
membranes (Whatman) in a TurboBlotter (GE Healthcare Life Sciences) containing 10X SSC for 5
hours. The membrane was then UV-linked and air-dried.

To detect the presence of genomic FRT cassette in digested gDNA, a 32P random priming probe
was used. To generate the probe, a 448 DNA fragment was amplified from the pFRT-Neo plasmid
by PCR using Probe_pFRT_F and Probe_pFRT_R primers (Table 4.1). 25 ng of purified PCR product
were then denaturized by heating at 95°C for 5 minutes, and used as template for an amplification
step using an Exo-Klenow (DECAprimeTM Il Kit, life technologies) for 15 minutes at 37°C in
presence of a final concentration of 2mCi/ml [a-32P]dCTP. The radioactive probe was then purified
using NucAway Spin Columns (Invitrogen). Before hybridization, the membrane was pre-hybridized
in 6X SSC, 5X Denhardt’s solution and 0.5% SDS at 68°C for three days. The hybridization was
carried out at 68°C for 18 hours with the random primed 448bp probe at a concentration of
3.5x10° dpm/ug in the same buffer than for pre-hybridization. The membrane was then washed
three times in 2C SSC+0.1% SDS at 68°C for 20 minutes each. Finally, the membrane was
autoradiographed for 19h in an intensifier screen at -80°C.

4.4.3 Measuring mean luciferase mRNA molecules per cell

To estimate the mean number of mRNA molecules per cell, one million cells stably expressing le
Bmall-sLuc2 vector from the FRT insert (FRT clones 15, 4 and 7) were plated into 6 well plates 16
hours prior to harvest. Cells were not synchronized during the procedure to assess average mRNA
expression levels. Non-luminescent cells were also seeded in parallel in comparable conditions to
serve as standard after spike-in with in vitro transcribed luciferase RNA. For each of the wells
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seeded to harvest mRNA, another well was prepared in an identical way for estimating the
number of cells per well.

In vitro transcribed short-lived luciferase was synthetized using the MEGAscript for T3 promoter
kit (Ambion) from a 2.5 kb fragment corresponding to the coding sequence of the short-lived
luciferase of the pKS short-lived luciferase vector (Suter et al. 2011a) linearized using Spel
restriction enzyme (New England Biolabs) (Figure 4.4). At RNA harvesting time (16 hours after cell
seeding), standard condition were spiked in with 1, 4 16, 64 or 256 million of in vitro transcribed
luciferase molecules per well (corresponding to 1.3 to 340 picograms per well). RNA in both
standard and sample conditions was then harvested using RNeasy Mini Kit (Qiagen), and 500 ng
per condition was reverse transcribed using Revertaid first strand cdna synthesis kit (Thermo
scientific). cDNA samples corresponding to a starting material of 100 ng of RNA were then used in
guantitative PCR (gPCR), using Power SYBR Green Master Mix (Invitrogen) and primers targeting
Cyclophilin B transcripts (QcycF and QcycR, Table 4.1) and luciferase transcripts (QLuc2F and
QLuc2R, Table 4.1) in a QuantStudio6 device (Applied Biosystems). DeltaCt of the luciferase
molecules was calculated from the mean Ct value of the Cyclophilin B in each condition. The mean
number of transcripts per well was evaluated by comparing the DeltaCt of the standard with those
of the samples. Finally, the number of transcript per cell was obtained by dividing this value by the
estimated number of cells per well.

4666 Spel (1) p
\//
o
P 4

pKS short-lived luciferase

5350 bp

/y/ '

Figure 4.4 Graphical representation of the pKS short-lived luciferase vector
The region of this plasmid between the two Spel restriction sites was used as a template for in vitro transcription,
initiated at the T3 phage promoter
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4.4.4 Chromatin ImmunoPrecipitation (ChIP)

The reagents and the protocol used in the following section correspond, unless specified, to the
MAGnify Chromatin Immunoprecipitation System (Applied Biosystems). This protocol was applied
to both ChIP-gPCR and ChIP-seq samples. The variations in the analysis are specified bellow.

Six million cells were first plated into a 10cm dish and synchronized 16h later using 100nM DEX for
30 minutes. At the desired time-point (CT 4 for Bmall expression trough and CT 16 for peak), cells
were washed with PBS and centrifuged for 4 minutes at 1000 rpm. The supernatant was discarded,
and the cells crosslinked into a solution of PBS with 1% formaldehyde for 10 minutes. The reaction
was stopped by addition of glycine at a final concentration of 0.125 M. After PBS wash at 4°C, cells
were lyzed in presence of protease inhibitors for 5 minutes on ice. Cellular debris were
centrifuged, and the DNA-containing supernatant was further used. DNA sonication was carried on
a E220 Focused Ultrasonicator (Covaris), with 20 minutes sonication time at 140 W and a duty
cycle of 5% for 120 cycles per samples. Sonication efficiency was verified on a 0.8% agarose gel,
and samples were further sonicated in case of clear enrichment of 200-500 bp fragments.

Prior to being applied on sonicated DNA, antibodies were incubated onto Dynabeads Protein A/G
for 1 hour at 4°C with continuous rotations. Antibodies specifications are listed in (Table 4.5). The
immunoprecipitation was carried on DNA equivalent to 0.5 million cells per condition. A 1/10
sample was kept for each cell condition as input to normalize the precipitated conditions. In the
immunoprecipitation samples, beads-antibodies complexes were added to the DNA, and the
mixtures were rotated for 2 hours at 4°C. Unbound DNA was washed away on a DynaMag-PCR
Magnet (Applied Biosystems) using three time the IP Buffer 1 and two times the IP Buffer 2. The
crosslinks were reversed in Reverse Crosslinking Buffer complemented with Proteinase K during a
30 minutes incubation at 55°C followed by a 65°C incubation of 30 minutes.

DNA (including the input samples) were further purified using Purification Magnetic Beads, and
eluted in 100 pl of DNA Elution Buffer to each tube. Presence of DNA was tested using Qubit
Fluorometric Quantitation (Invitrogen)

For gPCR analysis, 1/10 of eluted sample were used as template. The qPCR was carried on a
QuantStudio6 device (Applied Biosystems) using Power SYBR Green Master Mix (Invitrogen) and
couples of primers targeting a specific promoter (Table. 4.1). % of Input was calculated as follow:
100*27((Input Ct - 3.32) - Ct IP sample), the 3.32 subtraction corresponding to the correction for
Input dilution.

For ChIP-seq samples, libraries were prepared following the NEBNext Ultra Il DNA Library Prep Kit
for Illumina (E7645S, New England Bioloabs) protocol. Briefly, 10 ng of DNA per condition was DNA
fragment end-repair, 5 Phosphorylation and dA-Tailing was carried on by NEBNext Ultra Il End
Prep Enzyme Mix for 30 minutes at 20°C. The adaptors adaptor ligation and U-loop excision steps
were done using a NEBNext Ultra Il Ligation Master Mix together with 1/10 diluted NEBNext
Adaptor for Illumina (E7335, New England Bioloabs). After a 15 minutes incubation at 20°C, USER
Enzyme was added to the ligation mixture, which was further incubated for 15 minutes at 37°C.
Unligated material was removed by cleaning-up with AMPure XP Beads (Beckman Coulter). PCR
amplification and multiplexing of the library and was done for 8 cycles using NEBNext Ultra Il Q5
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Master Mix and different Index Primers (E7350, New England Biolabs) for each ChIP condition. The
PCR reactions were cleaned individually using AMPure XP Beads, and eluted in TE Buffer.
Sequencing of the ChIP-seq samples was done by multiplexing 12 samples on a unique sequencing
lane. Prior to sequencing, samples quality was verified in a Fragment Analyzer (Advanced
Analytical), and Qubit Fluorometric quantitation was used to load equi-molar amounts of each
samples. High throughput sequencing was performed at the gene expression core facility of EPFL
on a NextSeq 500 sequencer (lllumina), using 400mio single-end reads with 75 cycles.

The obtained reads were mapped on the mm10 version of the mouse genome using HTSStation
EPFL interface (David et al. 2014). In parallel, reads were mapped on a custom genome
corresponding to a 9553bp region of the pFRT-Neo/Bmall-sLuc2 expression vector genomic
reporter using the STAR algorithm (Dobin et al. 2013). Mapped reads were normalized on the
number of reads from the same ChIP sample mapped onto the genome (in RPM).

Antigen Organism Clone Brand Reference  pg antibody/cond Assay

H3K27ac Rabbit Polyclonal Abcam ab4729 3ug ChIP-gPCR, ChIP-seq
H3K27me3 | Mouse Monoclonal | Abcam ab6002 7.5 ug ChIP-gPCR

H3K9ac Rabbit Polyclonal Abcam ab4441 15 ug ChIP-gPCR
H3K9me3 Rabbit Polyclonal Abcam ab8898 6 ug ChIP-gPCR

Table 4.5 list and specificities of antibodies used in this study.

The recognized antigen is specified, as well as the organism producing the antibody, the type of clone (poly- or
monoclonal), the brand and reference number, the amount of antibody per condition (one condition corresponded to
0.5 million cells). The type of assay (either ChIP gPCR or ChIP-seq) is specified.

4.4.5 Inverse PCR identification of the reporter integration site

Genomic DNA was first extracted from 5 million cells of each parental NIH-3T3-FRT clones using
GenElute Mammalian Genomic DNA Miniprep Kit (Sigma-Aldrich). 100 ng of gDNA was then
digested for 2 hours at 37°C using 1000 units of BamHI 6-bp cutter restriction enzyme (New
England Biolabs). Digested samples were the ligated in diluted conditions (concentration of 2ug of
DNA per ul) using T4 DNA Ligase (New England Biolabs). Ligated samples were cleaned as
recommended by QlAquick PCR Purification Kit (Qiagen), and inverse primers were used to amplify
the unknown genomic region from the flanking integrated vectors fragments of known sequences.
35 PCR cycles were done using the Kapa HiFi HotStart PCR Kit (Kapa Biosystems) and the two iPCR
primers iPCR_pFRTneo_R and iPCR_pFRTneo_R (Table. 4.1). PCR products were loaded on a 0.8%
agarose gel, and single amplification bands were extracted and purified using QlAquick Gel
Extraction Kit (Qiagen). Each isolated band was sequenced two times (with both primers used for
amplification) using the Sanger approach (GATC Biotech) to obtain the genomic sequence
corresponding to the integration site. Genomic Positions were then determined by blating the
resulting sequencing on the mm9 version of the UCSC Genome browser
(https://genome.ucsc.edu/).
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4.5 Modeling and computational analysis

4.5.1 mRNA half-life estimation from luminescence decay

Estimations were performed by Dr. Benjamin Zoller (Naef lab) as previously explained in (Suter et
al. 2011a). Briefly, mRNA half-life was deduced from the following expression for the time-
dependent protein abundance p(t), where py is the amount of luciferase protein at the time of
Actinomycin D treatment, y, and yn, the protein and mRNA degradation rates respectively, and k =
mok, the translation rate of the luciferase transcripts present in the cell at the time of Actinomycin
D treatment:

k _ k _
p(t) = (Po - %_'an> e ! 4 <M) et Equation 4.1

The protein degradation rate y, = 0.032+0.001 min™ (corresponding to a half-life of 21.66+0.68
min) was taken from translation inhibition experiments (Table 2.1).

4.5.2 Inferring promoter state from single-cell luminescence time-traces

The promoter states and transcriptional bursting parameters were inferred from single-cell
luminescence time-traces as previously described (Zoller et al. 2015). Briefly, a extension of the
original two state telegraph model of gene expression (Peccoud and Bernard 1995) including a
promoter cycle composed of N inactive states was implemented to account for the refractors state
often observed between two transcriptionally periods (Harper et al. 2011; Suter et al. 2011a). The
number of inactive states best fitting the data was selected using a reverse jump MCMC allowing
jumps from one model to another with a different number of N.

The models were parameterized with N+5 constants: the “on” to “off” transition rate k,, the k1, ...,
kN transition rates between all “off” state and the following state, the translation rate k, and both
the protein and mRNA degradation rates y, and ym respectively. The three experimentally
measured kinetic rates are listed in (Table 4.6).

Kinetic rates Measured value

mRNA degradation rate Vm = 0.012+0.003 min™
Protein degradation rate Y, = 0.032+0.001 min™
Translation rate ko= 1.708+0.018 min™

Table 4.6 Experimentally measured kinetics rate
The experimentally measured parameters of the telegraph model are the mRNA and protein degradation rate as well
as the translation rate.

The likelihood of the luminescence time-traces to arise from the gene expression model is given by
the following formula:

L

L(DIN,0y) = > T[ Pe(silps) P (pimigilpi-1mi-1gi-1, N,0x) Pe(s0lpo) Ps(pomogo| N, 6y)  Equation 4.2
(A} i=1
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In this formula, 9y is the set of kinetic parameters, the first term P.(s;/p;) is the probability of
observing the signal (s) knowing the protein amount (p) at time i, the second term
Pi(pimigi| pi-1mi-1gi-1,N,9y) corresponds to the transition probabilities between time i and the
previous time i-1 for the protein p, the transcript m and the gene g given the parameters of the
model, and the last term Ps(pomogo|N,y) corresponds to the initial condition.

To calculate the transition probabilities in (Equation 4.2) we used an approximation consisting in
fractioning the full transition probability into two factors: first Pip/p’m’) the transitions
corresponding to the protein dynamics:

1 exp (_ (p = pp(p', !, At))2> _
202 (g, AT) 202(p/, m/, At) Equation 4.3

Py(plp'm’) =
and second Py{mg|m’g’) the transition probabilities for the mRNA:
Py(mglm'g’) = exp (LAt)  Equation 4.4

The likelihood is then computed using the following algorithm following (Zoller et al. 2015):

Fip1(pmg) = Pe(sipalp) Y Pu(plp'm')Pi(mglm'q) F(0'm's)  gquation 4.5
p/nl/g/

For this project, this algorithm was implemented by Dr. Benjamin Zoller (Naef lab).

4.5.3 Inferring transcriptional bursting parameters from smRNA-FISH distributions

The telegraph model can be used to derive the steady state for the mRNA distribution (Raj et al.
2006; Dey et al. 2015):

_ T (2 +m) T(5+7) (u\™ A Ay 4\ Equation 4.6
p(m)_F(m+l)F(§+g+m) T (2) (3) 1F1<3+m’—+g+m,—g)

In a regime where the bursts are short compared to the mRNA half-live (large y/6), the full mMRNA
distribution can be approximated with a negative binomial distribution:

-2 A go\*
pk) = (144 ¢ T(3+k) b Equation 4.7
7)) ToTEey (i

This negative binomial distribution only comprises two parameters: the burst frequency (A/5, gene
“on” rate over mRNA decay rate) and the burst size (u/y, transcription rate over gene “off” rate).
To obtain the parameters maximizing the likelihood given the mRNA counts per cell, we used the
Maximum likelihood estimation function for a negative binomial in Matlab. This analysis was
implemented by Dr. Nick E Phillips (Naef lab). This strategy was applied to infer the bursting
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parameters of Bmall-sLuc2 and the endogenous circadian genes Bmall, Cry1l and Dbp in NIH-3T3
fibroblasts.

In addition to the maximum likelihood approach, (Equation 4.7) can also be approximated to
estimate the transcriptional bursting parameters from the mean and variance of the distribution
(Weinberger et al. 2012; Dey et al. 2015):

T, Equation 4.8

Here, 1, denotes the transcript half-life and is used to calculate the absolute burst frequency
(instead of the burst frequency expressed in transcript half-life units). CV is the coefficient of
variation. This approach was used to determine the bursting parameters for Bmall-sLuc2 with a
half-life of 59.75+13 minutes (Table 2.1), and for 38 genes in mESC (Singer et al. 2014). The half-
lives corresponding to the 38 mESC genes were taken from taken from the MC1 LIF+ condition
from (Sharova et al. 2009).

4.5.4 Public databases of genomic markers

Enrichment of various genomic features at the integration site and around the TSS of genes tested
in (Singer et al. 2014) were determined from public genome-wide databases obtained from the
GEO platform (https://www.ncbi.nlm.nih.gov/geo/) (Table 4.6).

A regression line was fitted to obtain the R? correlation coefficient between the signal observed in
a given window in RPM (typically 0.5, 5, 50 or 500 kb around the TSS), and any bursting parameter
inferred for the corresponding gene. To statistically determine the significance of the correlation,

F-statistics were applied.

‘ Genomic Marker GEO Accession code Original publication
DHS GSM1014177 NIH-3T3 (Dunham et al. 2012)
H3K9me3 GSM801505 NIH-3T3 (Zhu et al. 2012)
H3K4mel GSM801534 NIH-3T3 (Zhu et al. 2012)
H3K27ac GSM801538 NIH-3T3 (Zhu et al. 2012)
H4ac GSM801542 NIH-3T3 (Zhu et al. 2012)
CTCF GSM879923 NIH-3T3 (Zullo et al. 2012)
H3K4me3 GSM879920 NIH-3T3 (Zullo et al. 2012)
H3K36me3 GSM879921 NIH-3T3 (Zullo et al. 2012)
H3K27me3 GSM879922 NIH-3T3 (Zullo et al. 2012)
H3K4mel GSM1000121 ES-E14 (Dunham et al. 2012)
H3K4me3 GSM1000124 ES-E14 (Dunham et al. 2012)
H3K9ac GSM1000123 ES-E14 (Dunham et al. 2012)
H3K27ac GSM1000126 ES-E14 (Dunham et al. 2012)
H3K36me3 GSM1000125 ES-E14 (Dunham et al. 2012)
H3K9me3 GSM1003751 ES-E14 (Dunham et al. 2012)
DNAse GSM1014154 ES-E14 (Dunham et al. 2012)
Pol2 GSM918749 ES-Bruce4 (Dunham et al. 2012)
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Table 4.6 List of assessed genetic markers at integration site
Public genome-wide enrichment databases of various markers were used to correlate burst size with specific
enrichments at the integration site of the reporter or TSS region of endogenous genes. The databases are accessible

from GEO (https://www.ncbi.nlm.nih.gov/geo/). The original publication for which data were generated and the cell type are
also indicated.
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Chapter 5 Appendix: contribution to publica-
tions

In this appendix, | will list my participations to publications outside of my main thesis work. These
projects focus on various aspects of transcription, and my contributions typically consisted in the
use of molecular tools or approaches originally developed for the study of Bmall transcriptional
bursting signature.

For each of these publications, | will present the abstract, briefly explain the content of the
publication and mention more precisely my personal participation.

5.1 Blanchoud et al. Methods 2015

CAST: An automated segmentation and tracking tool for the analysis of transcriptional kinetics
from single-cell time-lapse recordings
Simon Blanchoud , Damien Nicolas, Benjamin Zoller, Onur Tidin and Felix Naef

5.1.1 Abstract

Fluorescence and bioluminescence time-lapse imaging allows to investigate a vast range of cellular
processes at single-cell or even subcellular resolution. In particular, time-lapse imaging can
provide uniquely detailed information on the fine kinetics of transcription, as well as on biological
oscillations such as the circadian and cell cycles. However, we face a paucity of automated
methods to quantify time-lapse imaging data with single-cell precision, notably throughout
multiple cell cycles. We developed CAST (Cell Automated Segmentation and Tracking platform) to
automatically and robustly detect the position and size of cells or nuclei, quantify the
corresponding light signals, while taking into account both cell divisions (lineage tracking) and
migration events. We present here how CAST analyzes bioluminescence data from a short-lived
transcriptional luciferase reporter. However, our flexible and modular implementation makes it
easily adaptable to a wide variety of time-lapse recordings. We exemplify how CAST efficiently
guantifies single-cell gene expression over multiple cell cycles using mouse NIH3T3 culture cells
with a luminescence expression driven by the Bmall promoter, a central gene of the circadian
oscillator. We further illustrate how such data can be used to quantify transcriptional bursting in
conditions of lengthened circadian period, revealing thereby remarkably similar bursting signature
compared to the endogenous circadian condition despite marked period lengthening. In summary,
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we establish CAST as novel tool for the efficient segmentation, signal quantification, and tracking
of time-lapse images from mammalian cell culture.

5.1.2 Contribution to the publication

This publication describes the development of CAST, a platform for the segmentation and tracking
of real-time single-cell luminescence data. Although this tool is modular and can be adapted to
various purposes, it is particularly adapted to track destabilized reporters such as the short-lived
luciferase we use to monitor transcriptional bursting. Indeed, CAST excels at segmenting cells
displaying low signal-to-noise ratio. Also, it can infer the trajectory of cells between two bursts,
even when the signal diminishes to background level.
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Figure 5.1 Comparison between the transcriptional bursting pattern of Bmal1 in control and longdaysin conditions

(A) Superposition of three typical Bmall single-cell traces obtained by CAST (brown lines, left axis) and manual
tracking (gray lines, right axis) in both endogenous (DMSO, left column) and lengthened circadian period (red, right
column). (B) Average Bmall signal displayed by individual cells tracked with CAST, both in control condition (orange, n
= 127) and in 4 uM longdaysin condition (brown, n = 108), recapitulating the phenotype of a population of cells.
Orange areas delimit the standard error and vertical grey bars estimate the position of expression peaks (C) Example
of deconvolved single-cell traces obtained from our mathematical modeling approach (control condition on the lighter
left column, and longdaysin 4 uM on the darker right one). From the raw luminescence signal (first row in panel A,
corresponding Z-score in red), we infer the amount of luciferase proteins (purple) and transcripts (blue), as well as the
probability of gene activity (green).
lengthened (black) circadian conditions. Displayed kinetics are the mean number of transcripts produced per burst

(D) Transcriptional bursting kinetics of Bmall in endogenous (gray) and

(burst size), the transcription rate (km), as well as the mean time spend in active (ton) and inactive states (toff). Figure
from (Blanchoud et al. 2015).
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To illustrate the capacities of CAST, it was used to segment and track NIH-3T3 luminescent cells |
recorded using a luminescence microscope (Figure 5.1A). These recordings were generated with a
previous version of the Bmall short-lived luciferase reporter (Suter et al. 2011a) monitored in two
conditions: endogenous rhythmicity, or lengthened circadian period using longdaysin at a final
concentration of 4uM (Figure 5.1B) (Hirota et al. 2010b). Individual traces were then used to infer
the transcriptional bursting parameters specific to both conditions (Figure 5.1C). This analysis was
performed by Dr. Benjamin Zoller (Naef lab) using the entire 72-hours time-traces as a single input
without taking into account circadian variations in transcription. No major differences in bursting
parameters could be detected between the two conditions (Figure 5.1D). Thus, longdaysin did not
affect the transcriptional bursting characteristics of Bmall, but rather uniformly stretched its
rhythmic expression profile.

5.2 Zoller et al. Mol Syst Biol 2015

Structure of silent transcription intervals and noise characteristics of mammalian genes
Benjamin Zoller, Damien Nicolas, Nacho Molina and Felix Naef

5.2.1 Abstract

Mammalian transcription occurs stochastically in short bursts interspersed by silent intervals
showing a refractory period. However, the underlying processes and consequences on fluctuations
in gene products are poorly understood. Here, we use single allele time-lapse recordings in mouse
cells to identify minimal models of promoter cycles, which inform on the number and durations of
rate-limiting steps responsible for refractory periods. The structure of promoter cycles is gene
specific and independent of genomic location. Typically, five rate-limiting steps underlie the silent
periods of endogenous promoters, while minimal synthetic promoters exhibit only one. Strikingly,
endogenous or synthetic promoters with TATA boxes show simplified two-state promoter cycles.
Since transcriptional bursting constrains intrinsic noise depending on the number of promoter
steps, this explains why TATA box genes display increased intrinsic noise genome-wide in
mammals, as revealed by single-cell RNA-seq. These findings have implications for basic
transcription biology and shed light on interpreting single-cell RNA-counting experiments.

5.2.2 Contribution to the publication

Following the identification of a refractory period preventing the reactivation of some promoters
subsequent to a burst of transcription, this work reanalyzed luminescence traces from
endogenous mouse genes or synthetic promoters (Suter et al. 2011a) to clarify the number of
rate-limiting steps composing this refractory period.

In addition to the luminescence traces from the original study, | personally recorded additional
conditions to increase the number of available data. Mainly, | generated H1b and Hlc, two cell-
lines expressing the short-lived luciferase from a H1 synthetic promoter stably integrated into
different genomic FRT sites. The two FRT clones used for that purpose were the same than the
clones 4 and 12 of the homemade NIH-3T3-FRT clones used to stably integrate the Bmall-sLuc2
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reporter (Figure 2.7). The “off” state of these two clones was composed of a single step (Figure
5.2). Thus, they did not undergo refractoriness after transcriptional events. Thus, the absence of
refractory period already observed in the Hla clone was not caused by its integration site. The
number and duration of the rate-limiting steps composing the refractory period were more likely
determined by the promoter architecture since most genes like H1 containing a TATA-box in their
promoter, in addition to displaying elevated expression noise, only had a single “off” state
enabling them to retranscribe directly after a subsequent burst.
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Structure and kinetics of the promoter cycles for the NIH-3T3 clones

(A) Burst size vs. the fraction of time the gene is active. Each clone is represented by a 95% confidence ellipse from the
posterior distribution. All the analyzed clones burst, characterized by small activity fractions. Burst sizes show a large
dynamic range across clones (“80-fold). Inset: Magnification of the lower left corner. (B) Burst size vs. the total silent
period T. Elongated confidence ellipses reflect the dependence between those two quantities and the mean mRNA.
Although the dynamic range of the silent period (“6-fold) is smaller than for the burst size, it is also gene specific. The
synthetic (warm colors) and endogenous (cold colors) promoters cluster in distinct regions. (C) Number of inactive
states vs. T, crosses indicate mean and error bars stand for the 5" and 95" percentiles of the posterior. Endogenous
promoters tend to show more inactive steps and shorter cycle times (cluster around N6 and 7760 min) compared to
synthetic promoters (cluster around N“1-2 and 77130 min). (D) Partitioning of the silent period for the optimal
models. The light and dark bars show the mean durations of each sub-step. Partitions in endogenous promoters tend
to be more uniform compared to the synthetic promoters. Average inactive times for endogenous promoter are
around 10 min, whereas synthetic promoters have average inactive times close to 100 min (“115 min for the first and
~25 min for the subsequent intervals). Figure from (Zoller et al. 2015).
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Interestingly, despite little variations in their global expression levels, difference in burst sizes
could notably be spotted between the three H1 clones, suggesting that the integration site did
affect this bursting parameter.

5.3 Nicolas et al. Mol Biosyst 2017

What shapes eukaryotic transcriptional bursting?
Damien Nicolas, Nick E. Phillips and Felix Naef

5.3.1 Abstract

Isogenic cells in a common environment present a large degree of heterogeneity in gene
expression. Part of this variability is attributed to transcriptional bursting: the stochastic activation
and inactivation of promoters that leads to the discontinuous production of mRNA. The diversity
in bursting patterns displayed by different genes suggests the existence of a connection between
bursting and gene regulation. Experimental strategies such as single-molecule RNA FISH, MS2-GFP
or short-lived protein reporters allow the quantification of transcriptional bursting and the
comparison of bursting kinetics between conditions, allowing therefore the identification of
molecular mechanisms modulating transcriptional bursting. In this review we recapitulate the
impact on transcriptional bursting of different molecular aspects of transcription such as the
chromatin environment, nucleosome occupancy, histone modifications, the number and affinity of
regulatory elements, DNA looping and transcription factor availability. More specifically, we
examine their role in tuning the burst size or the burst frequency. While some molecular
mechanisms involved in transcription such as histone marks can affect every aspect of bursting,
others predominantly influence the burst size (e.g. the number and affinity of cis-regulatory
elements) or frequency (e.g. transcription factor availability).

5.3.2 Contribution to the publication

This review recapitulates the concept of transcriptional bursting and the most common
experimental approaches allowing its monitoring. It also lists the recent comparative studies that
improved our understanding of how molecular mechanisms influence the burst size or frequency. |
wrote most of the core text with the exception of the paragraph on computational approaches
commonly used to infer bursting parameters from real-time single-cell traces or RNA distributions,
written by Dr. Nick E Phillips (Naef lab). | also designed the figures and indexed the elements of the
table.

5.4 Mermet et al. submitted 2017

Clock-dependent chromatin topology modulates circadian transcription and behavior
Jérobme Mermet, Jake Yeung, Clémence Hurni, Daniel Mauvoisin, Kyle Gustafson, Céline Jouffe,
Damien Nicolas, Yann Emmenegger, Cédric Gobet, Paul Franken, Frédéric Gachon, and Felix Naef
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5.4.1 Abstract

The circadian oscillator provides a powerful model system to study temporal dynamics in
transcription regulation. Several studies showed the possible roles of transcription factors and
chromatin marks in controlling cyclic gene expression. However, how daily active enhancers
modulate rhythmic gene transcription in mammalian tissues remains uncharted. Here, we
discovered oscillatory promoter-enhancer interactions along the 24-hour cycle in mouse liver and
kidney, and these oscillations depended on the clock transcription factor BMAL1. Deleting a
contacted intronic enhancer element in the Cry1 gene was sufficient to compromise the rhythmic
chromatin contacts in tissues. Moreover, the deletion reduced Cryl transcriptional burst
frequency and shortened the circadian period of locomotor activity rhythms. Our results establish
oscillating and clock-controlled promoter-enhancer looping as a new regulatory layer underlying
circadian transcription and behavior.

5.4.2 Contribution to the publication

This paper recently submitted to Science uses the 4C approach to assess the role of chromatin
contacts in regulating circadian genes expression in mouse tissues. This study notably highlighted
the existence of intragenic regions in Cryl and Gys2 that dynamically contact the promoter over
the circadian period. Presence of contacts is consistent with the genes expression levels at
different circadian phases, in different tissues and in absence of circadian clock.
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Figure 5.3 Cry1 intron 1 and Gys2 exon 8 elements are circadian transcriptional regulators

(A) Luciferase activity measured 36 hours after transfection of NIH-3T3 cells with a plasmid expressing the luciferase
under the control of a minimal promoter (control, grey) supplemented with the Gys2 exon 8 (brown) or the Cry1
intron 1 (black) (B) Luminescence signal monitored in DEX-synchronized NIH-3T3 expressing the same constructs
stably integrated into a genomic FRT site. Results are displayed in mean + SD over 3 replicates.

To assess the enhancer properties of these intragenic regions, | designed an expression vector
composed of a Gateway cloning cassette, a minimal TATA-box promoter, a luciferase CDS and an
FRT-site. The two putative enhancers (Cryl intron 1 and Gys2 exon 8) were inserted in the
Gateway cassette to regulate the luminescence expression. The arrhythmic minimal promoter
drove luciferase expression in absence of enhancers (control). With both transiently transfected
and stably integrated reporters, the Gys2 exon 8 increased the luciferase expression by ~3-folds,
while the Cryl intron 1 region decreased it by ~2-fold (Figure 5.3). The presence of the two
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intragenic regions conferred rhythmicity to the luminescence expression. Thus, this in vitro
approach highlighted the enhancer effect of Gys2 exon 8 and the silencer effect of Cry1 intron 1 in
NIH-3T3 cells, as well as their role in driving circadian oscillations. | also participated in the design
and generation of tools to deplete Cry1 intronic enhancer using the CRISPR/Cas9 targeted genome

editing approach.
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