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 Proteins and even small peptides play crucial role in almost any biological process involved 

in transformation of living matter.  Biological activity and functionality of these building blocks of 

life are determined not only by their primary structure (i.e., amino acid sequence), but also by their 

three-dimensional orientation: secondary, tertiary, and quaternary structural motifs.  This structure-

function relationship is one of the most important paradigms in structural biology and makes 

characterization of the geometry of biological molecules an extremely important task.  In contrast to 

experimental techniques in condensed phase, Cold Ion Spectroscopy studies biomolecular ions that 

are isolated in the gas phase and provides vibrational fingerprints specific for each conformer.  This 

allows for a direct comparison of experimental data with high-level calculations.  The method, 

widely known as “double-resonance” spectroscopy, has several fundamental and practical 

limitations – it is applicable in practice only to small peptides (shorter then 10 - 15 amino acids) 

that contain at least one aromatic amino acid and have vibrationally resolved electronic spectrum. 

The main goal of this thesis is the development and demonstration of a novel conformer-

selective spectroscopic technique – IR-IR-(D)UV hole-burning spectroscopy.  This multilaser 

experiment has an important advantage over the double-resonance approach, because it does not 

depend on the shape or resolution of the electronic spectrum of peptide, and allows extending the 

application of Cold Ion Spectroscopy to peptides with any amino acid composition. 

The first part of this work describes the application of this novel technique for recording 

conformer-selective vibrational spectra of the protonated aromatic amino acids tryptophan and 

histidine, for which the double-resonance cold ion spectroscopy is precluded because of their 

unstructured electronic spectra resulting from lifetime broadening.  Combined with high-level 
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anharmonic calculations, conformer specific vibrational spectra allowed for solving structures of 

gas-phase conformers of these biomolecular ions. 

The second part describes the use of peptide bond as an alternative natural chromophore, 

present in any peptide.  Electronic gas-phase spectra of protonated peptides without aromatic 

residues as well as the influence of an IR pre-excitation are explored in details.  The use of peptide 

bonds as a UV absorbers allows recording high-quality linear vibrational spectra of peptides 

without aromatic amino acids, for which only IRMPD and tagging spectroscopies were available 

until recently.  This feature makes IR-IR-DUV hole-burning spectroscopy the most universal 

conformer-selective spectroscopic tool. 

The third part of this thesis is dedicated to the relationship of gas-phase and native structures 

of biomolecular ions.  The lack of solvent in the gas-phase mimics, to some extent, hydrophobic 

media of cell membranes or receptors where intramolecular hydrogen bonds, rather than interaction 

with solvent, largely determine the structure of peptides.  In such cases, general structural motifs 

can survive the transfer to the gas phase.  Experimental data and theoretical calculations for 

stereoisomers of an opioid peptide drug leucine enkephalin and an intrinsically disordered peptide 

neurokinin A are the first steps towards testing this hypothesis. 

Finally, the presence of more than one conformer at cryogenic temperatures for almost all 

peptides suggests that collisional cooling is a fast, non-adiabatic process.  In the last part the 

efficiency of the energy transfer during the collisional cooling of ions in a buffer gas is explored. 

 

Key words: cold ion spectroscopy, electronic spectroscopy, vibrational spectroscopy, IR-IR-UV 

hole-burning, gas-phase, conformers, tryptophan, histidine, peptide bond, hydrophobic peptides, 

receptors, vacuum hydrophobicity, leucine enkephalin, neurokinin A, intrinsically disordered 

peptide, collisional cooling efficiency, gramicidin S, Monte-Carlo simulations, non-adiabatic 

cooling. 
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 Proteine und auch kleine Peptide spielen wichtige Rollen in beinahe jedem biologischen 

Umwandlungsprozess in lebenden Organismen.  Die biologische Aktivität und Funktionalität dieser 

Bausteine des Lebens beruhen nicht nur auf ihrer Primärstruktur (die Aminosäurensequenz), 

sondern auch auf ihrer dreidimensionalen Form – den sekundären, tertiären und quaternären 

Strukturmotiven.  Diese Beziehung zwischen Struktur und Funktion ist einer der wichtigsten 

Grundsätze der Strukturbiologie.  Aufgrund dessen ist die Charakterisierung der Geometrie von 

biologischen Molekülen eine äusserst wichtige Aufgabe.  Im Gegensatz zu experimentellen 

Methoden in Lösung befasst sich die Spektroskopie kalter Ionen mit isolierten biomolekularen 

Ionen in der Gasphase und liefert Vibrationsfingerabdrücke, die für jedes Konformer spezifisch 

sind.  Dies ermöglicht den direkten Vergleich mit anspruchsvollen Strukturberechnungen.  Die 

Methode, die als „Doppelresonanzspektroskopie“ bekannt ist, weist mehrere grundlegende und 

praktische Einschränkungen auf und lässt sich in der Praxis nur auf Peptide anwenden, die kürzer 

als 10-15 Aminosäuren sind.  Ausserdem müssen diese Sequenzen zumindest eine aromatische 

Aminosäure enthalten und ein vibrationsaufgelöstes elektronisches Spektrum aufweisen. 

Das vorrangige Ziel dieser Arbeit ist die Entwicklung und Anwendung einer neuartigen 

konformerselektiven spektroskopischen Technik, IR-IR-(D)UV „hole-burning“ Spektroskopie.  

Dieses multi-Laser Experiment weist einen bedeutenden Vorteil gegenüber der 

Doppelresonanztechnik auf: Es hängt nicht von Form oder Auflösung des elektronischen Spektrums 

des Peptids ab und ermöglicht, die Spektroskopie kalter Ionen auf Peptide mit beliebiger 

Aminosäurensequenz anzuwenden. 

Der erste Teil dieser Arbeit beschreibt die Anwendung dieser neuartigen Technik auf die 

Aufnahme von konformerselektiven Vibrationsspektren der protonierten aromatischen 

Zusammenfassung 
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Aminosäuren Tryptophan und Histidin.  Bei diesen Spezies kann Doppelresonanzspektroskopie 

kalter Ionen aufgrund der unstrukturierten elektronischen Spektren – eine Folge der 

Lebensdauerverbreiterung – nicht angewandt werden.  In Kombination mit anspruchsvollen 

anharmonischen Strukturberechnungen konnten anhand konformerspezifischer 

Schwingungsspektren die Strukturen von Konformeren dieser Biomolekülionen in der Gasphase 

aufgeklärt werden. 

Der zweite Teil beschreibt die Nutzung der Peptidbindung als alternatives Chromophor, das 

in jedem Peptid vorhanden ist.  Die elektronischen Spektren von Peptidbindungen in kalten 

protonierten Peptiden in der Gasphase und der Einfluss von IR Voranregung werden im Detail 

untersucht.  Die Benutzung der Peptidbindung gestattet das Aufnehmen von hochqualitativen 

linearen Schwingungsspektren von Peptiden, die keine aromatischen Aminosäuren enthalten.  Für 

diese Substanzen standen bis vor kurzer Zeit nur IRMPD und „tagging“-Spektroskopie zur 

Verfügung. Diese Eigenschaft macht IR-IR-DUV „hole-burning“ Spektroskopie zur universellsten 

konformerspezifischen spektroskopischen Methode. 

Der dritte Teil dieser Arbeit widmet sich der Beziehung zwischen den Strukturen 

biomolekularer Ionen in der Gasphase und im nativen Zustand.  Die Abwesenheit eines 

Lösungsmittels in der Gasphase ähnelt in gewisser Weise den hydrophoben Umgebungen von 

Zellmembranen oder Rezeptoren.  Dort wird die Struktur hauptsächlich durch intramolekulare 

Wasserstoffbrücken und nicht durch Wechselwirkung mit dem Lösungsmittel bestimmt. In diesen 

Fällen können allgemeine Strukturmotive den Übergang in die Gasphase unbeschadet überstehen.  

Experimentelle Daten und theoretische Berechnungen an einem Stereoisomer des Opioidpeptid-

Arzneistoffes Leucin Enkephalin sowie dem intrinsisch ungeordneten Peptid Neurokinin A stellen 

die ersten Schritte in Richtung der Überprüfung dieser Hypothese dar. 

Im abschliessenden Teil untersuchen wir die Effizienz der Energieübertragung während der 

Kühlung von Ionen durch Stösse in einem Puffergas.  Die Anwesenheit mehrerer Konformere bei 

kryogenischen Temperaturen, die bei beinahe allen Peptiden beobachtet werden kann, weist darauf 

hin, dass Stosskühlung ein schneller, nichtadiabatischer Prozess ist. 

 

Schlüsselwörter: Spektroskopie kalter Ionen, Elektronenspektroskopie, Vibrationsspektroskopie, 

IR-IR-UV „hole-burning“, Gasphase, Konformere, Tryptophan, Histidin, Peptidbindung, 

hydrophobe Peptide, Rezeptoren, Hydrophobe Eigenschaften des Vakuums, Leucin Enkephalin, 

Neurokinin A, intrinsisch ungeordnete Peptide, Effizienz der Stosskühlung, Gramicidin S, Monte-

Carlo-Simulationen, nichtadiabatisches Kühlen. 
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Les protéines et même les petits peptides jouent un rôle crucial dans presque tous les 

processus biologiques impliqués dans la transformation de la matière vivante.  L'activité biologique 

et la fonctionnalité de ces éléments constitutifs de la vie sont déterminées non seulement par leur 

structure primaire (c'est-à-dire, par la séquence d'acides aminés), mais aussi par leur orientation 

tridimensionnelle: motifs structuraux secondaires, tertiaires et quaternaires.  Cette relation structure-

fonction est l'un des paradigmes les plus importants de la biologie structurale et rend la 

caractérisation de la géométrie des molécules biologiques une tâche extrêmement importante.  

Contrairement aux techniques expérimentales en phase condensée, la spectroscopie à l'ion froid 

étudie les ions biomoléculaires isolés dans la phase gazeuse et fournit des empreintes vibrationnel 

spécifiques à chaque conformant, ce qui permet une comparaison directe avec des calculs de haut 

niveau.  La méthode, largement connue sous le nom de spectroscopie à double résonance, a 

plusieurs limitations fondamentales et pratiques – en pratique, elle ne s'applique que pour les 

peptides plus petits que 10 à 15 acides aminés, contenant nécessairement au moins un des acides 

aminés aromatiques et ayant un spectre électronique résolu par vibration.  

L'objectif principal de cette thèse est le développement et la démonstration d'une technique 

de spectroscopie sélective de conformant, IR-IR- (D)UV spectroscopie de combustion des trous. 

Cette expérience multi-laser présente un avantage important par rapport à l'approche à double 

résonance car elle ne dépend pas de la forme ou de la résolution du spectre électronique du peptide 

et permet d'étendre l'application de la spectroscopie à l'ion froid aux peptides avec toute 

composition d'acides aminés. 

Résumé 
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La première partie de ce travail décrit l'application de cette nouvelle technique pour 

l'enregistrement des spectres vibrationnels sélectifs aux conformèrs d'acides aminés aromatiques 

protonés, le tryptophane et l'histidine, pour lesquels la spectroscopie à ions froid à double résonance 

était exclue en raison de leur spectre électronique non structuré résultant de l'élargissement à vie. 

Combinés avec des calculs anharmoniques de haut niveau, les spectres vibrationnels spécifiques 

aux conformères permettent de résoudre les structures des conformants en phase gazeuse de ces 

ions biomoléculaires. 

La deuxième partie décrit l'utilisation de la liaison peptidique comme chromophore naturel 

alternatif, présent dans n'importe quel peptide.  Les spectres électroniques des liaisons peptidiques 

dans les peptides protonés froids dans la phase gazeuse ainsi que l'influence d'une pré-excitation IR 

sont explorés en détail.  L'utilisation de liaisons peptidiques permet d'enregistrer des spectres 

vibrationnels linéaires de haute qualité de peptides, même sans acides aminés aromatiques, pour 

lesquels seules des spectroscopes IRMPD et de marquage étaient disponibles jusqu'à récemment. 

Cette caractéristique rend la spectroscopie de combustion de trous IR-IR-DUV, l'outil 

spectroscopique sélectif de conformant le plus universel. 

La troisième partie de cette thèse est dédiée à la relation entre la phase gazeuse et les 

structures indigènes des ions biomoléculaires.  Le manque de solvant dans la phase gazeuse imite 

dans une certaine mesure les milieux hydrophobes des membranes ou des récepteurs cellulaires, où 

l'hydrogène intramoléculaire se lie plutôt que l'interaction avec le solvant, détermine en grande 

partie la structure des peptides.  Dans ces cas des motifs structurels généraux peuvent survivre au 

transfert à la phase gazeuse.  Les données expérimentales et les calculs théoriques pour les stéréo-

isomères d'un médicament peptidique opioïde, la leucine-encéphaline et un peptide neurokinin A 

intrinsèquement désordonné sont les premières étapes vers le test de cette hypothèse.  

Enfin, la présence de plus d'un conformant aux températures cryogéniques pour la quasi-

totalité des peptides suggère que le refroidissement collisionnel est un processus rapide et non 

adiabatique.  Dans la dernière partie, nous explorons l'efficacité du transfert d'énergie lors du 

refroidissement collisionnel des ions dans un gaz tampon.  

Mots clés : spectroscopie à l'ion froid, spectroscopie électronique, spectroscopie vibrationnele 

combustion des trous IR-IR-UV, phase gazeuse, conformèr, tryptophane, histidine, liaison 

peptidique, peptides hydrophobes, récepteurs, hydrophobicité vacuum, leucine enképhaline, 

neurokinine A, intrinsèquement peptide désordonné, efficacité de refroidissement collisionnelle, 

gramicidine S, simulations de Monte-Carlo, refroidissement non adiabatique. 
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Chapter 1 

 

 

1.1. Structure-Function Relationship 

Proteins play crucial role in virtually all biological processes, including gene transcription, 

enzymatic activity, signal transduction, post-translational modifications, transport of oxygen and 

chemical species, antibody-antigen complexation, etc.1  Functionality of biological molecules in 

vivo is determined not only by their sequence, but also by their three-dimensional (3D) structures.  

This statement, known as the structure-function relationship, is the key concept in structural 

biology. 

A poly-amino acid chain, longer than 50-100 monomers, is typically referred to as a protein, 

while shorter sequences are called peptides.  The latter mainly act as signaling agents, such as 

neurotransmitters, hormones, antibiotics, and cell-penetrating agents.2-10 

Because of the short length, peptides cannot form tertiary and quaternary structure, however, 

they do adopt certain secondary structure that determines their interaction with larger proteins, 

DNA, and lipids.2, 3, 11-14  3D structures of peptides in vivo, in turn, are determined by non-covalent 

intramolecular interactions (e.g., hydrogen bonds) and intermolecular interactions with the 

surrounding solvent molecules or binding pockets of ligands.  Revealing those structures is 

necessary for developing practical implications, such as treatment of neurological diseases15-18 and 

diabetes,19 new antibiotics,4, 6, 20, 21 targeted drug delivery,13, 22, 23 and self-assembling materials.24 

The next section provides general discussion and comparison of the advantages and 

disadvantages of modern techniques that are used for 3D structure identification of small to large 

biological molecules. 

Introduction 
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1.2.  Methods of Structural Studies in Condensed Phase  

1.2.1.  X-Ray Crystallography 

X-ray crystallography was the first technique that allowed determining 3D structure of large 

biomolecular species, such as DNA25-27 and globular proteins,28, 29 on atomic scale.  It is currently 

the most widely used tool for structural elucidation of biomolecules (more than 105 entries in the 

Protein Data Bank (PDB)),30, 31 because it provides an atomic resolution and structural information 

is obtained with a relatively simple mathematical procedure that allows avoiding molecular 

modeling.32 

However, X-ray crystallography has some crucial limitations.  The main disadvantage of 

this method is a need to crystallize samples.  Obtaining large enough, well-ordered crystals of a 

molecule of interest remains a challenging task for many biological macromolecules because 

crystallization conditions are often not predictable.32, 33  Furthermore, flexible regions (e.g., 

intrinsically disordered domains) of proteins often diffract so weakly, that they are invisible in 

crystallographic electron density maps.34, 35  Finally, crystallization often requires specific solvents 

that are not usually present at biological conditions, and may significantly disturb native 3D 

structure of biomolecules.  The latter is particularly true for peptides, because, due to their small 

size, they can be heavily influenced by solvent and additives used for crystallization.36 

1.2.2.  Nuclear Magnetic Resonance 

Nuclear Magnetic Resonance (NMR) spectroscopy allows for studying 3D structure and 

dynamics of biomolecules directly in solution.37, 38  In contrast to X-ray crystallography, NMR 

spectroscopy does not determine the 3D coordinates of the atoms in a molecule, but rather provides 

a list of restraints, such as internuclear distances and torsion angles.  Thus, it requires molecular 

modeling for structure determination.39, 40  Typically, this modeling results in an ensemble of 

structures, all of which are consistent with the experimentally determined restraints.  Therefore, 

NMR lags behind X-ray crystallography in the number of structures submitted to the PDB,30 even 

though the large variety of 2D and 3D methods allow for an unambiguous assignment of peaks in 

NMR spectra and, thus, analysis of the interactions between different parts of a molecule.41-43   

It has been demonstrated that NMR can be employed to study macromolecular complexes 

with masses up to 1 MDa,44, 45 however, in practice its application is limited to small- and medium-

sized biomolecules, with molecular weight below 50 kDa.46  Furthermore, it is still challenging for 

NMR spectroscopy to determine the 3D structure of flexible biomolecules, such as intrinsically 
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disordered proteins.47  Moreover, NMR is very time-consuming and it usually cannot differentiate 

between different molecular conformations in solution. 

1.3.  Indirect Methods for Structural Identification 

While X-ray crystallography provides structural data directly, all other techniques require 

complex calculations to predict precise molecular geometries, because they provide only 

experimental benchmarks that can be compared to theoretical predictions.  Not only is the long 

computation time expensive, it also becomes a bottleneck in many studies.  Over the last century, 

numerous techniques have been developed to facilitate the calculations by providing some 

structural constraints – overall shape, secondary structural motif, distance between specific sites in a 

molecule, etc. 

Ion mobility,48, 49 for example, allows for measuring Collisional Cross Section (CCS) of ions 

in the gas phase – a parameter that can be employed at early stages of computations.  Another 

possible techniques in the gas phase include Förster resonance energy transfer50 (FRET), which 

allows measuring the distance between the chromophores, hydrogen/deuterium (H/D) exchange.51   

Circular dichroism (CD) is based on the different absorption of the left- and right-handed 

circularly polarized light by chiral molecules.52  CD allows for a fast and efficient determination of 

secondary structure in terms of relative proportions of -helices, -sheets, and random coils for a 

large range of protein sizes.53  Though the sample remains in solution and, thus, can be studied in 

native environment, CD provides neither atomic resolution nor residue-specific information, but 

rather an average signature of structural features.54 

1.4.  The Use of Optical Spectroscopy to Reveal Molecular Structure 

Optical spectra of molecules are extremely sensitive to the 3D arrangement of their atoms.  

Even small differences between conformers give rise to detectable changes in spectroscopic 

properties.  Vibrational spectroscopy, in particular, can reveal valuable structural information since 

the vibrational frequency of a given bond is highly dependent on its local environment.  The 

characteristic shifts in the amide A (O H and N H stretching vibrations) and amide I and II regions 

(N H bending and C=O stretching vibrations) reflect the hydrogen-bonding network that largely 

determines molecular structure.  Experimentally obtained spectroscopic information can be directly 

compared to the accurate theoretical predictions of molecular structures, which are at the heart of in 

silico drug design. 
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Although UV and IR spectra in solution provide some structural information, they are 

usually very broad because of the inhomogeneous broadening.  Therefore, the most rigorous 

comparison of theory to experiment can be achieved on isolated biological molecules, free from the 

complicating effects of interaction with the solvent. 

1.4.1.  Spectroscopy of Neutral Biomolecules 

The first electronic spectrum of an amino acid in the gas-phase was reported in the mid 

1980s by the group of Levy, who measured vibrationally resolved resonantly enhanced two-photon 

ionization spectra (R2PI) of jet-cooled neutral tryptophan55, 56 and some of its derivatives.57  In 

these experiments tryptophan was volatilized by heating and entrained in a molecular beam.58  

Different UV transitions showed different saturation behavior indicating the presence of several 

ground state conformations of tryptophan.  Furthermore, different dispersed fluorescence spectra, 

obtained by pumping different conformers, indicated that several distinct conformations are also 

present in the excited state and do not interconvert on the time scale of the fluorescence lifetime.59  

Similar experiments were carried out later with tyrosine and phenylalanine.60 

Following this pioneering work, many groups applied these methods to study larger 

biomolecules and developed innovative multi-resonance techniques for obtaining conformer-

selective spectral information.  UV-UV and IR-UV hole-burning techniques allowed for an 

assignment of different UV transitions to different conformers.61-64  IR-UV depletion spectroscopy 

allowed for measuring conformer-selective vibrational spectra.63-73  Furthermore, IR-IR-UV triple-

resonance scheme has been employed to record conformer-specific vibrational spectra even when 

two (or more) conformers have indistinguishable UV transitions.74  IR spectra of excited states have 

been recorded using the excited-state fluorescence dip technique.75, 76  As one addition to the 

spectroscopic toolbox, Zwier and co-workers introduced population transfer spectroscopy,77-81 in 

which absorption of an IR photon by a specific conformer is used to transfer part of its population 

into the potential wells of others.  This technique allows for an estimation of the potential energy 

barriers between conformers and exploring isomerization dynamics in flexible biomolecules. 

1.4.2.  Spectroscopy of Charged Biomolecules at Room Temperature 

Molecules in vivo are often globally or locally charged.  At physiological conditions (pH 

) most peptides in solution are zwitterions, having a deprotonated C-terminus (COO-) and a 

protonated ammonium group ( ).  Moreover, residues with acidic (aspartic and glutamic acids) 

or basic (lysine, arginine and histidine) side chains can be charged, so that the entire molecule 
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generally possesses an overall net charge.  Therefore, the study of charged biomolecules is at least 

equally important as that of their neutral counterparts.  Soft ionization techniques, such as matrix 

assisted laser desorption ionization82 (MALDI) and electrospray ionization83, 84 (ESI), allow for a 

gentle transfer of large biomolecules into the gas phase. 

The first electronic photofragmentation spectrum was measured by Andersen et al. to 

characterize green fluorescent protein chromophore ions, produced by electrospray.85  At about the 

same time, McLafferty et al. reported infrared multiphoton dissociation (IRMPD) spectra of 

electrosprayed peptides and proteins in a Fourier transform ion-cyclotron resonance (FT-ICR) mass 

spectrometer, using an optical parametric oscillator86 (OPO).  Despite the fact that the observed 

bands at room temperature were about 30 cm-1 wide many light-atom stretching bands could be 

distinguished.  High photon fluxes, delivered by free electron lasers87, 88 (FELs), allowed for 

numerous IRMPD studies.  Using FELIX, von Helden et al. extended IRMPD spectroscopy into the 

amide I and II spectral regions.89  FELs were also coupled with 3D Paul traps and Fourier transform 

ion cyclotron resonance mass spectrometers90 (FT-ICRs).  Infrared spectra of solvated amino acid 

ions were also measured by detecting solvent loss subsequent to the absorption of IR photons, 

delivered by OPO.91 

Room temperature IRMPD spectroscopy, although simple and convenient, does not provide 

the conformational selectivity and the spectral resolution sufficient for an unambiguous structural 

validation.  On the other hand, total energy of multiple IR photons, absorbed by an ion, can cause 

interconversion of different isomers.  Adding a second, low-energy IR source allows for probing the 

resulting ion ensemble.  This two-colour IR-IR-MPD technique was demonstrated to provide useful 

insight into the details of population dynamics of model system.92 

1.4.3.  Cold Ion Spectroscopy 

In contrast to small systems, the spectral resolution at room temperature does not allow for 

obtaining spectral features that yield structural information in larger biomolecules.  Furthermore, 

because of the intrinsic nonlinearity of the IRMPD process, the band positions can be red-shifted 

and relative band intensities largely differ from the ones in linear spectra.93  Moreover, the room-

temperature UV spectra of peptides with aromatic side chains are broad,94 so that IR-UV double-

resonance technique cannot be applied to obtain conformer-selective spectra.  Cooling, however, 

significantly simplifies spectroscopic characterization of even large peptides. 

 The most common way to cool the ions down is by confining them in a RF trap maintained 

at low temperature and allowing them to collide with a buffer gas for thermalization.  Linear 
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multipole ion traps mounted onto a cryocooler allowed for attaining internal vibrational 

temperatures as low as 10 K.  In their pioneering experiments, Boyarkin et al. demonstrated94 that 

the cooling of protonated tyrosine in the 22-pole trap to ~12 K allows recording a sharp UV 

spectrum with transitions as narrow as 2.7 cm-1.  Electronic spectrum of protonated tryptophan 

remained broad even at 12 K because of its short excited state lifetime.  However, solvation of the 

amino acid by only two water molecules drastically changes the photophysics of the exited state, 

allowing one to record its vibrationally resolved UV spectrum.95 

The double-resonance depletion spectroscopy was applied to record conformer-selective 

vibrational spectra of solvated tryptophan96 and, later, of protonated tyrosine and phenylalanine,97
 as 

well as the ones of tyrosine-containing protonated dipeptides.98  The process of a secondary 

structure formation in polyalanine peptides demonstrated the applicability of the double-resonance 

approach for peptides as large as 12 amino acids.99, 100 

 One of the most fascinating achievements of the technique was an unambiguous assignment 

of the intrinsic structures of a decapeptide gramicidin S.  This work involved studies of not only a 

bare peptide, but also of several isotopically substituted analogues and a huge computational 

effort.101-103  Furthermore, CIS allowed studies of microsolvated gramicidin S with up to 50 water 

molecules attached to it.104 

Large biomolecules often exhibit lower UV fragmentation yield, making their studies more 

difficult.  An IR laser assisted photofragmentation spectroscopy (IRLAPS) can alleviate this 

problem. Irradiating the ions with a CO2 laser pulse following UV excitation was shown to increase 

the photofragmentation yield by as much as two orders of magnitude.  This technique allowed for 

recording well-resolved UV and IR spectra of a 17 amino acid peptide.105 

 As any experimental method, CIS has certain limitations.  In particular, ions have to contain 

an aromatic residue (Trp, Tyr, Phe or His) to absorb UV light.  Furthermore, one needs vibrational 

resolution in electronic spectra, because broad electronic transitions preclude the use of conformer-

selective cold ion spectroscopy.  Therefore, since the first demonstration, cold ion spectroscopy was 

mainly focused on peptides with Phe amino acid as a chromophore. 

 In search to overcome these disadvantages several novel directions have been explored.  The 

use of highly-resolved electronic fingerprints of biomolecules together with high-resolution mass-

spectrometry lead to the development of a novel method – 2D UV-MS.106, 107  It provides either 

library-based or even “blind” identification of isomers of biomolecules.  Furthermore, it allows 

even identification of conformers, though does not provide their vibrational spectra.108 
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 On the other hand, many groups try to avoid using UV photodissociation, using IR-induced 

dissociation of weakly bound tags instead.  One possible approach is an IR-IR hole-burning 

spectroscopy,109, 110 first demonstrated by the group of prof. Johnson.  Another possible strategy is 

employing ion mobility for spatial separation of conformers due to the differences in their CCSs 

prior to performing IR tagging spectroscopy.111  Both techniques have significant disadvantages.  

While ion mobility often does not allow to separate conformers of peptides other than cis-/trans- 

isomers,112 all tagging techniques suffer from low signal-to-noise (S/N) ratio and analyte-dependent 

parameters for efficient tagging.  Furthermore, tags were shown to affect vibrational frequencies of 

ions, complicating their comparison with theoretical calculations.113 

The main goal of this work is to develop a novel conformer-selective experimental approach 

that would applicable to peptides with any amino acid sequence.   

1.5.  Outline 

 This thesis is organized as follows. 

In Chapter 2 the experimental setup used in this work to study spectroscopy of cold, 

biomolecular ions is presented.  Its major constituents as well as the basic principles of operation 

are discussed in details.  Also, we discuss the underlying mechanisms and describe the various 

spectroscopic techniques referred to as double-resonance cold ion spectroscopy. 

In Chapter 3 the intrinsic limitations of the double-resonance approach are discussed and a 

novel conformer-selective spectroscopic technique, IR-IR-UV hole-burning spectroscopy, is 

presented.  Following a general description of the principles of this technique, we describe two 

applications of the method – solving the structures of the two aromatic amino acids tryptophan and 

histidine, for which the cold ion spectroscopy was previously precluded due to the indistinguishable 

electronic spectra.  Combined with high-level anharmonic calculations, the conformer-specific 

vibrational spectra, reported herein, allow for an unambiguous assignment of the geometries of the 

lowest-energy gas-phase conformers of these biomolecular ions. 

In Chapter 4 we present a successful effort to extend the application range of cold ion 

spectroscopy toolbox to peptides that do not contain aromatic amino acids in their sequence.  

Instead, absorption of the peptide bond, a universal chromophore present in any peptide, is 

exploited.  We present the electronic spectra of several model and natural peptides, as well as their 

IR-DUV vibrational spectra.  Given some intrinsic difficulties due to the width of the electronic 

spectra, an optimal experimental workflow is described.  Finally, we demonstrate the ability of the 
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IR-IR-DUV hole-burning spectroscopy to measure conformer-specific spectra of a natural six 

amino acid peptide. 

In Chapter 5 we address one of the most vivid questions for the gas phase studies – how 

relevant are the intrinsic structures for biology?  While numerous groups approach this question 

from the point of view of kinetic trapping, here an alternative idea is tested.  Since the intrinsic 

structures are determined only by the intramolecular interactions, such geometries might be a good 

reflection of native geometries of molecules that are biologically active only in hydrophobic media.  

We provide evidence that the structures of opioid drugs in the gas phase correlate with their 

physiological activity and present conformational assignment of the spectra of a ten amino acid 

neurotransmitter peptide. 

In Chapter 6 the cooling rate in our cold ion trap, namely, an average energy taken away 

from a hot ion per collision with a buffer gas molecule is assessed.  We present the design of an 

experiment, results, and their interpretation. 

Finally, in Chapter 7 the main results and possible applications of the current work are 

discussed. 
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Chapter 2 

 

 

This chapter describes the experimental setup for recording spectra of cold biomolecular 

ions and the basic spectroscopic techniques, usually referred to as the double-resonance 

spectroscopy.  It begins with a short overview of the tandem mass spectrometer, followed by a more 

detailed description of its constituent parts.  Finally, we present a description of the double-

resonance Cold Ion Spectroscopy methods that are commonly used for spectroscopic 

characterization of biomolecular ions in the gas phase. 

2.1.  Experimental Setup 

2.1.1. General Description of the Tandem Mass-Spectrometer 

A schematic view of the tandem mass spectrometer1, 2 combined with the cold octupole ion 

trap3 is shown in figure 2.1.  Protonated gas-phase ions are produced directly from solution using a 

nanoelectrospray ion source4 (ESI) and enter a two-stage electrodynamic ion funnel5 (IF) 

(Spectroglyph) through a 0.7-mm ID, 10-cm long metal capillary, orthogonal to the funnel axis.  

The funnel guides ions into a hexapole radio-frequency (RF) ion trap (HEX), where they are 

accumulated and thermalized for approximately 50 or 100 ms, depending on a repetition rate of 

experiment. 

The ions are then released from the hexapole trap and mass-selected by a quadrupole mass 

filter (Q1) (Extrel), 90° steered by an electrostatic quadrupole bender (B1), decelerated by a stack of 

electrostatic lenses (EL), and, finally, guided into a cold octupole ion trap by an octupole ion guide 

(OIG).3  The trap is mounted on a cold head (  K) of a two-stage closed-cycle refrigerator 

(RDK-408, Sumitomo).  The ions are trapped and cooled in the octupole ion trap to vibrational 
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temperatures  K by collisions with He buffer gas, which is pulsed into the trap 1 ms prior to 

the arrival of the ion packet.3  

A UV and IR laser beams counter propagate into the vacuum chamber through two BaF2 

windows (BW) 100 μs before the release of the parent ions and UV-induced fragment ions from the 

trap.  The beams are spatially overlapped on the axis of the trap.  Laser pulses are typically 

separated by 200 ns delays.  The released ions are bent 90° by a second electrostatic quadrupole 

bender (B2) and analyzed in a quadrupole mass spectrometer (Q2) (Extrel), equipped with a 

channeltron ion detector (DET). Ion signals from the channeltron are, finally, counted by a gated 

photon counter (CNT) (SR400, SRS Inc.), which transfers the data to a host PC, controlling the data 

acquisition via LabView software (DAC). 

 

Figure 2.1.  Schematic view of the experimental setup for spectroscopy of cryogenically cooled 

ions.  The inset shows the relative timing of laser pulses. 

 

The cold trap can be filled with ions and UV laser pulse can be shot in either 20 or 10 Hz 

cycles.  IR OPO laser can be shot in either 10 or 5 Hz cycles.  An average of typically 20 laser shots 

per data point is taken for spectral measurements.  The UV laser, the OPOs, the release of ions from 
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the hexapole and from the cold octupole traps are synchronized with the data acquisition system 

using three multichannel pulse generators (BNC 575). 

UV light is produced either by a (D)UV OPO (EKSPLA), tunable in a wide spectral range 

(typically, 192-280 nm spectral range, that covers absorption of His and peptide bond), or by 

doubling the output frequency of a dye laser (HD-500, Lumonics) in a KDP crystal of an 

Autotracker device (InRad) (typically, in the 280-310 nm spectral range, that covers absorption 

regions of Trp, Tyr, and Phe aromatic amino acids).  The dye laser is pumped by 150 mJ of the 3rd 

harmonic of a Nd:YAG laser (GCR-200, Spectra-Physics).  The beam is loosely focused by a F=70 

cm fused silica lens (L1) 2-3 cm in front of the cold trap entrance.  IR beams with orthogonal linear 

polarizations are generated by two tunable OPOs (Laser Vision), pumped by two different Nd:YAG 

lasers (Surelite III-Ex, Continuum; SpitLight 600, Innolas).  The beams are combined on a 

germanium plate (Ge) placed at Brewstver’s angle and focused in the centre of the trap by two 

F=70 cm CaF2 lenses (L2, L3).  In such configuration either IR OPO can be used for double-

resonance spectroscopy or both of them can be used simultaneously for an IR-IR-UV hole-burning 

spectroscopy.  Spectral resolution of the IR OPOs is about 1 cm-1 in the 3 m region and around 2 

cm-1 in the 6 m region. 

In the following sections the principles of operation of the key constituents of our 

experimental setup will be described in more details. 

2.1.2. Electrospray Ionization of Biomolecular Ions 

Large biological molecules have low vapor pressure and decompose upon heating.  Gas 

phase studies of biomolecular ions require, therefore, soft ionization techniques that allow for 

transferring them from solution to vacuum without significant decomposition.  In 2002 the Nobel 

Prize was awarded for two soft ionization techniques: electrospray ionization6 (ESI) and matrix 

assisted laser desorbtion/ionization7 (MALDI). 

The first studies of electrospray phenomenon, i.e., the production of a spray of fine droplets 

by submitting a liquid surface to an intense electric field, were reported in the beginning of the 20th 

century.8, 9  However, it was only at the end of the 1960s that Dole and coworkers started using it in 

the development of an ion source for mass spectrometry.10  Major improvements by John Fenn's 

research group in the mid 1980s11-13 made ESI a method of choice to bring large thermally labile 

molecules into the gas phase.14, 15 
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Figure 2.2 illustrates the mechanisms taking place in the atmospheric part of an electrospray 

ion source.  A conductive needle is filled with an analyte dissolved in a polar solvent.  A high 

voltage difference is applied between the needle and an entrance capillary of the vacuum system.  

Due to the strong electric field at the needle tip, positive charges (in the positive ion mode example 

of the figure) accumulate at the liquid surface and cause the formation of a cone-shaped liquid 

meniscus at the needle exit, a so-called «Taylor cone».4, 16  When the charge density at the apex of 

this cone is high enough so that the charge repulsion overcomes the surface tension of the liquid, 

charged droplets are created and carried away by the electric field in a spray towards the counter-

electrode.  Due to a solvent evaporation these droplets shrink and their charge density increases 

until it reaches the «Rayleigh limit».17  At this point, similarly to what happens at the Taylor cone, 

the surface tension is weaker than the charge repulsion and the droplet emits smaller droplets 

carrying away the excess charge.  Several cycles of this evaporation/fission eventually lead to the 

formation of solvated ions. 

 

Figure 2.2. Spray formation and droplet fission in the atmospheric part of an ESI source. (Adapted 

from Kebarle and Tang18). 

 

Depending on the spray conditions, different processes can lead to formation of the charged 

analyte ions.  In the case of peptides and operation in positive ESI mode, protonation predominates.  

If metal ions are present in the sample the formation of adducts can also be observed.  Two theories 
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are currently considered concerning the exact mechanism by which the solvated ions are produced.  

According to the «charge residue» model (CRM), the residual solvent in the smallest final droplets 

is simply evaporated to yield solvated ions.10, 19  On the other hand, the «ion evaporation» model 

(IEM) states that it is the solvated ions that are, in fact, evaporated from the surface of charged 

nanodroplets.20, 21  Recent contributions to this debate include references 22-28. 

In our experimental setup we use nano-ESI (nESI) ion source, an ESI-variant that uses 

metalized borosilicate spray needles with smaller inner diameter (a few μm versus ~ 100 μm for 

electrospray).  The principles of spray formation are identical for the two techniques.  Nano-

electrospray,29 whose development started in the mid 1990s,4, 30 has several benefits compared to 

conventional ESI.  First of all, it allows much lower liquid flow rates (~ 1 nL·min-1 
to 1 μL·min-1 

for nESI compared with ~ 1 μL·min-1 
to 1 mL·min-1 for ESI), which extends the running time of a 

given sample volume.30, 31  Second, the onset voltage  [kV] needed to initiate a stable spray is 

reduced, as can be derived from the following equation:  

    (Eq. 2.1) 

where  [μm] stands for the needle inner radius,  [N·m-1] is the surface tension of the liquid, and  

[mm] denotes the distance of the needle tip to the counter-electrode.32  A decrease of the needle 

diameter from 100 μm to 10 μm causes approximately a two-fold reduction of the onset potential 

for the typical values of  (1-10 mm).  The equation also shows that smaller needle tips make it 

possible to use solvents with higher surface tension, such as pure water, while keeping the needle 

voltage low enough to prevent electric discharges to the counter-electrode. 

 This better ionization efficiency of nanospray is attributed to the smaller size of the initial 

droplets (typical 150 nm diameter as compared with 1.5 μm for conventional ESI).  Consequently, 

fewer fission cycles are required to desolvate ions and the amount of «wasted» material that enters 

the vacuum and covers ion optics is also diminished, slowing down the contamination of the 

vacuum interface. 

Comprehensive information about the mechanisms, instrumentation, and applications of the 

electrospray can be found in the aforementioned references, as well as in several textbooks (e.g., 

references33, 34).  

A typical solution in our experiments has an analyte concentration of 50 μM in a 1:1 

water/methanol mixture with 0.5% acetic acid added.  The source head is mounted on a 

microtranslational xyz-manipulator and connected to a high-voltage power supply.  Two cameras 

are used for a precise positioning of the needle with respect to the entrance capillary.  The assembly 
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is also airtight, so that a very slight pressure of N2 can be applied to the solution in order to facilitate 

the spray formation.  In the positive ion mode the typical voltage applied to the needle is ~ 1.5 kV 

above the ground potential.   

Gas-phase solvated ions formed at atmospheric pressure are entrained by viscous forces 

through the 10 cm long stainless-steel transfer capillary with an inner and outer diameters of 0.7 

mm and 2 mm, respectively.  The other end of the capillary is in the first vacuum stage of our 

differentially pumped mass spectrometer.  Upon acceleration in this low vacuum region, the 

solvated ions undergo collisions with residual gas molecules.  Internal heating due to high-energy 

collisions can induce final desolvation of the ions, destruction of the secondary structure, and even 

collision-induced dissociation.  Thus, the conditions in first stages might have to be adjusted for 

each experiment. 

2.1.3. Differential Pumping of the Tandem Mass Spectrometer 

 Specific regions of the mass spectrometer use controlled collisions of ions with neutral gas 

(for example, for Collision-Induced Dissociation35 (CID) or to thermally stabilize ion packet in a 

hexapole trap).  However, in general all mass analyzers function under low-pressure conditions.  

The vacuum in a tandem mass spectrometer serves several purposes.  First of all, it allows ions to 

reach the detector without undergoing collisions with other gaseous molecules.  Indeed, collisions 

may produce a deviation from the stable trajectory and an ion can lose its charge against the walls 

of the instrument.  On the other hand, ion-molecule collisions can result in unwanted dissociation 

reactions and, hence, increase the complexity of the mass spectrum.  Second, the high voltage used 

in RF devices (several kV in quadrupole mass filters, ion guides, and traps) causes electrical 

discharge in low vacuum conditions, causing crucial damage.  Finally, cooling of the octupole ion 

trap down to cryogenic temperature of a few kelvins causes condensation of neutrals on the surface 

of the rods.  The resulting dielectric cover can significantly influence the shape of the effective 

potential (see section 2.1.4) and the spatial distribution of the ion cloud, decreasing the effective 

volume overlapped with laser beams. 

 Figure 2.3 shows a schematic diagram of eight differentially pumped vacuum stages of our 

tandem mass spectrometer.  The pumps that are used to create the vacuum as well as the typical 

pressures (with open inlet capillary and without He buffer gas being injected in the system) are 

listed in Table 2.1. 
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Figure 2.3.  Schematic view of the differential pumping stages of the tandem mass spectrometer. 

 

Table 2.1.  Pressure in the vacuum chambers of the tandem mass spectrometer and their fore 

vacuum pressure (measured with the open inlet capillary and without He buffer gas injection).  

Letters in brackets denote specific type of the pump: O – oil pump; D – dry pump; M – membrane 

pump; T – turbomolecular pump. 

Stage 
Vacuum Fore vacuum 

Pump Pressure, mbar Pump Pressure, mbar 

1 [O] SV40 (Laybold vacuum)  NO NO 
2 [D] XDS 35 (Edwards)  NO NO 

3 [T] HiPace 300 (Pfeifer)  [O] DUO 35 (Pfeifer)  

4 [T] TMU 521 (Pfeifer)  [M] MVP 055-3 (Pfeifer) 1.8 

5 [T] TMU 521 Y P (Pfeifer)  

[D] nXDS 10 (Edwards) 

 

6 [T] TMU 071 P (Pfeifer)  

 7 [T] TMU 521 (Pfeifer)  

8 [T] TMU 261 (Pfeifer)  
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2.1.4. RF Ion Funnel 

 An ion funnel (figure 2.4) was originally implemented in 1997 as a replacement for the ion 

transmission-limited skimmer because of its near lossless transmission of ions entering the first 

vacuum stage from an ESI source.36  It is related to the stacked ring RF ion guide,37 but consists of a 

series of cylindrical ring electrodes with progressively smaller inner diameters, which enables to 

efficiently focus the spatially dispersed ion cloud entering the funnel to a much smaller radial size 

for an efficient transfer through the conductance limiting orifice at the exit. 

 

Figure 2.4.  Schematic view of the ion funnel (taken from Tolmachev et. al.38 ). 

 

The stacked ring arrangement with RF potentials of opposite polarity applied to adjacent 

electrodes creates an effective potential, ,5, 37, 38 that corresponds to a steep potential gradient near 

the electrodes and a near field-free region over most of the internal volume: 

  (Eq. 2.2) 

     (Eq. 2.3) 

     (Eq. 2.4) 

where  is the axial effective potential well depth;  is the maximum value of the effective 

potential at , , ;  is the spacing between the ring electrodes; 
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;  and  are zero and 1st order modified Bessel functions, respectively;  and  are the 

amplitude and angular frequency of the RF potential;  and  are the mass and charge of an ion. 

Another important feature of the RF ion funnel is the DC potential gradient applied to the 

ring electrodes to drive ions along the axis, which provided additional control relative to relying 

solely on gas dynamic effects.39   

2.1.5. Multipole RF devices 

Multipole RF ion traps and ion guides employ, typically, linear radiofrequency electrode 

geometries with discrete cylindrical symmetry.  The time-dependent electric potential of an ideal 

two-dimensional multipole configuration of the order n with infinite extension along z-direction is 

given in cylindrical coordinates by: 

,    (Eq. 2.5) 

where  is the RF amplitude,  is the inscribed radius of the RF electrodes, and  denotes the 

angular frequency.40 

The motion of ion with mass  and charge  in an inhomogeneous RF field is described by 

the coupled differential equations, which have the exact analytical solution only for a quadrupole (n 

= 2) or Paul trap, because for  the equation of motion becomes nonlinear in the position 

coordinate.  The best way to describe the ion dynamics is the use of the effective potential 

approximation, which was originally introduced for RF traps by Dehmelt.41  If the oscillation 

frequency of the field is high, such that the amplitude of the ion periodic displacement (wiggles) is 

smaller than a typical scale of inhomogeneity of electrical field, the equation of motion can be 

treated within the adiabatic approximation.42  According to the pioneering work of Teloy and 

Gerlich, the adiabatic approximation is valid if an adiabaticity parameter, , is smaller than 0.3.37, 42, 

43  The adiabaticity parameter is associated with a particular electrode configuration and is 

expressed by the equation: 

                           (Eq. 2.6) 

The trajectory of an ion is then described in the adiabatic approximation as the superposition 

of a rapidly oscillating and a slow drift motion.  The latter can be associated with a time-

independent effective potential , which, in the case of 2n-multipoles, is expressed as a function of 

the radial position  by the following equation40, 42: 
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    (Eq. 2.7) 

where  is the characteristic energy that is equal to:  

     (Eq. 2.8) 

Thus, the 2n-multipole is characterized by its inscribed radius , as well as the amplitude 

, and the frequency  of the RF voltage applied to the electrodes.  The form of the effective 

potential for three different 2n-multipole geometries (quadrupole, hexapole and octupole) is 

represented in figure 2.5. 

 

Figure 2.5.  Relative effective potentials as a function of the distance from the axis for a quadrupole 

(red line), hexapole (green line) and an octupole (blue line). The repulsive wall for the three cases 

rises as , , and , respectively. 

 

2.1.6. Quadrupole Mass Filtering 

Quadrupole mass filter was introduced by Paul and Steinwedel in the 1953,44 who proposed 

to use electrodynamic, rather then magnetic field to separate charged particles of different mass-to-

charge ratios.45
  This discovery became a milestone in the field of mass spectrometry and was 

followed by numerous studies devoted to the characterization of the device.46-51
 

Figure 2.6 shows a schematic view of a quadrupole mass filter which is made up of four 

circular or, ideally, hyperbolic rods aligned along the z axis and equally spaced on an inscribed 

circle of radius , with a pair of opposite electrodes (on the x axis) set at a given potential , 
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while the other pair (on the y axis) is set at a potential .  The potential applied to the rods is a 

sum of the DC component  and the RF potential , oscillating with angular frequency .   is 

thus expressed as: 

                    (Eq. 2.9) 

 

Figure 2.6. Ideal quadrupole mass filter with hyperbolic electrodes that serve to create 

cylindrically symmetric field, being arranged at a distance r0 from the z axis. (Adapted from Paul et 

al.45) 

 

The saddle-shaped potential generated by two pairs of opposite electrodes is expressed by 

the following equation: 

                (Eq. 2.10) 

Since the potential is a periodic function of time the ion trajectory is alternately stable in one 

of the xz or yz planes, while diverging in the other.  Using a high enough RF frequency, such that 

ion does not have enough time to escape in the xy plane, it is possible to confine an ion radially 

between the poles.  This is the principle of operation of an RF-only multipole ion guide.47
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Depending on the mass of the ion, the stability of its trajectory in the x and y directions 

differs substantially.  Light ions have a tendency to follow the oscillatory field, while heavier ions 

are less influenced by it and, hence, show a relatively higher sensitivity to the DC voltage.  

Therefore, appropriate values of ω, U, and V should be chosen to stabilize the trajectories of ions 

within a particular mass range.  The conditions of stability can be determined by solving the 

equations of motion for a singly charged ion in the quadrupole mass filter, which are obtained as 

follows.  The force induced by an electric field is: 

    (Eq. 2.11) 

where u stands for either x or y.  Substituting equations 2.9 and 2.10 to equation 2.11, 

differentiating, and rearrangement the terms leads to the Paul equation of movement, which has the 

form of the Mathieu equation.  The solution is usually represented as a diagram (Figure 2.7), in 

which the stability regions are displayed as a function of the two Mathieu’s dimensionless 

parameters, a and q, defined as: 

      (Eq. 2.12) 

and 

     (Eq. 2.13) 

In reality, the geometry ( ) and frequency ( ) of a quadrupole are fixed, therefore the 

stability of ions is determined by the values of  and , or by the proper selection of U and 

V for the ions of a particular mass-to-charge ratio (m/z).  A mass spectrum is obtained by scanning 

simultaneously the values of U and V along a “mass scan line” of a fixed  ratio.  From figure 

2.7 it follows that only the ions in a narrow m/z range, where the mass scan line intersects the 

stability region, will have stable ion trajectories.  Higher mass resolution is achieved by increasing 

the  ratio, which brings the mass scan line closer to the apex of the stability region. 
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Figure 2.7. Stability diagram showing the lower stability region in the (a,q) plane. (Taken from 

Blaum et al.51) 

 

2.1.7. RF Ion Traps 

As the number of poles increases, the effective potential (eq. 2.3) becomes steeper, and the 

field free region enlarges.  The influence of the effective potential on the ion motion is depicted by 

the calculated ion trajectories in an octupole and a 32-pole ion traps (figures 2.8 a and b, 

respectively).  The ions “see” electric field only in the vicinity of the rods and are, thus, confined in 

the radial direction of the device.  The charged particles move undisturbed in the central part of the 

multipole, but, once they approach the electrodes, they undergo an oscillatory micromotion at the 

characteristic frequency of the RF field.43 

From the figure 2.8 it follows that for higher-order multipoles, the wiggling motion occurs 

only in the close vicinity of the poles, leaving a large volume for non-accelerated trajectories.  In 

the presence of a buffer gas collisions with the neutrals in the high electric field regions cause RF 

heating of the ions due to their fast oscillatory motion.52, 53  On the other hand, the tighter 

confinement of ions in the lower order multipoles allows for a better intersection of the ion cloud 

with laser beams.  Considering all the abovementioned factors, octupole ion trap has been shown to 

be extremely well suited for spectroscopic studies of cold ions.3 
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Figure 2.8.  Calculated trajectories of an ion in the potential of (a) an octupole and (b) a 32- pole 

RF traps (taken from Gerlich37). 

2.2. Spectroscopic Techniques 

 The experimental setup, described above, allows one to perform several types of 

measurements.  The present chapter provides an overview of the most general techniques used in 

routine operations for UV and IR spectroscopy. 

2.2.1. Photofragmentation Mass Spectrometry 

Cold Ion Spectroscopy (CIS) records electronic and vibrational spectra of the mass-selected 

parent ions by monitoring the intensity of the light-induced photofragmentation signal as a function 

of the laser wavelength (so-called “action” spectroscopy).  The choice for an “action” spectroscopy 

over photodetection techniques commonly used in condensed phase is determined by the low 

density of ions in the trap (  cm-3) compared to the one required for direct spectroscopic 

techniques (  cm-3). 

The resulting optical spectra depend, thus, not only on the absorption cross-section, but also 

on the fragmentation yield of the ion.  The latter depends, in turn, on the photophysics following 

electronic excitation of the ion, energy of the UV photon, and an internal vibrational energy of the 

ion.  The complex photophysics of biological ions makes an “action” spectroscopy essentially 

fragment-dependent.54, 55  Therefore, prior to measuring optical spectra, one records photon-induced 

dissociation (PID) mass-spectra of parent ions. 
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The PID mass spectrum is recorded by fixing the UV laser wavelength in the spectral region 

with high absorption cross section, and scanning the analyzing quadrupole mass-spectrometer 

through the desires m/z range.  The intensity of the resulting PID fragments and CID products are 

recorded in subsequent machine cycles to eliminate contribution of the undesired statistical 

fragmentation in an ion trap to the PID signal. 

 Typically, one chooses the most abundant fragment to record electronic spectra of ions.  In 

the vibrational spectroscopy one often has to consider the influence of the vibrational pre-excitation 

by an IR photon prior to the electronic excitation on the branching ratios of different fragments and 

overall fragmentation yield.  Recording UV and IR-UV PID signal at each m/z in a single scan 

allows choosing the fragment with the strongest response to the IR pre-excitation. 

 Figure 2.9 summarizes all UV and IR-UV double-resonance spectroscopic techniques that 

were developed for the conformational assignment of cold ions in the gas phase.  In the following 

section they will be discussed in more details. 

2.2.2. UV-photofragmentation Spectroscopy 

UV photofragmentation spectra are recorded by monitoring the intensity of the selected 

fragment as a function of the UV photon wavelength.  Once the fragment of interst has been chosen 

from the mass spectrum, one can proceed to measuring electronic photofragmentation spectrum of 

the parent ions by fixing the transmission of the quadrupole mass analyzer and scanning UV laser 

wavelength.  

Figure 2.9a illustrates the principle of the UV photofragmentation spectroscopy.  

Collisionally cooled ions reside in their ground electronic state S0.  UV laser wavelength is scanned, 

and absorption of the UV photon by any conformer induces the photofragmentation signal, resulting 

in the conformer non-selective UV spectrum. 

It is important to note, that action electronic spectroscopy is not identical to the direct 

absorption spectroscopy.  Even if the UV PID spectrum is recorded by integrating the intensities of 

all fragments, it still does not take into account light emission, collisional energy dissipation, etc.  

However, the total absorption spectrum is beyond the scope of the CIS, and well-resolved electronic 

transitions are normally used only for the conformational assignment. 
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Figure 2.9.  Schematic description of the basic spectroscopic techniques for conformer-selective 

cold ion spectroscopy. 

 

2.2.3. Different Modes of IR-UV Spectroscopy 

1.  IR Pre-excitation of Cold Ions 

Collisional cooling confines all ions in their ground vibrational state, thus elucidating 

thermal broadening.  The vibronic transitions in the electronic spectrum are, thus, vibrationally 

resolved (not taking into account other possible sources of broadening) and unique for each 

conformer.  In contrast, the electronic spectrum of ions at room temperature is unresolved because 

of the inhomogeneous broadening due to the internal vibrational energy.56 

Excitation of the vibrational mode leads to the effect similar to the thermal broadening.57  A 

pulse from an IR laser heats the ion internally, causing an inhomogeneous broadening and a redshift 

of electronic transitions, which are probed by a subsequent UV laser pulse. The IR-induced 

changes in UV absorption allow for measurements of three different types of spectra. 
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2.  IR-UV Hole-Burning Spectroscopy 

A UV “hole-burning” spectrum is measured by fixing the IR laser wavenumber at the 

conformer-specific vibrational transition, while the wavenumber of the UV laser is scanned (figure 

2.9b).  Absorption of an IR photon by a selected conformer converts all of its vibrationally resolved 

electronic transitions to a broad baseline.  Since other conformers remain in their ground electronic 

state, their UV spectra remain unchanged.  This allows for an assignment of the disappearing UV 

peaks to the selected conformer.58-60 

Since electronic transitions are far more sensitive to even the slightest changes of the 

electronic configuration of the ion (the typical linewidth of the electronic transition is  3 cm-1 

while a UV photon wavenumber is  30 000 cm-1, thus the resolution power is  104), the 

assignment of all of the electronic transition to one of the conformers allows a reliable identification 

of the number of conformers, present under the experimental condition. 

3.  IR-UV “Gain” Spectroscopy 

 An IR-UV “gain” spectrum is recorded by fixing the UV laser wavenumber to the red from 

the band origin, where absorption by cold ions is negligible, and scanning IR laser wavenumber 

(figure 2.9a).  An IR pre-excitation of any conformer results in an increase in the UV fragmentation.  

An IR gain spectrum, thus, reflects the IR transitions of all abundant conformers of the ion in a 

single IR wavenumber scan.2, 57, 60-62  Similar to the UV photofragmentation electronic spectrum, an 

IR-UV “gain” spectrum is non conformer-selective. 

 However, the assignment of all of the vibrational transitions to at least one of the 

conformers provides additional evidence that all of the conforms have been identified.  

Furthermore, an IR-UV “gain” spectrum is sometimes the only available vibrational spectroscopic 

technique.62, 63  If the electronic transitions are lifetime-broadened and, thus, not vibrationally 

resolved, conformer-selective vibrational spectroscopy (see below) becomes impossible. 

4.  IR-UV “Depletion” Spectroscopy 

An IR “depletion” spectrum is recorded by fixing the UV laser wavenumber at an electronic 

transition that is specific to one conformer of the studied ion (figure 2.9d).  Absorption of a UV 

photon induces photofragmentation of this conformer.  A preceding pulse from an IR laser, if 

absorbed by the same conformer, causes inhomogeneous broadening of the UV spectrum.  

Monitoring the resulting drop (“depletion”) of the UV-induced photofragmentation as a function of 

IR wavelength generates the vibrational spectrum of this conformer.1, 57, 60, 64-71 
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For more than a decade the IR-UV “depletion” spectroscopy remained the only double-

resonance spectroscopic technique that provided a benchmark conformer-selective vibrational 

spectra for validation of the theoretical calculations.1, 66, 67, 70-75 

If another conformer absorbs an IR photon, its inhomogeneous broadening might cause an 

additional signal increase resulting in a “gain” spectrum.  Most of the vibrational spectroscopic 

studies were reported for phenylalanine containing peptides because 1) the corresponding aromatic 

side chain has the longest excited state lifetime and, thus, the smallest linewidth of all aromatic 

amino acids54, 56, 76 (Phe, Tyr, Trp); 2) it has twice less conformers, compared to a tyrosine 

containing peptides, because the latter can have two possible orientations of the OH group of the 

phenol ring; and 3) the fragmentation yield of this aromatic amino acid does not increase following 

the IR pre-excitation.  The competing “gain” signal in the “depletion” spectrum is, thus, observed 

only in tyrosine containing peptides. 

5.  Strategy for the Full Conformational Assignment 

  Our strategy for finding all highly abundant conformers (families of conformers) of an ion 

is as follows.  We first record conformer non-selective electronic and vibrational spectra of all 

conformers.  Next, we measure the depletion spectrum, fixing UV laser at a well-resolved electronic 

transition (starting from the band origin).  Choosing a single-standing vibrational transition in the 

resulting depletion spectrum that also appears in the conformer non-selective gain spectrum, allows 

for using an IR-UV hole-burning spectroscopy to assign all the resolved UV transitions to the 

selected conformer.  We successively repeat such measurements until all of the prominent IR peaks 

in the gain spectrum and UV peaks in the electronic spectrum will be conformationally assigned.60 
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Chapter 3 

 

 

This chapter describes a novel experimental technique in cold ion vibrational spectroscopy, 

an IR-IR-UV Hole-Burning, which allows for recording conformer-selective vibrational spectra in 

cases when double-resonance technique fails to do so.  We first describe the potential reasons 

precluding the use of the double resonance spectroscopy, alternative techniques that can overcome 

this obstacle as well as their drawbacks, and describe the IR-IR-UV Hole-Burning method.  Next, 

we demonstrate the capabilities of this technique by solving structures of individual conformers of 

protonated amino acids Tryptophan and Histidine. 

3.1.  Introduction 

3.1.1.  Limitations of the Conformer-Selective IR-UV Spectroscopy 

The IR-UV double-resonance cold ion spectroscopy (see Chapter 2) is a proven method for 

conformer-selective vibrational spectroscopy of neutral and protonated biomolecules.1, 2  The 

conformer-specific spectra of neutral jet-cooled Trp,3 trap-cooled protonated Tyr and Phe amino 

acids,4 as well as many peptides with up to twelve residues5-7 were recorded using this approach.  

The method relies on vibrational resolution in UV spectra, which, for large biomolecules, requires 

their cooling either in a supersonic expansion for neutrals8 or in a cryogenic trap for ions.9 

The vibrational resolution depends on the linewidth of the transition, which, in turn, depends 

on not only on the temperature, but also on the excited state lifetime.  The UV spectrum of TrpH+, 

for example, appeared unresolved even at  K9 due to a significant lifetime broadening of the 

electronic transitions.10  This fact prohibits the use of IR-UV double resonance for conformer-

selective IR spectroscopy of protonated amino acids tryptophan and histidine. 

IR-IR-UV Hole-Burning Spectroscopy 
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The proposed mechanism of the inhomogeneous spectral broadening, on which the double 

resonance spectroscopy is based on,11 assumes that the fragmentation yield of the electronically 

excited ions does not depend on their internal energy, and, thus, suggests that spectral broadening of 

cold ions caused by the absorption of an IR photon always leads to the depletion of the UV induced 

photofragmentation signal.  This assumption is consistent with the reported behaviour of peptides 

with phenylalanine chromophore. 5-7  However, several peptides with tyrosine chromophore exhibit 

a dramatic increase of the fragmentation yield, which prohibits the use of double resonance 

spectroscopy.12, 13 

In all such cases other conformer-specific features, rather than electronic transitions, have to 

be used as conformer labels.  The next section gives an overview of the experimental techniques 

that use conformer-specific vibrational transitions for this purpose.  In these cases one IR light 

source is required for conformer labelling, while the second is used for scanning. 

3.1.2.  Experimental Techniques for IR Transition Labelling 

1.  IR-IR Hole-Burning Spectroscopy of Tagged Ions 

 An alternative to the UV induced photodissociation of an ion is a tagging technique, in 

which absorption of an IR photon results in a dissociation of a weakly bound complex of an ion and 

a tag molecule.14, 15  One apparent advantage of this method is that it does not require electronic 

excitation of ions and, hence, vibrational spectra can be recorded without UV laser.  By monitoring 

the population depletion of the tagged species one measures a conformer non-specific vibrational 

spectrum of an ion.  Recently, the group of Maier successfully used He tagging to measure near-IR 

conformers’ non-specific spectrum of very cold, singly-ionized fullerene.16  The conformers with 

noticeable differences in a collisional cross section (CCS) can be pre-selected by ion mobility to 

allow for conformer-selectivity.15 

Alternatively, IR-IR hole-burning technique can be used for conformer-selective vibrational 

spectroscopy of cold ions.17  It uses vibrational transitions, rather then electronic ones, to label 

conformers of an ion-tag complex.  A pulse of a pump IR laser, fixed at a vibrational transition that 

is specific to one conformer, boils off the tag selectively from this conformer, such that the 

subsequent pulse of another tunable probe IR laser may add to this dissociation yield only if 

absorbed by other conformers.  An IR spectrum of the targeted conformer is generated as the 

difference of the dissociation yields measured in alternative experimental cycles with the pump 

laser “on” and “off”, as a function of IR wavelength. 
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The tagging technique relies on an assumption that the tag does not appreciably change the 

geometry and the vibrational frequencies of the bare ions.  This aspect limits the possible tags to 

small, weakly bound molecules or rare gas atoms.  However, in some cases even small tags may 

cause detectable shifts of vibrational frequencies.18, 19  Weakly bound tags require very low 

temperatures to suppress thermal dissociation of metastable complexes and, hence, make the 

measurements of IR-induced dissociation background-free.  In practice, this effect cannot be fully 

avoided, thereby limiting sensitivity of the measurements.  In addition, small tags like H2, D2, or He 

require higher mass resolution to distinguish large bare ions from their complexes with a single tag.  

Leavitt et. al. demonstrated IR-IR hole-burning scheme with D2-tagged biomolecular ions.20  Later, 

Roithova et. al. have used the same technique with He and Ar tagged reactive ions.18 

2.  IR-IR-UV Triple Resonance Spectroscopy 

A similar approach was previously demonstrated on neutral complexes, where UV light was 

used for non-selective photoionization of species in their vibrational ground state.21  The use of an 

IR-UV depletion spectroscopy is prohibited in this case because of unresolved electronic transitions 

of the two conformers.  Thus, the conformer-specific vibrational transitions were used for 

conformer labelling.  Prior to the UV photoionization, two subsequent IR laser pulses were shot: the 

first laser wavelength was fixed at the conformer-specific transition of one conformer, while the 

other was scanned.  Internal heating of cold complexes by a fixed-wavelength IR laser pulse 

removes a fraction of thermal population from the ground state, resulting in a constant depletion of 

the photoionization signal.  Additional signal depletion, resulting from the internal heating of all 

other conformers by a second IR laser pulse, was recorded.  The difference of the two spectral 

measurements reflects the vibrational transitions associated with the conformer, labelled by a first 

IR laser pulse. 

This technique is only applicable for analytes with narrow electronic transitions, for which 

internal heating causes significant inhomogeneous broadening and a consecutive signal depletion.  

If transitions are, for example, lifetime-broadened the depletion induced by an IR pre-excitation 

cannot be detected.  Another important disadvantage is a high background, making it difficult to 

record minor vibrational transitions with intensities comparable to the signal noise. 
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3.2.  IR-IR-UV Hole Burning Technique 

3.2.1.  Description of the IR-IR-UV Hole-Burning Technique 

IR-IR-UV hole burning technique combines the benefits of IR-IR tagging and IR-UV 

double-resonance gain techniques, enabling measurements of conformer-specific IR spectra with 

near-zero background.  This combination does not require the tagging of the bare ion, as it employs 

UV photofragmentation, and relaxes the need for vibrational resolution in the UV spectrum of the 

ion because the conformational labelling employs IR transitions.   

Figure 3.1 explains the principles of the IR-IR-UV Hole-Burning spectroscopy22.  In 

opposite to the signal depletion approach,21 in the IR-IR-UV hole-burning technique the UV laser is 

tuned to the red from a broad UV absorption band, so that the fragmentation signal of the initially 

prepared ensemble of cold ions with conformations A and B is negligible (fig. 3.1a).  (NOTE: in the 

present analysis we assume for the sake of simplicity that the analyte has only two possible 

structures). 

Absorption of the IR photon by any conformer results in an inhomogeneous spectral 

broadening,11 which leads to a significant increase of UV-induced photofragmentation.  Scanning 

the wavelength of a probe IR laser, while keeping the UV wavelength fixed, thus, generates an IR 

“gain” spectrum of all available conformers of an ion at once (fig. 3.1b).  In contrast to the 

depletion spectroscopy, gain spectra are built on a near-zero baseline, drastically improving the 

signal-to-noise ratio in measurements of conformer-nonselective spectra.  

To disentangle such a gain spectrum and generate vibrational spectra for each conformer, an 

additional pump IR laser is required.  The pump IR OPO is tuned to a well-resolved vibrational 

band, specific to one conformer (conformer B in fig. 3.1c).  A high-energy pulse of the pump IR 

OPO laser selectively saturates a chosen transition creating an ensemble of ions in new state, in 

which ions of a selected conformer B are internally pre-heated, while conformer A remains cold.  

Irradiation of this new ensemble with the UV laser pulse generates a constant non-zero 

fragmentation signal, which stems only from the conformer B tagged by the pump IR laser. 

Figure 3.1d shows the IR-IR-UV hole-burning spectrum, which is essentially a “gain” 

spectrum of the selectively pre-heated ensemble.  If the energy of the pump IR OPO pulse is 

enough to saturate the corresponding transition of the IR laser-tagged conformer B, its UV-induced 

photodissociation yield of the pump IR pre-heated ions does not change after absorption of the 

second photon from the probe IR OPO laser pulse.  Therefore, all vibrational transitions associated 
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with the conformer B disappear in the IR-IR-UV hole-burning spectrum.  Since the absorption of 

conformer A does not change after the pump IR OPO pulse was fired, its IR “gain” signal ads to the 

constant baseline from the conformer B.  Thus, scanning the probe laser across the whole IR region, 

while simultaneously keeping the pump IR and UV lasers fixed, generates the IR-IR-UV gain 

spectrum that contains only the bands associated with all other conformers, except the selected one, 

on top of this baseline. 

 

 

Figure 3.1.  Schematic explanation of the signal formation principles in the IR-IR-UV hole-burning 

spectroscopy: (a) UV-only signal; (b) probe IR-UV “gain” signal; (c) pump IR-UV signal; (d) 

pump + probe IR-IR-UV hole-burning signal. 

 

Similar to the IR-IR tagging technique, the vibrational spectrum of the targeted conformer, 

that is associated with the pump IR laser-tagged transition, is generated as the difference of the 

IR-UV “gain” and IR-IR-UV hole-burning spectra, measured as a function of probe IR OPO 

wavelength.  
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In some cases saturation of the vibrational transitions requires very high power of the pump 

IR laser pulse.  This phenomenon can be observed when the bandwidth of UV absorption spectrum 

of cold ions is much broader compared with the spectral shift induced by the absorption of the first 

IR photon, which is a common feature for the peptide bond absorption spectrum (see Chapter 4) and 

was also observed in a protonated amino acid histidine (see Section 3.3).  As a result, fragmentation 

yield of the pre-heated conformer may increase after absorbing another photon from a probe IR 

laser.  This results in an additional weak signal gain from the labelled conformer in the IR-IR-UV 

spectrum.  This gain is not identical to the spectrum of cold ions, since the vibrational transitions of 

“warm” ions broaden and shift to the red.  Thus, assignment of the conformer-specific transitions 

might require more careful analysis in such complicated cases.  

3.2.2.  Different Measurement Modes 

In the present section we discuss the possible measurement schemes for generating the 

conformer-specific spectra with the IR-IR-UV hole-burning spectroscopy.  There are five possible 

types of measurements that can be done in one operation cycle of our tandem mass spectrometer, 

depending on the particular configuration of the one UV and two IR OPO laser pulses, which are 

summarized in Table 3.1. 

 

Table 3.1.  Five possible types of signals that can be measured in a single machine cycle. 

Combination 
Pump IR 

(fixed) 

Probe IR 

(scanning) 

UV 

(fixed) 
 

1 OFF OFF OFF Parent ion signal 

2 OFF OFF ON Background signal from cold ions (ideally close to 0) 

3 ON OFF ON Constant fragmentation signal from the pumped conformer 

4 OFF ON ON All-conformer IR-UV gain signal 

5 ON ON ON IR-IR-UV hole-burning signal 

 

The ion signal counting in our experimental setup scheme allows us to record any two types 

of signals in two consequent machine cycles.  The combination 4/1 allows recording an all-

conformer gain spectrum, normalized over the parent ion signal.  Similarly, the combination 5/1 

corresponds to the IR-IR-UV hole-burning signal, normalized over the parent ion signal, while the 

combination 5/3 allows to subtract the constant baseline from the IR-IR-UV hole-burning signal. 
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As was mentioned in the previous section, the vibrational spectrum of the targeted 

conformer is generated as the difference of the IR-UV “gain” and IR-IR-UV hole-burning spectra, 

measured as a function of the probe IR OPO wavelength.  One of the possible solutions is to record 

them separately (combinations 4/1 and 5/1).  However, due to the parent ion signal saturation in our 

channeltron ion detector, the parent ion signal and the resulting IR-UV or IR-IR-UV signals are not 

linearly dependent, thus the latter cannot be subtracted directly.  Instead, one has to scale the 

intensities of some transitions, but the scaling coefficient might vary in time due to the long-term 

changes in the parent ion signal.  Furthermore, such approach doubles the time required to generate 

one conformer-selective vibrational spectrum. 

In the current analysis we generate the conformer-selective spectrum in a single scan by 

measuring the combination 4/5 in the two subsequent machine cycles.  The corresponding laser 

pulses must be fired as shown in figure 3.2.  The ion trap is filled in a 10 Hz cycle.  The UV laser 

and the scanning probe IR laser run also at 10 Hz frequencies, while the pump IR laser runs at 5 Hz 

frequency.  All laser pulses are separated by 200 ns time delays.  In such configuration the signal is 

not normalized over the parent ion signal, however, the long term changes in nESI spray can be 

detected by watching for the background signal in the IR-IR-UV measurement. 

 

 

Figure 3.2.  Laser pulse sequence for generating conformer-selective vibrational spectra in the IR-

IR-UV hole-burning spectroscopy. 

 

In the following sections we demonstrate the IR-IR-UV hole burning spectroscopy of the 

protonated amino acids tryptophan (TrpH+) and histidine (HisH+), for which the double resonance 

depletion spectroscopy is precluded due to the lack of vibrational resolution in their electronic 

spectra. 
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3.3.  IR-IR-UV Hole-Burning Spectroscopy of TrpH+ 

3.3.1.  Introduction 

Among all aromatic amino acids, tryptophan (Trp) exhibits the largest UV absorption cross 

section23 and, in solution, exhibits the highest fluorescence quantum yield.24  This residue, 

therefore, represents a benchmark photoactive building block of proteins.  The local environment of 

Trp in biomolecules, including the local electrical field of neighbouring charges, strongly influences 

its fluorescence wavelength,25 decay rate,26 and quantum yield.27  This property makes Trp a natural 

optical probe for studying protein structure and dynamics,28, 29 interaction with membrane-

mimicking environment,30 as well as cancer diagnostics.31 

The first spectroscopic investigations of the amino acids in the gas phase started in the mid 

1980’s in Levy’s group with studies of neutral tryptophan.32-36  A thermospray jet of tryptophan 

solution was injected into the throat of a pulsed nozzle producing a seeded supersonic free jet of 

neutral Trp in a carrier gas.  In 1985 a resonantly enhanced two-photon ionization (R2PI) electronic 

spectrum of neutral Trp cooled in a supersonic expansion was reported.33  R2PI process involves 

the absorption of two photons by a molecule, where the first photon excites the species to an 

intermediate electronic state and absorption of a second photon results in the ionization.  Although 

ions are detected as a final product in a mass spectrometer, the ionization signal reflects the 

absorption spectrum of the resonant intermediate state. 

A year later, six conformers of neutral Trp were identified based on the different response of 

spectral features of different conformers to power saturation34 and confirmed by the dispersed 

fluorescence studies.35  Different conformers were shown to not interconvert in the excited state 

during the fluorescence lifetime.  The time-resolved spectroscopy of tryptophan conformers showed 

different lifetimes, in consistence with the multiexponential decay.36  These observations supported 

the rotamer model, explaining the non-exponential fluorescence decay of Trp in aqueous solution.  

In 2001 Snoek et al. identified and structurally solved several conformers of neutral Trp in the gas 

phase.3  

In contrast, protonated tryptophan (TrpH+) has remained the last ionic aromatic amino acid 

for which the intrinsic structures of the low-energy conformers have not been unambiguously 

determined.  The main challenge in validation of the predicted structures of TrpH+ 37-41 has been a 

lack of measured conformer-specific molecular properties, such as vibrational spectra, which could 

be compared with calculated values.  
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In the present analysis, the vibrational spectra of TrpH+ conformers are investigated with a 

combination of IR-IR-UV hole-burning photofragmentation spectroscopy and ab initio calculations 

of anharmonic vibrational spectra.  The experimental half of this study provides conformer-resolved 

vibrational spectra using cold IR-IR-UV hole-burning spectroscopy.  The computational half serves 

to identify these conformers, explain the source of their stability, and reveal the connection between 

this stability and the characteristic vibrational features.  The main result of this analysis is that the 

intramolecular interactions within this biomolecule provide unique, conformer-specific vibrational 

signatures that allow for definitive assignment of the dominant structures.  These signatures, in turn, 

illuminate the intramolecular interactions that are responsible for the dominant conformers’ 

stability. 

3.3.2.  Computational Methods 

The theoretical calculations of TrpH+ were performed in the group of prof. Steele 

(University of Utah).22  The computational analysis of TrpH+ was divided into three components, 

which included (1) the search for — and benchmarking of — conformer structures and energies, 

(2) computation and assignment of anharmonic vibrational spectra of the resulting conformers, and 

(3) identification of the intramolecular interactions that are responsible for the strongly anharmonic 

vibrational signatures. 

1.  Conformer Structures and Energies 

Because of the rigid indole ring contained in Trp, all of the relevant conformational 

flexibility originates from the 2-aminopropanoic acid (alanine-like) ligand.  In this portion of the 

molecule, three dihedral angles exhibit conformational flexibility (figure 3.3), and each of these 

angles was found to exhibit two inequivalent structural minima.  Therefore, eight possible low-

energy conformers were generated from a manual search of this conformational space.  Details of 

these conformers will be discussed below.  A basin-hopping Monte Carlo search,42 using a crude 

HF/3-21G potential surface, was also performed.  The only additional stable isomer found through 

this more exhaustive search was a fused-ring species, which was originally reported in Ref37.  The 

more accurate energy calculations in the present work confirm that this latter species is not 

energetically (or spectroscopically) relevant and will not be considered further in this analysis. 

Relative energies of the resulting conformers were computed with a series of methods and 

basis sets.  The more computationally economical methods included Hartree-Fock (HF) theory, 

second-order Møller-Plesset perturbation theory43 within the resolution-of-the-identity 
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approximation44-48 (RI-MP2), and a series of density functionals, including M05-2X,49 B97M-V,50 

and B3LYP.51, 52  The final benchmarks were computed using coupled-cluster theory53, 54 with 

single, double, and perturbative triple excitations, within the frozen natural orbital approximation55, 

56 [FNO-CCSD(T)].  For the latter, a 99% natural orbital occupancy cutoff57 and FNO-MP2 

correction58, 59 was employed, which was confirmed to be converged.  Core orbitals were also 

frozen in all correlated calculations.  Tested atom-centered Gaussian basis sets included 6-

31++G**,60-63 cc-pVDZ,64 aug-cc-pVDZ,65 and cc-pVTZ.  Final benchmarks are reported as 

FNO-CCSD(T)/cc-pVTZ energies on CCSD/cc-pVDZ optimized structures.  All quantum 

chemistry calculations in this work were performed with the Q-Chem quantum chemistry software 

package.66 

 

Figure 3.3.  Available conformational flexibility in TrpH+.  Indicated are dihedral angles about 

which structural searches were performed and the atoms to which these dihedral conventions are 

referenced.  The same dihedral labeling is used throughout this study. 

 

2.  Anharmonic Spectra 

Preliminary harmonic analyses of the vibrational spectra of the eight conformers suggested 

that harmonic frequencies, using common density functionals, were insufficient to reproduce the 

experimental spectra, even when empirically scaled.67, 68  The inhomogeneous nature of the 

anharmonicity in this complex is simply not amenable to a single scaling factor.  Instead, 

anharmonicity was included via vibrational analogues of methods used in electronic structure 

theory.  Mode correlation was included via vibrational second-order degenerate perturbation 

theory69 (VDPT2), on top of vibrational self-consistent field70-72 (VSCF) theory states and energies.  

Of the 78 total vibrational modes, only the 40 highest-frequency modes (above 1100 cm-1) were 

included in the anharmonic simulations.  The molecular potential was computed within the -mode 
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expansion,70 truncated in this work at 2-mode couplings.  In each dimension, 11 Gauss-Hermite 

quadrature points of the potential were computed with dual-basis RI-MP2/cc-pVTZ,73, 74 using 

equilibrium structures with the same level of theory.  In order to refine the resulting spectra, 

CCSD(T)/cc-pVTZ corrections were applied to the one-mode scans of the bright transitions that 

will be discussed in Section 3.3.3.  

Although normal coordinates were initially used to generate these spectra, the recently 

developed local-mode approach75 was found to yield computed spectra closer to experiment and 

assist in interpretation of the resulting modes.  Two bands were separately localized: one with 

frequency above 2800 cm-1 and one with frequency between 1390 cm-1 and 1520 cm-1, 

corresponding to the same regions in which the IR-IR-UV hole-burning spectroscopy experiments 

were performed. 

3.3.3.  Experimental Results 

1.  In-source CID 

Collisions with the residual gas in the first sections of a differentially pumped mass 

spectrometer cause internal heating of ions and may lead to their fragmentation.  The Collisional 

Induced Dissociation76 (CID) is widely used in mass spectrometry for sequencing of peptides and 

proteins.  Additional thermal energy, acquired by the ion during a collision, is uniformly distributed 

between all of its vibrational modes, thus increase of the ion size decreases the average energy per 

mode and, hence, the dissociation probability.  Normally, while working with relatively large ions 

(> 400 Da), the in-source CID is barely observed. 

For small ions like, single amino acids, the collisional heating, however, leads to the 

extensive in-source fragmentation and, potentially, to the gas phase conformational rearrangement.  

The relation between the cold gas-phase and the room-temperature solution structures is still under 

debate, although it is generally believed, that ion desolvation in gentle conditions followed by a 

rapid cooling leads to a kinetic trapping of the liquid phase structures, because the internal energy 

of an ion is not enough to overcome energy barriers separating local minima on potential energy 

surface77, 78 (PES). 

Figure 3.4 shows the CID mass spectrum recorded on the 1st detector at typical source 

conditions: pressure in the high-pressure ion funnel (HPIF) 5 mbar, 0.8 mbar in low-pressure ion 

funnel (LPIF), and 0.01 mbar in hexapole ion trap; RF amplitudes are  100 V in HPIF and LPIF 
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and 200 V in hexapole.  Each data point was averaged over 10 measurements, mass increment was 

0.5 Da, and resolution on Q1 was set to 4.7.   

 

Figure 3.4.  CID mass spectrum of TrpH+ measured on 1st detector at low pressure and high RF 

voltages in the ion funnels. 

 

The CID mass spetrum in figure 3.4 is similar to ones reported previously for protonated 

tryptophan.  The low energy CID experiments showed that the most favourable statistical 

dissociation channel of TrpH+ is ammonia loss, resulting in a [Trp + H - NH3]1+ ion with m/z = 188 

Da.79, 80  In 2004 Lioe et al.38 showed that the lowest energy structure of this ion is a 

spirocyclopropane derivative formed by a nucleophilic attack from the C3 position of the indole 

ring, which was later confirmed with IRMPD experiments.81  Another abundant ion with m/z = 146 

Da is a secondary fragmentation product corresponding to the ketene (CH2CO) loss following the 

elimination of ammonia [Trp + H – NH3 – CH2CO]1+.  El Aribi et al.82 have done more profound 

analysis of the fragmentation patterns of aromatic amino acids at high collisional energies.  Table 

3.2 summarizes the origin and relative abundance of the fragmentation products based on previous 

MS studies of tryptophan.38, 79-82 

The presence of secondary fragmentation products in the CID mass spectrum indicates that 

the internal energy, accumulated by an ion during collisional heating, is above the dissociation 

threshold.  Collisional energy depends on 1) the axial acceleration of ions by an electrostatic field, 

2) the oscillatory motion in RF fields, and 3) the pressure in the first stages of a differentially 

pumped mass spectrometer, i.e., the average time between collisions.  In order to reduce the 
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collisional heating, the influence of these parameters on the fragmentation yield of TrpH+ was 

investigated.  First of all, the RF heating in a hexapole trap was examined, because the 

accumulation time of ions is approximately 100 ms, therefore, if the conditions are harsh an 

extensive dissociation may occur.  At no conditions, however, do hexapole RF frequency and 

amplitude affect the relative abundance of the secondary fragment with m/z = 146 Da, thus they 

were chosen so that to increase the ion signal:  = 1.67 MHz and  = 230 V.  Similarly, 

variation of the axial electric field gradient does not result in any visible changes in the 

fragmentation mass spectrum. 

 

Table 3.2.  Neutral Fragments Loss in CID of Protonated Tryptophan.38, 79-82 

Fragment mass, Da Neutrals lost Relative abundance, % 

188 NH3 98.7 

170 (NH3+H2O) 33.6 

159 (H2O+CO) 10.4 

146 (NH3+CH2CO) 100 

144 (NH3+CO2) 64.4 

132 (H2O+CO+HCN) 8.6 

130 (H2O+CO+HCN+H2) 4.4 

118 (NH3+CH2CO+CO) 51.1 

115 (NH3+CH2CO+CO+H2+H) 8.9 

 

In contrast, the influence of the RF fields in HPIF and LPIF is crucial.  In order to decrease 

the RF heating, the amplitudes in HPIF and LPIF were decreased to the limit, where the total ion 

current measured on the rods of the hexapole trap begins to drop, which correspond to the RF 

voltage 40 – 50 V both in HPIF and LPIF. 

The mass spectrum measured with the low RF voltages and the maximum pumping speed in 

the ion funnels is shown in figure 3.5.  As can be seen from the CID mass spectrum, the collisional 

energy is reduced and only energetically the most fragile fragmentation channel (ammonia loss, m/z 

= 188 Da) is observed.  The destabilization of the lower mass ion trajectories and their escape from 

the ion funnels due to decreased RF amplitudes is unlikely, because the total ion current on the 

hexapole rods does not decrease.  At the final step, the pressure in both sections of the ion funnel 

was increased in order to decrease the average time between collisions, and, hence, the collisional 

speed, induced by axial acceleration in the source.  The pressure increase in HPIF up to  = 10 
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mbar significantly decreases the fragmentation efficiency.  In LPIF the pressure was increased to 

 = 2.14 mbar - the maximum allowed pressure, limited by the turbomolecular pump in the 

following hexapole section.  The corresponding mass spectrum (figure 3.6) shows that the in-source 

CID is effectively suppressed and, hence, the collisional heating is at least below the dissociation 

threshold.  This does not necessarily imply the absence of the structural deformations upon heating, 

however the in-source CID is the best available measure of the “gentleness” of our ion source 

conditions.  All the data for TrpH+, described below, were obtained under these conditions. 

 
Figure 3.5.  CID mass spectrum of TrpH+ measured on 1st detector with low pressure and low RF 

voltages in the ion funnels. 

 
Figure 3.6.  CID mass spectrum measured on 1st detector with high pressure and low RF voltages 

of the ion funnels. 
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2.  Internal Energy Dependence of TrpH+ Photodissociation  

IR and UV spectra are recorded by monitoring the intensity of some fragment(s) while 

scanning the laser wavelength.  In order to choose the best fragment for spectroscopic 

measurements, UV PID mass spectra of TrpH+ were recorded 1) at T = 6 K and 2) 200 ns after IR 

pre-excitation (figure 3.7, blue and red lines, respectively).  The photofragmentation pathways of 

TrpH+ were studied in much detail.83-88  These studies have confirmed that the ammonia loss 

fragment (m/z = 188 Da) is, indeed, a statistical dissociation product following an internal 

conversion of energy to the ground state, and that the fragment with m/z = 146 Da corresponds to 

the subsequent ketene loss from the m/z = 188 Da fragment. 

Vibrational preheating of cold ions by an IR OPO laser pulse increases the UV 

fragmentation yield of the fragment [Trp + H – NH3 – CH2CO]1+ with m/z = 146 Da by more than a 

factor of five, which makes it the best signature of IR photon absorption by the parent ions.  All the 

following spectra were taken by monitoring m/z = 146 Da fragment, with resolution Q3 = 4.5. 

One can also compare PID MS of TrpH+, excited by IR photons in 6 and 3 μm regions.  The 

resulting mass spectra are shown in figure 3.8.  

 

Figure 3.7.  UV photofragmentation mass spectra of cold (black) and IR preheated (red) TrpH+ 

ions. UV wavenumber was fixed at 34400 cm-1; IR wavenumber was fixed at 3338.6 cm-1. 
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Figure 3.8.  Photofragmentation mass spectra of TrpH+ pre-heated by an IR photon either in 3 

(3356 cm-1, red trace) or 6 (1450.5 cm-1, green trace) μm regions. 

 

The absolute intensity of these spectra cannot be compared directly because of different 

fluencies of IR beams and absorption cross sections.  However, the relative abundances of the 

fragment corresponding to the ammonia loss and its secondary fragmentation product 

corresponding to an additional loss of ketene vary significantly.  In case of higher photon energy 

pre-excitation, the secondary fragmentation increases by a factor of two in accordance with the 

assumption that the efficiency of this fragmentation channel depends on the amount of the internal 

energy of the parent ion. 

3.  IR Spectroscopy of TrpH+ in 3- and 6- m Regions 

Figure 3.9a shows the IR gain spectrum of cold TrpH+, measured in the 3-μm spectral 

region with the UV wavenumber fixed at 34400 cm-1 (700 cm-1 to the red from the absorption 

maximum) by monitoring the photodissociation fragment with m/z = 146 Da (black trace).  TrpH+ 

is protonated on the N-terminus89 and has five characteristic vibrations in the 3- m region: a 

carboxylic acid O H stretch, an indole N H stretch, and three N H stretches of the amine NH3 

group.  The benefit of CIS over IRMPD spectroscopy is evident from the comparison of the 

vibrational spectra reported herein and the ones obtained via IRMPD.81  In the latter, vibrational 

bands are significantly broadened and overlapped, so that vibrational resolution is partially lost.  In 
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contrast, the presence of at least seven intense well-resolved bands in the experimental vibrational 

spectrum of cold TrpH+ suggests the presence of more than one conformer. 

 

Figure 3.9.  IR spectra of TrpH+ in 3-μm region:  (a) the IR-UV gain spectrum of all available 

conformers; (b) and (d): conformer-specific IR spectra of conformers A and B generated with the 

pump OPO wavenumber fixed at 3339 cm-1 and 3356.7 cm-1, respectively; (c) and (e): calculated 

anharmonic vibrational spectra  for computed conformers A and B; solid and dashed lines 

correspond to CSSD(T) and MP2 levels of theory, respectively. Vertical dashed lines correspond to 

conformer-specific, experimentally measured transitions. All the spectra are normalized by the 

intensity of the peak centred at 3032.8 cm-1 in (a). 

 

Figures 3.9b and 3.9d show two generated conformer-specific IR spectra, associated with 

the pump OPO fixed at 3339 cm-1 and 3356.7 cm-1, respectively.  The two spectra, together, contain 
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all the intense bands of the gain spectrum, implying that only two highly abundant conformers are 

observed, which are named as A and B in this analysis. 

Figure 3.10a shows the recorded TrpH+ IR gain spectrum, measured in the 6-μm region.   

 

Figure 3.10.  IR spectra of TrpH+ in 6-μm spectral region:  (a) the IR-UV gain spectrum of all 

available conformers; (b) and (c) calculated anharmonic vibrational spectra for computed 

conformers A and B, respectively; solid and dashed lines correspond to CSSD(T) and MP2 levels of 

theory; intensity of the asterisk-marked transitions has been reduced by the factor of 2 for graphical 

clarity.  Vertical blue and red dashed lines correspond to the experimentally assigned transitions in  

the conformers A and B, respectively. Note the difference in horizontal scales to the left and to the 

right from the black dashed line. 

 

One could assign the peaks in this spectrum to conformers A and B in the same manner as 

described above for the 3 μm region: fixing the pump IR laser wavelength at the peak in the 3-μm 

region, previously assigned to one of the conformers, while scanning the frequency of the probe IR 

laser through the 6-μm region.  However, because of the limited energy of the probe OPO, the 

intensity of the peaks in the IR-IR-UV spectrum in the 6-μm region appeared to be insufficient to 

distinguish them reliably from the noise in the baseline, induced by the pump OPO.  Instead, each 
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transition in the 6- m region, labelled 1 to 4 in figure 3.10a, was assigned separately.  The pump 

OPO was fixed each time at one of the unassigned transitions, while the probe OPO monitored 

changes in the intensity of the assigned characteristic peaks between 3305 and 3375 cm-1 (figure 

3.11).  A comparison of the generated conformer-specific traces in the 3-μm region with the spectra 

in figures 3.9b and 3.9d allows for conformational assignment of the low-intensity bands in the 6-

μm region. 

The limited energy of the pump IR OPO in the 6- m region (ca. 1 mJ) did not allow for 

saturation of even strong transitions in this spectral region.  Nevertheless, on the basis of the 

comparison of the benchmark peaks in the 3-μm region, the transitions 2 and 3 in figure3.10a 

(1424.9 cm-1 and 1441.4 cm-1) have been assigned to conformer A, while the transitions 1 and 4 

(1415.8 cm-1 and 1451 cm-1) have been assigned to conformer B.  The trace 3, recorded by 

excitation of conformer A, also shows a minor peak corresponding to conformer B.  This is, most 

likely, due to an overlap of the two peaks belonging to both conformers. 

 

Figure 3.11.  Conformational assignment of peaks labeled 1-4 in figure. 3.3.7a.  Each trace shows 

conformer-specific spectra between 3305 and 3375 cm-1, generated with pump OPO fixed at the 

corresponding transition in 6- m region.  Assignment is based on comparison of the maximum 

intensity peak in each trace and the characteristic transitions of conformers A and B (blue and red 

vertical dashed lines, respectively). 

1

2
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3.3.4.  Calculations 

The eight low-energy conformers of TrpH+, obtained from the ab initio optimizations, are 

shown in figure 3.12.  The corresponding dihedral angles, using the labelling convention defined 

above, and relative energies of all conformers are listed in table 3.3. 

 

Figure 3.12.  Equilibrium structures of TrpH+ conformers, calculated at the CCSD/cc-pVDZ level 

of theory (silver=C, red=O, blue=N, white=H). In order to provide a structural reference point, the 

indole ring orientation is chosen to be qualitatively consistent in these plots, which means that the 

L- (structures A, D, E, F) and D- (structures B, C, G, H) forms of Trp are mixed.  Only L- forms 

are relevant to natural Trp used in the experiments; these stereoisomers can be viewed as mirror 

images of the shown D-forms of the structures B, C, G and H.  

 

The common structural motifs of the two lowest-energy conformers A and B are (1) 

alignment of an amine N H bond toward the acid group’s C=O bond, rather than the O H bond, and 

(2) positioning of the protonated-amine N H+ toward the middle of the  face of the indole moiety, 

rather than toward the end of the pyrrole ring.  All other, higher-energy conformers lack one or both 

of these interactions, suggesting that these two unique factors are the source of the stability of the 

dominant isomers.  The main structural difference between the two low-energy isomers is the 

position of carboxyl/amine moieties, relative to the remainder of the molecule, and the isomer with 

the acid group pointing toward the indole ring is the more stable of the two.  Little energetic penalty 

for this latter rotation is observed, however. 
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Table 3.3.  Relative electronic energies and structural parameters of TrpH+ conformers.    

 

 

aFNO(99%)-CCSD(T)/cc-pVTZ relative energies (kcal/mol) on CCSD/cc-pVDZ structures. 

bRelative FNO(99%)-CCSD(T)/cc-pVTZ energies (kcal/mol), with harmonic zero-point energy corrections 

computed with RI-MP2/cc-pVTZ frequencies. 

cRelative energies (kcal/mol) with RI-MP2/cc-pVTZ anharmonic zero-point energy corrections for the 40 

highest-frequency modes and harmonic corrections for the remaining modes.  [The CCSD(T) 1-mode 

corrections, which were only applied to isomers A and B, change the relative energy of isomer A to 0.45 

kcal/mol.] 

dDihedral angles (degrees), defined in Fig. 3.3.  In this table, the L- form of Trp is used throughout. 

 

The two lowest-energy isomers are separated by only 0.51 kcal/mol, using 

FNO-CCSD(T)/cc-pVTZ electronic energies.  The energy gap between these very similar species 

was found to be surprisingly sensitive to the level of electronic structure theory, which necessitated 

the use of reasonably large basis sets and a high degree of electron correlation. Harmonic zero-point 

energy corrections do not change the qualitative ordering of the isomers and only make small 

changes to the quantitative relative energies.   

The presence of two conformers in the experimental spectrum is consistent with the two 

dominant low-energy conformers obtained from the ab initio computations.  With an energy gap of 

0.51 kcal/mol, however, appreciable population of isomer A should not be observed at 10 K.  

Whether this result stems from remnant error in the electronic structure calculations or from 

trapping of the isomer ensemble in local minima (due to the fast non-adiabatic collisional cooling) 

CConformer aa bb dd   d   d 

AA 00.51 00.50 (0.49 c)  --91 --168 1106 

BB 00.00 00.00 (0.00 c)  990 --65 1133 

CC 00.95 00.83 (0.84 c)  1116 --166 1106 

DD 11.64 11.50 (1.47 c)  --104 --76 1127 

EE 44.64 44.49 --91 --176 --58 

FF 55.26 55.05 --102 --75 --53 

GG 55.13 44.84 1116 --174 --74 

HH 33.42 33.33 991 --68 --38 
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remains unclear.  Anharmonic zero-point corrections do not appreciably change this relative energy 

ordering since the intramolecular interactions—and, therefore, the inherent frequencies—of these 

conformers are very similar.  Nonetheless, the calculations do predict two nearly degenerate 

isomers, each containing the same qualitative intramolecular interactions.  The next-lowest 

conformer (C) sits another 0.44 kcal/mol above A, due to the shifted position of its NH+-  

interaction.  Although this third isomer may contribute to some of the minor peaks in the spectrum, 

the relative energies suggest that isomers A and B should dominantly contribute to the ensemble. 

The qualitative vibrational motions of TrpH+ in the 3- m region were also observed in the 

computational results for all isomers.  The remaining task of the vibrational simulations, therefore, 

was to identify the conformer-specific anharmonic shifts induced by the variety of intramolecular 

interactions.  This task places strict requirements on the vibrational simulations, which necessitated 

the use of accurate anharmonic methods with accurate underlying potential surfaces. The computed 

spectra in this frequency window are shown in figures 3.9c,e.  The spectra from the DB-RI-MP2/cc-

pVTZ surface are shown as dashed lines, whereas the spectra containing modes corrected by one-

mode FNO-CCSD(T)/cc-pVTZ scans are shown as solid lines.  Frequencies discussed in the 

following section will refer to the latter data, unless otherwise noted.  

3.3.5.  Discussion 

The experimental spectra suggest the presence of two dominant isomers with similar, yet 

resolvable, spectral signatures.  In this subsection, the computed structures, frequencies, and 

properties are used to uniquely identify these isomers and connect the structures to the defining 

spectral transitions. 

1.  Analysis of the Spectra in 3- m Region 

The carboxyl O H stretch and indole N H stretch are both “free” stretches, and their 

calculated vibrational frequencies are nearly independent of conformer.  This result is consistent 

with the experimental spectra, which exhibit peaks at 3555.0 cm-1 and 3503.3 cm-1 in both the 

conformer-agnostic IR-UV and conformer-resolved IR-IR-UV spectra.  While these two vibrational 

modes do not present any information toward identifying the conformers, they do provide a 

preliminary calibration of the computational approach.  The local-mode VSCF+VDPT2 anharmonic 

frequencies for these two fundamental transitions are 3536/3539 cm-1 (A/B) and 3494/3495 cm-1, 

respectively.  Importantly, this fidelity (  19 cm-1) with experimental results has been obtained 

without empirical scaling factors.67, 68  
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The free N H stretch of the protonated amine exhibits conformer-specific behaviour (3338.6 

and 3356.7 cm-1) in the experimental spectrum, which is resolved well enough in this cold spectrum 

to be used as the pump IR for conformer selection.  The computed spectra of isomers A and B are in 

good agreement with these measured quantities, yielding a spacing between the two conformers’ 

N H stretches of 19.5 cm-1 (18.1 cm-1 experimental) and an absolute accuracy of 26 cm-1 in each 

conformer.  (The MP2 frequencies actually show better absolute fidelity with the experiment for 

these bands, exhibiting errors of only 3 cm-1 in each conformer.)  This agreement is the first 

evidence that the computed structures of these two lowest-energy isomers correspond to the 

experimentally observed species.  Based on the computed structures and vibrational coupling 

strengths (data not shown) for these two isomers, the frequency of the conformer-specific amine 

stretch transition is ascribed to two sources: it is strongly coupled to the other amine N H stretches, 

which are, in turn, sensitive to their surrounding structure, and it is also perpendicular to the indole 

plane in conformer A yet parallel to the plane in B.  

The second of the three amine N H stretch frequencies is red-shifted more than 200 cm-1, 

relative its free-NH counterpart.  This motion involves an N H bond interacting with the 

neighbouring carbonyl oxygen in a form akin to hydrogen bonding (or, possibly, dipole-dipole 

alignment), albeit at an atypical H-bonding angle.  This motion is also found to be unique to the two 

conformers, which is observed in both the experiment (A: 3123.3 cm-1, B: 3093.8 cm-1) and in the 

computations (A: 3120 cm-1, B: 3090 cm-1).  

The proton in the last amine NH stretch is directed toward the  face of the indole group in 

all of the low-energy isomers.  This interaction, resembling an intramolecular cation-  interaction,90 

leads to the largest red-shift of the amine stretches, indicating a rather strong cation-  effect.  Two 

closely spaced peaks are observed experimentally for conformers A and B, and together they 

become a broad, unresolved peak in the IR-UV gain spectrum.  The clearly resolved peaks 

(A: 3044.2 cm-1, B: 3032.8 cm-1) in the IR-IR-UV difference spectra highlight the utility of this 

experimental approach.  The calculated frequencies for this mode are also similar in the A 

(2994 cm-1) and B (2981 cm-1) conformers, and the ordering of these conformers’ transitions is 

consistent with those observed in the experiment.  The frequencies are found to be about 60 cm-1 to 

the red from the experimental transitions, however.  At present, the source of this computationally 

overemphasized red-shift remains unclear.  The inclusion of targeted three-mode couplings 

involving this mode, as well as the inclusion of low-frequency motions, were both unable to recover 

the proper red-shifts.22  The remnant discrepancy is, therefore, tentatively assigned either to the 

inherent accuracy of the potential energy surface—higher levels of theory are currently cost-
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prohibitive since the present two-mode approach required more than 94,000 quantum chemistry 

calculations—or the need for FNO-CCSD(T)-quality 2-mode couplings.  The MP2-only spectra 

were actually further red-shifted, indicating that the quality of the underlying potential does play a 

significant role in the position of these proton-stretch transitions.  Strong hydrogen bonds are 

typically the most challenging motions to recover in computed spectra, and this remnant error does 

not detract from the overall consistency of the computed absorption patterns.   

2.  Analysis of the Spectra in 6- m Region 

The lower-frequency (6- m) region also provides conformer-specific structural information, 

with the technical IR-IR-UV caveats discussed above.  Near 1785 cm-1, two conformer-nonspecific 

carbonyl stretches dominate the intensity of this region, as shown in figure 3.10a.  The calculations 

predict that both isomers exhibit a transition at 1799 cm-1, which is roughly 15-20 cm-1 to the blue 

of the (somewhat surprisingly) broad experimental peak.  The weak pattern observed in the 

1550-1650 cm-1 window, consisting mainly of amine bending modes, is reproduced by the 

combined, computed spectra for these two conformers.   

The 1400-1475 cm-1 region, on which the IR-IR-UV conformer-selective experiments were 

focused, once again suggests the presence of two dominant isomers, although the characteristic 

signatures in the 3- m region (figure 3.11) exhibit appreciable noise.  Based on the computational 

analyses, the experimentally observed transitions, labelled 3 (1441.4 cm-1) and 4 (1451 cm-1) in 

figure 3.10a, can be assigned to the amine umbrella motion in conformers A and B, respectively.  

Because this mode involves motion of the excess proton, including the making/breaking of the 

cation-  interaction, it would be expected to carry appreciable intensity.  The computed frequencies 

of these two transitions occur at 1432.0 cm-1 and 1446.4 cm-1, and the ordering of the two isomers’ 

frequencies is consistent with the experimental assignment.  The fact that isomer B exhibits a higher 

frequency is consistent with the slightly stronger, stabilizing interaction between the protonated 

amine and the indole ring in this conformer, which was suggested by the red-shift of the N H 

stretch in the high-frequency region. 

Experimental transitions 1 (1415.8 cm-1, isomer B) and 2 (1424.9 cm-1, isomer A) are more 

difficult to assign, mainly due to the delocalized nature of the mode.  In both conformers, this 

motion includes an in-plane, fused-ring C=C stretch, in-plane C H wags, and a motion that would 

nominally be ascribed to the carboxyl O H wag (although the latter contains additional heavy-atom 

motion in the remainder of the carboxyl group).  In the normal-mode representation, this composite 

motion is also strongly mixed with the amine umbrella, as well as additional in-plane wagging 
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motions.  This mixing leads to non-trivial displacement of almost every atom in the complex.  The 

local-mode representation separates these motions into the qualitative ‘regional’ motions described 

above, and the VDPT2 mixing coefficients subsequently allow for assignment of the modes.   The 

computed 1418.1 cm-1 transition for conformer A is consistent with the experimental assignment to 

transition 2.  The computed frequency for transition 1 (1427.3 cm-1) in conformer B is enough in 

error that the ordering of the conformer’s transitions is, unfortunately, reversed.  Based upon the 

close fidelity of the remaining peaks, we suspect that this lone transition in B—which could 

reasonably involve higher-order anharmonic couplings among the nearly degenerate modes—is the 

problematic mode.  An 11-cm-1 error is almost certainly within the error bars of this computational 

approach, and such small experimental splittings severely challenge ab initio vibrational machinery. 

Even with this error, however, the spacing between these qualitatively similar transitions in the two 

conformers exhibits the correct trend.  Experimentally, the gap between peaks 2 and 3 (16.5 cm-1) in 

A is reduced, compared to peaks 1 and 4 (35.2 cm-1) in B.  The computed 2-3 gap (13.9 cm-1) in A 

is also reduced, compared to the 1-4 gap (19.1 cm-1) in B.   

Based on the computational results, additional interpretation of the experimental spectrum is 

also available.  A weak transition in conformer B at 1438.4 cm-1 happens to land close to transition 

3, which was assigned to conformer A.  This overlap may explain the presence of response in both 

conformers’ high-frequency regions upon excitation of this transition.  The smaller peak at 1462.7 

cm-1 is assigned to the carboxyl O H wag (without mixing ring motions) in both conformers.  This 

mode appears at 1460 cm-1 in A and 1467 cm-1 in B.  This mode was a key assignment in the 

fingerprint spectrum of neutral Trp91 because the carboxyl group forms a hydrogen bond with the 

amine.  In TrpH+, no such interaction is available, and the intensity is reduced.  The ability of the 

experiments to resolve this band is noteworthy, however, since this band was not resolvable in non-

H-bonded conformers of neutral Trp.   

Aside from a slight shift of one peak, the fidelity between the experimental and 

computational results in the 6 m region reaffirms the assignment of the two observed spectra to the 

low-energy conformers computed herein.  The position of the computed vibrational bands is 

generally within 10-20 cm-1 of the experimental values, and relative conformer ordering/splitting is 

consistent with this assignment.  Worth noting is the relative intensity of the transitions in the two 

regions, however.  In the high-frequency (3 m) region, the observed intensity of the free NH 

stretches is roughly equal.  Since the computed intensities of these two isolated isomers are also 

roughly equal, this portion of the spectrum suggests approximately equal population of the 

conformers in the trap.  The low-frequency (6 m) region, however, suggests that conformer B is 
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more prevalent at the experimental conditions, which is more consistent with the computed 

conformer relative energies (although the computed 0.5 kcal/mol spacing would still yield almost 

exclusively isomer B).  Whether this effect stems from error in the computed intensities or from 

non-uniform intensity response in the IR-UV technique remains an open question that requires 

future investigation and cannot be disentangled in the present analysis.   

3.  Intramolecular Interactions 

On the basis of the computed low-energy conformers, the stability of these structures was 

hypothesized to stem from strong interactions between the protonated amine group and both the 

carbonyl of the carboxylic acid (H-bond) and the delocalized  face of the indole ring (cation- ).90  

Indeed, the isomer energy trends are consistent with this assessment, and red-shifts in the 

vibrational spectrum suggest strong interactions.  This energetic effect is difficult to quantify, 

however, since most energy decomposition schemes92-99 require distinct molecular fragments.  In 

lieu of these quantitative approaches, a qualitative analysis of the electron density rearrangements, 

due to protonation of the amine, was performed.  Specifically, the total electron density difference 

TrpH+ Trp  was computed at the TrpH+-optimized structure.  This quantity does not 

depict the electrostatic interaction between the groups—an effect that can be large for cation-  

interactions90—but it does serve to visualize the strong polarization induced in the remainder of the 

molecule by the protonated amine.  The separate magnitudes of these constituent effects were, 

instead, assessed quantitatively with a related N indole model. 

The eight potential conformers of TrpH+ differ in subtle backbone orientations, leading to 

the characteristic spectral signatures discussed above.  Quantifying the effect of each of these 

intramolecular interactions is challenging since most energy decomposition schemes require distinct 

molecular fragments.  By comparing the energies of similar conformers with only a particular 

interaction active/inactive, however, a bracketing of the relative energetic contributions can at least 

be made.  For example, the H-bond-like interaction between the amine N H and the carboxyl C=O 

provides 3.6-4.2 kcal/mol of relative stabilization over the alternative NH OH interaction.  

Similarly, the NH+  interaction toward the middle of the indole moiety provides 0.6-1.7 kcal/mol 

of relative stabilization over the alternative interaction at the end of the ring.  The fact that the 

cation-  interaction red-shifts the N H+ stretch frequency most strongly suggests that this relative 

assessment does not capture the absolute magnitude of the effect, which is typically large in 

reference complexes.90  It does, however, provide a comparative trend for the favoured 

biomolecular interactions in this complex. 



Chapter 3. IR-IR-UV Hole-Burning Spectroscopy 

 
61 

In order to provide more direct insight into the nature of the cation-  interaction, density 

difference plots were generated for TrpH+.  The plots for isomers A, B, D, and F are shown in 

figure 3.13.  An increase in electron density, relative to Trp, is shown as a blue isosurface; depletion 

in electron density is similarly shown in red.  For all isomers, significant differences are observed 

near the amine nitrogen, as expected.  The formation of the N H+ bond leads to appreciable gain in 

electron density on, and near, the excess proton.  This electron density is dominantly drawn from 

the opposite side of the nitrogen atom.  Most interesting is the behaviour near the  face of the 

indole ring, however.  In conformers A and B, for example, the interaction between the protonated 

amine and the ring below is quite local, rather than a roughly uniform polarization of the  

electrons, as is typically found in face-bound cation-  interactions.  In fact, the dominant interaction 

appears to be between the protonated amine and the C=C  bond of the pyrrole-like portion of the 

complex.  This effect is at least partially driven by the structural constraints of the molecule.  The 

“tether” is short enough that the amine cannot fully access the  face, and a strong polarization of 

the closest  density region results.  Isomers D and F sit higher in energy than A and B, and the 

magnitude of the  polarization is clearly lessened for these (and related) isomers in figure 3.13. 

Based on this somewhat unexpected result, one final examination of the cation-  effect was 

performed, in order to clarify the relative contributions of electrostatic interactions and polarization 

effects.  Using the optimized structure of conformer B, an analogous indole complex was 

created; the backbone connection of B was replaced by capping hydrogen atoms.  Only these two 

hydrogens were allowed to relax, while the rest of the complex remained fixed at the coordinates 

of B.  In this structure, the RI-MP2/aug-cc-pVDZ binding energy is 17.2 kcal/mol.  This magnitude 

is consistent with energies of known reference complexes.100, 101  Because this model complex now 

exhibits distinct fragments, modern energy decomposition analyses92-95, 97 (EDA) may also be 

employed.  Using the same structure, a HF/aug-cc-pVDZ EDA calculation shows that only 6% of 

the interaction stems from electrostatic (frozen-density) contributions, whereas 84% comes from 

polarization effects.  A non-trivial intramolecular charge-transfer fraction (10%, including basis set 

superposition error) was also observed.  Therefore, in spite of precedent that suggests a large 

electrostatic component to cation-  interactions,90 both the EDA and  analyses confirm that 

local, yet strong, polarization of the indole ring accounts for the dominant stabilization of these 

conformers.  This result is consistent with a recent report101 that suggests that non-facebound 

cation-  interactions can be both favorable and dominated by induced electronic (polarization) 

effects.  This result for the present complex also suggests that this polarization-based cation-  effect 

is the source of the strongly red-shifted and anharmonic spectral signatures. 
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Figure 3.13.  Density difference plots for four representative computed conformers (L-

stereoisomers).  Shown are total electron density differences between TrpH+ and Trp, fixed in the 

optimized TrpH+ geometry.  Blue surfaces depict relative increases in electron density in TrpH+; 

red surfaces depict electron depletion. 

3.4.  IR-IR-UV Spectroscopy of HisH+ 

3.4.1.  Introduction 

 Histidine (figure 3.14) is one of the most versatile amino acids.  It can serve as both a 

hydrogen-bond donor and an acceptor.102, 103  Histidine is, thus, a competent proton-transfer 

mediator in many proteins102, 104-106 and is an important constituent of the catalytic sites of protein 

enzymes.103, 107, 108  Several metal ions bind to histidine in metalloproteins, such as hemoglobin, 

ferritin, or the antioxidant super oxide dismutase.109-111  Regarding this wide range of biological 

functionalities, histidine was extensively studied in solution phase both theoretically and 

experimentally.112-114  His owns the unique ability to adopt five different protonation forms in 



Chapter 3. IR-IR-UV Hole-Burning Spectroscopy 

 
63 

aqueous solution.113, 114  In particular, at neutral pH His adopts a zwitterionic structure deprotonated 

on the C-terminus and protonated on the N-terminus. Upon increasing the acidity, a second proton 

binds to histidine imidazole ring.  Despite this firm protonation hierarchy, the calculations predict 

that in the gas phase the most stable conformer of HisH+ is protonated on the imidazole ring, rather 

than on the amino group.115, 116 

 

Figure 3.14.  Schematic representation of HisH+, protonated on the imidazole ring. Histidine atoms 

are named here according to the IUPAC Compendium of Chemical Terminology (Gold Book), in 

which positions of the nitrogen atoms of the imidazole ring relative to the side chain are denoted by 

pros (‘near’, abbreviated π) and tele (‘far’, abbreviated τ).117 

 

 UV absorption of histidine in aqueous solution exhibits a strong unstructured band with the 

maximum at 211 nm.118  Nevertheless, histidine remained the last aromatic amino acid for which 

the intrinsic structure and photophysical properties in the gas phase, where it is isolated from 

interactions with solvent molecules, have not been explicitly characterised. 

Room temperature IRMPD spectroscopy of HisH+, performed in the 6-10 m spectral 

region, suggested the presence of only one major conformer with a likely small contribution from 

another one.116  The lowest-energy intrinsic structures of HisH+, calculated in harmonic oscillator 

approximation of theory, correspond, indeed, to the protonation site on the imidazole ring.115, 116, 119 

Such geometry, however, does not exist in solution at all, which explains a great interest in studying 

properties of this amino acid in the gas phase. 

 A few factors greatly reduce confidence in the use of IRMPD for a strict validation of the 

calculated structures.  First, although simple and convenient, this technique lacks conformational 

selectivity; therefore, the number of conformers and their relative contributions to the spectrum 

cannot be measured.  Moreover, IRMPD technique may drastically distort relative intensities and 

widths of vibrational transitions because its fragmentation yield is a non-linear function of IR laser 

power and absorption cross-section.  Together with thermal congestion at room temperature, these 
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effects drastically limit spectral resolution of the technique, complicating a comparison of IRMPD 

and calculated linear absorption spectra.  Furthermore, IRMPD spectra of HisH+ in the gas phase 

have not been measured for the most decongested and characteristic spectral region of N H and 

O H stretching vibrations (3.7 2.7 m).  Finally, calculated harmonic frequencies employ 

empirical scaling coefficients in order to account for the intramode anharmonicity of vibrations.  

Ideally, one should use different coefficients for different types of vibrations.  Although this 

approach is proven to work properly for large polyatomics with many vibrations, a use of the 

empirical coefficients reduces the confidence in validating structures of small molecules.  This adds 

more ambiguity to the previous validation of HisH+ structures. 

 Herein we present the first electronic photofragmentation spectrum of cold, protonated 

histidine (HisH+) in the gas phase.  We employ IR-UV double-resonance and IR-IR-UV hole-

burning spectroscopic techniques to record vibrational all-conformer gain spectra of HisH+ and its 

isotopically labelled analogue in 3 and 6 m spectral regions and conformer-specific vibrational 

spectra of individual conformers of this aromatic amino acid.  A combination of UV/IR cold ion 

spectroscopy and high-level anharmonic ab initio quantum chemistry calculations allows for an 

unambiguous assignment of the previously calculated (and rectified herein) structures of HisH+ to 

the experimentally observed conformers of HisH+ ion.  We also compare the gas phase and solution 

structures of HisH+ and assess the presence of “kinetic” trapping in our experiments.  Finally, we 

propose an additional experimental constrain, which may significantly simplify the conformational 

search in structural calculations. 

3.4.2.  Experimental Results 

1.  Photodissociation Mass Spectra of HisH+ 

Figure 3.15 shows CID (black trace) and photofragmentation mass spectra of HisH+, 

recorded with UV OPO fixed at two wavelengths: close to the band origin at 231.5 nm (blue trace) 

and at 215.6 nm, i.e., 231.5 nm shifted by the typical IR photon energy (3400 cm-1) to the blue from 

the band origin (red trace).  The branching ratios of photodissociation channels of UV-excited 

protonated biomolecular ions depend crucially on the UV photon wavelength as well as the internal 

energy of the ion; therefore one has to carefully choose specific fragments and UV laser wavelength 

in multilaser experiments to improve the signal-to-noise ratio. 

The photodissociation fragments can be assigned as follows:79, 80, 82 1) m/z = 81 and 83 Da 

correspond to the protonated side-chain of histidine after the Cα-Cβ bond cleavage with hydrogen 
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atom transfer either from Cα to Cβ or vice-versa; 2) m/z = 110 Da fragment corresponds to the 

iminium ion, produced by hydrogen atom transfer to the C-terminus and a consecutive loss of H2O 

and CO; 3) m/z = 93 Da fragment corresponds to the additional loss of NH3 from the fragment with 

m/z = 110 Da.  

 

Figure 3.15.  CID (black trace) and photofragmentation mass spectra of HisH+, recorded with UV 

OPO fixed at 231.5 nm (blue trace) and at 215.6 nm (red trace).  UV OPO pulse energy is 3.3 mJ, 

each data point is averaged over 10 measurements, mass-increment is 0.2 Da.  The rising signal on 

the right side corresponds to the parent ion, m/z = 156 Da. 

 

2.  Electronic Spectroscopy of HisH+ 

Figure 3.16 shows the UV photofragmentation spectra of HisH+, cooled in an octupole ion 

trap to  K, recorded by monitoring separately the most abundant photofragmentation 

fragments with m/z = 81-83 Da (red trace), m/z = 110 Da (blue trace), and m/z = 93 Da (violet 

trace), or by collecting all fragments with low resolution of the analyzing mass filter (black trace).  

Compared with water solutions, the absorption band of cold gas phase HisH+ is red-shifted and 

exhibits much sharper rising edge with the onset around 234 nm and maximum at 221 nm (232 nm 

and 211 nm for a solution spectrum, respectively) with no resolved vibrational structure.  Regarding 

the latter observation and the small size of His, one may suggest certain contribution of a lifetime 

broadening in the gas phase spectrum of this ion.  In overall, the shape of the spectrum resembles 

the first absorption band of cold TrpH+, which is fully lifetime broadened. 
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Figure 3.16.  Electronic photofragmentation spectra of HisH+, recorded by detecting the fragment 

with m/z = 93 Da (violet trace), m/z = 81-83 Da (red trace), and m/z = 110 Da (blue trace), as well 

as all major charged fragments (black trace).  

 

3.  IR Photon-Induced Fragmentation Enhancement of HisH+ 

 The spectra, recorded by monitoring different fragments, exhibit different behaviour in the 

blue side of the spectrum.  The increased UV photon energy changes the branching ratios of the 

fragmentation channels, making their relative intensity an energy-dependent value.  The 

fragmentation signal increase and changes in relative abundance are also observed for IR-preheated 

ions.  Figure 3.17 shows UV photofragmentation mass spectra of cold (blue line) and IR preheated 

(red line) HisH+.  UV OPO was tuned to the red from the absorption band (236 nm), while IR OPO 

wavenumber was fixed at the imidazole N H stretch vibration (3480.9 cm-1), which is 

approximately the same for all conformers (see below). 

As can be seen from the figure 3.17, the relative increase of the fragments with m/z = 81-83 

Da is the highest, therefore all further spectral measurements were recorded by monitoring the 

intensity of these fragments only.  Figure 3.18 shows UV photofragmentation spectra of cold (blue 

trace) and IR pre-heated (red trace) HisH+.  The red shift of the absorption upon increasing an 

internal energy of the ions is used to record its vibrational spectra.  In these experiments the UV 

OPO wavenumber was fixed on the rising edge of the UV absorption band of HisH+ at 42735 cm-1 

(234 nm) (figure 3.18), where the fragmentation increase is the highest. 
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Figure 3.17.  Photofragmentation mass spectra of cold (blue trace) and IR-preheated (red trace) 

HisH+, recorded with UV OPO wavelength fixed at 236 nm and IR OPO wavenumber fixed at 

3480.9 cm-1. UV OPO energy is 3.3 mJ per pulse; each data point is averaged over 10 

measurements; mass-increment is 0.2 Da. 

 

 

Figure 3.18.  Electronic photofragmentation spectra of cold (blue trace) and IR pre-heated (red 

trace) HisH+, recorded by detecting the fragment with m/z = 81-83 Da.  IR OPO wavenumber was 

fixed at 3480.9 cm-1.  The arrow points to where the UV OPO was tuned in the IR-UV and IR-IR-

UV measurements. 
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The choice of the fragment with the highest increase of the fragmentation yield upon IR pre-

excitation and the UV OPO wavelength corresponding to the highest fragmentation yield allows for 

achieving the best available signal-to-noise ratio. 

4.  Vibrational Spectroscopy of HisH+ in 3 m Spectral Region 

We applied an IR-UV double-resonance spectroscopy7 to measure an all-conformer IR-UV 

gain spectrum in 3 μm spectral region of cold HisH+ (figure 3.19a) and an IR-IR-UV hole-burning 

spectroscopy22 to separate the vibrational transitions of individual conformers (figures 3.19b and 

3.19c).  

Figure 3.19  IR spectra of HisH+ in 3-μm region: (a) the IR-UV gain spectrum of all available 

conformers; (b and c) conformer-specific IR spectra of conformers A and B generated with the 

pump OPO wavenumber fixed at 3408.2 and 3377.1 cm-1, respectively. 

 

In previous studies it was suggested that the lowest energy structures of the HisH+ 

correspond to the protonation site residing on the imidazole ring.115, 116  Therefore, HisH+ should 

have five characteristic vibrations in the 3 μm spectral region: a carboxylic acid O H stretch, 

symmetric and anti-symmetric amine Nα H stretches, and imidazole Nπ H and Nτ H stretches.  The 

number of well resolved transitions in the experimental IR-UV gain spectrum in figure 3.19a 

suggests the presence of more then one conformer under our experimental conditions.  Figures 
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3.19b and c show the conformer-specific spectra of HisH+, measured with the pump IR OPO 

wavenumber fixed at 3408.3 and 3377.3 cm-1, respectively.  All of the observed transitions in the 

gain spectrum are present in either one or both conformer-selective spectra, which are assigned to 

conformers named A (figure 3.19b) and B (figure 3.19c) in this analysis. 

The signal dips on the lower-energy sides of the two blue-most vibrations in conformer-

selective spectra of conformers A and B (figures 3.19b and c) are explained as follows.  An IR 

photon absorption by cold ions results in an inhomogeneous broadening and red shift of the 

electronic spectrum.11  Since electronic absorption band of HisH+ is much broader compared to this 

shift, vibrational transition cannot be fully saturated by a pump IR OPO laser in IR-IR-UV hole-

burning spectroscopy.  Following internal heating due to the pump IR OPO laser, an absorption of 

an additional IR photon from a scanning probe IR OPO laser pulse results in an additional gain 

from the “hot” conformer.  Since vibrational transitions of hot ions shift to the red due to intramode 

anharmonicity, this additional gain appears to the red from the vibrational transition and results in a 

signal dip after it is subtracted from the all-conformer gain spectrum. 

Vibrational transitions reflect structural preferences of ions and molecules.  Tables 3.4-6 

show experimentally measured conformer-specific vibrational transition energies for all protonated 

aromatic amino acids, neutral amino acids Phe and Trp, and two charge states of imidazole ring, 

respectively. 

Careful analysis of these data allows determination of certain patterns in vibrational spectra, 

related to the structural features.  For example, in protonated aromatic amino acids conformers Phe+ 

A, Trp+ A and Tyr+ A and B (highlighted with grey color in Table 3.4) exhibit higher frequency of 

the free NH stretch, compared to the second half of conformers. 

Figure 3.20 shows the comparison of previously reported vibrational spectra of protonated 

and neutral amino acids and peptides in the gas phase,3, 4, 22, 120 as well as different charge states of 

imidazole ring,121, 122 with the ones of HisH+.  The analysis allows to assign vibrational transitions 

and qualitatively predict the protonation cite in histidine. 

The blue-most transitions at 3569.8 and 3563.2 cm-1 are the carboxylic acid O H stretch 

vibrations of conformers A and B, respectively.  The presence of this transition in the spectra of 

both conformers eliminates existence of zwitterion charge state, though the position of these bands 

is approximately between the ones of neutral and protonated amino acids (figures 3.20a-d) and does 

not allow for an identification of the protonation site. 
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Table 3.4.  Conformer specific energies of vibrational transitions (in cm-1) of protonated aromatic 

amino acids Phe, Tyr and Trp.  Highlighted are conformers of aromatic amino acids with higher 

frequency of the free amine N H stretch vibration. 

 Phenol OH Carboxylic acid OH Indole NH Amine NH Amine NH…OC Amine NH…π 

   Phe+ A  3553.9  3356.8 3083.4 3056.8 

Phe+ B  3552.6  3338.9 3126.7 3091.5 

Tyr+ A 3643.4 3554.3  3354.6 3083.8 3058.8 

Tyr+ B 3645.2 3554.9  3358.3 3077.8 3055.4 

Tyr+ C 3643.9 3553.4  3338.6 3128.3 3087.4 

Tyr+D 3642.2 3553.2  3341.1 3127.3 3087.5 

Trp+ A  3556.2 3504.3 3355.9 3093.7 3029.9 

Trp+ B  3554.4 3503.7 3339.9 3124.9 3042.9 

 

Table 3.5.  Conformer specific energies of vibrational transitions (in cm-1) of neutral aromatic 

amino acids Phe and Trp. 

 Carboxylic acid OH Indole NH Amine NHs Amine NHa 

Phe I 3235  3428 3341 

Phe II 3579  3402 3342 

Phe III 3280  3411 3351 

Phe V 3581  3420 3342 

Phe VI 3567  3405 3370 

Trp A 3223 3521 3426 3337 

Trp B 3577 3522 3423 3337 

Trp C 3576 3524 3398 3337 

Trp D 3579 3524 3412 3337 

Trp E 3578 3523 3401 3337 

Trp F 3276 3523 3405 3337 

 

Table 3.6.  Energies of vibrational transitions (in cm-1) of neutral and protonated imidazole. 

 Imidazole NH Imidazole CHs Imidazole CHa 

ImH+ 3470 3170 3170 

Im 3517.9   
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Figure 3.20.  Comparison of IR spectra of protonated and neutral aromatic amino acids and 

imidazole. (a) and (b) two groups of conformers of protonated aromatic amino acids TrpH+, TyrH+ 

and PheH+; (c) and (d) neutral amino acids Trp and Phe, respectively; (e) protonated and neutral 

imidazole, compared to vibrational transitions frequencies of HisH+ conformers A and B (blue and 

red dashed vertical lines, respectively). NOTE: C H and Nτ H stretch vibrations are present only in 

3.20e.  Coloured areas denote the ranges of vibrational wavenumbers for specific vibration types, 

containing the frequencies of all species.  Grey lines denote transitions, irrelevant for the current 

analysis, namely indole N H transitions in Trp and O H stretch vibrations involved in strong 

hydrogen bonds. 
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In contrast, the Nτ H stretch vibrations in protonated121 and neutral122 imidazole are centred 

at 3470 and 3517.9 cm-1, respectively (figure 3.20e).  The peaks of HisH+ conformers at 3481.5 (A) 

and 3480.3 (B) cm-1 are very close in both conformers, and correspond to the Nτ H stretch of ImH+.  

The sharp transition at 3173.3 cm-1 also appears in spectra of both conformers and matches the C H 

stretch vibration of the protonated imidazole ring.121  The coincidence of Nτ H and C H vibrational 

transitions (nearly identical for conformers A and B) of ImH+ and of HisH+ indicates that both 

lowest energy structures are protonated on the imidazole ring. 

The transitions at 3408.3 and 3333.5 cm-1 for conformer A and 3377.3 and 3317.2 cm-1 for 

conformer B correspond to the free amine Nα H stretch vibrations.  These vibrational transitions are 

conformer-specific and, hence, can be used as benchmarks for structural identification. 

As was already mentioned above, vibrational transitions reflect structural features of 

molecules.  For example, the spectra of protonated aromatic amino acids TrpH+, TyrH+, and PheH+ 

exhibit common patterns, consistent with the similar intramoleculecular interactions in these ions 

(Table 3.4 and figures 3.20a and b).  Two out of three characteristic amine Nα H vibrations are 

involved in NαH…π and NαH…OC interactions, which shift their vibrational energies below 3130 

cm-1, while the third Nα H vibration remains relatively “free” and its frequency changes in each 

group only within 2-3 cm-1 interval.  Such narrow distribution stems from the strong stabilizing 

effect of the charge.  The NH groups, involved in intramolecular interactions, have wider range of 

values for different amino acids, which is due to the different electron density of the aromatic rings. 

In contrast, only one N H stretch in HisH+ is involved in a strong interaction that shifts the 

vibrational transition to the red, while the other two remain free.  Furthermore, the vibrational 

energies of the blue-most N H transition in both conformers of HisH+ are higher then 3370 cm-1, 

while for all conformers of other aromatic amino acids vibrational transition frequencies reside 

below 3360 cm-1. 

Neutral amino acids exhibit much broader conformational space compared to their 

protonated counterparts due to the lack of strong stabilizing interactions of the protonated NH3
+ 

moiety.  Nevertheless, figures 3.20c and d clearly demonstrate, that in neutral amino acids Trp3 and 

Phe120 the frequencies of the Nα H bands are similar with those of HisH+ conformer A.  In 

conformer B the “free” Nα H and O H vibrations are shifted to the red with respect to the ones in 

conformer A. 
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These considerations confirm again the protonation site on the imidazole ring, and allow 

assigning the broad bands centered at approximately 3000 and 2900 cm-1 (figure 3.19a) to the 

strongly bound Nπ H stretching vibration.  The band at 2915 cm-1 belongs to the conformer A 

(figure 3.19b).  We thus suggest that the band at 3000 cm-1 corresponds to the conformer B.  

However, the conformer-selective spectrum in figure 3.19c cannot confirm this assumption because 

this low-intensity band overlaps with the band of conformer A. 

The peak at 3408.3 cm-1 in both gain (figure 3.19a) and the conformer-selective spectrum of 

conformer A (figure 3.19b) consists of two overlapping transitions, which might occur due to the 

presence of a third conformer, A*, whose structure and spectrum resemble the ones of conformer A, 

although their spectra cannot be separated.  Figure 3.21 shows the fitting of this transition with a 

double-Gaussian function.  It is only due to the low temperature that these transitions are resolved. 

 
Figure 3.21.  Expanded view of the “doubled” peak at 3408.5 cm-1 and its fit by a double Gaussian 

function. 

 

5.  Isotopically Substituted HisH+ in 3 m Spectral Region 

The comparative analysis, provided above, demonstrates that even an all-conformer 

vibrational gain spectrum can provide certain information to derive some conclusions regarding the 

structural motifs of the studied ion.  Alternatively, measuring spectra of isotopically labeled 

analogues of an ion can provide an experimental verification of the assignment. 

Figure 3.22 shows the comparison of the IR gain spectra of HisH+ (black trace) and 

[15
α]HisH+, an ion whose N-terminal nitrogen atom was substituted by 15

α (mirrored green trace).  

The shift of the amine α H stretch vibrations with frequencies higher than 3300 cm-1 is in the full 
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agreement with the harmonic oscillator approximation and is  cm-1.  The sharp transition at 

3173.3 cm-1 exhibits no shift, which does not contradict to its assignment to the imidazole C H 

stretch vibration.  The broad transitions at 3000 and 2915 cm-1 do not exhibit any visible shift, in 

accordance with the assumption that they belong to the Nπ H stretching vibrations of the imidazole 

ring, rather than of the amine group.  However, this observation cannot be used as a strict validation 

of the assumption regarding the protonation site on the imidazole ring, because isotopic shifts (  

cm-1) are much smaller compared with the width of these transitions. 

 

Figure 3.21.  All-conformer IR-UV gain spectra of natural (black trace) and isotopically labelled 

(15N in the amine group; mirrored green trace) HisH+ in the 3 m spectral region. The transitions 

labelled by red asterisks exhibit isotopic redshifts of 4-8 cm-1. 

 

6.  Vibrational Spectroscopy of HisH+ and [15
α]HisH+ in 6 m Spectral Region 

Figure 3.22 shows the gain spectra of natural HisH+ and its analogue, isotopically labelled 

by N15 on the N-terminus.  It is worth to notice, that the recorded linear IR spectra do not resemble 

the previously reported IRMPD spectra HisH+ at room temperature in 9-5.5 μm spectral range. 

However, the spectrum of the [15
α]HisH+ in the 6 μm spectral range clearly shows, that only two 

transitions exhibit isotopic shifts.  These transitions correspond to the amine scissoring vibrations.  

If the protonation would occur on the N-terminus, ammonia group would exhibit two scissoring 
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vibrations for each conformer.  Therefore, this observation can be used as a direct evidence for the 

protonation of HisH+ on its imidazole ring. 

 

Figure 3.22. All-conformer IR-UV gain spectra of natural (black trace) and isotopically labelled 

(15N in the amine group; mirrored green trace) HisH+ in the 6 m spectral region. The transitions 

labelled by red asterisks exhibit isotopic redshifts of 3 cm-1. 

 

3.4.3.  Theoretical Calculations 

The initial set of the 3D structures of the thirty nine lowest energy conformers of protonated 

histidine were gracefully provided by professor Lin.115  Twelve of these conformers have a 

protonation site at the N-terminal amine group, while the other twenty-seven conformers are 

protonated on the imidazole ring.  Given the spectral analysis and speculations, described above in 

details, there is sufficient evidence in favor of side chain protonated histidine, therefore any other 

structures were excluded from the present analysis. 

1.  Structure Optimization 

The geometries of all the conformers were re-optimized (with tight convergence criteria) 

using the B3LYP functional (with VWN functional III for local correlation)123-126 with the 
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Grimme's empirical dispersion correction (GD3BJ)127 and the 6-311+G(d,p) basis set.  Table 3.7 

shows the relative energies of these conformers. 

 

Table 3.7.  Electronic energies of HisH+[Nπ] structures with respect to the lowest energy structure. 

Structure , kcal/mol  Structure , kcal/mol  Structure , kcal/mol 

1 0  10 4.25  19 10.20 
2 0.78  11 6.95  20 10.20 
3 0.90  12 7.79  21 10.81 
4 2.06  13 8.25  22 10.54 
5 1.98  14 8.47  23 11.16 
6 1.41  15 8.83  24 11.80 
7 2.03  16 9.00  25 12.02 
8 2.78  17 8.25  26 16.59 
9 3.31  18 9.90  27 17.15 

 

2.  Harmonic Calculations 

The optimized structures were subsequently subjected to harmonic frequency calculations. 

The calculated harmonic frequencies were scaled by a factor  = 0.9538 to account for the 

intramode anharmonicity (in the 3 m region) and compared with experimental IR spectra.  The 

empirical scaling coefficient  was chosen so that to minimize the Root Mean Square Deviation 

(RMSD) between the experimental and scaled theoretical frequencies for the two best matching 

structures (structure 1 for conformer A and structure 3 for conformer B), whose spectra are drawn 

with the same color as their corresponding conformers.   was calculated as follows67, 68: 

     (Eq. 3.1) 

where  and  are the experimental and calculated vibrational frequencies, respectively,  = 

A, B is the conformer identification,  = O H, Nα Hsym and Nα Hantisym vibrational modes, used for 

the calculation.  The imidazole Nτ H vibration is very similar in all calculated structures and is 

consistently red-shifted from the experimental value.  We assume that this miscalculation is 

intrinsic to the B3LYP level of theory.  Figure 3.23 shows the resulting spectra of the candidate 

structures. 

Calculated harmonic frequencies employ empirical scaling coefficients in order to account 

for the intramode anharmonicity of vibrations.  Ideally, one should use different coefficients for 

different types of vibrations.  Although this approach is proven to work properly for large 
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polyatomics with many vibrations, a use of the empirical coefficients reduces the confidence in 

validating structures of small molecules.  This adds more ambiguity to the previous validation of 

HisH+ structures.  We, therefore, use harmonic calculations to pre-select the best-matching 

candidate structures in order to perform more time-costly anharmonic calculations. 

 

Figure 3.23.  Comparison of the calculated harmonic spectra of the 27 lowest energy structures of 

HisH+[Nπ] (numbering of the structures starts from the lowest row) with conformer-selective 

spectra of HisH+ (blue and red traces correspond to conformers A and B, respectively).  Vertical 

light-blue and light-red lines denote frequencies of corresponding conformers.  The best-matching 

spectra (three lowest energy structures) are color-coded as the corresponding conformers. 

36003400320030002800
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The three lowest-energy structures show a good match of the calculated O H and amine 

Nα H stretch vibrations with experimentally measures values.  The vibrational transitions, 

associated with the imidazole ring are similar in all conformers, which is in a full agreement with 

the experiment.  Strangely, Nτ H stretching vibration seems to be miscalculated in all structures. 

The spectra of the structures 1 and 3 match best the experimentally measured spectra of 

conformers A and B, respectively.  The spectrum of the structure 2 (figure 3.23, green trace) is 

similar to the one of structure 1 and differs only in the slightly red-shifted symmetric Nα H 

vibration.  This is in a full agreement with experimentally observed splitting of this transition in the 

gain spectrum (figure 3.21). 

Figure 3.24 shows the geometries of the structures 1, 2 and 3, corresponding to the 

conformers A, A*, and B, respectively.  The structures differ, mainly, in the position of the C-

terminal group. All low energy conformers of HisH+, protonated on the imidazole ring, are 

stabilized by the strong non-covalent interaction of the proton, shared between Nπ atom of the 

imidazole ring and the amide group.  In this respect, the intrinsic structures of HisH+ fundamentally 

differ from all known solution-phase geometries at any pH.112-114  Protonation on the imidazole ring 

in solution occurs only in at pH<2.5 for doubly protonated form of histidine.113  Only the most 

stable structure A was correctly identified in the previous studies.116 

 

Figure 3.24.  Calculated lowest-energy intrinsic structures of HisH+ A, A* and B. 

 

3.  Anharmonic Calculations 

Finally, for the pre-selected lowest energy conformers within a 2 kcal/mol window the 

anharmonic frequencies were calculated by means of the VPT2 approach128 with four displacements 

for each degree of freedom and a step size of 0.025 . All the DFT calculations were carried out 

with the Gaussian 09 program129 using the UltraFine integration grid.  The comparison of 
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anharmonic calculations for structures A, A*, and B (blue, green, and red traces, respectively) with 

the experimentally measured conformer-selective spectra in the 3 m spectral region is shown in 

figure 3.25.  A good match of the calculated and experimental vibrational frequencies is achieved 

without the use of any empirical scaling coefficient. 

 

Figure 3.25.  Comparison of the anharmonic calculations for structures A, A* and B (blue, green 

and red traces, respectively) with conformer-selective vibrational spectra of HisH+ in 3 m spectral 

region. 

 

 In the analysis of the calculated harmonic spectra the scaling coefficient was calculated such 

as to minimize the RMSD for the three conformer-specific vibtational transitions.  The resulting 

scaled spectra, therefore, might seem a better match for the experimental ones (at least for the 

transitions, that were accounted for in the calculation of the scaling coefficient).  Are the 

anharmonic calculations, indeed, more reliable compared with the scaled harmonic ones?  In order 

to answer this question quantitatively,  the scaling coefficient was recalculated taking into account 

all five well-resolved transitions in the 3 m spectral region of the conformer A.  The corresponding 

RMSDharm for the scaled, harmonic spectrum is 37.5 cm-1, while the RMSDanh for the anharmonic 

calculated spectrum, without any artificial scaling coefficient, is 30.0 cm-1 for the same conformer 

A, that is, 20% lower!  This quantitative difference supports the suggestion, that the use of 

anharmonic calculations for small molecules provides more confidence in their structural 

validation. 

3600350034003300320031003000290028002700
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The anharmonic spectra are also compared with all-conformer gain spectrum of HisH+ in 6 

m spectral region (figure 3.26).  The calculated carboxylic acid C=O and and imidazole C=C 

stretching vibrations show a good match with experiment.  The calculated amine Nα H scissoring 

modes are blue-shifted with respect to the experiment.  Nevertheless, the overall agreement between 

experiment and theory is extremely good. 

 

Figure 3.26.  Comparison of the anharmonic calculations for structures A, A* and B (blue, green 

and red traces, respectively) with all-conformer vibrational gain spectrum of HisH+ in 6 m 

spectral region. 

 

4.  Experimental Constraints for Theoretical Calculations 

The conformer-selective multilaser cold ion spectroscopy combined with high-level ab 

initio calculations has proven the existence of three highly abundant conformers of HisH+ in the 

gas-phase.  The electronic energies of conformers A* and B are 0.8-0.9 kcal/mol higher with 

respect to the one of the conformer A.  Assuming Boltzman distribution of conformers’ populations 

in the trap at  10 K, the relative populations of the conformers A* and B should be negligible 

(  for the second lowest energy structure)!  Observation of these conformers in experiment 

may originate from two processes: 

 

18001700160015001400130012001100
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(i) a fast non-adiabatic collisional cooling of ions, which traps them in the local minima of 

the gas-phase potential energy surface; 

(ii) “kinetic” trapping of ions in their solution-like local minima of the potential energy 

surface. 

The fact that all three conformers of HisH+ do not even exist in solution phase113 points to 

the non-adiabatic cooling and rules out the presence of “kinetic” trapping in our experiments.  

Therefore, only the gas-phase conformers that are populated at high temperatures (presumably, in 

the ion source) can be observed in the gas-phase. 

In section 3.3.3 it was demonstrated that the in-source CID of the protonated tryptophan can 

be used to decrease the internal heating of ions.  The settings (pressure and RF amplitudes) were 

chosen so that to suppress the most fragile fragment of TrpH+, namely, the ammonia loss.  The 

energetics of this  dissociation reaction38 ( 25 kcal/mol, or 8500 cm-1) allows us to estimate the 

maximum “effective” internal temperature of the ions in the source.  The average internal energy of 

an ion at any temperature T can be calculated as follows: 

    (Eq. 3.2) 

where  are the vibrational mode energies, k=3N-6 is a number of vibrational modes in the 

molecule, N – is the number of atoms.  According to the eq. 3.2 the internal vibrational energy of 

protonated tryptophan is 8500 cm-1 at T  600 K.  In reality, the width of the Boltzman 

distribution suggests that a considerable fraction of ions would have internal energies exceeding the 

dissociation threshold, and some fragmentation would be inevitably detected.  Therefore, T = 600 K 

is, indeed, an upper limit for the internal vibrational temperature of ions.  A practical limit of the 

relative population of conformers that can be reliably detected using cold ion spectroscopy is about 

10%.  This implies that at T = 600 K only the conformer with the relative potential energies below 

 2.7 kcal/mol can be detected in our experiment.  Here we assume a prompt 

nonadiabatic cooling in the cold trap that conserves the initial relative populations of the 

conformers.  A partial collisional relaxation of higher-energy conformer to the lower-energy 

structures may only lower the 2.7 kcal/mol cutoff energy. 

These considerations imply that there is no sense in calculating vibrational spectra for 

structures with relative potential energies more than ∼ 3 kcal/mol.  This constrain should only be 

applied, when the subsequent structural optimizations do not change the energetics of the structures 

for more than ∼ 0.5 kcal/mol.  As can be seen from table 3.7, an application of this rough criterion 
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in calculations of IR spectra of HisH+ would immediately eliminate 70% (19 out of 27) of initial 

structures, protonated on the imidazole ring.  If such constrained calculations do not identify an 

experimentally detected conformer, it might correspond, indeed, to a “kinetically” trapped 

geometry, for which the potential minimum is higher than the cutoff, in which case other physical 

constraints (e.g. collisional cross section) have to be applied. 

3.4.4.  Conformer-Specific Photofragmentation Mass Spectra 

Previous studies have shown, that intrinsic structure affects the relative efficiency of 

different fragmentation channels; therefore different conformers can have different 

photofragmentation mass spectra.  This effect is observed not only in small molecules, such as 

single amino acids4 or dipeptides, but also for large, rigid peptide gramicidin S.130  There the 

selective excitation of the vibrationally resolved conformer-specific electronic transitions resulted 

in different photofragmentation mass spectra.  Whenever UV spectrum lacks vibrational resolution, 

excitation of an ion ensemble at any wavelength results in photofragmentation of all available 

conformers, as in the cases of protonated aromatic amino acids tryptophan and histidine. 

In contrast to UV, IR spectra of these ions remain vibrationally resolved.  Excitation of ions 

with an IR pulse results in the increased fragmentation yield. This increase results from the higher 

fragmentation yield of the IR pre-heated ions and is conformer-specific depending of the IR 

frequency.  Because of the small energy of IR photon that is distributed equally among all 

vibrational modes of an ion, the IR-induced differences in photofragmentation mass spectra are not 

expected to be striking.  Nevertheless, this experiment results still in a very interesting observation. 

Figure 3.27 compares the IR-induced additional photofragmentation signal, generated as the 

difference between photofragmentation mass spectra of IR pre-heated and cold ions, recorded with 

IR OPO fixed at the carboxylic acid O H stretch vibrations of conformers A (3569.8 cm-1, blue 

trace) and B (3563.2 cm-1, red trace).  Given the above assignment of the fragments, m/z = 110 Da 

corresponds to the concomitant loss of (H2O+CO) following hydrogen atom transfer to the 

carboxylic group.79, 80, 82  The efficiency of this transfer should depend crucially on the distance 

between the proton and the carboxylic group in HisH+ conformers.  Hence, it was suggested that the 

relative abundances of this fragment and the competing process of  bond cleavage that does 

not imply hydrogen transfer differ in conformers A and B.  Indeed, the decrease of the relative 

abundance of the iminium ion fragment with m/z = 110 Da in conformer B agrees well with the 

increased distance between the proton and the C-terminus in this conformer, which leads to the less 

efficient hydrogen atom transfer.  The distances between the geometrical center of the imidazole 
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ring and the oxygen atom of the OH group are 4.21  for conformer A, 4.76  for conformer A*, 

and 5.44  for conformer B.  Therefore, increasing the distance between the ring and the C-

terminus 1.3 times causes 1.5 times decrease in relative abundance of the associated fragment.  This 

observation, thus, qualitatively agrees with our assignment of the structures observed in the gas-

phase. 

 

Figure 3.27.  IR-induced additional fragmentation signals, generated as the difference between 

photofragmentation mass spectra of IR pre-heated and cold ions, recorded with IR OPO fixed at the 

carboxylic acid O H stretch vibrations of conformers A (3569.8 cm-1, blue trace) and B (3563.2 cm-

1, red trace). 

 

3.5.  Conclusions 

An ancillary aim of this work has been to devise and demonstrate a novel conformer 

selective spectroscopic technique, IR-IR-UV hole-burning, which allows extending the applicability 

of cold ion spectroscopy to species with broad UV photofragmentation spectra.  Herein this 

technique was applied to record conformer-specific vibrational spectra of the protonated aromatic 

amino acids tryptophan and histidine.  Provided that a UV-active chromophore is present in a 

molecule, this technique holds significant promise for the conformer-specific assessment of 

structures in larger biomolecules, where UV absorptions are often broad and unresolved.   
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A combined experiment-theory approach has definitively assigned the lowest-energy 

conformers of the protonated aromatic amino acids tryptophan and histidine, whose structures have 

remained elusive.  These biomolecular ions challenge existing spectroscopic and computational 

protocols. 

Two nearly degenerate isomers were found to dominate the contributions to the cold, gas-

phase vibrational spectrum of protonated tryptophan.  These vibrational signatures, some of which 

exhibited significant anharmonicities, were found to be sensitive probes of the intramolecular 

interactions that dictate the low-energy structures.  Finally, the intramolecular interactions within 

TrpH+ were investigated with a variety of computational approaches.  Both an H-bonding/dipole-

dipole interaction and a strong cation-  interaction were found to be the source of both the stability 

of the low-energy isomers and the strong redshifts in the vibrational spectrum.  These stabilizing 

interactions are expected to be transferable effects to larger biomolecular complexes, at the N-

terminus of Trp-containing systems.  Whether these short-range interactions within TrpH+ 

outcompete related interactions between amino acid subunits (or solvent) requires future 

investigation.  The techniques employed in the present study should be transferable to these larger 

complexes, however, and provide necessary experimental and computational tools to access such 

structural information in biologically relevant molecules. 

 UV photo fragmentation spectrum cold protonated histidine isolated in the gas phase has 

been recorded for the first time in a wide spectral range.  Despite the observed broadband UV 

absorption, an application of the IR-IR-UV technique revealed three abundant conformers of this 

ion.  A detailed comparison of structure-specific vibrational frequencies in neutral and protonated 

species together with experimental investigation of isotopically substituted histidine and high-level 

anharmonic calculations point to the protonation of the imidazole ring in all three experimentally 

observed conformers of HisH+.  The stepwise conformational search within the calculated 

geometries of the ion was constrained by a comparison of the measured IR spectra with those, 

calculated at a harmonic level of theory and, finally, with the anharmonic spectra, computed from 

the first principles. It was suggested that such search can be simplified if only the structures with 

potential energy ≤ 3 kcal/mol will be retained for spectral calculations. 

In overall, this work demonstrates feasibility for the extension of conformer-selective 

vibrational cold ion spectroscopy to the peptides with broad electronic spectra and, in particular, the 

ones that contain histidine as a chromophore. 
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Chapter 4 

 

 

 In the present chapter we explore an alternative agent for an electronic excitation of 

biomolecular ions instead of the aromatic side chains of Phe, Tyr, Trp, and His amino acids, namely 

the peptide bond.  Following an Introduction section, the first electronic photofragmentation 

spectrum of the peptide bond in AlaAlaH+ protonated dipeptide is reported.  Next, several IR-DUV 

gain spectra of peptides that do not contain aromatic chromophore are presented and experimental 

challenges of the method are discussed.  Finally, the ability of the IR-IR-DUV hole-burning 

spectroscopy to resolve conformer-specific vibrational spectra of a cyclic peptide drug is 

demonstrated.  The results, presented below, indicate that the intrinsic limitation of CIS, related to 

the amino acid composition of studied peptides, is now off the table. 

4.1. Introduction 

1.  Intrinsic Limitation of Cold Ion Spectroscopy 

Vibrational spectroscopy of cold ions is a proven tool for unambiguous conformational 

assignment of intrinsic structures of biological molecules and ions.  IR-UV double-resonance 

depletion spectroscopy allows recording conformer-specific IR spectra of biomolecular ions as 

large as ten amino acids,1, 2 provided their UV spectra are vibrationally resolved. 

This approach is most effective for peptides containing only phenylalanine of all aromatic 

amino acids (tryptophan, tyrosine, phenylalanine and histidine), because the electronic spectrum of 

this chromophore is likely to remain vibrationally resolved even in large enough species.  Since the 

fragmentation yield of this amino acid is the lowest among all aromatics, it is almost suppressed in 
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cases when other aromatic amino acids are present in the peptide sequence.  Electronic spectrum of 

protonated amino acid tyrosine is also well-resolved,3, 4 however electronic spectra of larger 

peptides with this chromophore may be congested and the depletion spectroscopy is, therefore, 

prohibited.5, 6  Furthermore, even in cases when conformer-specific, well-resolved electronic 

transitions can be found, the absorption of an IR photon by cold ions can increase an overall 

fragmentation yield so that the depletion cannot be observed.7  UV spectra of other aromatic amino 

acids, tryptophan and histidine, were shown to be broad and indistinguishable for different 

conformers (see Chapter 3).3  Their photophysics in more complex molecules is difficult to predict 

but, most likely, vibrational resolution might not be observed. 

The recently reported IR-IR-UV hole-burning spectroscopy has removed the need for 

vibrational resolution of electronic spectra to employ conformer-selective vibrational spectroscopy.8  

However, CIS has remained essentially applicable only to peptides that contain any aromatic amino 

acids in their sequence.  But what if a peptide does not contain any aromatic amino acids?  Does 

this preclude the use of gas-phase action spectroscopy? 

2.  Vibrational Spectroscopy Without UV Absorption 

The alternative approaches for vibrational spectroscopy that do not employ UV-induced 

dissociation were discussed previously with respect to the IR-IR-UV hole-burning spectroscopy 

(see Chapter 3).  Briefly, one could use either IRMPD spectroscopy at room temperature, or tagging 

IR spectroscopy.  Both techniques have important limitations.  IRMPD approach lacks conformer-

selectivity and suffers from thermal broadening and nonlinear yield to IR laser power.  IR-IR hole-

burning of species tagged with light atoms requires elevated temperatures in the trap to prevent 

freezing of the tagging gas, has low signal stability, and sample-specific conditions, at which the 

most efficient complexation occurs.  Finally, addition of the tag might alter the observed vibrational 

frequencies9. 

3.  The Use of Deep UV Excitation for Photofragmentation Mass Spectrometry 

An alternative approach to peptide photodissociation is to use chromophore common for all 

peptides – peptide bond.  This enables the electronic excitation of any peptide, even without 

aromatic amino acids in its sequence.  The spectrum of poly-alanine in dry films, originally 

measured by Robin in 1975 in dry films,10 exhibits three major absorption bands: one centred near 

190 nm, another near 160 nm, and a third at approximately 130 nm.  These bands have been 

associated with the peptide backbone amides.11-13 
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Available laser sources matched two of the three bands: the ArF excimer laser at 193 nm 

and the F2 laser at 157 nm.  ArF laser has higher pulse energies and fused silica optics efficiently 

transmits 193 nm light.  The first photodissociation experiments by using ArF excimer laser were 

reported in 1984 for several short oligopeptides.14  Several years later, Hunt and co-workers 

successfully applied this technique to analyse 15 amino acid peptide, extracted from the beef liver.15  

The main advantage of using DUV PID is a rich mass spectrum; in contrast to CID, almost all ion 

fragment types are present (a, b, c, x, y, and  z), as well as iminium ions, and v/w ions 

corresponding to the side chain losses.  Many groups adopted this approach in combination with 

various mass spectrometers.16-20  Currently, many labs around the world employ the 

photofragmentation approach in modern proteomics.21-24  More about the development of VUV 

photodissociation for mass spectrometry can be found in reference 25. 

The scope of the present study is to explore the possibility to apply a UV OPO (EKSPLA), 

tunable in a wide spectral range (192-2600 nm), to perform cold ion action spectroscopy of peptides 

using peptide bond as a universal chromophore. 

4.2.  Electronic Spectrum of a Single Peptide Bond 

 A dipeptide is the simplest model system that contains peptide bond.  Although glycine is 

the easiest amino acid in terms of chemical composition (it has only a single hydrogen atom as a 

side chain), it is also the only achiral of all amino acids.  Therefore, protonated alanine dipeptide 

(AlaAlaH+, figure 4.1a) was chosen as a benchmark ion to study the absorption of the peptide bond.  

In this section we compare electronic spectrum of the AlaAlaH+ (m/z = 161.2 Da) with a single 

peptide bond and the one of protonated amino acid AlaH+ (m/z = 90.0 Da, figure 4.1b).  

Comparison of these spectra allows to eliminate absorption by N- and C-terminal groups and single 

out the absorption spectrum of the single pair peptide bond + backbone C=O group. 

4.2.1.  DUV Spectroscopy of AlaAlaH+ 

1.  Photo-Induced Dissociation Mass Spectrum of AlaAlaH+ 

 Figure 4.2 shows the PID (red trace) mass spectrum of protonated AlaAlaH+, recorded with 

UV OPO wavelength fixed at 196 nm.  The blue trace in figure 4.2 corresponds to the statistical 

dissociation of ions in the trap in the absence of laser excitation.  The statistical dissociation 

(referred to as “CID” further on) is recorded to estimate the background signal.  For most analytes, 

studied herein, the statistical “in-trap” fragmentation is negligible.  The most abundant fragment in 
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the PID mass spectrum is a1 fragment (m/z = 45 Da).  All optical spectra of AlaAlaH+ reported 

below were recorded by monitoring the intensity of this fragment. 

 

Figure 4.1.  Schematic structures of a) AlaAlaH+, and b) AlaH+.  The light-absorbing peptide bond 

is enclosed in a red rectangle. 

 

 

Figure 4.2.  Photo-induced dissociation mass spectrum of AlaAlaH+.  The red trace corresponds to 

the DUV OPO wavelength fixed at 196 nm. The blue trace corresponds to the CID mass spectrum.  

The rising edge on the right side of the graph corresponds to the parent ion.  Each data point was 

averaged over 20 measurements and mass increment was 0.2 Da.  
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2.  Electronic Photodissociation Spectrum of AlaAlaH+ 

 Figure 4.3 shows the electronic photodissociation spectrum of AlaAlaH+ measured by 

monitoring the intensity of the a1 fragment.  The spectrum was normalized on parent ion signal and 

DUV OPO power.  Since generation of OPO radiation in 210 – 192 nm spectral region requires an 

additional nonlinear crystal, the beam in this region is spatially separated from the one in the 250 – 

210 nm spectral region and is less intense.  Therefore, the intensity in short-wavelength region was 

scaled to match the signal intensity in the 250 – 210 nm region.  The relatively high signal 

instability in the blue side of the spectrum appears due to strong wavelength dependence of laser 

power in the DUV region, rather than partially resolved vibrational transitions. 

 

Figure 4.3.  Electronic spectrum of AlaAlaH+ recorded by monitoring intensity of the a1 fragment 

ion with m/z = 45 Da.  The spectrum was normalized over the parent ion signal and laser power.  

Each data point was averaged over 20 measurements.   

 

4.2.2.  DUV Spectroscopy of AlaH+ 

1.  Photo-Induced Dissociation Mass Spectrum of AlaH+ 

Figure 4.4 shows the CID (blue trace) and PID (red trace) mass spectra of AlaH+.  UV OPO 

wavelength was fixed at 211 nm.  The most abundant fragment corresponds, likely, to the 

120

100

80

60

40

20

0

Fr
ag

me
nt

at
ion

 yi
eld

, a
.u.

250245240235230225220215210205200195
Wavelength, nm



Chapter 4.  The Use of Peptide Bonds for Cold Ion Spectroscopy 

 
96 

immonium ion with m/z = 44.1 Da, although, given the low resolution and possible miscalibration 

of the quadrupole mass-analyser in low m/z region, the assignment of this fragment is ambiguous. 

 

Figure 4.4.  CID (blue trace) and DUV PID (red trace) mass spectra of AlaH+.  UV OPO 

wavelength fixed at 211 nm.  The rising edge on the right side of the graph corresponds to the 

parent ion.  Each data point is averaged over 20 measurements and mass increment was 0.2 Da.  

 

2.  Electronic Photodissociation Spectrum of AlaH+ 

Figure 4.5 shows the electronic photofragmentation spectrum of AlaH+ normalized on 

parent signal and UV OPO power.  Since the photofragmentation signal is very low, DUV spectra 

were measured with quadrupole mass filter transmittance set to 41 Da and resolution lowered to 2.0 

to collect more fragments.  The spectrum in 210 – 192 nm region is scaled to match the signal 

intensity in the 250 – 210 nm spectral region. 

Note, that both spectra of AlaAlaH+ and AlaH+ are plotted in the same arbitrary units.  The 

difference is striking – the presence of a peptide bond increases fragmentation signal more that 100 

times!  The absorption maximum is not observed, indicating that the spectrum of a dipeptide in the 

gas-phase is blue-shifted with respect to the one of poly-alanine in dry films.  
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Figure 4.5.  Electronic spectrum of AlaH+ recorded with a quadrupole mass analyser set to 41 Da 

and resolution lowered to 2.0.  The spectrum was normalized over the parent ion signal and laser 

power.  Each data point was averaged over 20 measurements; the final spectrum is an average of 

two scans.  

 

4.3.  IR-DUV Gain Spectroscopy 

 The main principle of double-resonance cold ion spectroscopy is based on the drastic 

difference between spectra of cold and IR-preheated ions, provided that cold ions have a 

vibrationally resolved electronic spectrum.2  Absorption of an IR photon causes inhomogeneous 

spectral broadening and a red shift of the absorption spectrum.26  In cases, when electronic spectra 

of ions are already lifetime-broadened, only the red shift of the absorption, resulting in a signal 

gain, can be detected.8  However, the electronic spectrum of a dipeptide in the gas-phase (figure 

4.3) is significantly broader ( 6700 cm-1 between the onset at 220 nm and the blue-most available 

wavelength 192 nm), compared to spectra of protonated tryptophan3 ( 1000 cm-1) and even 

histidine ( 2500 cm-1), see Section 3.3).  The width of the UV spectrum, therefore, is at least twice 

higher compared to the typical energy of an IR photon in 3 m spectral region. 

 The question is whether it is possible to measure, at least, the IR-DUV gain spectra of ions 

and, if so, how should one choose appropriate UV OPO wavelength, fragmentation channels to be 

monitored, and other parameters that can potentially affect the signal-to-noise ratio of the 

vibrational gain spectrum to achieve the best signal quality?  In the following section we discuss 
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these parameters and suggest an analytical procedure to choose them.  The approach is applied to 

record vibrational gain spectrum of AlaAlaH+. 

4.3.1.  Quality Optimization for IR-DUV Gain Spectroscopy 

1.  Numerical Measure of the S/N Ratio in IR-DUV Gain Spectroscopy 

Figure 4.6 shows the electronic spectra of cold (blue trace) and IR pre-heated (red trace) 

AlaAlaH+ in the 192-210 nm region, recorded by monitoring the intensity of the a1 fragment as a 

function of UV OPO wavelength.  IR-induced changes in the UV absorption are clearly visible, 

which allows using them for recording IR-DUV vibrational gain spectra of biomolecular ions.  The 

increase of the fragmentation yield is wavelength dependent, hence one may improve the S/N ratio 

by choosing the most suitable wavelength of the UV light source. 

 

Figure 4.6.  Electronic spectra of cold (blue trace) and IR-preheated (red trace)  AlaAlaH+.  IR 

OPO was tuned to the OH stretching vibration of AlaAlaH+ (3567.2 cm-1). 

 

The gain in the following experiments is defined as follows (see notations in figure 4.6): 

    (Eq. 4.1) 
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where  is the photofragmentation signal of cold ions and  is the photofragmentation 

signal of IR-preheated ions.  The difference  is the photofragmentation signal increase 

following an IR photon absorption. 

The noise  of the function, defined in Eq. 4.1, is calculated as follows: 

     (Eq. 4.2) 

where the wavelength dependence is omitted for the sake of clarity.  Since , eq. 4.2 can be 

rewritten as follows: 

     (Eq. 4.3)  

If we define the relative signal increase as , the signal-to-noise ratio is determined as 

follows: 

    (Eq. 4.4) 

The signal-to-noise ratio increases as the square root of the signal and is proportional to the 

function of the relative signal increase .  When  (near-zero background), this function 

asymptotically approaches unity, whereas when , which corresponds to the lack of the signal 

gain, .  The dependence of the function  on  is shown in figure 4.7.  The function 

increases rapidly until , which is a typical signal gain for some of the fragments (figure 4.7). 

 

Figure 4.7.  Analytical dependence of  on .  
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By plotting the S/N function measured experimentally for each promising fragment in a 

wide spectral range one will be able to determine the optimum combination of UV OPO excitation 

wavelength and fragment to be monitored. 

2.  Effect of the IR Pre-excitation on Photodissociation Pathways of AlaAlaH+ 

As was already shown in Chapter 3, the relative abundances of various fragmentation 

channels of a peptide change with the excitation wavelength.  Even though the excited state 

photophysics of biological molecules is beyond the scope of this investigation, from the practical 

point of view the choice of the fragment can play a crucial role in the quality of spectral 

measurements. 

Figure 4.8 shows PID mass spectra of cold (blue trace) and IR-preheated (red trace) 

AlaAlaH+ recorded with UV OPO wavelength fixed at 210 nm and IR OPO laser tuned to the O–H 

stretching vibration of AlaAlaH+ (3567.2 cm-1).   

 

Figure 4.8.  DUV (blue trace) and IR-DUV (red trace) mass spectra of AlaAlaH+.  Each data point 

was averaged over 20 measurements, mass increment was 0.2 Da.   

 

The immonium ion (m/z=44.1 Da) remains the most abundant fragment.  Absorption of the 

IR photon results in an increase of the fragmentation yield by a factor of 3.  The fragment with m/z 

= 69.2 Da (likely corresponding to the [x1-H2O-CO]1+ fragment with m/z = 70 Da), though, exhibits 
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the highest increase (7.5 times), but is 5 times less abundant, compared to the immonium ion.  

Both relative abundance and fragmentation efficiency might affect the S/N ratio.   

 The S/N ratio is calculated from the measured electronic spectra of cold and IR-preheated 

ions (figure 4.6) for each potential fragment.  Figure 4.9 shows the function , plotted for two 

fragments of AlaAlaH+.  As can be seen, the best S/N ratio is achieved for more intense fragment a1 

with m/z = 45 Da at UV OPO wavelength 210 nm. 

 

Figure 4.9. S/N ratio calculated as in eq. 4.4 for fragment ion with m/z = 44.1 Da (red trace) and 

m/z = 69.2 Da (blue trace). 

 

3.  IR-DUV Gain Spectrum of AlaAlaH+ 

Figure 4.10 shows the IR-DUV gain spectrum of AlaAlaH+.  The assignment of the 

vibrational transitions is as follows:  the transition at 3567.2 cm-1 corresponds to the O H stretch 

vibration, transitions at 3402.1, 3380.2, 3363.3 and 3323.3 cm-1 belong to the three amine N H and 

one amide N H stretching vibration, while the weak transitions below 3030 cm-1 correspond to the 

C H stretches.  Since the number of the recorded IR transitions matches the number of vibrations in 

the molecule, likely only one conformer of AlaAlaH+ is populated under experimental conditions.  

This assumption will be confirmed in section 4.4 by IR-IR-DUV hole-burning spectroscopy. 

S/
N

210208206204202200198196194192
Wavelendth, nm



Chapter 4.  The Use of Peptide Bonds for Cold Ion Spectroscopy 

 
102 

 

Figure 4.10.  IR-DUV gain spectrum of AlaAlaH+. 

 

The background noise if figure 4.10 is due to the poor parent ion stability.  However, the 

vibrational transitions are well resolved.  In the following sections IR-DUV gain spectra of several 

peptides are presented.  In each case, the same workflow as described above was used.  The aim of 

these measurements was to compare IR-DUV gain spectroscopy with other techniques, explore the 

possibility to measure vibrational spectra of larger peptides, and finding possible bottlenecks of the 

technique. 

4.3.2.  IR-DUV Gain Spectroscopy of GlyProGlyGlyH+ 

 In order to compare the proposed method for measuring the vibrational spectra of cold 

biomolecular ions that do not have a chromophore containing amino acids in their sequence with 

tagging IR spectroscopy, we chose a protonated peptide GlyProGlyGlyH+ (GPGG1+, m/z = 287 Da, 

figure 4.11), for which the vibrational spectrum was reported previously.27  Figure 4.12 shows its 

CID (blue trace) and DUV PID (red trace) mass spectra of GPGG1+.  UV OPO wavelength was 

fixed at 212.8 nm.  The low resolution of the quadrupole mass-analyzer does not allow for an 

unambiguous assignment of the observed fragments.  Regardless of their origin, the fragments are 

only used for spectral measurements, therefore the precise assignment is not necessary. 
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Figure 4.11.  Schematic structure of GlyProGlyGlyH+. 

 

 

Figure 4.12. CID (blue trace) and DUV PID (red trace) mass spectra of GPGG1+.  Each data point 

was averaged over 20 measurements; mass increment was 0.5 Da. 

 

Figure 4.13 shows the photofragmentation spectrum of GPGGH1+ normalized on parent 

signal and UV OPO power, measured with analysing quadrupole mass filter tuned to each of the 

most abundant fragments with m/z equal to 69, 126, 154, and 229 Da, as well as with low mass 

resolution, collecting the maximum number of fragments (see colour coding on the graph).  
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Figure 4.13.  Electronic spectra of GPGG1+ measured by monitoring different fragments (see 

colour coding).  Each data point is averaged over 20 measurements.   

 

Figure 4.14 shows the PID mass spectra of cold (blue trace) and IR-preheated (red trace) 

GPGG1+.  The fragments with m/z = 69 and 123 Da exhibit the two-fold increase of the 

fragmentation yield following an IR pre-excitation.  Since the relative abundance of the fragment 

with m/z = 69 Da is higher, it was chosen for the IR-DUV gain spectrum measurement. 

Analysis of the signal-to-noise ratio recorded in broad spectral range (not shown here) 

showed that the highest value of S/N ratio corresponds to the UV OPO excitation wavelength equal 

to 240 nm.  The corresponding IR-DUV gain spectrum is shown in figure 4.15.  Note, that despite 

the need for accurate preliminary measurements to determine the most suitable fragmentation 

channel and UV wavelength, this approach is universal for every peptide, while the conditions in 

tagging spectroscopy have to be adjusted in each case. 

 Two highly abundant conformers were previously identified.27  Full assignment of the 

transitions in figure 4.15 requires comparison with calculation and is beyond the scope of the 

current study.  Briefly, vibrational transition at 3575.4 cm-1 belongs to O–H stretching vibration of 

one of the conformers (the analogous vibration in the other conformer is red shifted by 550 cm-1 

due to the strong hydrogen-bonding interaction, according to ref. 27), sharp transitions below 3000 

cm-1 are the C–H stretches, while other transitions are, likely, N–H stretches.  Vibrational spectrum 
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of GPGG1+ recorded with IR-DUV gain spectroscopy shows better S/N ratio compared to one 

obtained with the IR tagging technique,27 and is recorded in wider spectral range.  

 

Figure 4.14. DUV (blue trace) and IR-DUV (red trace) mass spectra of GPGG1+. 

 

 

Figure 4.15.  IR-DUV vibrational gain spectrum of GPGG1+, recorded by monitoring the intensity 

of the fragment with m/z = 69 Da. 
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4.3.3.  IR-DUV Gain Spectroscopy of Ac-Ala6LysH+ 

 Poly-alanine peptides were extensively studied previously in our laboratory.28-30  Their 

structural preferences and secondary structure formation were investigated by a combination of 

conformer-selective cold ion spectroscopy and theoretical calculations.  All studied peptides contain 

phenylalanine amino acid, therefore their spectra at cryogenic temperatures exhibit sharp, 

vibrationally resolved electronic transitions in the near-UV spectral region. 

 Herein the analog of such peptide, Ac-Ala6LysH+ (figure 4.16), in which Phe residue was 

replaced by Ala, is studied.  Replacing the N-terminal amino acid should not significantly change 

the overall structure of a lysine-capped poly-alanine peptide, which was shown to adopt a well-

defined helical structure stabilized by several hydrogen bonds.  One might, therefore, expect certain 

similarities between the vibrational spectra of Ac-Ala6LysH+ and its Phe containing analogue. 

 

Figure 4.16.  Schematic structure of Ac-Ala6LysH+. 

 

Figure 4.17 shows CID (blue trace) and PID (red trace) mass spectra of protonated Ac-

Ala6LysH+, recorded with UV OPO wavelength fixed at 227 nm.  Here, again, we omit the 

assignment of the observed fragments.  Since the photofragmentation mass spectrum of Ac- 

Ala6LysH+ shows a wide distribution of photofragments, its electronic spectrum was recorded by 

fixing the mass analyser transmission at m/z = 325 Da and lowering its resolution to the minimum, 

thus integrating the fragment intensity over the whole mass spectral range (figure 4.18).  
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Figure 4.17.  PID (red trace) and CID (blue trace) mass spectra of Ac-Ala6LysH+ with UV OPO 

wavelength fixed at 227 nm.  Each data point was averaged over 10 measurements; mass increment 

was 0.5 Da. 

 

 

Figure 4.18.  DUV spectrum of Ac-Ala6LysH+ measured by integrating the intensity of all 

fragments. 
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Figure 4.19 shows the DUV (blue trace) and IR-DUV (red trace) mass spectra of Ac-

Ala6LysH+, recorded with UV OPO wavelength fixed at 246 nm and IR OPO wavenumber fixed at 

3572 cm-1.  All major fragments exhibit approximately the same increase in the fragmentation yield 

upon IR pre-excitation, therefore the IR spectral measurements were performed similarly to the UV 

spectral measurement, i.e., by integrating the intensities of all fragments. 

 

Figure 4.19. DUV (blue trace) and IR-DUV (red trace) mass spectra of Ac-Ala6LysH+. 

 

In order to choose the best UV OPO wavelength for recording an IR-DUV gain spectrum 

wavelength dependence of the S/N ratio (Eq. 4.4) for Ac-Ala6LysH+ was measured.  The resulting 

S/N curve is shown in figure 4.20.  Negative contrast corresponds to signal depletion.  Based on this 

curve UV OPO wavelength was fixed at 246 nm.  

The IR-DUV of Ac-Ala6LysH+ measured with UV OPO laser wavelength fixed at 246 nm, 

which corresponds to the best signal-to-noise ratio is shown in figure 4.21.  As can be seen, even 

though some transitions are partially resolved, the all-conformer IR gain spectrum is very 

congested.  The reason for this is that its analogue, studies previously, was shown to have four 

distinct conformers. 28  Frequencies of the vibrational transitions in these conformers are localized 

in a narrow spectral region.  In contrast to the depletion spectroscopy, an IR-UV gain spectrum 

reflects the transitions of all conformers, resulting in the overlapped spectra that are difficult to 

assign. 
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Figure 4.20.  S/N ratio of Ac-Ala6LysH+ calculated as in eq. 4.4 and measured by integrating the 

intensity of all ions. 

 

 

Figure 4.21. IR-DUV gain spectrum of Ac-Ala6LysH+. 
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 The spectral congestion is, probably, one of the most crucial limitations of the IR-IR-UV 

hole-burning technique – when both UV and IR spectra exhibit no well-resolved conformer-specific 

spectral features the acquisition of the vibrational spectra of individual conformers becomes 

impossible.  Vibrational transitions appearing between 3400 and 3500 cm-1 belong, presumably, to 

the N–H stretches of the lysine side chain and are resolved.  However, given their weak intensity, 

they require high power of the pump IR OPO in order to reach saturation. 

 

4.3.5.  IR-DUV Gain Spectroscopy of cyclo-GlyArgGlyAspSerProH+ 

 In this section we demonstrate the application of the IR-DUV gain spectroscopy to a native 

peptide cyclo-GlyArgGlyAspSerProH+ (cGRGDSP1+, m/z = 570.6 Da, figure 4.22).  This cyclic 

peptide is a potent vasodilator.31-35  Figure 4.23 shows the CID (blue trace) and PID (red trace) mass 

spectra of cGRGDSP1+ measured with the UV OPO wavelength fixed at 220 nm. 

 

Figure 4.22.  Schematic structure of cGRGDSP1+. 

 

PID mass spectrum reveals numerous fragmentation channels and results in a very rich 

photofragmentation spectrum.  In order to record an electronic photofragmentation spectrum,  the 

quadrupole mass analyser transmission was fixed at m/z = 445 Da and its resolution was lowered in 

order to collect the maximum number of fragments.  The resulting electronic photofragmentation 

spectrum is shown in figure 4.24.  Each point is averaged over 20 measurements, UV wavelength 

step is 0.1 nm. 
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Figure 4.23. CID (blue trace) PID (red trace) mass spectra of cGRGDSP1+, recorded with UV 

OPO wavelength fixed at 220 nm.  Each data point was averaged over 20 measurements; mass 

increment was 0.5 Da. 

 

 

Figure 4.24.  Electronic photodissociation spectrum of cGRGDSP1+, recorded by integrating 

intensities of all fragments. 
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Figure 4.25 shows the PID mass spectra of cold (blue trace) and IR-preheated (red trace) 

cGRGDSP1+ recorded with UV OPO wavelength fixed at 196 nm and IR OPO wavenumber fixed at 

O H stretching vibration at 3573.7 cm-1.  The only fragment that increases significantly due to the 

absorption of an IR photon and is, thus, suitable for the “gain” spectrum measurement is the water 

loss, presumably from the Ser residue.  Other fragments either exhibit only a small increase of the 

fragmentation yield, or have low signal intensity.  Given that the peptide is cyclic, the most 

abundant fragments correspond to the neutral losses from the side chains, because other fragments 

require cleavage of two peptide bonds, and an additional energy from an IR photon does not 

significantly change the fragmentation efficiency.   

 

Figure 4.25.  Photofragmentation mass spectra of cold (blue trace) and IR-preheated (red trace) 

cGRGDSP1+. 

 

The water loss fragment was not initially observed in the PID mass spectrum (figure 4.23), 

therefore its electronic spectrum was recorded separately (figure 4.26).  The S/N ration was 

measured for this fragment and is shown in figure 4.27.  Figure 4.28 shows the IR-DUV gain 

spectrum of cGRGDSP1+ measured with UV OPO laser wavelength fixed at 194 nm.  The highly 

congested vibrational spectrum suggests the presence of more than one conformer.  The lower S/N 

ratio in the gain spectrum of cGRGDSP1+ with the spectra of other peptides, reported herein, is due 

to the low intensity of the fragment being recorded.  However, this result clearly demonstrates the 
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applicability of the IR-DUV gain spectroscopy for natural peptides even in complicated cases.  The 

precise assignment of the transitions requires comparison with calculations, and is beyond the scope 

of this report.  

 

Figure 4.26.  PID electronic spectrum of cGRGDSP1+ recorded by monitoring the H2O neutral loss 

fragment. 

 

Figure 4.27.  S/N ratio of cGRGDSP1+ calculated as in eq. 4.4 and measured by monitoring the 

intensity the fragment with m/z = 552 Da corresponding to the water loss. 
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Figure 4.28.  IR-DUV “gain” spectrum of cGRGDSP1+. 

 

4.4. IR-IR-DUV hole-burning spectroscopy 

 The possibility to record linear vibrational IR-DUV gain spectra of cold protonated peptides 

of any primary structure opens new horizons to cold ion spectroscopy, mainly because it can now 

successfully compete with other techniques, such as IRMPD.  Nevertheless, the obtained gain 

spectra remain non-conformer selective, which limits their use in validation of calculated structures.  

The ultimate goal for this study is to demonstrate the ability to record conformer-selective 

vibrational spectra of peptides that do not contain aromatic amino acids.  For this purpose well-

resolved conformer-specific vibrational transitions are required.  In this section the ability of the IR-

IR-UV hole-burning spectroscopy (Chapter 3) in the DUV region to record conformer-specific 

vibrational spectra is demonstrated.  

4.4.1.  IR-IR-DUV Hole-Burning Spectroscopy of AlaAlaH+ 

 The IR-DUV gain spectrum of AlaAlaH+ shown in figure 4.10 suggests the presence of only 

one abundant conformer.  In order to verify this suggestion the IR-IR-DUV hole-burning technique 

was applied. The pump IR OPO wavenumber was tuned to 3323.5 cm-1.  Figure 4.29 shows the 

probe IR-DUV gain spectrum (blue trace), IR-IR-DUV hole-burning spectrum (red trace) and their 

difference (black trace).   
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Figure 4.29.  IR spectra of AlaAlaH+ in the 3 μm spectral region. The blue trace corresponds to the 

IR-DUV “gain” spectrum; the red trace corresponds to the IR-IR-DUV hole-burning spectrum, 

measured with the pump IR OPO laser wavenumber fixed at 3323.5 cm-1; the black trace 

corresponds to their difference. Vertical dashed line denotes the O-H stretching vibration. 

 

As can be seen from figure 4.29, all of the C-H and N-H stretching vibrational transitions 

from the gain spectrum are associated with the same conformer.  The additional gain near the O–H 

vibration is not present in the IR-DUV gain spectrum.  It is broadened and shifted to the red from 

the O–H band by 8 cm-1.  The likely explanation is that it stems from the increased fragmentation 

yield of the pumped ions due absorption of an additional photon from the probe IR OPO laser.  The 

IR-IR-DUV hole-burning spectroscopy allows thus to verify the presence of only one major 

conformer of AlaAlaH+ under the experimental conditions of our setup, although previous 

theoretical calculations have predicted four lowest-energy conformers,36-38 of which one 

corresponds to cis form, and one is protonated on the C=O group on the backbone.  The two 

remaining conformers are of the trans form and protonated on the N-terminus, separated by 0.5 

kcal/mole energy gap36 (trans, cis refers to the orientation between carbonyl and amino group in the 

peptide bond).  IRMPD spectroscopy of AlaAlaH+ at room temperature confirmed the presence of 

two trans conformers37.  The fact that only one conformer is present at our experimental conditions 

suggests that either calculations failed to predict correct relative energetics of the conformers, or 

that during the collisional cooling higher-energy conformer fully relaxes into the lowest-energy one.  
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The discrepancy between theory and experiment for even a small dipeptide highlights the 

importance of the experimental validation of the calculations. 

4.4.2.  IR-IR-DUV Hole-Burning Spectroscopy of cGRGDSP1+ 

Figure 4.30 shows the IR-IR-DUV hole-burning spectroscopy of cGRGDSP1+ measured 

with the pump IR OPO laser wavenumber fixed at 3535.2 cm-1.  The blue trace corresponds to the 

IR-DUV gain spectrum, red trace corresponds to the IR-IR-DUV hole-burning spectrum, and the 

black trace represents their difference, corresponding to the conformer named A.  When the pump 

IR OPO laser wavenumber was fixed at the vibrational transition of another conformer, at 3519.5 

cm-1, the signal-to-noise ratio did not allow reliable identification of conformer-specific transitions 

of the minor conformer.  This is mainly due to the fact that only a minor fragment is collected, and 

the fragmentation signal is low.  Since the presence of only two conformers is assumed due to the 

cis- and trans- isomers of proline, the IR-IR-DUV hole-burning spectrum automatically reflects the 

gain spectrum of conformer B.  Vertical blue and red dashed lines denote conformer-specific 

vibrational transitions of conformers A and B, respectively. 

 

Figure 4.30.  IR-IR-DUV hole-burning spectroscopy of cGRGDSP1+, recorded with the pump IR 

OPO wavenumber fixed at 3535.2 cm-1.  Color-coding denotes the three traces as follows: blue 

trace – IR-DUV gain spectrum; red trace – IR-IR-DUV hole-burning spectrum; black trace – their 

difference.  Vertical dashed lines denote vibrational transitions, that belong to the pump IR laser-

labelled conformer. 
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4.5. Conclusions 

 In this chapter the extension of the available techniques in Cold Ion Spectroscopy to 

peptides that do not contain aromatic side chains was explored.  First of all, electronic spectrum of a 

single peptide bond in AlaAlaH+ dipeptide in the gas phase was measured in the spectral region 

above 192 nm.  A closer analysis of electronic spectra of different peptides revealed that they are all 

shifted to red with respect to the absorption of a single peptide bond.  Furthermore, the two peptides 

that are not expected to adopt any particular secondary structure, GPGG1+ and cGRGDSP1+, reveal 

a weak band near 220 nm, while the peptide Ac-A6K1+, which is suggested to be helical, has no 

distinct maximum.  Whether this band is a characteristic feature for peptides with random relative 

orientation of the peptide bonds’ dipole moments and, thus, the peptides with the ordered 

orientation of peptide bonds can be identified with cold ion DUV spectroscopy based solely on their 

electronic spectra – is a question for further investigation. 

 It was demonstrated that despite the width of the peptide bond absorption spectrum, the IR-

DUV gain spectroscopy can be applied to record all-conformer gain spectra of peptides as large as 

six amino acids even when their dissociation yield is low.  The quality of such spectra exceeds the 

ones obtained with tagging IR technique and the resolving power is much better, compared to the 

IRMPD spectroscopy.  Furthermore, various parameters, that can potentially affect the quality of 

the gain spectra, were discussed and the procedure for the S/N optimization was proposed. 

 Finally, the ability to disentangle the non-conformer-selective gain spectra into the spectra 

of individual conformers by applying IR-IR-DUV hole-burning spectroscopy was demonstrated for 

a dipeptide and a natural cyclic six amino acid peptide. 

 The results, presented herein, indicate that conformer-selective cold ion spectroscopy can 

now be applied to peptides of virtually any chemical composition.  Given other advantages of this 

technique over the alternative experimental approaches (resolution of vibrational spectra, linear 

power-dependence of the signal, etc.) cold ion spectroscopy is now a method of choice to study 

structures of peptides in the gas phase. 
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Chapter 5 

 

 

In the present chapter we address one of the key questions in Cold Ion Spectroscopy - are 

the structures of biomolecular ions in the gas phase similar in any sense to their native geometries in 

vivo?  Following an introduction, sections 5.2 and 5.3 present experimental results for stereoisomers 

of an opioid peptide [Ala2, Leu5]-Enkephalin and an intrinsically disordered peptide neurokinine A, 

respectively.  The goal of these studies was to check for a correlation between the gas-phase 

structures and native geometries for peptides that are biologically active in a hydrophobic 

environment. 

5.1.  Introduction 

Over the last decade cold ion spectroscopy has demonstrated its ability to provide detailed 

spectroscopic fingerprints for stringent validation of the three-dimensional (3D) structures of small 

to mid-size biomolecules (e.g., peptides) that are isolated from interactions with solvents in the gas 

phase.1, 2  For example, the calculated intrinsic geometries of the two lowest-energy gas-phase 

conformers of a doubly protonated decapeptide gramicidin S (176 atoms) were validated by 

conformer-selective cold ion spectroscopy3, 4 (CIS).  Although from the point of view of “classical” 

gas-phase spectroscopy the size of this peptide is very large, it remains “small” on the scale of 

biological species (e.g., proteins and their complexes).  High spectral density of optical transitions 

forbids, however, vibrational resolution in IR and UV spectra even for a small protein, e.g., 

cytochrome C.5  The use of CIS for validating calculated structures is thus limited to peptides with 

less than 10-15 amino acids; gramicidin S remains the largest protonated molecule for which 

conformer selective spectra are available and the accurate intrinsic structure has been solved.   

Exploring the Relevance of the Gas-Phase 

Studies to Biology 
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A fundamental question that still remains open for peptides of this size is to what extent the 

gas-phase structures of these biomolecules resemble their native structures in vivo?  It is, for 

instance, well established that non-cyclic peptides with unprotected N- and C-terminus are typically 

zwitterions at physiological pH in aqueous solutions, but not in the gas phase.6  This fact alone 

seems to limit the practical relevance of CIS to biological problems because, for example, gas-

phase structures of relatively small biomolecules, such as amino acids, differ completely from their 

structures in solution, as was shown in Chapter 3. 

Electrospray ionization7-9 (ESI) is the most widely used technique to transfer biological 

molecules from solution to the gas phase.  Although ESI is believed to be a soft method and has the 

potential to preserve structural features of large complexes and biomolecules in native-like 

conditions,10-16 whether the structures of small to mid-size peptides survive the transfer to the gas 

phase – remains unclear.  Numerous experimental studies (ion mobility measurement of CCS,17-19 

IR spectroscopy,20, 21 solvent dependence,22-26 collisional activation,27, 28 etc.) suggest that one can 

produce and preserve metastable species that are significantly different from the lowest energy gas-

phase structures and are kinetically trapped, with barriers on the potential energy surface that inhibit 

them from isomerizing.  Ion mobility experiments have demonstrated that in certain conditions 

some higher-energy conformations might be present in the gas phase.29-34   These experiments, 

however, considered mainly the cis-/trans- isomerization of proline residue, the process with an 

extremely high energy barrier (20-50 kJ/mole),30 that preserves ion from breaking native-state 

intramolecular hydrogen bonds. 

In addition to the different charge state, the lack of solvent shell is another obvious 

difference between the gas phase and solution.  In condensed phase a subtle balance between 

intramolecular bonds and intermolecular interactions with the solvent determine the structure of a 

hydrophilic peptide in solution.35  Isolating molecules in the gas phase eliminates strong 

intermolecular hydrophilic interactions with solvent, thus changing the 3D structure of a peptide.  

Hence, in the absence of strong energetic barrier, the structure of an ion in the gas phase rearranges 

and the new intramolecular hydrogen-bonding network determines the intrinsic geometry.  

Therefore, the chances that the intrinsic structure of a midsize peptide resembles the one in solution 

are low. 

But what if the native structure was formed in the absence of the hydrophilic environment?  

Wouldn’t the most favorable structure be determined by intramolecular hydrogen bonding pattern, 

similarly to the gas phase?  Indeed, there are cases, when the gas-phase structure of peptides might 

be a good reflection of their biologically active geometry.  Many peptide ligands adopt this 



Chapter 5. Relevance of the Gas-Phase Studies to Biology 

 
123 

geometry only when they bind to the hydrophobic lipid bilayer of the cell membrane or into 

hydrophobic pockets of receptor proteins.36, 37  It is the tertiary structure of such peptides in a 

hydrophobic environment, not in aqueous solution, that determines their biological activity and, 

therefore, must be understood in detail. 

Enkephalins, for instance, dock into hydrophobic pockets of opioid receptor proteins.  It was 

recently revealed that the pharmacological activity of these peptide drugs correlates with their gas-

phase geometries, but not with the condense-phase structures determined by X-ray 

crystallography.38  It was suggested that, perhaps, the gas phase and not the crystal or aqueous 

solution structures best reflect the biologically active geometry of peptide ligands in hydrophobic 

environment.  Another example is an interaction of neuropeptides with their target receptors.  Their 

flexibility and the lack of definite structural motif in the aqueous environment allow low receptor-

type specificity.  However, when interacting with a specific receptor, their structure undergoes vast 

conformational changes. 

The aim of the present chapter is to assess the hypothesis, that a solvent-free vacuum 

mimics to some extent the native hydrophobic environment (e.g., binding pockets of receptors).  

Intrinsic structures are, by definition, determined only by the intramolecular bonds and, therefore, 

may resemble native ones for peptides that in vivo reside in a hydrophobic environment at least by 

their backbone orientation (secondary structure).  A verification of this suggestion requires a 

comparison of the gas-phase 3D structure of ligands with their biologically active structures in 

hydrophobic pockets of receptors and will allow linking the intrinsic tertiary structures of 

biomolecules to their native geometries, which is a central prerequisite for making gas-phase 

studies directly relevant to biology.  Spectroscopic data, presented below, provide necessary 

information for structural characterization of several ligands in the gas phase and provide some 

evidence to support the positive answer to the aforementioned question: are the structures of 

biomolecular ions in the gas phase similar in any sense to their native geometries in vivo? 

5.2.  Intrinsic Structures of [Ala2, Leu5]-Enkephalin Stereoisomers 

5.2.1.  Introduction 

 Enkephalins belong to the family of opioid peptides that bind to the transmembrane opioid 

receptors and have been used as efficient drugs for pain treatment for decades.39-41  Opioid peptides 

contain two aromatic rings of their Tyr and Phe residues, the spacing between which is considered 
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one of the key structural parameters that determine the pharmacology of these drugs36, 42, 43 and is 

typically determined from condensed-phase structures. 

Leu-enkephalin (Tyr-Gly-Gly-Phe-Leu) is a benchmark peptide for many gas-phase studies.  

Substitution of a Gly2 by an Ala residue allows studying three stereoisomers of the peptide [Ala2, 

Leu5]-Enkephalin (figure 5.1) with different chirality of the Ala2 and Leu5 amino acids.  Three 

isomers, corresponding to the L-L, D-L, and D-D chirality combinations of Ala2 and Leu5 residues, 

have different structures and pharmacological activity.  For the sake of clarity, they are addressed in 

the present analysis as LALLE, DALLE, and DADLE, respectively. 

 

Figure 5.1.  Schematic view of [L-Ala2, L-Leu5]-Enkephalin, m/z = 556.3 Da. 

 

Among these three peptides examined herein, DADLE isomer is by far the most potent and 

selective -opioid receptor agonist.41, 44, 45  Question remains whether the efficiencies of DADLE 

and other isomers correlate with their Phe–Tyr spacing.  The available X-ray diffraction data 

suggest 5 to 13.9  (depending on the conformer) and 9.3  for this spacing in crystallized Leu-

enkephalin and DADLE, respectively,42 and exhibit no apparent correlation with the drug 

efficiencies.  Similar uncertainty remains in correlating structures and pharmacological activity for 

many other opioid peptides.36, 43 

Resonance Energy Transfer (RET) in solution is another proven technique that allows for an 

estimation of the interchromophore distances in biomolecules.46, 47  Several groups have recently 

demonstrated the use of fluorescence48-50 and photodissociation mass spectrometry51-53 for 

measuring RET in the gas-phase ions labeled with large chromophores.  The Phe-Tyr spacing in 

[Ala2, Leu5]-Enkephalin stereoisomers, isolated in the gas phase, were estimated by the resonance 
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energy transfer, detected by a combination of cold ion spectroscopy and high-resolution mass 

spectrometry.  The distances between the centers of the chromophore rings, calculated as the 

average coordinates of their atoms and averaged over all calculated structures that satisfy the 

limitations set by FRET experiments, have the following distribution38: LALLE structures exhibit 

two families with  9.9 and 11.2 , which yield the overall average distance .  

The distribution of the calculated DADLE structures exhibits three distinct conformational families 

with  5, 6 and 7.5 .  Averaging over all of the DADLE structures yields .  

The DALLE isomer has an intermediate distribution54: it is more heterogeneous, compared with 

LALLE and exhibits three distinct conformational families with  9.6, 10.4 and 11.2 . 

In contrast to the condensed-phase structures, these distances differ substantially in 

stereoisomers with different pharmacological efficiencies, suggesting that gas-phase structures 

might be a better pharmacophoric metrics for ligand peptides.  However, the inter-chromophore 

distance is not the only important structural parameter.  Peptides in vivo are, likely, zwitterions.  

Furthermore, Leu–Enk exhibits different conformational preferences in water and in a hydrophobic 

solvent,55 suggesting that charge solvation affects the structures of peptides.  It would be naive to 

suggest the complete coincidence of the structures in liquid and vacuum environments.  But the 

overall secondary structure (and, consequently, the inter-chromophore spacing) can be preserved, 

making intrinsic structures of these ligands directly relevant for biology. 

This assumption has to be validated by strict comparison of the gas-phase and native 

structures.  First of all, all gas-phase conformers of all isomers have to be identified by comparing 

the conformer-specific experimental spectra with theoretical calculations.  Then, one has to 

compare the interchromophore distances for in validated structures with the predictions from the 

gas-phase FRET studies, as the latter are supposed to be correlated with the native structures.  

Finally, the gas-phase structures have to be compared with the native ones, measured by NMR. 

As the first step towards achieving this goal, the conformer-specific vibrational spectra of all 

major conformers of three stereoisomers of [Ala2, Leu5]-enkephalin (one, two, and three conformers 

for LALLE, DALLE and DADLE, respectively) are presented herein.  Though the all-conformer 

UV and IR-UV gain spectra of three isomers of [Ala2, Leu5]-enkephalin1+ were reported 

previously,54 the high spectral density and drastic increase of the fragmentation yield following IR 

pre-excitation of cold ions preclude the use of IR-UV depletion spectroscopy for most conformers 

of this tyrosine-containing pentapeptides.  We apply a combination of all double-resonance and IR-

IR-UV hole-burning spectroscopic approaches to identify conformer-specific vibrational transitions 

that can be used for strict validation of the calculated structures.  The results, presented below, 
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allow for structural elucidation of the lowest-energy structures and provide hints for improving 

further calculations. 

5.2.2.  Experimental Results 

 Each conformer of all stereoisomers of [Ala2, Leu5]-Enkephalin1+ (figure 5.1) has the 

following vibrational transitions in the 3  spectral region: tyrosine O H, carboxylic acid O H, 

seven N H and thirty-one C H stretching vibrations, though the latter type of vibrations is rarely 

involved in the structural assignment because a typical peptide has a relatively high number of C H 

groups with approximately similar vibrational energies and weak absorption cross-sections.  Thus, 

only O H and N H stretches are relevant for structure elucidation. 

1.  [L-Ala2, L-Leu5]-Enkephalin1+ 

 Electronic spectra of singly protonated LALLE and Leu-Enkephalin in the gas-phase are 

nearly identical.38, 56  Given the high sensitivity of the electronic transitions to structural changes, 

one can assume that conformations of these two peptides are also similar.  Leu-Enkephalin was 

shown to have only one backbone orientation in the gas phase.56 

Figure 5.2 shows the IR-UV gain spectrum of LALLE isomer, measured previously in our 

laboratory.54  The exact number of the O H transitions in the spectrum is difficult to assess because 

the IR OPO power in the spectral region of interest has sharp dips due to the symmetric stretching 

vibration absorption of atmospheric water at 3657.1 cm-1,57 as well its corresponding ro-vibrational 

transitions.58  The spectrum contains, though, five intensive vibrational transitions in the free N H 

region and two broad N H transitions, overlapped with narrow C H transitions.  Together with the 

similarity of this peptide with Leu-Enk, the low number of vibrational transitions in the gain 

spectrum of LALLE suggests that only one major conformer is populated under our experimental 

conditions.  In order to verify this conclusion, an IR-UV hole-burning spectroscopy was employed.   

Figure 5.3 shows electronic spectra of cold and IR pre-heated LALLE (black and the red 

traces, respectively), measured between 35600 and 36000 cm-1 with IR OPO wavenumber fixed at 

3405.7 cm-1 (transition marked with red asterisk in figure 5.2).  As can be seen from figure 5.3, all 

intense electronic transitions are hole-burned simultaneously following the excitation of the 

vibrational transition at 3405.7 cm-1.  Given its extremely small width, this vibration is unlikely to 

be identical in all possible conformers of LALLE; thus all electronic transitions indeed belong to 

one major conformer in the gas phase, named LL-A in the further analysis. 
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Figure 5.2.  IR-UV gain spectrum of LALLE, adopted from Kopysov54.  Blue arrows mark 

vibrational transitions of the minor conformer LL-B.  Red and blue asterisks denote transitions 

used in IR-UV hole-burning experiments (figures 5.3 and 5.4, respectively). 
 

 

Figure 5.3.  IR-UV hole-burning spectroscopy of LALLE.  The black and the red traces correspond 

to UV spectra of cold and IR pre-heated LALLE, respectively.  UV laser energy was 2 mJ per pulse, 

step rate was 0.2 cm-1, each data point was averaged over 10 measurements, and the resulting 

spectra were averaged over 3 scans.  IR OPO wavenumber was fixed at 3405.7 cm-1(transition, 

marked with red asterisk in figure 5.2), energy was 8 mJ per pulse. 

37003600350034003300320031003000290028002700
Wavenumber, cm

-1

LL-B

Free NH COOH Tyr OHBound NH + CH

*

*

360003595035900358503580035750357003565035600
Wavenumber, cm-1

 



Chapter 5. Relevance of the Gas-Phase Studies to Biology 

 
128 

However, the data in figure 5.3 do not allow to unambiguously determine whether the small 

UV transitions between 35600 and 35680 cm-1 also belong to the conformer LL-A (hot bands) 

because of the low signal-to-noise ratio in this region.  Furthermore, the weak vibrational transitions 

in figure 5.2 can correspond either to the combination bands of the conformer LL-A, or they belong 

to some minor conformer LL-B.  In order to determine the origin of these transitions an IR-UV 

hole-burning spectroscopy between 35600 and 35700 cm-1 was employed (figure 5.4).  IR OPO 

wavenumber was fixed at the isolated peak centered at 3571.0 cm-1 (marked with blue asterisk in 

figure 5.2).  Excitation of this vibration does not deplete intense electronic transitions, thus it 

belongs to a different conformer with a band origin at 35603 cm-1.  All the electronic transitions of 

the conformer LL-B are labeled with vertical dashed blue lines in figure 5.4.  The weak transitions 

at 35663, 35669, 35677 and 35681 cm-1, marked by red asterisks are probably hot bands of the main 

conformer LL-A. 

 

Figure 5.4.  IR-UV hole-burning spectroscopy of LALLE.  The black and the blue traces 

correspond to the UV spectra of cold and IR pre-heated LALLE, respectively.  IR laser wavenumber 

was fixed at 3571.0 cm-1 (transition marked with blue asterisk in figure 5.2).  Vertical dashed blue 

lines denote transitions that belong to conformer LL-B.  Hot bands of conformer LL-A are marked 

with red asterisks 

 

 Unfortunately, small intensities of both electronic and vibrational transitions of the 

conformer LL-B do not allow measuring its conformer-specific spectrum.  Nevertheless, the fact 

that the vibrational transition at 3571 cm-1, corresponding to the carboxylic acid O H stretch 
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vibration, is observed only in the conformer LL-B suggests that the structures of these conformers 

differ significantly.  The relative intensities of the UV and IR transitions of the two conformers 

suggest that the relative population of the minor conformer LL-B is negligible and the conformer 

LL-A is dominant under our experimental conditions. 

2.  [D-Ala2, L-Leu5]-Enkephalin1+ 

 Figure 5.5 shows an IR-UV gain spectrum of DALLE.  The number of peaks clearly 

indicates the presence of at least two conformers under our experimental conditions, although, 

based on the relative intensities of the vibrational transitions, the second conformer is less populated 

(as in the case of LALLE).  The two conformers are referred to as DL-A and DL-B in the following 

analysis.

 

Figure 5.5.  IR-UV gain spectrum of DALLE, adopted from Kopysov54.  Red and blue arrows mark 

vibrational transitions used in IR-UV hole-burning experiments (figures 5.6 a and b, respectively). 

 

Figures 5.6 a and b show electronic spectra of DALLE at T = 6 K (black traces) and IR-UV 

hole-burning spectra recorded with IR OPO wavenumber fixed at 3411.2 cm-1 and 3466.5 cm-1 (red 

and blue traces, respectively).  

Comparison of these IR-UV hole-burning spectra indicates the presence of two different 

conformational families.  The band origin of conformer DL-B is centered at 35486 cm-1 and is blue-

shifted by  250 cm-1 with respect to the band origin of conformer DL-A (35238 cm-1).  All sharp 

37003600350034003300320031003000290028002700
Wavenumber, cm

-1



Chapter 5. Relevance of the Gas-Phase Studies to Biology 

 
130 

vibronic transitions in the electronic spectrum of DALLE are associated with one of the 

conformational families.  The band origin of DL-A exhibits almost 50% depletion after absorption 

of an IR photon.   

 

Figure 5.6.  IR-UV hole-burning spectroscopy of DALLE.  Black traces correspond to electronic 

spectra of cold ions, while red and blue traces correspond to the UV spectra of DALLE following 

IR excitation.  IR OPO wavenumber fixed at transitions marked with arrows of the corresponding 

color in figure 5.5: a) 3411.2 cm-1 and b) 3466.5 cm-1. 

 

Figures 5.7 and 5.8 show IR-UV depletion spectra of DL-A in 3 and 6 μm spectral regions, 

respectively, each averaged over two scans.  Depletion spectra allow identifying all vibrational 

transitions in the all-conformer gain spectrum (figure 5.5) that belong to the main conformer DL-A.  

Signal gain, observed in depletion spectrum of this conformer in 3 μm spectral region (figure 5.7), 

stems from the conformer DL-B (and from all other conformers, if any are present).  Both spectra 

were recorded with UV laser wavenumber fixed at 35238.6 cm-1, IR laser power was 1 mJ. 
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Figure 5.7.  Comparison of IR-UV gain (black trace) and depletion (red trace) spectra of the 

DALLE conformer DL-A in 3 μm spectral region.   

 

 

Figure 5.8.  Comparison of IR-UV gain (black trace) and depletion (red trace) spectra of the 

DALLE conformer DL-A in 6 μm spectral region. 
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Transitions in all-conformer gain spectrum that do not appear in depletion spectrum of 

conformer DL-A (marked with red vertical dashed lines in figure 5.7) might belong to more than 

one conformer.  Since the band origin of the conformer DL-B is not vibrationally resolved, it is 

impossible to apply IR-UV depletion spectroscopy to record conformer-specific vibrational 

spectrum of this conformer.  As was discussed in Chapters 3 and 4, IR-IR-UV hole-burning 

spectroscopy can be used instead (figure 5.9).  The blue and the red traces correspond to IR-UV 

gain and IR-IR-UV hole-burning spectra, recorded by monitoring the intensity of the tyrosine side-

chain loss fragment (m/z = 449.3 Da).  The black trace is generated as their difference and reflects 

all the vibrational transitions associated with the conformer DL-B (denoted by dashed vertical 

lines).   

 

Figure 5.9.  IR-IR-UV hole-burning spectroscopy of DALLE.  The blue and the red traces 

correspond to the IR-UV gain and IR-IR-UV hole-burning spectra of DALLE, measured with UV 

OPO wavenumber tuned to 35140 cm-1 and the Pump IR OPO wavenumber fixed at 3466.5 cm-1.  

The Probe IR OPO scanning rate was 0.05 cm-1 per step, each data point is averaged over 40 

measurements.  The black trace is generated as their difference and corresponds to the conformer-

specific vibrational spectrum of conformer DL-B.  Vertical dashed lines denote conformer-specific 

vibrational transitions of this conformer. 

 

 The vibrations that are unique for the conformer labeled by the pump IR laser can now be 

unambiguously assigned.  All transitions in the gain spectrum belong to at least one of the 
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conformers identified previously with IR-UV hole-burning spectroscopy.  It still remains 

challenging to identify transitions that belong to both conformers provided the small relative 

intensity of the conformers.  However, the IR-IR-UV hole-burning spectroscopy is the only 

technique for unambiguous assignment of conformer-specific transitions of the conformer DL-B. 

3.  Protonated [D-Ala2, D-Leu5]-Enkephalin 

Figure 5.10 shows an IR-UV gain spectrum of DADLE.  In contrast to the previous two 

isomers, LALLE and DALLE, the number of vibrational transitions observed for DADLE clearly 

indicates the presence of at least three highly abundant conformers in the gas-phase under the 

conditions of our experiment.  Given the highly congested electronic spectrum of this 

stereoisomer38 (black traces in figure 5.11), the use of IR-UV depletion spectroscopy is precluded 

and the IR-IR-UV hole-burning spectroscopy remains the only option for decomposing the all-

conformer gain spectrum into separate conformer-specific ones. 

 

Figure 5.10.  IR-UV gain spectrum of DADLE, adopted from Kopysov.54  Colored arrows mark 

transitions, used for IR-UV hole-burning experiments (see below). 

 

In order to apply IR-IR-UV hole-burning spectroscopy a well resolved and intense 

conformer-specific vibrational transitions are required.  Figure 5.11 shows IR-UV hole-burning 

spectra recorded with IR OPO wavenumber subsequently tuned to several vibrational transitions 

(marked with colored arrows in figure 5.10), centered at 3329.2, 3412, and 3468.1 cm-1.  The IR-
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UV hole-burning spectrum recorded with IR OPO wavelength fixed at 3329.2 cm-1 is clearly 

different from the ones two analogous spectra, whereas excitation of the other two transitions 

results in similar spectra of pre-heated ions because the band origins of the corresponding 

conformers are blue-shifted and overlap with the intense background.  Nevertheless, a close 

analysis reveals certain differences.  Conformer-specific electronic transitions, associated with 3412 

and 3468.1 cm-1 excitation are marked with asterisks in the corresponding spectra.  Therefore, at 

least three abundant conformers of DADLE are present in our experimental conditions.  In the 

following analysis we adopt the following notation of DADLE conformers: the conformers 

associated with vibrational transitions at 3329.2, 3413, and 3468.1 cm-1 are called DD-A, DD-B, 

and DD-C, respectively.  These transitions are conformer-specific, and can be used for an IR-IR-

UV hole-burning spectroscopy. 

 

Figure 5.11.  IR-UV hole-burning spectroscopy of DADLE.  Black traces are electronic spectra of 

cold DADLE, colored traces correspond to electronic spectra of IR pre-heated DADLE with IR 

OPO wavenumber fixed at a) 3329.2 cm-1, b) 3413 cm-1, and c) 3689.1 cm-1.  Asterisks mark 

conformer-specific electronic transitions for each conformer. 
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Figures 5.12-14 show the IR-IR-UV hole-burning spectra of DADLE conformers DD-A, 

DD-B, and DD-C, respectively.  The blue and the red traces correspond to the IR-UV gain and IR-

IR-UV hole-burning spectra, respectively, while the black trace is generated as their difference.  

The UV laser wavenumber in all experiments was fixed at 35370 cm-1. 

In contrast to the conformer-selective spectroscopy of the protonated amino acids 

tryptophan59 and histidine, the IR-UV gain spectrum of DADLE is far more congested.  It is thus 

important to keep the probe IR laser power constant.  The 3 μm spectral region was split into 

several parts and probe IR laser power was manually adjusted in each of them.  The spectra were 

recorded separately in each part and were combined as follows: the probe IR – UV gain signal was 

scaled to match different parts: .  The IR-IR-UV hole-burning signal consists 

of the constant background, , independent of the probe IR laser power, and gain from all other 

conformers, : .  Thus, the IR-IR-UV signal was scaled according to the 

following procedure: . 

 

Figure 5.12.  IR-IR-UV hole-burning spectroscopy of DADLE, measured with the pump IR OPO 

wavenumber fixed at 3329.2 cm-1 (DD-A).  Vertical dashed lines denote conformer-specific 

vibrational transitions of this conformer. 
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Figure 5.13.  IR-IR-UV hole-burning spectroscopy of DADLE, measured with the pump IR OPO 

wavenumber fixed at 3413 cm-1 (DD-B).  Vertical dashed lines denote conformer-specific 

vibrational transitions of this conformer. 

 

 

Figure 5.14.  IR-IR-UV hole-burning spectroscopy of DADLE, measured with the pump IR OPO 

wavenumber fixed at 3468.1 cm-1 (DD-C).  Vertical dashed lines denote conformer-specific 

vibrational transitions of this conformer. 

370036003500340033003200310030002900
Wavenumber, cm-1

IR-IR-UV hole-burning

IR-UV gain

Difference

*

36003500340033003200310030002900
Wavenumber, cm-1

IR-IR-UV hole-burning

IR-UV gain

Difference

*



Chapter 5. Relevance of the Gas-Phase Studies to Biology 

 
137 

Figure 5.15 shows all three conformer-specific spectra and the total IR-UV gain spectrum of 

DADLE.  All the main transitions in the IR-UV gain spectrum of DADLE do appear in one of the 

conformer-specific spectra, thus the presence of any other abundant conformer is unlikely.  Based 

on the conformational assignment, eight conformer-specific transitions were identified for both 

conformers DD-A and DD-C, and only seven for conformer DD-B.  Some of the transitions may 

belong to more than one conformer or might be difficult to assign due to their high width or low 

intensity and for more detailed assignment the comparison with calculations is required. 

 

Figure 5.15.  Comparison of the IR-UV gain spectrum of DADLE (black trace) with conformer-

specific vibrational spectra of its conformers DD-A (red trace), DD-B (green trace) and DD-C 

(blue trace).  Color-coded vertical dashed lines denote the conformer, to which different transitions 

belong. 

 

 To conclude the experimental part, one, two, and three conformers were identified and their 

conformer-specific vibrational spectra were recorded for LALLE, DALLE and DADLE, 

respectively.  These spectra now can be used for validation of their structures and comparison of the 

distance between the two chromophores predicted from FRET and calculated in the validated 

structures. 
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5.2.3.  Calculations 

1.  Methods 

 The structural calculations have been reported previously.38, 54  Herein the main steps are 

briefly described and the calculated spectra are compared to the experimental ones obtained in the 

present work.  A conformational search for the low-energy structures of singly protonated LALLE, 

DALLE, and DADLE peptides has been performed within the TINKER molecular modeling 

package60 using the OPLS-AA/L force field.61, 62  The search starts from the local minimization of 

an initial structure, which becomes the first local minimum in the search list.  The normal mode 

activation step is performed for each structure from the search list and, whenever a previously 

unknown minimum is located, it is added to the search list, if its energy falls within a 10 kcal/mol 

window with respect to the lowest-energy structure.  The convergence criterion for the local 

geometry minimization was set to 10-4 kcal/mol/ .   

 Quantum chemical calculations were performed in three steps.  First, all of the conformers 

of LALLE, DALLE, and DADLE within a 7.5 kcal/mol energy window (to sample structures from 

al conformational families) were optimized at the B3LYP/3-21G level with a convergence criterion 

10-3 a.u. for the largest component of the nuclear gradient.  Thus, after the first step one obtains 

more or less reliable geometries of 123, 781 and 873 conformers of LALLE, DALLE and DADLE, 

respectively, and their relative energies, which are, however, still not accurate enough.  At the next 

step a portion of these structures within a 7.5 kcal/mol energy window was re-optimized at the 

B3LYP-D/6-31G* level with a convergence criterion of 10-4 a.u., which resulted in 70, 44 and 62 

final structures of LALLE, DALLE and DADLE, respectively.  This level of theory should be 

sufficient to adequately describe peptide geometries and predict the relative energies of conformers 

with an error not exceeding 1 kcal/mol.63-66  Therefore, only the conformers within a 1 kcal/mol 

energy window were finally optimized at the B3LYP-D/6-31+G** level of theory with a 

convergence criterion of 10-5 a.u.  All the quantum chemical calculations were performed using the 

Firefly software package67.  

2.  General Notes Before Validating the Structures 

 The basic assumptions that justify the interest in the present study are summarized below: 

• for short peptides without proline amino acid the kinetic trapping is unlikely, therefore 

intrinsic structures do not resemble the ones in solution; 
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• all conformers, observed in the gas phase, result from the quick, non-adiabatic cooling of an 

ion ensemble at initial temperature below 600 K, therefore their energies are within  3 

kcal/mol window (see section 3.4.3); 

• the intrinsic structure of peptides, biologically active in hydrophobic environment, are likely 

to be similar to their native geometries. 

Therefore, the lowest-energy intrinsic structures should correspond to the major conformer 

in the gas phase.  Note, that the terms “major” and “minor” referred to a conformer are used to 

account for relative intensity of either electronic or vibrational transitions, specific for the particular 

structure, rather than the actual relative population of ions.  Intensities of optical transitions in 

action spectroscopy and relative populations, though, are not directly related for several possible 

reasons, e.g., conformer-specific fragmentation yield.  Furthermore, because electronic spectra are 

congested, the intensities of vibrational transitions in the gain spectra are used to assess the relative 

populations.  However, intensity of the UV spectrum of IR-preheated ions is a non-uniform 

function of UV wavelength (see, for example, figures 5.3, 5.6 and 5.11).  Therefore, UV 

wavelength-dependence of IR-UV gain spectroscopy (namely, the offset from the band origins) 

may not allow for an unambiguous assignment of the most intense vibrational transitions to the 

most populated lowest-energy conformer. 

3.  Validation of the Calculated Intrinsic Structures 

 Figure 5.16 shows the lowest-energy conformers of LALLE, DALLE, and DADLE, 

respectively.  These structures are suggested to have the highest population in the gas-phase and 

their structures are determined by intramolecular interactions without the influence of the solvent, 

similarly to the hydrophobic environment. 

 Figure 5.17 shows the vibrational spectra of all conformers, found herein.  The calculated 

vibrational spectra of the lowest energy structures are shown as vertical red lines and are overlapped 

with the best-matching experimental spectrum of the corresponding stereoisomer. 

As can be seen from figure 5.17, the calculated vibrational spectra match well one of the 

conformer-specific spectra for each stereoisomer.  Only one conformer of LALLE was detected and 

its structure has been assigned.  In cases DALLE and DADLE the lowest-energy geometries 

correspond to the conformers, which electronic spectra are the most blue-shifted, therefore the 

relative input of these conformers in the IR-UV gain spectra might be underestimated. 
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Figure 5.16.  Structures of the lowest-energy conformers of [Ala2, Leu5]-enkephalin stereoisomers. 

 

Figure 5.17.  Comparison of experimental conformer-specific vibrational spectra with ones 

calculated for the lowest-energy structures (figure 5.16). 
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Only the spectra of structures with relative energies within 1 kcal/mol window were 

calculated (3-5 structures for each stereoisomer).  As was discussed before, this might not be 

enough to find all gas-phase structures, present in the gas-phase.  Therefore, the origin and 

structural properties of higher-energy conformers of DALLE and DADLE remain unclear and 

require further computational effort. 

5.2.4. Correlation between CIS and FRET 

 The distances between chromophores in the validated lowest-energy structure of LALLE 

and presumably lowest-energy structure of DADLE are indeed in a good agreement with FRET 

experiments.  For LALLE FRET predicted an average distance ,38 while the 

calculated structure has the distance 11.62 .  An average distance between DADLE structures 

yields ,38 while in the theoretically calculated geometry this distance is 4.96 .   

In contrast, The DALLE isomer was predicted to have three distinct conformational families 

with  9.6, 10.4 and 11.2 , similar to LALLE.  Experimental data, provided herein, show that 

this stereoisomer has the structure, which resembles more the one of DADLE, rather than LALLE.  

However, given some ambiguity in assignment of the found DALLE structure to the most abundant 

conformer, elucidating all structures of this stereoisomer in the gas-phase could explain the 

observed discrepancy.  Another evidence, supporting the assignment of DL-B to the major 

conformer, is that both distances between chromophore rings and positions of the band origins are 

very similar. 

5.2.5.  Summary 

We have applied IR-UV gain, depletion, hole-burning, and IR-IR-UV hole-burning cold on 

spectroscopic techniques to obtain conformer-specific vibrational spectra of all highly-abundant 

intrinsic conformers of three stereoisomers of the opioid peptide Leu-Enkephalin analogues.  They 

allow for a direct comparison of the previously calculated harmonic vibrational spectra to the 

experimental ones.  For each stereoisomer one structure was identified within the 1 kcal/mol energy 

range.  The verified structures are the lowest-energy ones, which is consistent with previous 

considerations regarding the fast, non-adiabatic collisional cooling of the thermalized ion ensemble.  

The inconsistency between the relative populations of the lowest and higher-energy conformers 

estimated from the relative intensities of IR transitions in the all-conformer IR-UV gain spectrum is 

explained by the different energy gap between the band origins of each conformer and the UV 

excitation energy, used in these experiments. 
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The distances between the Tyr and Phe aromatic rings were calculated for each validated 

structure.  They are in a good agreement with the expected properties of these biological molecules 

estimated from the gas-phase FRET measurements, especially in cases of LALLE and DADLE.  

This observation implies that the gas-phase FRET is, indeed, a useful experimental technique for 

finding structural constraints.  The interchromophore distances of LALLE and DADLE show also a 

reasonable match with the efficiencies of these peptide drugs in vivo.  So far, enough evidence has 

been collected indicating that the vacuum and hydrophobic environments induce similar structural 

motifs in these short linear peptides. 

The next step for a more stringent validation of this suggestion is comparing directly the 

identified intrinsic structures with the ones found in native conditions, which, however, have not 

been reported so far. 

5.3.  Cold Ion Spectroscopy of Neurokinin A 

In the following section we investigate a doubly protonated neurokinin A (NKA) using IR-

UV double resonance cold ion spectroscopy and find only five conformers of this decapeptide in the 

gas phase.  In hydrophobic micelles NKA also adopts a few well-defined structures.  In contrast, 

NMR data show that in aqueous solutions, NKA exhibits high conformational heterogeneity.  Do 

the gas-phase structures of NKA resemble the native structures in a hydrophobic environment?  The 

IR spectra, reported herein, allow for the validation of future structural calculations that may answer 

this question. 

5.3.1. Introduction 

 The three-dimensional (3D) structure of a decapeptide neurokinin A (NKA) in 

dodecylphosphocholine (DPC) micelles has been solved by NMR (figure 5.18).68  In this 

hydrophobic environment, which mimics the lipid bilayer, NKA adopts biologically relevant 

structural motif typical for the receptor-selective agonists.69  NKA (HKTDSFVGLM-NH2) belongs 

to the tachykinin family of neuropeptides, distributed in the central and peripheral nervous systems.  

NKA and its N-terminally extended mutants have been identified as very potent 

bronchoconstrictors70 and have been implicated as important mediators of inflammatory lung 

disorders, such as asthma.71  There is, therefore, a considerable interest in the structures of these 

peptides, which are potential targets for drug design, especially in the development of novel 

antiasthmatics. 
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 Tachykinin peptides are characterized by a common C-terminal sequence, Phe-X-Gly-Leu-

Met-NH2, where X represents either an aromatic (Phe, Tyr) or a branched aliphatic (Val, Ile) amino 

acid (figure 5.18).  The C-terminal region, the message domain, is considered to be responsible for 

activating the receptor.  The divergent N-terminal region, the address domain, varies in amino acid 

sequence and length and is postulated to play a key role in determining the receptor subtype 

specificity.72  The wide range of physiological activity of tachykinins has been attributed to the 

conformational flexibility of these short, linear peptides.73  There are no discernible trends in the 

conformation of the N-terminal address domains of these peptides.  However, the C-terminal 

message domains are similar in each case.  In general, the message domain undergoes 

conformational averaging in aqueous environments,74, 75 while in a hydrophobic environment the 

message domain assumes helical conformations72, 74, 76-78 or exists as a series of turns in dynamic 

equilibrium.75 

 

Figure 5.18.  Structure of NKA in DPC micelles determined by NMR spectroscopy (PDB ID 

1N6T).68  The pH=5 of the aqueous solution is identical to that in our experiments, in which almost 

all the peptides are doubly protonated.  Note, that the two protons, which are bound to the micelles, 

and the C-terminal amine group are not shown in the figure. 

  

As the first step towards solving the gas-phase structure of this ligand, herein is reported UV 

and IR spectroscopy of cold doubly protonated NKA2+.  Three types of IR-UV double resonance 
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spectroscopy were employed to identify all of the highly abundant conformers of NKA2+ that are 

present under our experimental conditions and to assign their individual vibrational fingerprints. 

5.3.2. Experimental results 

1.  Photofragmentation Mass Spectrum of NKA2+ 

Figure 5.19 shows a UV photofragmentation mass spectrum for NKA2+ (m/z=567.7 Th).  

UV laser wavenumber is fixed at 37431 cm-1.  The lightest of the detected fragments corresponds to 

the side chain loss of the Phe residue, which is a well-known prompt fragmentation channel specific 

to the electronic excitation of aromatic amino acids.79-83  The two most abundant fragments 

correspond to the loss of neutrals with the masses of 17, 18, and 45 Da, corresponding to the loss of 

NH3 (ammonia) from the Lys side chain, H2O loss from Asp or Ser side chains, and COOH loss 

from Asp side chain, respectively.84  The peak near 552 Th might correspond to [b5 – NH3]1+ or [b5 

– H2O]1+ fragment. 

 

Figure 5.19.  UV-induced photofragmentation mass spectrum of doubly protonated [NKA+2H]2+.  

The rising edge of the largely prevailing parent ion (m/z=567.7 Th) is visible on the right.  

 

2. UV Photofragmentation Spectroscopy of NKA2+ 

Figures 5.20a and b show the UV photo fragmentation spectra of NKA2+, measured for the 

ions electrosprayed from water and from methanol solutions, respectively.  The spectra exhibit no 

noticeable difference, although there is a substantial structural difference of NKA in the two 

solvents, as revealed by NMR.85  The observed identity of the spectra, measured for the gas-phase 

ions that originate from different solution structures, indicates that the intrinsic structure of NKA2+ 

must differ from its solution geometries. 
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The spectra exhibit several sharp vibronic transitions, some of which are baseline-resolved 

(or almost resolved).  UV spectra are, usually, very sensitive to the finer geometry changes in 

molecules.  The relatively low congestion in the UV spectra of a molecule as large as NKA 

suggests that under the conditions of our experiment the high number of conformers for this peptide 

is very unlikely. 

 

Figure 5.20.  UV photofragmentation spectra of doubly protonated NKA electrosprayed from (a) 

pure water and (b) pure methanol with 1% of acetic acid.  The spectra were measured by detecting 

all fragments within the 540 to 556 Th window of m/z.  The transitions, used for IR-UV depletion 

spectroscopy (see figure 5.21), are labeled by capital letters. 

  

3.  IR-UV Double-Resonance Spectroscopy of NKA2+ 

Observation of sharp peaks in the electronic spectrum of NKA2+ allows us to perform an IR-

UV double resonance vibrational spectroscopy of this peptide.  Figure 5.21a displays an IR gain 

spectrum of NKA2+, measured with the UV laser tuned to the red from the UV band origin.  The 

spectrum contains IR transitions of all the conformers that are highly abundant under the 

experimental cooling conditions (collisional cooling rate and trap temperature).  Similar to the UV 

photofragmentation spectrum, the IR gain spectrum of NKA2+ also exhibits many vibrationally 
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resolved transitions.  These two facts prompt us to conclude that NKA2+ in the gas phase does not 

exhibit the high conformational heterogeneity, observed for tachykinin peptides in aqueous solution 

by NMR and circular dichroism.75, 85, 86  

 

Figure 5.21.  (a) IR gain spectrum, measured as the increase of UV fragmentation yield as a 

function of IR OPO wavenumber.  (b)-(f)  IR depletion spectra measured at five different 

wavenumbers of the UV laser (shown in cm-1 below the depletion traces); each data point of the 

spectra is generated as a ratio of the UV fragmentation yield measured with and without an IR 

OPO pulse.  The spectra (b) to (f) belong to conformers I to V, respectively. The peaks, labeled by 

numbers I to V, were used in the hole-burning experiments (figures 5.22 and 5.23). 
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Based on the available spectroscopic data for peptides, the three highest wavenumber peaks 

at 3664.5 cm-1, 3637 cm-1, and 3573 cm-1 can be tentatively assigned to the alcohol O H stretches of 

either Thr or Ser residues or, else, to the carboxylic acid O H stretch of Asp residue.87  The 

remaining sharp peaks, some of which stick out of the broad absorption bands, are largely due to the 

N H stretch vibrations with possible contribution from hydrogen bound O H stretches, although in 

this experiment they cannot be unambiguously assigned to specific residues.  The broad absorption 

band centred at 3300 cm-1 is typical for overlapped N H stretches with hydrogen atoms involved in 

non-covalent bindings.  The two overlapped broad bands centred at 3100 cm-1 and 2950 cm-1 are, 

typically, due to the N H stretch vibrations of protonated amide groups and C H stretches, 

respectively.59  

 Figures 5.21b-f show five IR-UV depletion spectra of NKA2+, measured with the UV laser 

tuned to five different sharp peaks labeled in figure 5.20 as A, B, C, D, and E, respectively.  A close 

inspection of the depletion spectra reveals that they all differ in positions of well-resolved sharp 

peaks.  This observation suggests a co-existence of five distinct conformers, whose IR spectra are 

distinguishable in the studied IR spectral range with ∼2 cm-1 spectral resolution of our IR OPO.  

The fact that the five measured depletion spectra contain all major resolved peaks of the gain 

spectrum implies that these conformers are, likely, the only ones that are highly abundant under the 

conditions of our experiment.  It still remains possible that some of the conformers are, actually, 

families of similar conformers, which cannot be distinguished by their IR spectra. 

4.  IR-UV Hole-Burning Spectroscopy of NKA2+ 

To confirm our conformational identifications, we finally performed IR-UV hole-burning 

spectroscopy of NKA2+.  Figure 5.22 shows IR depletion spectra of five NKA2+ conformers in the 

3400-3700 cm-1 spectral region, where vibrational transitions are well resolved.  For each of the five 

conformers, except the conformer IV, we have chosen a unique vibrational transition, labeled in 

figure 5.22 with the corresponding numbers.  All well-resolved vibrational transitions of the 

conformer IV strongly overlap with transitions of other conformers.  We, therefore, recorded the 

IR-UV hole-burning spectra of these conformers while exciting the transition that belongs to both 

conformers I and IV.  Provided that we have already identified all of the UV peaks, associated with 

conformer I, we may assume that the additionally removed electronic transitions belong to the 

conformer IV.  The corresponding hole-burning spectra are shown in figure 5.23.   
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Figure 5.22.  Unique vibrational peaks of each conformer, used for IR-UV hole-burning 

spectroscopy. 

 

Figure 5.23.  IR-UV “hole-burning” spectra of NKA.  (a)-(e) correspond to IR laser wavenumber 

fixed at vibrational transitions, marked I – V in figure 5.24, respectively. 
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Figure 5.24 shows the resulting conformational assignment of the resolved UV transitions.  

Essentially, all sharp peaks in the spectrum have been assigned to one of the five conformers, 

identified by IR gain and depletion spectroscopy.  The assignment confirms that, under the 

conditions of our experiment, NKA2+ populates only five substantially different conformational 

states, which differ in their IR spectra. 

 

 

Figure 5.24.  Color-coded assignment of UV transitions in doubly protonated NKA to the detected 

conformers I-V. The assignment is based on IR-UV hole burning spectra (figure 5.23).  The 

vibronic S1  S0 transitions of the 14.2 cm-1 progression in conformer I are labeled by vibrational 

quantum numbers. 

 

In general, one may expect a reduction of conformational heterogeneity upon desolvation of 

a peptide, which should be stabilized by additional intramolecular hydrogen bonds.  For NKA, 

which contains an intrinsically disordered fragment, this reduction is, indeed, drastic.  More rigid 

peptides may exhibit identical numbers of conformers in the gas phase and in solution, however.  
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Three gas-phase conformers were spectroscopically revealed, for instance, for doubly charged 

gramicidin S, which is a rigid cyclic peptide of the same size as NKA.3, 4  The IR spectra of 

gramicidin S, which was complexed with up to 15 water molecules and cooled to  12 K 

remained vibrationally resolved, suggesting yet a low number of conformers in such microsolvated 

environment.  The fact that NMR study was able to solve the structure of this peptide in aqueous 

solution implies a low number of (similar) conformers of this peptide in vitro even at room 

temperature.88  Moreover, apart from minor details, the solution and the gas-phase structures of 

gramicidin S appeared identical.  Our study provides evidence that this is not the case for NKA, for 

which we expect a resemblance of the gas-phase and the “hydrophobic” structures instead.  

 Our analysis of the UV spectra in figure 5.24 reveals a 14.2  cm-1 vibrational progression 

that belongs to the NKA2+ conformer I.  We have used the intensities of the transitions in this 

progression to estimate the vibrational temperature of the cold peptides, Tvib, from the following 

expression: 

    (Eq. 5.1) 

where ν=14.2 cm-1 is the wavenumber of the progression,  and  are intensities of the hot 

band and the  vibronic transition in the observed progression, respectively. The equation (1) 

with the data in figure 5.24 gives Tvib ∼ 15 K. 

5.3.4.  Summary 

We have employed gain, depletion, and hole-burning IR-UV double resonance techniques to 

identify all major conformers of doubly protonated peptide neurokinin A in the gas phase and to 

measure their vibrational spectra.  This peptide ligand, which exhibits high conformational 

heterogeneity in aqueous and methanol solutions, becomes structurally determined when it 

performs its biological function by docking into the hydrophobic pocket of the NK2 receptor 

protein.  Our spectra of NKA2+, electrosprayed from water, water/methanol and pure methanol, 

suggest a low conformational heterogeneity of this peptide in the gas phase: we found only five 

highly abundant conformers of NKA under the cooling conditions of our experiment.  This 

observation suggests that the gas phase structures are unlikely to resemble the structures of NKA in 

aqueous or methanol solutions.  Whether the gas-phase geometries resemble or differ from the 

known “hydrophobic” one (figure 5.18), is a subject of the future structural calculations, which are 

challenging for molecules of this size.  Finding structural similarities between the intrinsic and “in-

micelles” geometries would support the proposed practical relevance of the gas-phase spectroscopy 
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to the characterization of “hydrophobically active” biomolecules and would allow assessment of its 

limitations.  The conformer-selective IR spectra, measured herein, are now available for validation 

of calculated gas-phase structures of doubly protonated decapeptide neurokinin A. 

5.4.  Conclusions 

 The relevance of the gas-phase structures to the native ones in vivo remains still one of the 

main questions of structural biology.  The structures of small biomolecular ions (i.e., amino acids) 

in the gas-phase are drastically different from the ones in solution, mainly because of the different 

charge state.  Furthermore, removing the solvent shell from the peptidic ion would, most probably, 

change its conformation and the intrinsic structure will be determined only by intramolecular 

interactions. 

 Kinetic trapping is a holy grail of the gas-phase structural studies.  If, following the transfer 

to the gas-phase, energy barrier between structures is higher compared to the internal energy of 

ions, there is a good chance to observe the structures that are far above the energy minimum in the 

gas phase.  Such examples were demonstrated by ion mobility experiments for Pro-containing 

peptides.  In most other cases observation of many conformers of peptide ions in the gas-phase is 

likely explained by a rapid non-adiabatic cooling. 

 Therefore, it was proposed that the peptides that are biologically active in hydrophobic 

environment have native structures that are formed in the absence of solvent and might resemble 

intrinsic ones.  The data, provided in this study, suggests that this scenario is possible.  Short opioid 

pentapeptides have intrinsic structures that correlate with their pharmacological activity in vivo.  In 

addition, it was shown that a ten amino acid intrinsically disordered peptide in the gas phase is 

unlikely to resemble itself in aqueous solution.  The firm answers to the important questions that 

were posed above require more effort, mostly computational, though the data provided herein 

allows unambiguous validation of the calculations.  
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Chapter 6 

 

 

Vibrational energy relaxation via collisions of biomolecular ions with neutral molecules at 

low internal energies is a poorly studied field. In this chapter we apply cold ion spectroscopy to 

evaluate cooling dynamics of an ion ensemble, pre-heated with an IR laser pulse.  Following an 

introduction section, an estimation of the ion-molecule collision rate in our trap is presented.  Next, 

experimental approach is described and the obtained spectroscopic data are shown.  Finally, 

quantitative estimations of the cooling efficiency are discussed. 

6.1.  Introduction 

The relevance of the gas-phase studies for biology was discussed in previous chapter.  The 

possibility to preserve some elements of the 3D structure of biomolecular ions after transferring 

them from solution to the gas phase allows one to study a bare object without the influence of the 

solvent and draw some conclusions about its structural features in condensed phase.  Many 

biological ions were shown to adopt “kinetically trapped” conformations, relaxing to lower-energy 

states upon extensive activation.1  Obviously, the relative populations of kinetically trapped 

conformations depend crucially on the cooling rate.  Collisional cooling occurs on the timescales 

faster than conformational relaxation rates.2, 3  Controlling the cooling rate allows one to switch 

from adiabatic to non-adiabatic cooling regimes and control isomerisation process.  Therefore, the 

deeper understanding of the cooling constraints may shed more light on the kinetic trapping 

mechanism and relation between gas-phase and solution conformations of biomolecular ions. 

Ion-molecules reactions at very low temperatures are also of fundamental interest because at 

total energies close to zero the reaction barriers are lower compared to neutral-neutral reactions and 

the outcome of a collision depends significantly on the excitation of even the lowest states of the 

reactants.  Another consequence of low-energy collisions is that for systems even as large as a few 

Collisional Cooling Efficiency 



Chapter 6.  Collisional Cooling Efficiency  

 

 
158 

atoms, intermediates with very long lifetimes can be formed; this can lead to improbable processes 

such as tunnelling or radiative association.4  Understanding the mechanisms that govern energy 

flow at low temperatures is crucial for gas-phase chemistry at low temperatures and may shed light 

on chemical reactions in space.4, 5 

On the other hand, cooling in the cold gas bath allows vibrational resolution for cold ion 

spectroscopy, and even rotational resolution in small systems.6  Collisional vibrational energy 

deactivation of biological ions, stored and cooled in multipole ion traps filled with cold buffer gas, 

quenches statistical fragmentation and, hence, increases the sensitivity of CIS. 

The idea to use energy loss of ions to determine their physical properties was postulated 

more then 100 years ago by Niels Bohr.7  However, the first application of this idea to biomolecular 

ions in the gas phase was described by Covey and Douglas in 1993,8 who used simple elastic 

collision model to quantify an average translational energy loss and find collisional cross sections 

of protein ions. 

The mechanism of the internal energy transfer in molecular collisions was published 80 

years ago by Landau and Teller9 and still remains the most basic theory of vibrational relaxation, 

known as Landau-Teller (LT) theory.  It explained the reasons for the low rate of the vibrational-

translational energy exchange in diatomic gases, which, among other effects, manifests itself in 

ultrasonic dispersion.  LT theory determined the temperature dependence of vibrational state-to-

state rate coefficients, set up kinetic equations for the population of molecular states, and provided 

the relaxation equation for the average vibrational energy of the molecular ensemble.  The results of 

LT theory referred to collinear collisions.  Besides, the model was restricted to situations when the 

vibrational quantum  of the harmonic molecular oscillator was much smaller compared to . 

Schwartz, Slawsky, and Herzfeld10 were the first who attempted to relax the condition  

.  The ultimate result of their work is known as the SSH theory.10, 11  The LT theory 

has experienced several other generalizations and extensions.  The review on its revolution can be 

found in ref 11.   

The LT theory predicts that the probability of the energy transfer to or from a harmonic 

oscillator of a level  per collision, , is represented by , where  is the 

vibrational energy transferred from a target molecule to the relative translational motion between 

the two molecules and  is a constant.  Experimental results on collisional deactivation of 

vibrationally excited diatomic molecules perfectly fit to this model.12 
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Regarding the polyatomic molecules, the statistical treatment was developed to model the 

evolution of the energy distribution function.13 Forst and Bhattacharjee developed predictive ab 

initio model for vibrational energy transfer in ion-molecule collisions, based on the energy 

redistribution during short-lived ion-molecule complex.14, 15  These models were applied to evaluate 

energy transfer in highly excited polyatomics.16-18 

In the present work we studied vibrational energy deactivation of biomolecular ions as large 

as a decapeptide.  Herein, we study energy transfer from vibrationally excited polyatomic ion and 

suggest several spectroscopic probes to do so.  First of all, we estimate the average time between 

two subsequent ion-atom collisions in our ion trap.  Next, we describe the experimental approach, 

in which the ions are prepared in a well-defined energetic state and their cooling dynamics is 

monitored.  This allows determining the time required to relax the known vibrational energy of 

ions.  Together with the estimated time between collisions, this allows for a rough estimate of the 

average energy taken away per collision.  Though the theoretical model that would fit the 

experimental data has not yet been found, the simple statistical models are discussed herein. 

6.2.  Average Time Between Subsequent Ion-Neutral Collisions 

 The collisional deactivation speed depends on the collision frequency and the average 

energy, transferred from warm ions to cold He atoms per collision.  The latter is a function of the 

internal energy of an ion and various forms of this dependence will be discussed (see Section 6.4).  

In this section, an average time between two subsequent collisions of ion and buffer gas atoms is 

estimated. 

6.2.1.  Collision Rate of the Trapped Ions with the Buffer Gas Atoms 

The ions and buffer gas atoms in the trap can be considered as a mixture of two gases with 

concentrations  and , radii  and , and mean velocities  and .  Kinetic theory of gases 

predicts the following expressions for collision rates  ( ) for each gas (taking into 

account Maxwell distribution of velocities)19: 

    (Eq. 6.1) 

where and  are the collisional cross-sections.  In the following analysis all 

quantities related to biomolecular ions and buffer gas atoms are denoted by indexes 1 and 2, 

respectively. 



Chapter 6.  Collisional Cooling Efficiency  

 

 
160 

The first term in eq. 6.1 describes the collision rate of particles of the same gas, while the 

second term stands for the collisions of particles of different gases.  Since the concentration of ions 

in the trap is negligible compared to the one of the buffer gas, we can neglect interaction of ions 

with each other.  Furthermore, typical biomolecular ions are much larger compared to the buffer gas 

atoms in terms of both mass and size (here, for example, we study doubly-protonated gramicidin S 

ions (M = 1141 g/mole, ) and He buffer gas (M = 4 g/mole, r = 6.3 )), we thus 

can assume , , and .  Therefore, equation 6.1 reduces to the following 

expression: 

      (Eq. 6.2) 

where  is a collisional cross section of the ion.  Finally, since at the thermal equilibrium 

, the collision rate of the trapped ions with He buffer gas is: 

     (Eq. 6.3) 

Note, that the same result can be obtained if one assumes that ions are fixed spheres, while 

He atoms collide with their surface as with the vessel walls, with collision rate , 

where  is the area of the ion surface. 

The mean velocity of the He buffer gas at a given temperature of the trap, , is calculated 

as follows: 

 m/s,   (Eq. 6.4) 

where  is the universal gas constant and  is the molar mass of helium.  (At the temperature of 

the trap , equation 6.4 gives  m/s.)  The ion-atom collision rate at the 

given He buffer gas concentration , trap temperature , and a collisional cross section of an 

ion , can be calculated numerically as follows: 

   (Eq. 6.5) 

where collisional cross section  is measured in  and He buffer gas concentration, , is 

measured in . For the temperature of the cold ion trap in our setup,  = 6 K, equation 6.5 can 

be reduced to: 

               (Eq. 6.6) 
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 In each machine cycle He buffer gas is injected into the trap during the short pulse and is 

being pumped out into the surrounding chamber.  Hence, concentration of the buffer gas and 

collision rate change during the cycle.  Therefore, for further analysis one needs to find time-

dependence of He buffer gas concentration in the octupole ion trap, .  Section 6.2.2 provides 

numerical estimation of the number of He atoms injected in the trap in each cycle, while section 

6.2.3 describes the dynamics of He flow out of the trap into the surrounding chamber. 

6.2.2.  Number of Helium Atoms Injected in the Trap per Cycle 

Method 1.  Pumping Speed-based Estimation 

He buffer gas is injected into the cold ion trap ( ) through a pulsed valve at 

the repetition rate .  Let  be the number of He atoms injected in the trap in each cycle.  

He gas is pumped out from the trap into the surrounding vacuum chamber ( ) 

pumped by the Turbo drag Pump TMU 521 (Pfeiffer), with pumping speed  for He 

gas, therefore the helium concentration decreases exponentially with time constant .  Collisions 

of He atoms with the vacuum chamber walls heat them to room temperature after several collisions.  

Average pressure in the chamber during the operation in  cycle equals to 

.  During the operation, He concentration reaches quasi equilibrium, and the number of 

molecules injected in the trap is equal to the number of molecules pumped away for each cycle, 

thus: 

   (Eq. 6.7) 

For a more precise estimation one must also take into account the neighbouring chambers, 

where the pressure also increases due to He injection (see section 2.1.3).   The second quadrupole 

mass filter is pumped by TurboDrag Pump TMU 261 (Pfeiffer), with pumping speed for He 

, ; the octupole ion guide and the interface for Orbitrap are 

both pumped by TurboDrag Pump TMU 071P (Pfeiffer), with pumping speed for He 

, the typical pressures are  and , respectively.  

This correction changes the result by approximately : 

     (Eq. 6.8) 
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Method 2.  Direct Estimation. 

Another way to determine  is a direct measurement of the gas flow from the valve.  In this 

experiment we create initial pressure  in the 8.5 m long pipe with an inner diameter of 

, connecting He reservoir with the valve.  The volume of the pipe is .  At 

the normal operating conditions the pressure reduces by  in about 40 minutes.  We, 

thus, can estimate  from the following equation: 

   (Eq. 6.9) 

All estimations give approximately the same result.  We will thus assume  in 

the following analysis. 

6.2.3.  Helium Flow Dynamics 

Theoretical Estimation of the Characteristic Flow Times for He 

He atoms escape the cold ion trap through two electrostatic lenses with inner diameter 

 and length  mm.  Once injected into the trap the number of buffer gas atoms 

should decrease exponentially20 with a characteristic time :  

      (Eq. 6.10) 

The characteristic time, , is determined as the ratio of the vessel volume and 

conductance of the tubes, Q: 

     (Eq. 6.11) 

The conductance through a short tube, Q, depends on the gas flow regime, which, in turn, 

depends on the relative value of the mean free path and the characteristic size of the orifices.  The 

minimum mean free path of He, , is at the highest He concentration, , that is, immediately 

after the injection: 

 ,    (Eq. 6.12) 

,    (Eq. 6.13) 

where  is the Van-der-Waals radius of He atom.  The Knudsen number is 

, which corresponds to the Molecular Flow Regime.  Therefore, the conductance for 

the short tube,  is21: 
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     (Eq. 6.14) 

where  is the transmission probability (  for a tube with  21) and  is the 

conductance of the orifice: 

      (Eq. 6.15) 

where  is the area of the orifice and  is a mean velocity of He atoms at .  Therefore, the 

characteristic escape time through the two end caps, , is: 

  (Eq. 6.16) 

 This estimation has to be verified experimentally.  The following subsection describes the 

method for evaluating the characteristic escape times in our setup. 

Experimental Measurement of Characteristic Times of He Flow from the Trap 

He flow out of the trap increases the pressure in the chamber, and is then pumped away by a 

turbomolecular pump.  The time-dependence of the pressure in the vacuum chamber, surrounding 

the trap, can be measured directly.  In order to determine the time constant  this time-

dependence at different temperatures of the trap was measured with He gas being injected at  

frequency (figure 6.1). 

 

Figure 6.1.  Time-dependence of the He buffer gas pressure in the surrounding chamber, measured 

in 1 Hz cycle. 
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The rapid rise of the pressure in the beginning of each cycle corresponds to the relatively 

fast He escape from the trap, while the following decrease is determined by the pumping speed of 

the turbomolecular pump.  The rising edge of the curves at high temperature is limited by 9 ms 

resolution of the pressure gauge.  The theoretical pumping rate is defined by the following formula: 

    (Eq. 6.17) 

where  is the pumping speed and  is the volume of the chamber.  Thus the characteristic time for 

the pumping process is: 

    (Eq. 6.18) 

For the times  one can neglect the number of atoms pumped away by the pump, 

and assume that the number of He atoms in the chamber increases by the number of He atoms, that 

have left the trap: 

   (Eq. 6.19) 

Thus, while , the concentration of He atoms in the chamber increases linearly: 

    (Eq. 6.20) 

The pressure in the chamber can thus be approximated by the following linear expression: 

  (Eq. 6.21)  

where  is a residual pressure in the chamber.   can now be calculated as: 

     (Eq. 6.22) 

where B is the coefficient of the linear function, fitting the initial parts of pressure dependencies.  

Figure 6.2 shows the resulting linear fits with a functions of the  type. 

The pressure of the He buffer gas depends on the duration of the valve opening, which is 

determined by the length of the corresponding electrical pulse, applied to it.  The measurements of 

the pressure in the chamber were performed with 150 μs long pulse, while the experiments with 

collisional cooling were performed with 145 μs long pulse.  The shorter valve opening results in a 

4-fold decrease of the pressure in the chamber.  On the other hand, the pressure gauge is calibrated 

for N2 gas, therefore the actual pressure for He corresponds to the measured pressure, multiplied by 

a factor of 5.9.  



Chapter 6.  Collisional Cooling Efficiency  

 

 
165 

 

Figure 6.2.  Linear fits of pressure time-dependencies (the data shown only includes pressure 

measured at small tempretures). 

 

After applying these corrections, the B coefficient for He gas at  is 

.  Substituting this value into Eq. 6.22 one can find an experimental characteristic time 

for He atoms exiting the trap: 

   (Eq. 6.23) 

This experimental result differs from the theoretical prediction ( , Eq. 6.16) 

by an order of magnitude.  Furthermore, the time constant for the pumping process, derived from 

approximating the tail of the pressure dependence with the exponential decay, is 

, which is 5 times higher, compared to the theoretical estimation ( , Eq. 

6.18).  These discrepancies, though, vanish at room temperature: the observed values 

 and  are close to theoretical estimations!  The 

origin of these effects should stem from the low temperatures.  Next section provides a likely 

explanation. 
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6.3.4.  Helium Freezing 

In order to find the reason of the abovementioned discrepancies between theoretical and 

experimental estimations of the characteristic escape times of He gas from the trap and the vacuum 

chamber, the temperature dependencies of the experimental characteristic escape time  and 

pumping time  were investigated in more details.  Figure 6.3 shows the  and 

 functions in temperature intervals .  

 

Figure 6.3. Temperature dependence of  and , obtained from the experimental 

measurement of the pressure in the chamber. 

 

These temperature dependencies clearly indicate that below 10 K the characteristic times 

begin to increase, which suggests the occurrence of the temperature dependent phenomenon.  

Indeed, at temperatures below 10 K He atoms adsorb on the walls of the cold trap.22  Figure 6.4 

schematically shows the He gas flow between number of ions, frozen at the walls, , stored in the 

trap, , and atoms that left the trap . 
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Figure 6.4.  Schematic representation of the He flow between the trap volume, trap walls, and the 

vacuum chamber. 

 

The gas flow, depicted schematically in figure 6.4, can be described quantitatively by a 

system of differential equations: 

   (Eq. 6.24) 

Obviously, the number of He atoms injected in the trap is equal to the number of atoms that 

escape the trap, and the number of atoms pumped away by the pumps.  One, thus, can assume that 

the number of He atoms in the trap does not change during the cycle: 

     (Eq. 6.25) 

Substituting the first equation from the Eq. 6.24 into Eq. 6.25 gives: 

   (Eq. 6.26) 

   (Eq. 6.27) 

The sum of the first two terms in the Eq. 6.27 is the difference between atoms adsorbed and 

desorbed from the trap walls in each cycle, and is 0 in quasiequilibrium.  Furthermore, provided that 

the pressure in the chamber does not change much during the cycle, we assume the same condition 

holds true for the pressure in the trap.  Thus, , and 

   (Eq. 6.28) 

where  is the duration of the cycle. 
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The verification of the assumption regarding the constant concentration of He atoms in the 

trap needs justification.  Obviously, it is impossible to find exact solutions for these equations 

without knowing and .  Instead, we will use some typical values to find the time-dependences 

of , , and .  The system reaches quasi-equilibrium, i.e., the number of He atom on the 

walls, in the trap volume, and in the camber do not change during the cycle:  

    (Eq. 6.29) 

Figure 6.5 shows the solutions of the system of equations Eq. 6.24 with the boundary 

conditions from Eq. 6.29 and some typical values and , that can be calculated for each trap 

geometry.22  Here, however, the plots are used only to demonstrate the He flow dynamics in each 

cycle.  The slow desorption of He atoms from the walls of the trap (blue curve) supports the 

constant pressure in the trap (black curve) for almost full duration of the cycle, which supports the 

assumption that was used to calculate the average concentration of the He gas (Eq. 6.28). 

 

Figure 6.5.  Time-dependencies of the  (black),  (blue), and  (red). 

 

6.2.6.  Collisional Cross Section of [GS+2H]2+ 

As was shown above, the collision rate of ions with the buffer gas (Eq. 6.6) depends on the 

concentration of the buffer gas (see Section 6.2.5) and the collision cross section of the ion.  The 

latter will be discussed below. 
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Langewin Model 

The standard model to estimate collision rates of ions with neutral atoms or molecules is the 

Langevin or capture model.23-25  This model assumes that a collision occurs with 100% probability 

when the two collision partners approach each other closer than a critical distance.  The Langevin 

cross section in a simplified picture can be calculated as follows: 

,      (Eq. 6.30) 

where  is the polarizability for neutral,  is the reduced mass,  is the relative velocity, q is the 

charge of the ion, and  is the electric constant.  In our case one can safely assume  and 

 (see Section 6.2.1).  Furthermore,  for doubly protonated gramicidin S and 

 F m2.26  Therefore, 

  (Eq. 6.31) 

 The model, however, is applicable for small ions.  For a biomolecular ion, as large as 

gramicidin S, in which the two protons are localized and surrounded my other atoms, such 

approximation is not valid.  On the other hand, calculating a geometrical CCS from the known 

structure of the ion would underestimate the real cross section, as it does not take into account the 

charge-dipole interaction.  Hence, experimental values have to be used instead. 

Experimental Value of the Collisional Cross Section for Gramicidin S 

Collisional cross section of singly charged cyclic Gramicidin S in nitrogen buffer gas was 

taken from literature27 and is equal to .  For doubly charged Gramicidin S a Coulombic 

repulsion of the two protons should lead to a more extended geometry.  Furthermore, at low 

temperatures interaction of charges with buffer gas are more efficient.  These factors lead to the 

increase of the CCS.  We will thus assume that the CCS of the [GS+2H]2+ is . 

6.2.7.  Average Time Between Ion-Atom Collisions 

 Taking into account all of the abovementioned estimations, namely the average 

concentration of the He gas in the trap (Eq. 6.28) and the collisional cross section of the [GS+2H]2+ 

and substituting it into Eq. 6.6 gives 

     (Eq. 6.32) 
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 Now that the time between two consecutive collisions is known, one needs to find the total 

energy, that is taken away from the ion, and exact time, required for such deactivation. 

6.3.  Experimental Section 

 In the following section the experimental results will be described.  The aim of the 

experiment was to determine the average time that is required for a deactivation of the known 

amount of energy from an ion. 

6.3.1.  Description of the Experiment 

General Description of the Experiment 

 Collisional cooling in our tandem mass spectrometer is arranged as follows.  The cold ion 

trap is mounted on a cold head of a two-stage, closed-cycle refrigerator (RDK-408, Sumitomo).  

Helium buffer gas at room temperature is pulsed into the trap and cools down to the trap 

temperature ( ) after a few collisions with the trap walls.  Ion packet is released from the 

hexapole trap shortly after the helium injection, so that ions enter the trap when the buffer gas 

concentration reaches maximum level, which ensures the highest trapping efficiency. 

Collisions with neutral buffer gas molecules remove the translational and internal energy of 

ions until they reach thermal equilibrium with He gas at  K.  The internal energy of ions 

prior to the collisional cooling depends on many parameters, such as the potential difference 

between the hexapole and cold ion traps, ion density, RF voltages, etc.  The correct estimation of 

the cooling rate, however, requires that the ions are initially prepared in a well-defined energetic 

state.  One obvious way to do so is to cool the ions down to cryogenic temperature and then excite 

them with an IR photon of a known energy.  The following collisional energy dissipation would 

bring the ions back to the thermal equilibrium with buffer gas, and the intermediate states of ions 

can be monitored after varying time delays with respect to the IR pre-excitation (figure 6.6).  In this 

case both the initial and final values of the internal energy of ions can be known precisely.  

In our experiments, we study the cooling dynamics of a doubly protonated gramicidin S, 

[GS+2H]2+.  The electronic and vibrational spectroscopy of this decapeptide has been studied in 

details,28 which allowed unambiguous assignment of its structures in the gas phase.29, 30  Precise 

spectroscopic fingerprint allow to derive several metrics to monitor the cooling dynamics. 
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Figure 6.6.  The schematic model of the experiment, designed to investigate the ion vibrational 

energy dissipation in collisions with the buffer gas molecules. 

Numerical Parameters for the Cooling Rate Estimation 

The UV spectra of biomolecular ions are broad at room temperature, but, if taken at lower 

temperatures, the resolved transitions appear and the thermal broadening decreases.31, 32  Cooling to 

typical temperatures of 10 K in cold ion traps confines ions in their ground vibrational state and 

removes line broadening, which drastically simplifies electronic and vibrational spectra of 

biomolecular ions. 

The UV spectra can be used for precise measurement of the vibrational temperature of ions 

close to zero by comparing the intensities of the (0 1) and (1 0) transitions33, 34 (the hot band and 

the first vibrational transition).  However, the concept of temperature can only be applied to an 

ensemble in thermal equilibrium, which is not the case for ions during collisional cooling.  This is 

further confirmed by the lack of thermal broadening of the band origin in our experiments (see 

Section 6.3.6).  Thus, other parameters are required to evaluate cooling process. 

The main principle of vibrational cold ion spectroscopy is based on the changes in the UV 

photofragmentation spectra of cold ions induced by absorption of an IR photon prior to the 

electronic excitation.35  Absorption of an IR photon is followed by fast vibrational energy 

redistribution among all vibrational modes of the ion (IVR), which modifies electronic spectrum as 

follows.  Inhomogeneous broadening of the pre-heated ions results in the unstructured background 

in the electronic spectra of pre-heated ions, while depopulation of the ground vibrational state 

causes intensity drop of sharp electronic transitions from this state (so-called “depletion”).  If the 

internal heating does not cause population transfer between conformers during the energy 

dissipation process, the electronic spectrum fully recovers after the thermal equilibrium is restored 

between the ions and the buffer gas. 

Thus, the vibrational energy dissipation can be extracted from the dynamic changes of 

electronic spectra.  The number of ions with excess vibrational energy as a function of time-delay 
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between IR pump and UV probe lasers is proportional to the average intensity of the background 

signal in the UV spectra.  This metrics, though, has an important disadvantage – the low intensity of 

the background signal results in a low signal-to-noise ratio. 

Intensity of the band origin, proportional to the population of ions in the ground electronic 

and vibrational state, on the other hand, can be measured more precisely.  Given that the linewidth 

of this transition does not change during the cooling process (see Section 6.3.6 and Figure 6.11), 

one can measure either the intensity or the area under the peak (sum of all counts). 

In the following sections the different numerical parameters that potentially can be used for 

evaluating the cooling dynamics, as well as thermal broadening of the transitions (namely, the lack 

one in our experiments) will be discussed and compared. 

Timing of the Experiments 

The initial cooling experiment was designed as follows.  Each cycle starts with a He pulse.  

After a short time delay, needed for He to reach its maximum pressure, the hexapole trap 

opens for , and the ions are released towards the cold trap.  These two times must be as small 

as possible, because in the long ion packet spatially separated ions would interact with helium for 

significantly different times on the 1-10 ms timescale. 

The optimal time delay between the He pulse and the hexapole trap opening was chosen to 

be .  This value was determined from the trapping efficiency.  The ions were 

released from the hexapole trap after different time delays with respect to the He pulse.  At each 

time delay the resulting ion signal was measured.  In order to trap the ions they have to loose some 

energy in collisions with the buffer gas.  Thus, the resulting signal depends on the concentration of 

He gas in cold trap.  Minimum was chosen to correspond to the maximum ion signal. 

The duration of the hexapole opening affects the number of ions, entering the trap, since 

they are not released immediately.  For further experiments  was chosen to be 500 μs. 

In the initial cooling experiments the UV spectra were measured as a function of a time 

delay  with respect to the hexapole trap closure (1 ms after the He pulse) to identify the 

minimum time required to cool ions to . 

In the second set of experiments IR laser pulse excites ions after a time delay , which is 

enough to ensure ion energy equilibration with the buffer gas.  UV spectra of the IR-pre-heated ions 

were then measured after several time delays  with respect to the IR pulse. 
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6.3.2.  Initial Cooling of Ions to Cryogenic Temperature 

Experimental Measurement of the Initial Cooling Time 

Figure 6.7 shows UV photofragmentation spectra of [GS+2H]2+, recorded after several time 

delays  with respect to the hexapole trap closure in the range 37500-37860 cm-1 with 

wavenumber step 0.2 cm-1.  Each data point was averaged over 10 measurements.  UV laser pulse 

energy was 3 mJ.  The fragmentation signal was normalized on the parent ion signal and UV power. 

 

Figure 6.7.  UV photofragmentation spectra of [GS+2H]2+, recorded after several time delays with 

respect to Hex trap closure (1 ms after the He pulse). 

 

Figure 6.8 shows the comparison of several parameters that can potentially be used for 

evaluating the cooling dynamics: an average background signal between 37650 and 37680 cm-1 (red 

trace), intensity of the band origin, calculated as the sum of counts between 37719 and 37723 cm-1 

minus the background (blue trace), and the ratio of these two values (black trace) at different time 

delays .  All parameters were normalized to reach maximum value of unity.  Figure 6.4 

indicates that the major part of the molecules is cooled to  within 1 ms, and after 2 ms 

practically all molecules are internally cold.  In the further experiments the time for the initial 

cooling was chosen to be 5 ms in order to avoid any unambiguity in the initial energetic 

state of the ion ensemble.  Thus we ensure that all of the ions are internally cold. 
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Figure 6.8.  Intensities of the background (red curve), band origin (blue curve), and their ratio 

(black curve), normalized to 1, as a function of the time delay between the hexapole trap closure 

and the probing UV pulse. 

 

6.3.6.  IR Energy Dissipation 

IR Laser Pulse Fired  = 5 ms After the Hexapole Trap Closure 

 In the previous section it was shown that after the time delay  = 5 ms with respect to the 

hexapole trap closure all ions are in thermal equilibrium with the buffer gas.  In the following 

section we describe the cooling dynamics of the ion ensemble, preheated with an IR laser pulse 

fired after . 

Since our experiments aim to establish the vibrational energy deactivation rate, we excite 

[GS+2H]2+ ions with IR laser beam of 1 mJ energy per pulse, wavelength corresponding to the 

vibration of conformer A, 3341.7 cm-1.  We then measure UV spectra of the pre-heated ion 

ensemble after several time delays  with respect to the IR pulse.  Each data point was 

averaged over 20 measurements, dye laser scanning step was 0.1 cm-1.  Figure 6.9 shows the 

resulting electronic spectra of [GS+2H]2+. 
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Figure 6.9.  UV photofragmentation spectra of [GS+2H]2+ recorded after several time delays 

 with respect to the IR laser pulse, fired 5 ms after hexapole trap closure. 

 

In order to find the intensity of the band origin more precisely, the peaks at 37721.5 cm-1 

were approximated with a Gaussian function (eq. 6.33) with the offset , intensity , median , 

and standard deviation :   

    (Eq. 6.33) 

The resulting fits are shown in figure 6.10.  The full width at half of the maximum, 

(FWHM) equals to .  Figure 6.11 shows the dependence of the FWHM on the 

cooling time . 

Figure 6.11 shows that the linewidth of the band origin transition does not change during the 

cooling process.  In other words, IR pre-excitation does not cause thermal broadening.  The 

explanation of this phenomenon will be given later (see section 6.4).  Since the linewidth of the 

Gaussian peaks does not change, we can use either the intensities obtained from the fits, or the ones 

measured directly from the experiment, or even the area under the peak (calculated as the sum of 

counts between 37719 and 37723 cm-1 minus the background) to quantify the cooling dynamics.  

Figure 6.12 shows the comparison of these parameters, plotted for all .  All the curves 
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were normalized to reach the maximum value of unity.  Both the slope and the point of saturation 

are very similar in all cases. 

 

Figure 6.10.  Gaussian fits of the band origin transitions of [GS+2H]2+ conformer A.  IR laser 

pulse fired 5 ms after hexapole trap closure. 

 

Figure 6.11.  FWHM of the band origin peak of [GS+2H]2+ conformer A.  IR laser pulse fired 5 ms 

after hexapole trap closure.  Solid black line corresponds to the average value of FWHM and 

dashed area covers range from  to . 
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Figure 6.12.  Comparison of the cooling dynamics obtained via different methods. 

 

 Given that the numerical fits allow for an estimation of the errors, the intensities of the 

Gaussian fits of the band origins were chosen as the most convenient parameter for the evaluation 

of the cooling dynamics.  Figure 6.13 shows this metrics together with the errors. 

 

Figure 6.13. Intensity of the Gaussian fits of the GS band origin taken 5 ms after Hex trap closure. 

1.0

0.8

0.6

0.4

0.2

0.0

I/I
no

 IR

500450400350300250200150100500
Delay, mks

5 ms delay
 intensity of the gaussian fit vs delay
 intensity of the peaks, mesured experimentally
 summ of all counts uder the curve

All curves are normalized to reach maximum value 1

1.0

0.8

0.6

0.4

0.2

0.0

I/I
no

 IR

500450400350300250200150100500
Delay, mks

5 ms delay
 intensity of the gaussian fit vs delay



Chapter 6.  Collisional Cooling Efficiency  

 

 
178 

6.3.7.  Mixing of Cold and IR Pre-heated Ions in the Trap 

 All of the abovementioned numerical parameters give approximately the same estimations 

of the cooling time.  These data are already enough to make rough estimations of the buffer gas 

cooling efficiency.  However, for a more detailed analysis the comparison of the experimentally 

obtained curves with theoretical modeling is required. 

 The intensity of the band origin transition depends on the concentration of the ions that have 

been cooled to the equilibrium temperature and thus is the most convenient parameter for such 

comparison.  However, [GS+2H]2+ ions in an inhomogeneous RF field constantly move, and cold 

ions can penetrate the volume that is probed by a UV pulse.  This factor can affect the slope of the 

cooling dynamics curve and the ion diffusion rate has to be taken into account separately.  Indeed, 

figure 6.13 shows that the increase of the fraction of cold ions starts almost immediately after the IR 

pre-excitation.  This means that a considerable amount of ions can lose about 3400 cm-1 of their 

internal energy in several collisions, which seems unrealistic. 

 In order to estimate the mixing rate of ions in the trap for further computer modeling, the 

following experiment was designed.  The machine was switched to 1 Hz cycle repetition rate, in 

which all He gas is pumped away in every cycle.  The spectroscopy of [GS+2H]2+ was performed 

near the end of each cycle.  Since the collisional cooling efficiency was significantly decreased, the 

observed increase of the band origin intensity has to be accounted only by ion mixing.  The results 

are shown in figure 6.14. 

 

Figure 6.14.  The fraction of the cold ions in the volume probed by UV laser as a function of time 

delay between IR pre-excitation and UV pulse fired in 1 Hz machine cycle. 
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This data suggest that the relative concentration of IR pre-heated ions decreases 

approximately twice during 200 s due to the ion motion.  This fraction is replaced by cold ions that 

have not been excited, which accounts for cooling dynamics at short time-delays.   

6.3.8.  Energy Transfer per Collision 

 Employing Monte-Carlo simulations or solving the Fokker-Planch equation can numerically 

model the slope of the curve shown in figure 6.13.  However, the data in figure 6.13 can give a 

rough estimation of the average energy taken away from He atoms in each collision.  The ions 

almost cold after 200 μs which corresponds to approximately 100 collisions. 

One can assume several possible functions, describing the time-dependence of the average 

energy of ions during collisional cooling. 

1.  Linear model 

 Herein we assume that the average energy, transferred from a hot ion to the He buffer gas 

does not depend on the internal energy of ion.13  Each ion loses the internal energy, equal to the IR 

photon energy, or 3400 cm-1 after 100 collisions.  Thus an average energy per collision is 

.  This model can make sense if one takes into account that the vibrational energy on an 

ion is distributed among high number of modes, therefore an average energy per mode in 

[GS+2H]2+ is small, and the mode quantum numbers are not high. 

 Furthermore, the initial cooling of ions at room temperature (  cm-1 35) is dissipated 

during 2 ms or 1000 collisions.  Given the fact that the ions can reach internal temperatures up to 

500 K in our ion source, an average energy per collision remains of the same order of magnitude. 

2.  Power law model 

 Another scenario is when an energy taken per collision is proportional to the internal 

energy.16, 36  In other words, each He atoms takes away a fixed portion of the total ion energy, .  

The ion energy after  collisions is, therefore, defined as: 

.        (Eq. 6.34) 

Thus,  can be found as: 

.      (Eq. 6.35) 
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After  collisions the average internal energy of [GS+2H]2+ at T = 15 K can be 

calculated based on the known vibrational frequencies (Eq. 3.2) and is approximately  20 cm-1.  

The initial internal energy is essentially the internal energy of cold [GS+2H]2+ and the energy of the 

IR photon:  cm-1.  Therefore, 

.    (Eq. 6.36) 

Extrapolated to the internal energies at room temperature, an average energy transferred 

after the first collision after entering the trap would be  = 900 cm-1.  Such a high value is rather 

unrealistic. 

 No firm conclusion regarding the exact energy transfer mechanism can be done until 

detailed theoretical modeling is compared with experiment, because it is exactly the slope of the 

curve in figure 6.13, that depends on the evolution of the ion internal energy probability distribution 

function. 

6.4.  Statistical Energy Deactivation Models 

 The rough estimations, made above, allow assessment of an average energy, transferred per 

collision.  However, collisional deactivation is a statistical process, in which a probability for 

energy E before collision to become E’ after one, is .   The Monte-Carlo simulations allow 

comparing the resulting cooling dynamics with the one measured experimentally (figure 6.13). 

 In 1982 Troe has derived a formalism, which describes collisional deactivation sequence of 

highly excited polyatomic molecules.13  According to his derivation, the collisional transition 

probability, , is determined by: 

     (Eq. 6.37) 

where 

    (Eq. 6.38) 

is the total energy transfer collision frequency, and  is a collisional transition rate 

coefficient.  The average energy transferred in all up and down transitions, , can be 

calculated as follows: 

    (Eq. 6.39) 
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Provided that ion-ion collision rate is negligible compared to of ion-neutral and since He 

atoms are cold the possibility of the activating transitions can be neglected.  The average energy, 

transferred per collision is thus given by: 

    (Eq. 6.40) 

 In the experiments, described above, biomolecular ions were initially prepared in a well-

defined initial stated.  If the exact form of  one could easily model the statistical 

deactivation process.  Several simple models for the transition rate coefficients  are 

considered herein. 

Transition Rate Coefficients 

Troe studied two energy transfer models for highly excited toluene: (i) exponential down 

model (Eq. 6.41) and (ii) Poisson type down model (Eq. 6.42) with energy independent parameters 

.13 

   (Eq. 6.41) 

      (Eq. 6.42) 

Model (i) stands for situations where energy transfer probabilities are peaked at E' = E, 

model (ii) characterizes energy transfer probabilities peaked at E' <E.  The parameter  was varied 

between values around  and values near to .  Higher  values correspond to 

strong collisions where the average energy transferred in up transitions is much smaller than that for 

down transitions. The smaller  value represents weak collisions where up transitions are not much 

less efficient than down transitions.   

Subsequently substituting Eq. 6.41 and 6.42 together with Eqs. 6.37 and 6.38 into Eq. 6.40 

and performing simple integration (NOTE: since we neglect activating collisions, integration is 

made from 0 to E), one arrives to the following dependencies for the average energy transferred in 

down collisions  on the internal energy  for the two models: 

     (Eq. 6.43) 

    (Eq. 6.44) 
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 Both models predict very similar linear energy decrease for the region where : 

 and  for exponential and Poisson type models, respectively.  These 

results, compared with simple estimates in the previous section suggest that  is  and 15-20 

cm-1 for the two models, respectively, which corresponds to extremely weak collisions. 

In addition to these energy independent deactivation models, energy-dependent models were 

also considered, in which  was a linear, exponential, etc. function of the internal energy.  In the 

previous section it was determined, that IR-preheated ion ensemble fully relaxes back to the ground 

state after approximately 100 collisions on average.  Therefore, a simple calculation can give a good 

estimate of parameter  for any model, so that it meets the cooling time criterion. 

These statistical models suggest that initial energy distribution function, following 

excitation, turns into the Gaussian one after several collisions.  While the average value decreases, 

the width of the distribution increases until is reaches the final thermal distribution.13 

Of course, the described energy transfer models are representative for a broad field of 

possible cases at energies in the vibrational quasicontinuum37, 38 they are not applicable for discrete 

energies, where very specific types of  will dominate.39-41  They, however, are beyond the 

scope of the present work, which is to find a simple expression that quantitatively describes the 

cooling dynamics. 

The Lack of Thermal Broadening. 

So far the model, that would describe the observed cooling dynamics, has not been found.  

Yet in all models, tried so far, the general trend is observed: the energy distribution function during 

the cooling process becomes much broader, compared to Boltzmann distribution at typical internal 

temperature of T = 12 K.  The thermal broadening of the UV transitions, observed previously at 

slightly elevated temperatures of the trap,35 results from ions at thermal equilibrium, while the 

collisional cooling is a non-equilibrium process.  Therefore, the relative population of ions with 

internal energies higher than an average value at equilibrium is much lower compared to the relative 

population of thermally equilibrated ions at T = 12 K, which contribute to the intensity of the band 

origin transition. 

6.5.  Conclusions 

 The main goal of this study was the assessment of the cooling speed of ions in cold ion trap.  

Numerous evidences suggest that the presence of several populated conformers of an ion is a result 
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of a non-adiabatic cooling; therefore, the energy deactivation rate competes with isomerization 

speed. 

 In order to obtain numerical estimates of a typical energy that is taken away from the 

molecule per collision the experiment was designed where ion ensemble was initially cooled to 

cryogenic temperatures, than it was excited with IR photons of a known energy, and a cooling 

dynamics was monitored in terms of restoration of the electronic spectrum.  This experiment 

allowed to estimate the time required to deactivate a typical energy of 3400 cm-1 to be 

approximately 200 s. 

 The collision rate of ions with buffer gas atoms was also estimated.  First the number of 

buffer gas atoms that were injected in the cold ion trap in each cycle was determined by two 

different methods with a high precision.  Next, the He flow dynamics from the trap was assessed.  

At the conditions of the experiment the He concentration was assumed to be almost constant during 

the 20 Hz cycle because of He freezing on the trap walls and slowly desorbing during the cycle.  

Finally, the average time between collisions was calculated to be 2 s. 

 Therefore the average energy of 3400 cm-1 is extracted from the ions in approximately 100 

collision events.  Several simplest models were assessed.  The average energy decrease per collision 

is  30-40 cm-1/col.  in power model He atom was estimated to deactivate 5% of the vibrational 

energy.  These rough estimates are useful in practice.  The currently ongoing Monte-Carlo 

simulations will allow for a more precise assessment of the possible energy transfer models.  The 

cooling dynamics curves allow comparison of the simulation with a highly precise experiment. 
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Chapter 7 

 

 

 Various methods to study structures of biological molecules and ions were described in the 

Introduction chapter in a historic context.  Cold Ion Spectroscopy – the main objective of the 

present work – is an extremely powerful technique in terms of amount of information it is able to 

provide about the studied species.  However, it is only applicable in a very small number of specific 

cases, at least compared to X-ray crystallography and NMR techniques.  The main purpose of this 

work was two-fold: showing that the biological relevance of spectroscopic studies in the gas phase 

spans much further than simply providing benchmark spectroscopic data for validation of 

theoretical calculations, and expanding the applicability of Cold Ion Spectroscopy to a wider range 

of peptides. 

 Several evidence was collected, showing that after electrospray ionization process 

biomolecular ions adopt energetically the most favorable conformations in the gas phase, 

determined by their intramolecular interactions.  All possible structures are, likely, in thermal 

equilibrium at typical temperatures of 300 – 600 K, but only a few lowest energy structures can be 

significantly populated at these conditions.  This ensemble of gas-phase conformations, when 

injected in the cold octupole ion trap, is rapidly cooled via collisions with He buffer gas.  The 

presence of several conformers under the cooling conditions of the experiment suggests that 

collisional internal energy deactivation of ions is a rapid, non-adiabatic process. 

 The cooling speed in our octupole ion trap was estimated by designing an experiment, in 

which ion ensemble was initially prepared in a well-defined energetic state, subjected to the 

controlled excitation, and the cooling dynamics was monitored using high-resolution spectroscopic 

UV probe.  The cooling dynamics accounts for the origin of the multiple gas-phase conformers 

observed in experiments.  However, even the fast cooling of an ion ensemble down to cryogenic 

temperatures does not guarantee the possibility to obtain conformer-specific signatures for 

structural analysis. 

Outlook and Conclusions 
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 One of the most crucial limitations of the Cold Ion Spectroscopy is a lack of vibrational 

resolution in electronic spectra of many ions, which precludes the use of an IR-UV “depletion” 

technique.  In this work a novel IR-IR-UV hole-burning technique was developed.  It has many 

important advantages.  First of all, it is essentially a gain, rather than depletion, technique.  

Therefore, the signal-to-noise ratio is significantly improved.  Furthermore, it is applicable to any 

peptide, even the ones with broad, unresolved electronic spectra where depletion is precluded.  The 

power of the IR-IR-UV hole-burning spectroscopy was demonstrated by providing conformer-

specific vibrational spectra of individual conformers of the protonated aromatic amino acids 

tryptophan and histidine.  These spectra together with high-level quantum chemical calculations 

allowed for a structural assignment of these ions. 

 Nevertheless, since the gas-phase spectroscopy is, essentially, an “action” technique, the 

conceptual limitation of Cold Ion Spectroscopy – the necessity to contain at least one aromatic 

amino acid in the sequence in order to absorb a UV light for further photofragmentation – remained 

strong.  Another important achievement in this work is a clear demonstration that a peptide bond 

can be used as a natural chromophore, present in almost any peptide!  The UV photofragmentation 

spectra (down to 192 nm) as well as all-conformer vibrational gain spectra were recorded for 

several model and natural peptides.  The parameters that affect the quality of the vibrational gain 

spectra were explored and a specific procedure was developed, that allows to determine 

automatically the settings at which the experimental signal-to-noise ratio is the highest.  

Furthermore, it was demonstrated that it is possible to obtain even the conformer-selective spectra 

of peptides that do not contain any aromatic amino acid. 

The advances in experimental techniques allowed studying structural preferences of many 

biomolecular ions.  An improved understanding of the origin of the structures in the gas phase, 

namely, non-adiabatic cooling and lack of kinetic trapping, allowed to reconsider one of the most 

important questions in gas-phase structural studies – what is the relation between the intrinsic 

structures and biologically active geometries in vivo? 

It was hypothesized that since the intrinsic structures in the absence of the solvent are 

determined solely by the intramolecular interactions, they may be a good reflection of the 3D 

structures of peptides that are active only in the hydrophobic environments such as receptor 

pockets, cell membranes, etc.  It was previously stated that FRET experiments in the gas-phase 

correlate with physiological activity of opioid peptide drugs, while the X-ray crystallography does 

not.  Hence, the structures of these peptides in vacuum might be similar to the native ones.  It was 

not until the IR-IR-UV hole-burning spectroscopy became a routine spectroscopic tool, that the 
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conformer-specific vibrational signatures of individual conformers of these peptides were obtained.  

It was demonstrated in this work that the lowest energy gas-phase structures of stereoisomers of an 

opioid drug (namely, the distances between chromophores) correlate with the differences in the 

physiological activity of these peptides in vivo. 

Therefore, the main output of this thesis is the evidence, that intrinsic structures of peptides 

that are biologically active in hydrophobic environments may resemble native-like geometries.  The 

novel technique developed in this work, IR-IR-(D)UV hole-burning spectroscopy, allows now 

studying such peptides even if they do not contain aromatic residues. 



190 

A L E K S A N D R  P E R E V E R Z E V  
 
Rue de Pontarlier 1 
1337 Vallorbe 
+41 78 843 4864 
aleksandr.pereverzev@epfl.ch 
 
Born: 26.07.1988 in Tbilisi (Georgia) 
Citizenship: Georgian 
 
Key competences: UV and IR multi-laser spectroscopies, 
Scanning confocal microscopy, Mass spectrometry, 
 
 
R E S E A R C H  A N D  E D U C A T I O N  
 
09.2013 – PRESENT ECOLE POLYTECHNIQUE FÉDÉRALE DE LAUSANNE 

(EPFL) – LAUSANNE, SWITZERLAND 
 PhD in Physical Chemistry (expected in 08.2017) 

 Developed IR-IR-UV Hole-Burning spectroscopic approach for conformer-selective 
vibrational spectroscopy of gas-phase biomolecular ions 

 Developed IR-VUV spectroscopy approach based on peptide-bond electronic 
excitation for double-resonance spectroscopy of peptides without chromophores  

 Experimental investigation and numerical modelling (Mathematica) of the buffer gas 
collisional cooling in the ion trap 

 Senior Teaching Assistant in General Physics courses 
 Co-authored 2 published articles (4 are currently being prepared) 

 
09. 2009 – 06-2013 LEBEDEV PHYSICAL INSTITUTE OF THE RUSSIAN 

ACADEMY OF SCIENCES – MOSCOW, RUSSIA 
 Research Assistant 

 Won the 1st prize in the Scientific Research Competition in 2012 
 Developed correlational analysis method to study blinking luminescence of quantum 

dots based on photon emission times of individual photons recorded with MT 200 
confocal microscope (PicoQuant) 

 Photoluminescence kinetics of thin crystalline films 
 Co-authored 3 publications 

 
09.2005 – 06.2012 MOSCOW INSTITUTE OF PHYSICS AND TECHNOLOGY 

(STATE UNIVERSITY) (MIPT) – MOSCOW, RUSSIA 
 M.S. in Quantum Radiophysics 
 B.S. in General and Applied Physics 

 Tuition fees 100% financed from academic scholarship 
 GPA 4.8 / 5 at the Master level 

 
09.2003 – 06.2005 GEORGIAN LYCEUM OF SCIENCE AND TECHNOLOGY – 

TBILISI, GEORGIA 
 Graduate 

 GPA 4.9 / 5 
 Bronze Medal at International Physics Olympiad in 2005, Spain 
 Numerous prizes at Georgian State Olympiads in mathematics and physics 

 
 



191 

L I S T  O F  P U B L I C A T I O N S   
 
2017 
 

 A.Y. Pereverzev, V.N. Kopysov and O.V. Boyarkin. “High Susceptibility of Histidine to 
Charge Solvation Revealed by Cold Ion Spectroscopy”. Angewandte Chimie. Submitted 

 A.Y. Pereverzev and O.V. Boyarkin. “Exploring the relevance of gas-phase structures to 
biology: cold ion spectroscopy of the decapeptide neurokinin A”. Physical Chemistry 
Chemical Physics Communication, 2017, 19, 3468-3472. 
http://pubs.rsc.org/is/content/articlehtml/2017/cp/c6cp07953a 

 
2016 
 

 A.Y. Perevezev, X. Cheng, N.S. Nagornova, D.L. Reese, R.P. Steele and O.V. Boyarkin. 
“Vibrational Signatures of Conformer-Specific Intramolecular Interactions in 
Protonated Tryptophan”. The Journal of Physical Chemistry A, 2016, 120, 5598-5608. 
http://pubs.acs.org/doi/abs/10.1021/acs.jpca.6b05605 

 
2014 
 

 V.A. Postnikov, Y.I. Odarchenko, A.V. Iovlev, V.V. Bruevich, A.Y. Pereverzev, L.G. 
Kudryashova, V.V. Sobornov, L. Vidal, D. Chernyshov, Y.N. Luponosov, O.V. Borshchev, 
N.M. Surin, S.A. Ponomarenko, D.A. Ivanov and D.Yu. Paraschuk. “Molecularly Smooth 
Single-Crystalline Films of Thiophene-Phenylene Co-Oligomers at the Gas-Liquid 
Interface”. Crystal Growth and Design, 2014, 14, 1726-1737. 
http://pubs.acs.org/doi/abs/10.1021/cg401876a 

 
2012 
 

 A.G. Vitukhnovskii, A.Yu. Pereverzev, V.V. Fedyanin, S.A. Ambrozevich, R.B. Vasiliev 
and D.N. Dirin. “Correlation between Photon-Emission Intervals in Blinking 
Luminescence of Single CdSe/CdS Nanocrystals”. Letters to Journal of Experimental 
and Theoretical Physics, 2012, 96, 1, 17-20. 
http://link.springer.com/article/10.1134%2FS0021364012130139?LI=true 

 
 A.Yu. Pereverzev, A.V. Iovlev, N.S. Vlasova, Yu.N. Luponosov, A.V. Bogdanov, V.A. 

Postnikov, S.A. Ponomarenko and D.Yu.Parashchuk. “The Photoluminescence 
Kinetics of Oligothiophene-Phenylenesilane Crystalline Films”. Moscow University 
Physics Bulletin, 67, 4, 409-411. 
http://link.springer.com/article/10.3103%2FS002713491204011X?LI=true 

 
S K I L L S  
 

 Language skills: 
English – fluent; Russian and Georgian – native; French – B1/B2; German – A1; 

 Computer skills: 
Programming on Mathematica, Python; data analysis with different software: IGOR, 
Origin, Excell; 

 Excellent public speaking skills 
 

V O L U N T E E R I N G  A N D  E X T R A C U R R I C U L A R  A C T I V I T I E S  
 

 Volunteered at the International Physics Olympiad 2016 in Zurich as a member of the 
Academic Committee  




