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Accuracy of GW for calculating defect energy levels in solids
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The accuracy of GW in the determination of defect energy levels is assessed through calculations on a set of
well-characterized point defects in semiconductors: the As antisite in GaAs, the substitutional Mg in GaN, the
interstitial C in Si, the Si dangling bond, and the Si split-vacancy complex in diamond. We show that the GW

scheme achieves a reliable description of charge transition levels, but the overall accuracy is comparable to that
of hybrid-functional calculations.
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The electrical activity of point defects in semiconductors
is associated with defect energy levels or, more specifically,
charge transition levels between different charge states of the
defect [1,2]. Defect energy levels are accessible by electrical
and optical measurements, but the origin of the defect levels
often remains obscure from experiment alone and needs to be
addressed through first-principles calculations. While defect
calculations within the framework of density functional theory
(DFT) have grown into a well-established formulation, early
practices of using semilocal density functionals have cast
doubts on the reliability of the calculated defect levels due
to the severe underestimation of the band gap. The true
predictive power of first-principle calculations has emerged
only recently as hybrid-functional calculations have become
more affordable. Calculated defect energy levels generally
agree well with experiment provided the experimental band
gap is well reproduced by the hybrid functional.

Alternatively, many-body perturbation theory in the
GW approximation represents a rigorous approach for the
electronic-structure problem [3]. Combining the quasiparti-
cle (QP) energies with DFT generated structures, the GW

method is considered as the state-of-the-art approach for the
calculation of defect energy levels overcoming the “band-gap
problem” [4,5]. A full-fledged GW defect study comprises the
polarizability and self-energy calculation of defect-containing
supercells, thereby describing the QP energies of the defect
and of the host band structure on an equal footing. As a
result, GW defect calculations can be very demanding and are
scarcely available in the literature (less than 20 papers) [4–21]
because of the unfavorable quartic scaling with system size.
In practice, the correlation part of the GW self-energy only
contains the ring diagram of the random phase approximation
(RPA), and is therefore not free from the self-interaction (or
self-screening) error [9,22–26]. Indeed, studies on ionization
potentials suggest that the GW approximation is not nec-
essarily more accurate than (optimized) hybrid functionals
for band-edge positions [25,27]. For defect energy levels,
the limited number of GW calculations in the literature do
not deliver a clear message concerning their accuracy since
experimental references that could serve as benchmarks are
often unavailable.
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In this work, we focus on a series of experimentally well-
characterized defects in semiconductors. The selected defects
are technologically relevant, and consist of the As antisite
in GaAs (AsGa) [28], the substitutional Mg in GaN (MgGa)
[29–31], the interstitial C in Si (Ci) [32], the Si dangling bond
(DB) [33], and the Si split-vacancy complex (SiV) in diamond
[34,35]. The host materials exhibit band gaps ranging from
1.2 eV (Si) to 5.5 eV (diamond), and bonding characteristics
from pure covalent (Si and diamond) to mixed ionic-covalent
(GaAs and GaN) bond. The present study on defect levels
allows us, on the one hand, to confront the performance of GW

and hybrid-functional calculations, and, on the other hand, to
assess their overall accuracy with respect to experiment.

For the GW calculation of defect levels, we follow the
protocol outlined in Ref. [36]. In particular, the electrostatic
finite-size effect in the one-particle energy level of charged
defects and the path dependence of thermodynamic charge
transition levels are taken into account. A 2 × 2 × 2 �-
centered Monkhorst-Pack k-point mesh [37] is used for the
64-atom cubic supercell (Si, C, and GaAs), whereas the sole �

point is used for the 96-atom supercell of wurtzite GaN. The
dielectric function is evaluated by the contour deformation
method [38], including unoccupied states up to 80 eV above
Fermi level in the summation. The GW QP energies are
extrapolated to the infinite band limit based on the 1/Nb

asymptotic behavior, where Nb is the number of bands included
in the self-energy calculation. With the current computational
setup, the reported QP energies are expected to be converged
within 0.1 eV.

The GW calculations in this work correspond to one-
shot G0W0 based on starting points obtained with the
screened hybrid-functional proposed by Heyd-Scuseria-
Ernzerhof (HSE06, hereafter denoted as HSE) [39]. For a
suitable fraction of Fock exchange α in the hybrid-functional
starting point, the band gap calculated at the G0W0 level
can reproduce the experimental band gap, a prerequisite for
a direct comparison between theoretical and experimental
defect energy levels. Table I lists the optimal values of the
parameter α for the four semiconductors under consideration
in this work. Note that for Si and diamond, G0W0 on top of
the semilocal Perdew-Burke-Ernzerhof (PBE) functional [40]
already gives a band gap close to experiment [27]. Starting
from HSE will inevitably lead to band gaps that are too large for
these two materials. However, the use of the PBE starting point
suffers from one critical issue: the one-particle Kohn-Sham
eigenstates associated with the defect could erroneously fall in
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TABLE I. Experimental lattice parameters a and c and fractions
of Fock exchange α required to reproduce the experimental band gap
Eg (at low temperature).

a (c) (Å) α (HSE) α (G0W0@HSE) Eg (eV)

GaAs 5.65a 0.30 0.25 1.5
GaN 3.19 (5.19)a 0.33 0.28 3.5
Si 5.43b 0.25 0.15c 1.2
C 3.57b 0.28 0.10c 5.5

aReference [53].
bReference [54].
cVertex corrections are included in the screening W through the
bootstrap exchange-correlation kernel.

the vicinity of the band edges, sometimes even merge into the
valence or conduction band, hence sabotaging the screening
and the final QP energies in the G0W0 calculations. HSE
calculations generally do not suffer from such an issue as the
calculated band gap is more realistic. On this account, we keep
the HSE starting point for Si and C, but additionally include
vertex corrections in the screened interaction W by using the
bootstrap exchange-correlation kernel in the dielectric function
[41,42]. In principle, vertex corrections can also be applied to
GaAs and GaN, but their effect is marginal compared to the
conventional RPA GW , once the same band gap is enforced
through the use of an α-optimized starting point. To show
this, we check the quasiparticle energies for the neutral AsGa

in GaAs and for the negatively charged MgGa in GaN with
vertex corrections in W taken into account. Consequently,
the required α needs to be increased to 0.40 and 0.45 for
GaAs and GaN, respectively, to ensure that the experimental
band gap is reproduced. In both cases, we find that the defect
levels shift by only 0.03 eV when referred to the band edges.
Such a remarkable agreement between the two schemes further
implies that the accuracy obtained in this work is characteristic
of the GW approximation, and is largely irrespective of the
specific starting point or of the adopted type of screening.

Defect structures are relaxed with the HSE hybrid func-
tional. In these structural relaxations, the mixing parameters α

are chosen so that the HSE functional used for the relaxation
reproduces the experimental band gap. This leads to a different
set of parameters α than used for the starting points of the
G0W0 calculations (cf. Table I). Using the HSE functional with
α determined in this way, we also extract the defect energy
levels at the HSE level. The same k-point meshes as in the
GW calculations are adopted. Hence, two advanced electronic
structure methods, both reproducing the experimental band
gap, are compared here with each other and with experiment.
Finite-size corrections of total energies due to the spurious
Coulomb interactions are applied to charged defects using the
technique of Freysoldt et al. [43,44]. The latter corrections are
fully consistent with the eigenvalue corrections applied in the
GW calculations [17,36].

Incomplete structural relaxations arising from the long-
range elastic interaction between defects [45] also need to be
addressed. An earlier study showed that such effects amount
to errors of less than 0.05 eV in the case of the AsGa antisite
when a 64-atom supercell is used (cf. Fig. 1 of Ref. [46]). Here,

we assess the elastic effect at the PBE level by comparing
charge transition levels calculated by varying the supercell
size (up to 216 atoms). The error is typically smaller than
0.1 eV for defects in Si, but in the case of the SiV defect in
diamond, we record residual errors up to 0.2 eV. Similarly,
the single-particle energy level in the GW scheme is also
subject to change in the dilute limit due to the elastic effect.
Nonetheless, we find that the effect is generally small, about
0.1 eV or less when using the 64-atom supercell. Therefore,
we include the elastic corrections neither in the GW nor in the
hybrid calculations. This residual uncertainty should be borne
in mind when comparing the calculated charge transition levels
with experiment.

Throughout this work, we use the newly devel-
oped optimized norm-conserving Vanderbilt pseudopotentials
(ONCVPSP) [47]. For Ga, 3s, 3p, 3d, 4s, and 4p electrons
are included among the valence states. Due to the high
computational cost of GW calculations, we slightly relax the
cutoff radius of the Ga pseudopotential to lower the required
plane-wave cutoff energy to 70 Ry. With this adjustment,
the QP energies still agree within 0.05 eV compared to the
standard dataset [48]. The GW calculations are performed
using the code ABINIT [49]. The HSE structural relaxations
and total-energy calculations are carried out with the code
QUANTUM ESPRESSO [50] and are accelerated by the low-rank
approximation of Fock exchange [51]. We use the experimental
lattice parameters listed in Table I.

In Table II, the calculated charge transition levels are
collected and compared to the experimental values. The latter
are often measured through optical methods thus involving
excitonic effects. Nevertheless, excitonic energies are very
small for the present four semiconductors [52], and can thus
safely be disregarded when comparing with theoretical values.

AsGa in GaAs. The As antisite defect, i.e., an As atom
occupying a Ga lattice site, is related to the important EL2
center, a double donor compensating shallow acceptors and
pinning the Fermi level at midgap [63,64]. The microscopic
structure of the EL2 center has been largely debated and
has motivated extensive experimental and theoretical studies
[65], but the isolated AsGa defect of tetrahedral symmetry
is now widely accepted [66,67]. A general consensus pre-
vails about the experimental defect energy levels of AsGa.
Electron paramagnetic resonance (EPR) measurements by
Weber et al. identified two donor levels at Ec − 0.75 (+/0)
and Ev + 0.5 eV (2 + /+) [55], where Ev (Ec) denotes
the valence-band (conduction-band) edge. Lagowski et al.
reported two donor levels at Ev + 0.54 and Ev + 0.77 eV
as measured with deep-level transient spectroscopy (DLTS)
and photocapacitance spectroscopy at 77 K in p-type GaAs
[28]. Identical levels were also found by Omling et al. with
photocapacitance measurements in n-type samples [56]. The
thermodynamic charge transition levels of AsGa calculated at
the GW level agree extremely well with the experimental
levels (cf. Table II). A better accuracy is achieved than with
HSE calculations, in particular for the upper (+/0) level. We
note that our calculations do not take into account spin-orbit
coupling (SOC), which would make the GW calculations
elusive. Charge transition levels have previously been shown
not to be affected by SOC effects when aligned to the average
electrostatic potential [46]. Nevertheless, SOC effects account
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TABLE II. Thermodynamic charge transition levels referred to
the valence-band maximum, as obtained through the GW and HSE
calculations. Mean absolute error (MAE) and mean signed error
(MSE) with respect to the experimental data are given. Results
from previous hybrid-functional results are given for comparison.
All energies are in eV.

G0W0@HSE HSE Prev. hybrid Expt.

AsGa in GaAs
(+/0) 0.8 1.0 0.97a 0.77b

(2 + /+) 0.5 0.6 0.57a 0.54b

MgGa in GaN
(0/−) 0.6 0.4 0.26c, 0.38d 0.225e

Ci in Si
(+/0) 0.4 0.4 0.31f 0.28g

(0/−) 1.2 1.1 0.98f 1.10g

Si DB
(+/0) 0.3 0.1 0.20h 0.26i

(0/−) 0.8 0.7 0.80h 0.84i

SiV in C
(0/−) 1.9 1.6 1.43j 1.5k

MAE 0.14 0.12
MSE 0.12 0.04

aReference [46], HSE06 (α = 0.35).
bReference [28], DLTS and photocapacitance measurement at 77 K.
Similar results are obtained in Ref. [55] by EPR and in Ref. [56] by
photocapacitance measurements.
cReference [57], HSE06 (α = 0.31).
dReference [58], HSE06 (α = 0.31).
eReference [29–31], PL at 2 K.
fReference [59], HSE06 (α = 0.25).
gReference [32], EPR and DLTS at room temperature.
hReference [60], PBE0 (α = 0.10).
iReference [33], C-V measurements. Similar results are obtained by
EPR and DLTS measurements in Ref. [61].
jReference [62], HSE06 (α = 0.25).
kReference [34] (EPR, absorption, and photoluminescence at low
temperature) and Ref. [35] (photoconductivity at 77 K).

for an upward shift of the valence-band maximum by ∼0.1 eV.
Such a correction would retain the good agreement recorded
for GW in Table II.

MgGa in GaN. The substitutional MgGa acceptor is so
far the only effective acceptor for achieving p-type doping
in GaN, and hence blue luminescence [68,69]. The MgGa
acceptor is at the origin of the 3.466 eV acceptor bound exciton
accompanied by the 3.27 eV donor-acceptor pair peak found
in the low-temperature photoluminescence (PL) spectra of
Monemar et al. [29–31]. From this measurement, an acceptor
binding energy of 225 meV can be inferred [29–31], which
is in accord with an earlier estimate of 250 meV [70]. The
signatures of the Mg acceptor have been identified consistently
in a number of PL experiments [70]. The neutral Mg0

Ga defect
shows C3v symmetry. The Mg-N bond is stretched along
the axial direction to accommodate the highly localized hole
at the N site. The asymmetric distortion disappears in the
negative charge state Mg−

Ga. Consistently with previous hybrid-
functional calculations [57,58], the present HSE calculations
give the (0/−) charge transition level at 0.4 eV above Ev. On

the other hand, the GW scheme yields a deeper acceptor level
at Ev + 0.6 eV, thereby slightly worsening the agreement with
experiment.

Ci in Si. The carbon interstitial (Ci) is commonly found in
crystalline silicon upon radiation damage [71]. The configura-
tion corresponds to a split Si-C interstitialcy defect along 〈100〉
with C2v symmetry [32,71]. DLTS measurements by Song
et al. identified the (+/0) single-donor level of the isolated
Ci at Ev + 0.28 eV, and the (0/−) single-acceptor level at
Ec − 0.10 eV [32]. We see in Table II that the DLTS defect
levels are well reproduced by both HSE and GW calculations,
with errors not exceeding ∼0.1 eV.

Si DB. This dangling bond (DB) defect refers to an
unsaturated electron typically present at silicon interfaces or
in amorphous silicon materials. The Si DB has been identified
as the origin of the Pb center and gives rise to trap states
at Si/SiO2 interfaces [72], which are responsible for several
device instabilities [73]. Poindexter et al. concluded that the
Si DB defect is amphoteric and measured a (0/−) acceptor
level at Ev + 0.84 (0.80) eV and a (+/0) donor level at
Ev + 0.26 (0.31) eV through capacitance-voltage (C-V ) and
EPR measurements at Si(111)/SiO2 interfaces [33]. DLTS
experiments by Johnson et al. revealed a similar interface
density profile showing a double peak at Ec − 0.25 and
Ev + 0.3 eV for the acceptor and donor level, respectively [61].
Following Refs. [60,74], we model the Si DB by removing a
cluster of four Si atoms in a Si supercell and passivating nine of
the ten generated DBs by H atoms. Our HSE transition levels
are about 0.1 eV lower compared to the experiment and to a
previous calculation [60] based on the PBE0 hybrid functional
[75]. The GW calculated acceptor (Ev + 0.3 eV) and donor
(Ev + 0.8 eV) levels agree well with the experiments. It should
be noted that our model does not properly account for the
screening environment of Si DBs at the Si/SiO2 interface.
The effect of this limitation can be estimated by taking the
Si DB in amorphous silicon under consideration. To a good
approximation, the correlation energy U , i.e., the separation of
the thermodynamic transition levels for (+/0) and (0/−), can
be taken to be proportional to the inverse dielectric constant
1/ε as it arises from electron-electron Coulomb interactions.
For amorphous Si, estimates of 0.3 and 0.4 eV have been made
for U [76], to be compared with the value of 0.5 eV at Si/SiO2

interfaces. This leads us to conclude that the screening effect
on the individual acceptor and donor levels should not exceed
0.1 eV.

SiV in C. The Si split-vacancy complex (SiV) is currently
a heavily investigated color center in diamond for quantum
optics and qubits, due to its bright and stable single-photon
emission [77,78]. The SiV defect consists of an interstitial Si
centered between two neighboring C vacancies along 〈111〉
with D3d symmetry. The neutral SiV0 is associated with a
high-spin ground state (S = 1), in which the spin density is
localized on four C dangling bonds in the double-degenerate
eg state [62,79]. The negatively charged SiV− has a S = 1/2
ground state, and shows a slight Jahn-Teller distortion from
D3d symmetry [62]. EPR and PL studies have identified the
SiV0 and SiV− defects as the origin of the zero-phonon lines
(ZPLs) at 1.31 and 1.68 eV, respectively [34,77,79]. These
transitions correspond to neutral excitations and are internal to
defects in a specific charge state. Allers and Collins identified
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FIG. 1. Thermodynamic charge transition levels calculated with GW and HSE hybrid-functional calculations. The experimental reference
levels are indicated.

a photoconductivity threshold at 1.5 eV in association with the
1.31 eV ZPL, but initially the origin of this feature could not
be fully clarified [35]. D’Haenens-Johansson et al. recently
concluded through a series of optical and EPR measurements
that this transition is indeed related to the (0/−) acceptor level
[34]. In accord with Ref. [62], the present HSE calculations
account well for the (0/−) transition level. At variance, the
GW calculations give rise to an acceptor level at Ev + 1.9 eV,
lying ∼ 0.4 eV deeper in the band gap compared to the
experimental level.

For the present eight charge transition levels, the GW

scheme achieves a satisfying overall accuracy as manifested
by the mean absolute error (MAE) of 0.12 eV given in
Table II. The HSE hybrid functional yields a similar MAE
of 0.11 eV. These errors are of the same size as residual
computational errors. The small difference between the GW
and HSE scores therefore indicates that the accuracies of the
two schemes should be considered as equivalent. Nevertheless,
the HSE hybrid functional involves a considerably lower
computational cost, and should therefore be preferred for the
calculation of defect levels. Figure 1 shows that the GW

calculations generally overestimate the defect energy levels,
giving rise to a mean signed error (MSE) of about +0.1 eV (cf.
Table II). For comparison, the MSE pertaining to HSE almost
vanishes. In turn, this suggests that defect levels referred to the
valence-band maximum lie systematically higher in GW than
in HSE.

The systematic error inherent to the GW calculations
should be associated to the “band-edge problem”, awareness of
which has lately been growing [17,80–85]. This occurs when

the Ev levels as obtained with different theories are aligned
differently with respect to the vacuum level or to the average
electrostatic potential [80,81]. For the four semiconductors
studied in this work, we find that Ev calculated at the GW level
lies systematically deeper than the corresponding HSE level
by 0.2–0.3 eV, when both schemes are aligned to the vacuum
level and designed to reproduce the same experimental band
gap. Indeed, irrespective of the starting point or the level of
self-consistency, GW within the RPA tends to overestimate the
ionization potentials of solids by similar amounts [25,27,86].
The downwards shift of Ev in the GW calculations leads to
higher defect levels in the band gap, as the latter are more
localized and therefore experience a weaker downwards shift
than the delocalized band-edge levels [80,81].

In conclusion, our study shows that calculated defect levels
referred to the valence-band edge can be obtained with an
accuracy of about 0.1 eV on average, when using advanced
electronic structure methods that have been empirically de-
signed to reproduce the experimental band gap. GW and
hybrid-functional calculations yield comparable accuracies.
Our results hint at GW defect levels lying systematically at
higher energies, possibly related to the general overestimation
of GW ionization potentials seen previously [25,27,86].
Further work is necessary to investigate such effects in GW

calculations.
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