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Abstract—Light field cameras can capture the 3D information in a scene with a single exposure. This special feature makes light field cameras very appealing for a variety of applications: from post capture refocus, to depth estimation and image-based rendering. However, light field cameras exhibit a very limited spatial resolution, which should therefore be increased by computational methods. Off-the-shelf single-frame and multi-frame super-resolution algorithms are not ideal for light field data, as they ignore its particular structure. A few super-resolution algorithms explicitly devised for light field data exist, but they exhibit significant limitations, such as the need to carry out an explicit disparity estimation step for one or several light field views. In this work we present a new light field super-resolution algorithm meant to address these limitations. We adopt a multi-frame alike super-resolution approach, where the information in the different light field views is used to augment the spatial resolution of the whole light field. In particular, we show that coupling the multi-frame paradigm with a graph regularizer that enforces the light field structure permits to avoid the costly and challenging disparity estimation step. Our experiments show that the proposed method compares favorably to the state-of-the-art for light field super-resolution algorithms, both in terms of PSNR and visual quality.

I. INTRODUCTION

A light field camera behaves as a compact camera array, providing multiple simultaneous images of a 3D scene from slightly different points of view [1]. This very rich information, referred to as the light field [2], can potentially be used in a variety of applications, from post-capture refocus to depth estimation or virtual reality. However, the light field views exhibit a significantly lower resolution than images from traditional cameras, and many light field applications, such as depth estimation, happen to be very challenging on low spatial resolution data. The design of spatial super-resolution techniques, aiming at increasing the view resolution, is therefore crucial in order to fully exploit the potential of light field cameras.

Single-frame super-resolution algorithms [3] [4] can be applied to each light field view separately in order to augment the resolution of the whole light field. This is the approach of the method in [5], where a Convolutional Neural Network designed for single-frame super-resolution is applied to each light view separately. Ideally though, light field super-resolution should be able to exploit jointly the information in the multiple views. From this perspective, the multi-frame super-resolution scenario resembles more closely the light field one. However, the global image warping model that is typically adopted in multi-frame super-resolution to capture multi-image correlation, such as in [6] and [7], cannot capture the particular light field structure.

In [8] Wanner and Goldluecke propose a super-resolution algorithm targeting light field data. They compute a disparity map at each view of the light field and employ them to project all the views to the target one, within a global optimization formulation endowed with a Total Variation prior. However, disparity estimation is a very challenging task at low spatial resolution. As a result, disparity errors translate into significant artifacts in the textured areas and along object edges of the super-resolved light field views. Moreover, the algorithm has to be applied separately at each view in order to super-resolve the whole light field, which does not permit to fully exploit the inter-view dependencies.

In a different framework, Mitra and Veeraraghavan propose a light field super-resolution algorithm based on a learning procedure [9]. Each view in the low resolution light field is divided into possibly overlapping patches. All the patches at the same spatial coordinates in the different views form a light field with very small spatial resolution, i.e., a light field patch. The authors assign a constant disparity to each light field patch, i.e., all the objects within the light field patch are assumed to lie at the same depth in the scene. A different Gaussian Mixture Model prior for high resolution light field patches is learnt offline for each discrete disparity value, and then employed online within a MAP estimator to super(resolve each light field patch separately. However, first the learning-based approach ties the reconstruction quality to the chosen training set and requires a proper discretization of the disparity range; second, the simple assumption of constant disparity within each light field patch leads to severe artifacts at depth discontinuities in the super-resolved light field views.

In this work, we propose a new light field super-resolution algorithm that provides a global solution that augments the resolution of all the views together, without an explicit a priori disparity estimation step, and without relying on an offline learning procedure. In particular, we propose to cast light field spatial super-resolution into a global optimization problem, whose objective function comprises three terms. The first one enforces data fidelity, by constraining each high resolution view to be consistent with its low resolution counterpart. The second one is a warping term, which gathers for each view the complementary information encoded in the other ones. The third one is a graph-based prior, which regularizes the high resolution views by enforcing the geometric light field structure. These terms altogether form a quadratic objective function that we solve iteratively. The results show that our algorithm compares favorably to state-of-the-art light field super-resolution algorithms, both visually and in terms of...
the sake of simplicity, Figure 2 represents only the 8 views around $U_{s,t}$. We observe that, in the absence of occlusions and under the Lambertian assumption (i.e., same color intensity regardless of the viewing angle), the projection of $P$ obeys the following multi-stereo equation:

$$U_{s,t}(x, y) = U_{s', t'}(x + (s - s')d_x, y + (t - t')d_y)$$

$$= U_{s', t'}(x', y').$$

(1)

where $d_x, y = D_{s,t}(x, y)$, with $D_{s,t} \in \mathbb{R}^{N \times N}$ the disparity map of view $U_{s,t}$ with respect to its left view $U_{s,t-1}$. A more visual interpretation of Eq. (1) is provided by the Epipolar Plane Image (EPI) in Figure 1b, which represents a slice $U(x, y, s, t)^\top \in \mathbb{R}^{M \times N}$ of the light field. This exhibits a clear line pattern, as the projection $U_{s,t}(x, y)$ of point $P$ moves at a constant speed across the other views, with its speed determined by $d_x, y$. We stress out that, although $U_{s,t}(x, y)$ is a pixel in the captured light field, all its projections $U_{s', t'}(x', y')$ do not necessarily correspond to actual pixels in the light field views, as $x'$ and $y'$ may not be integer. We refer to the model described by Eq. (1) as the light field structure.

Later on, for the sake of clarity, we will denote a light field view either by its angular coordinate $(s, t)$ or by its linear coordinate $k = ((t - 1)M + s) \in \{1, 2, \ldots, M^2\}$. In particular, we have $U_{s,t} = U_k$ where $U_k$ is the $k$-th view encountered when visiting the camera array in column major order. Finally, we also handle the light field in a vectorized form, with the following notation:

- $u_{s,t} = u_k \in \mathbb{R}^{N^2}$ is the vectorized form of view $U_{s,t}$,
- $u = [u_1^\top, u_2^\top, \ldots, u_M^\top]^\top \in \mathbb{R}^{N^2M^2}$, where the vectorized form of a matrix is simply obtained by visiting its entries in column major order.

### III. Problem formulation

The light field super-resolution problem concerns the recovery of the high resolution light field $U$ from its low resolution counterpart $V$ at resolution $(N/\alpha) \times (N/\alpha) \times M \times M$, with $\alpha \in \mathbb{N}$. Equivalently, we aim at super-resolving each view $V_{s,t} \in \mathbb{R}^{(N/\alpha)^2 \times (N/\alpha)}$ to get its high resolution version $U_{s,t} \in \mathbb{R}^{N \times N}$. We cast the super-resolution problem into the minimization of the following objective function:

$$u^* \in \text{argmin}_{u} \mathcal{F}(u)$$

(2)

with $\mathcal{F}(u) \equiv \mathcal{F}_1(u) + \lambda_2\mathcal{F}_2(u) + \lambda_3\mathcal{F}_3(u)$ where the multipliers $\lambda_2$ and $\lambda_3$ balance the different terms.

The first term in Eq. (2) enforces the consistency between the high and low resolution versions of the same view, and it is typically referred to as the data fidelity term:

$$\mathcal{F}_1(u) \equiv \sum_k \|SB u_k - v_k\|_2^2.$$ 

(3)

where $B \in \mathbb{R}^{N^2 \times N^2}$ and $S \in \mathbb{R}^{(N/\alpha)^2 \times N^2}$ denote a blurring and a sampling matrix, respectively.

The various low resolution views in the light field capture the scene from slightly different perspectives, therefore, details
where the positive semi-definite matrix \( L \) is symmetric. We can finally rewrite the term \( F \) as follows:

\[
F_2(u) = \sum_k \sum_{k' \in N_k} \| SBF_k^T u_k - v_k \|_2^2
\]  

(4)

where the matrix \( F_k^{k'} \in \mathbb{R}^{N^2 \times N^2} \) is such that \( F_k^{k'} u_k \approx u_{k'} \) and it is typically referred to as a warping matrix, while \( N_k \) denotes a subset of the views with \( k \notin N_L \).

Finally, a regularizer \( F_3 \) happens to be necessary in the overall objective function of Eq. (2), as the overall super-resolution problem is ill-posed. We borrow the regularizer from Graph Signal Processing [11], and define \( F_3 \) as follows:

\[
F_3(u) = u^T L u
\]  

(5)

where the positive semi-definite matrix \( L \in \mathbb{R}^{M^2 N^2 \times M^2 N^2} \) is the un-normalized Laplacian of a graph designed to capture the light field structure. In particular, each pixel in the high resolution light field is modeled as a vertex in a graph, where the edges connect each pixel to its projections on the other views. The quadratic form in Eq. (5) enforces connected pixels to share similar intensity values, thus promoting the light field views. The quadratic form in Eq. (5) enforces connected pixels to share similar intensity values, thus promoting the light field views. The quadratic form in Eq. (5) enforces connected pixels to share similar intensity values, thus promoting the light field views.

In particular, we consider an undirected weighted graph \( G = (V, E, W) \), with \( V \) the set of graph vertices, \( E \) the edge set, and \( W \) a function mapping each edge into a non-negative real value, referred to as the edge weight. The vertex \( i \in V \) corresponds to the entry \( u(i) \) of the high resolution light field. The graph can be represented through its adjacency matrix \( W \in \mathbb{R}^{|V| \times |V|} \), with \( |V| \) the number of light field pixels:

\[
W(i,j) = \begin{cases} W(i,j) & \text{if } (i,j) \in E \\ 0 & \text{otherwise} \end{cases}
\]

Since the graph is assumed to be undirected, the adjacency matrix is symmetric. We can finally rewrite the term \( F_3 \) in Eq. (5) as follows:

\[
F_3(u) = \frac{1}{2} \sum_i \sum_j W(i,j) (u(i) - u(j))^2.
\]  

(6)

Eq. (6) shows that the term \( F_3 \) penalizes significant intensity variations along highly weighted edges. A weight typically captures the similarity between vertices, therefore the minimization of Eq. (6) leads to an adaptive smoothing, ideally along the EPI lines of Figure 1b in our light field framework.

Differently from the other light field super-resolution methods, the proposed formulation permits to address the recovery of the whole light field altogether, thanks to the global regularizer \( F_3 \). The term \( F_2 \) permits to augment the resolution of each view without recurring to external data and learning procedures. However, differently from the light field super-resolution approach in [8], the warping matrices in \( F_2 \) do not rely on a precise estimation of the disparity at each view. This is possible mainly thanks to the addition of the graph regularizer \( F_3 \), that acts on each view as a denoising term based on non local similarities [12] but at the same time constrains the reconstruction of all the views jointly, thus enforcing the full light field structure captured by the graph.

IV. Super-resolution algorithm

We now describe the algorithm that we use to solve the optimization problem in Eq. (2). We first discuss the construction of the graph employed in the regularizer \( F_3 \) in Eq. (5), and then show how to extract the warping matrices of the term \( F_2 \) in Eq. (4) directly from the constructed graph. Finally, we describe the complete super-resolution algorithm.

A. Regularization graph construction

The effectiveness of the term \( F_3 \) depends on the graph capability to capture the light field structure. Ideally, we would like to connect each pixel \( U_{s,t}(x,y) \) in the light field to its projections on the other views, as they all share the same intensity value under the Lambertian assumption. However, since the projections do not lie at integer spatial coordinates in general, we rather aim at connecting the pixel \( U_{s,t}(x,y) \) to those pixels that are close to its projections on the other views. We thus propose a three-step approach to the computation of the adjacency matrix \( W \) of the graph in Eq. (6).
1) Edge weight computation: We consider a view $U_{s,t} = U_k$ and define its set of neighboring views $N_k$ as the set containing the eight adjacent views, depicted in Figure 2:

$$\{U_{k'} : k' \in N_k\} = \{U_{s,t+1}, U_{s+1,t}, U_{s-1,t+1}, U_{s+1,t+1}\}.$$  

We then concentrate on a pixel $u(i) = U_{s,t}(x,y)$ and define its edges toward one neighboring view $U_{k'} = U_{s',t'}$ with $k' \in N_k$. We center a search window at the pixel $U_{s',t'}(x,y)$ and compute the following weight between the pixel $U_{s,t}(x,y) = u(i)$ and each pixel $U_{s',t'}(x',y') = u(j)$ in the considered window:

$$W_A(i,j) = \exp\left(-\frac{\|P_{s,t}(x,y) - P_{s',t'}(x',y')\|^2}{\sigma^2}\right),$$  

where $P_{s,t}(x,y)$ denotes a square patch centered at the pixel $U_{s,t}(x,y)$, the operator $\| \cdot \|_F$ denotes the Frobenius norm, and $\sigma$ is a tunable constant. We repeat the procedure for each of the eight neighboring views in $N_k$, but we employ different windows for different views:

- a $1 \times W$ pixel window for $(s', t') = (s, t \pm 1)$,
- a $W \times 1$ pixel window for $(s', t') = (s \pm 1, t)$,
- a $W \times W$ pixel window otherwise.

This is illustrated in Figure 2. The $W \times W$ pixel window is introduced for the diagonal views, in green in Figure 2, as the projection of the pixel $U_{s,t}(x,y)$ on these views lies neither along row $x$, nor along column $y$. Iterating the outlined procedure over each pixel $u(i)$ in the light field leads to the construction of the adjacency matrix $W_A$. We regard $W_A$ as the adjacency matrix of a directed graph, with $W_A(i,j)$ the weight of the edge from $u(i)$ to $u(j)$.

2) Edge pruning: We want to keep only the most important connections in the graph. We thus perform a pruning of the edges leaving the pixel $U_{s,t}(x,y)$ toward the eight neighboring views. In particular, we keep only

- the two largest weight edges, for $(s', t') = (s, t \pm 1)$,
- the two largest weight edges, for $(s', t') = (s \pm 1, t)$,
- the four largest weight edges, otherwise.

For the diagonal neighboring views $U_{k'} = U_{s',t'}$, we allow four weights rather than two as it is more difficult to detect those pixels that lie close to the projection of $U_{s,t}(x,y)$. We define $W_B$ as the adjacency matrix after the pruning.

3) Symmetric adjacency matrix: We finally carry out the symmetrization of the matrix $W_B$, and set $W \equiv W_B$ in Eq. (6). We adopt a simple approach for obtaining a symmetric matrix: we choose to preserve an edge between two vertexes $u(i)$ and $u(j)$ if and only if both entries $W_B(i,j)$ and $W_B(j,i)$ are non zero. Note that if this is the case, $W_B(i,j) = W_B(j,i)$ necessarily holds true, and the weights are maintained. We observe that this procedure mimics the well-known left-right disparity check of stereo vision [13].

B. Warping matrix construction
We recall that the matrix $F_{k'}^k$ is such that $F_{k'}^k u_k \simeq u_{k'}$. In particular, the $i$-th row of this matrix is expected to compute the pixel $u_{k'}(i) = U_{s',t'}(x,y)$ as a convex combination of those pixels around its projection on $U_k = U_{s,t}$.

We thus observe that the sub-matrix $W_S$, obtained by extracting the rows and columns $(k'-1)N^2+1, \ldots, k'N^2$ from the adjacency matrix $W$, represents a directed weighted graph with edges from the pixels of the view $U_{k'} = U_{s',t'}$ (rows of the matrix) to the pixels of the view $U_k = U_{s,t}$ (columns of the matrix). In this graph, the pixel $u_{k'}(i) = U_{s',t'}(x,y)$ is connected to a subset of pixels that lie close to its projections on $U_k = U_{s,t}$. We thus normalize the rows of $W_S$ such that they sum up to one, in order to implement a convex combination, and set $F_{k'}^k \equiv W_S$ in Eq. (4) with $W_S$ the normalized sub-matrix.

C. Optimization algorithm
We now have all the ingredients to solve the optimization problem in Eq. (2). We observe that it corresponds to a quadratic problem and it can be rewritten as follows:

$$u^* \in \text{argmin}_u \frac{1}{2} \begin{pmatrix} u \end{pmatrix}^T \begin{pmatrix} P \end{pmatrix} u + \begin{pmatrix} q \end{pmatrix}^T u + r.$$  

In general the matrix $P$ is positive semi-definite, therefore we choose to adopt the Proximal Point Algorithm (PPA), which iteratively solves Eq. (8) using the following update rule:

$$u^{(i+1)} = \text{argmin}_u \mathcal{F}(u) + \frac{1}{2\beta} \|u - u^{(i)}\|^2_2,$$

$$u^{(i+1)} = \text{argmin}_u \frac{1}{2} u^T \begin{pmatrix} P + \frac{I}{\beta} \end{pmatrix} u + \left( \begin{pmatrix} q - u^{(i)} \end{pmatrix} \right)^T \begin{pmatrix} q - u^{(i)} \end{pmatrix}. $$

The matrix $P + (1/\beta)I$ is positive definite for every $\beta > 0$, hence we can now use the CG method to solve the linear system $\nabla \mathcal{T}(u) = 0$. The full Graph-Based super-resolution algorithm is summarized in Algorithm 1. We observe that the graph construction requires the high resolution light field. In order to bypass this causality problem, a fast and rough high resolution estimation of the light field is computed, e.g., via bilinear interpolation, at the bootstrap phase. Then, at each new iteration, the graph and the warping matrices can be reconstructed on the new available light field estimate.

V. Experiments
A. Experimental settings
We test our Graph-Based super-resolution algorithm (GB hereafter) on the HCI light field dataset [10], and we compare GB both to a state-of-the-art light field super-resolution algorithm [9] and to a simple bilinear interpolation of the single light field views. The light fields in the HCI dataset are characterized by a $9 \times 9$ array of views. Similarly to [9], we crop them to a $5 \times 5$ array of views, i.e., we choose $M = 5$.

In our experiments, the spatial resolution of each test light field $U$ is first decreased by a factor $\alpha \in \mathbb{N}$ by applying the blurring and sampling matrix $SB$ of Eq. (3) to each color channel of each view. Then, the low resolution light field $V$ is brought back to the original spatial resolution by the super-resolution algorithms under study. In order to match
the assumptions of the method in [9], but without loss of generality, the blur kernel implemented by the matrix $B$ is set to an $\alpha \times \alpha$ box filter, and the matrix $S$ performs a regular sampling.

In the graph construction in Eq. (7), we empirically set the size of the patch $P$ to $7 \times 7$ pixels and $\sigma = 0.7229$. For the search window size, we set $W = 13$ pixels. This choice is equivalent to consider a disparity range of $[-6, 6]$ pixels at high resolution. For the HCI dataset the disparity range is within $[-3, 3]$ pixels, but in practice the disparity range is not known a priori, therefore we found the $[-6, 6]$ pixel range to be a fair choice. Finally, we empirically set $\lambda_2 = 0.2$ and $\lambda_3 = 0.0055$ in the objective function in Eq. (2) and perform just two iterations of the full Algorithm 1, as this is experimentally found to be sufficient.

For our experiments on the algorithm in [9] we use the code provided by the authors. We discretize the $[-6, 6]$ pixel range using a 0.2 pixel step, and for each disparity value we train a different GMM prior. The procedure is carried out for $\alpha = 2$ and $3$, and results in GMM priors defined on a $4\alpha \times 4\alpha \times M \times M$ light field patch. We perform the training on the data that comes together with the authors’ code.

In the experiments, every considered method super-resolves only the luminance of the low resolution light field. The full color high resolution light field is obtained through bilinear interpolation of the two low resolution light field chrominances.

### B. Light field reconstruction results

The numerical results from our super-resolution experiments on the HCI dataset are reported in Tables I and II for the super-resolution factors $\alpha = 2$ and $3$, respectively. For each reconstructed light field we compute the PSNR (dB) at each view and report the average and variance of the computed PSNRs in the tables. The PSNRs are computed on the luminance of the light field views. Finally, for a fair comparison with the method in [9], which suffers from border effects, a 15-pixel border is removed from all the reconstructed views before the PSNR computation.

For a super-resolution factor $\alpha = 2$, GB provides the highest average PSNR on nine out of twelve light fields. The highest average PSNR in the remaining light fields buddha, horses, and medieval is achieved by [9], but the corresponding variances are non negligible. The large variance generally indicates that the quality of the central views is higher than the one of the lateral views. This is clearly non ideal, as our objective is to reconstruct all the views with high quality, as necessary in most light field applications. We also note that GB provides a better visual quality in these three light fields. An example is provided in Figure 3, where a detail from the light field horses is given for each method. In particular, the
the statue reconstructed by [9] appears very noisy, especially at object boundaries. An example is provided in Figure 4, which reconstructed by [9] again exhibit very strong artifacts along worst case view reconstructed by [9]. Moreover, the light fields 0 to 27 dB, which suggests a very large numerical results are provided by the bilinear interpolation method, which does not exhibit strong artifacts, but provides very blurred images, as shown in Figure 4a.

For more extensive experiments we refer the reader to [14].

### VI. CONCLUSIONS

We developed a new light field super-resolution algorithm that exploits the complementary information encoded in the different views to augment their spatial resolution, and that relies on a graph to regularize the target light field. In particular, we showed that the introduction of a graph enforcing the light field structure permits the use of coarse warping matrices, thus avoiding an explicit and costly disparity estimation step on each view. The proposed algorithm compares favorably to the state-of-the-art in light field super-resolution, both in terms of PSNR and visual quality. Moreover, it reduces to a simple quadratic optimization problem, which can be solved efficiently with standard convex optimization tools.

### REFERENCES


