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Abstract
Linac4 is the new negative hydrogen ion (H−) linear accelerator of the European Organization

for Nuclear Research (CERN). Its ion source operates on the principle of Radio-Frequency

Inductively Coupled Plasma (RF-ICP) and it is required to provide 50 mA of H− beam in pulses

of 600 μs with a repetition rate up to 2 Hz and within an RMS emittance of 0.25 π mm mrad in

order to fullfil the requirements of the accelerator.

This thesis is dedicated to the characterization of the hydrogen plasma in the Linac4 H−

ion source. We have developed a Particle-In-Cell Monte Carlo Collision (PIC-MCC) code to

simulate the RF-ICP heating mechanism and performed measurements to benchmark the

fraction of the simulation outputs that can be experimentally accessed. The code solves

self-consistently the interaction between the electromagnetic field generated by the RF coil

and the resulting plasma response, including a kinetic description of charged and neutral

species. A fully-implicit implementation allowed to simulate the high density regime of the

Linac4 H− ion source, ensuring the energy conservation while maintaining the computational

resources tractable.

We studied the capacitive to inductive transition characteristic of the initial phase of the pulsed

discharge. The simulation results were confirmed by time-resolved photometry measurements

and allowed quantifying the effect of the hydrogen pressure and of the external magnetic cusp

field on the transition dynamics. This provided insights into possible modifications to the

magnetic cusp field configuration to maximize the power deposited to the plasma.

The optimal ion source configuration maximizes the density of volume produced H−, the

flux of H0 atoms onto the cesiated molybdenum plasma electrode surface at the origin of H−

emission, and minimizes the electron density and energy in the beam formation region. We

simulated the high-density regime (1019 m−3) representative of the nominal operation of the

Linac4 ion source during beam extraction. We performed a parametric study of the RF current,

hydrogen pressure and magnetic configuration (cusp and filter) to assess their impact on

the plasma parameters. The simulation results allowed assessment of these parameters and

provided guidelines for the optimization of the ion source operational and design parameters.

The simulation results of electron density, electron energy and hydrogen dissociation degree

showed excellent agreement with optical emission spectroscopy measurements both as a

function of RF coil current and magnetic configuration. The outputs of these simulations

provide crucial inputs to beam formation and extraction physics models. Dedicated PIC

software packages are being developed that will eventually shed insight into essential beam

parameters such as the intensity and emittance of the H− beam and the intensity of the
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co-extracted electrons.

Key words: Ion source, particle accelerator, Particle-In-Cell, Monte Carlo Collision, RF-ICP
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Riassunto
Linac4 è il nuovo acceleratore lineare di ioni negativi di idrogeno (H−) dell’organizzazione

europea per la ricerca nucleare (CERN). La sua sorgente di ioni opera secondo il principio

dei plasmi accoppiati induttivamente alle radio frequenze e deve fornire un fascio di 50 mA

di H− in impulsi di 600 μs con una ripetizione fino a 2 Hz ed un’emittanza RMS inferiore a

0.25 π mm mrad.

Questa tesi ha come obiettivo la caratterizzazione del plasma di idrogeno della sorgente di ioni

del Linac4. Abbiamo sviluppato un codice Particle-In-Cell Monte Carlo Collision (PIC-MCC)

con lo scopo di simulare il meccanismo di sostentamento del plasma ad accoppiamento

induttivo. Allo stesso tempo una campagna sperimentale è stata organizzata per permettere

un confronto diretto tra simulazioni e misure. Il codice simula l’interazione tra il campo

elettromagnetico generato dall’antenna e la conseguente dinamica del plasma. Quest’ultima

include una descrizione cinetica sia delle specie elettricamente cariche che di quelle neutre.

Grazie ad un algoritmo d’integrazione implicito, il modello permette di simulare alte densità

preservando la conservazione dell’energia e mantenendo un costo computazionale limitato.

In primo luogo abbiamo studiato la transizione dall’accoppiamento capacitivo ad induttivo

caratteristico della fase iniziale dell’impulso. I risultati delle simulazioni, confermati da misure

fotometriche in funzione del tempo, hanno permesso di quantificare l’effetto della pressione

d’idrogeno e del campo magnetico esterno sulla dinamica della transizione. Questo ha per-

messo di identificare possibili miglioramenti da apportare alla configurazione magnetica per

migliorare l’efficienza di trasmissione di potenza dall’antenna al plasma.

Successivamente, abbiamo simulato il regime di alta densità (1019 m−3) caratteristico dell’ope-

razione nominale della sorgente di ioni durante l’estrazione del fascio. Uno studio parametrico

della corrente dell’antenna, della pressione d’idrogeno e della configurazione magnetica ha

permesso di determinare l’effetto di tali variazioni sulla dinamica del plasma. L’ottimizzazione

della sorgente di ioni consiste nel massimizzare la densità di ioni di idrogeno prodotti nel

volume del plasma, il flusso d’atomi H0 incidenti sull’elettrodo a basso lavoro d’estrazione

all’origine dell’emissione di H−, e allo stesso tempo minimizzare la densità di elettroni e la loro

energia nella zona di formazione del fascio. I risultati delle simulazioni hanno permesso di

determinare l’influenza di parametri operazionali e di disegno su tali densità ed energie, per-

mettendo di identificare possibili miglioramenti alla configurazione attuale per ottimizzarne

l’efficienza.

La densità elettronica, l’energia elettronica ed il grado di dissociazione d’idrogeno sono in otti-

mo accordo con risultati di misure spettroscopiche sia in funzione della corrente dell’antenna
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Riassunto

che in base alla configurazione magnetica esterna. I risultati di queste simulazioni forniscono

per la prima volta le caratteristiche del plasma nella zona d’estrazione, che sono critiche per la

simulazione della formazione e l’estrazione del fascio. Codici specifici per tale scopo sono in

corso di sviluppo e permetteranno in futuro di caratterizzare i parametri del fascio all’uscita

della sorgente, come l’intensità e l’emittanza del fascio di H− e degli elettroni co-estratti.

Parole chiave: sorgente di ioni, acceleratore di particelle, Particle-In-Cell, Monte Carlo, plasmi

ad accoppiamento induttivo
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1 Introduction

Over the last decades we have witnessed tremendous advances in the understanding of mat-

ter at its fundamental level. Many discoveries in the field have been possible thanks to the

construction of large and complex scientific instruments where physicists and engineers mea-

sured with great precision the properties of the basic constituents of matter, the elementary

particles and their interactions. One of the largest scientific facilities ever built is located at

the European Organization for Nuclear Research (CERN, from the French acronym Conseil

Européen pour la Recherche Nucléaire). Here, proton or ion beams accelerated to nearly

the speed of light are collided against each other or onto a target, and sophisticated particle

detectors measure the debris left by these collisions. Analysis of these processes give physicists

clues about how the particles interact, and provide insights into the fundamental laws of

nature.

The particle beams required by the experiments are formed in ion sources and accelerated

in so-called "particle accelerators". By using electromagnetic fields, bunches of charged

particles (e.g. protons, ions) are boosted to increasing energies while being maintained in well-

defined trajectories. The first stage of any particle accelerator is the ion source, responsible

for producing the charged particles and impart the first acceleration by an electric field.

Over the years many types of ion sources have been developed, targeted at specific particle

types, currents and beam characteristics [1]. In the majority of cases, the charged particles

are produced within a low-temperature plasma where intra-particle collisions and surface

interactions generate the desired charged species.

Current applications set demanding requirements on the ion source performance and it

becomes of paramount importance to gain a deep understanding of the underlying physical

processes. This knowledge is key to engineer or identify possible improvements to the ion

source configuration to reach the target performance. It is important to mention that, besides

particle accelerators for high-energy physics, ion sources are employed in a multitude of

applications such as the neutral beam injector of future fusion reactors, medical accelerators

as well as in industrial applications like ion implantation and thin film deposition.
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Chapter 1. Introduction

1.1 Scope of the thesis

This thesis is dedicated to the investigation of the ion source plasma discharge of CERN’s

new H− accelerator, Linac4. Linac4 will replace the currently operating Linac2 from 2020

and will provide a higher intensity beam for CERN’s experimental facilities over the next

decades. The understanding of the plasma parameters in the ion source plays a crucial role in

determining the processes at the origin of H− production, allowing the assessment of design

and operational parameters on the source performance.

We have developed a self-consistent simulation tool that includes the plasma heating mech-

anism and allows us to simulate the plasma discharge ab-initio. This tool is the first code

designed for this purpose. The required verification and validation steps were achieved via

convergence tests, monitoring of conservation laws and comparison to experimental results.

The latter have been performed by optical emission spectroscopy at a dedicated test stand at

CERN. The simulation results agree very well with experiments and demonstrate the reliability

of the code to simulate the relevant plasma parameters. A subsequent parameter scan of the

ion source configuration allowed investigating their effect on the plasma population densities

and energy distributions, providing the mandatory insight for the optimization of the ion

source.

The thesis manuscript is based on 4 papers that are reproduced in the present document,

organized as follows: the remainder of chapter 1 describes CERN’s accelerator complex, the

need for Linac4 and its ion source. Chapter 2 is dedicated to the simulation and experimental

investigation of the low-density plasma, characteristic of the initial phase of the plasma dis-

charge. Chapter 3 describes the code developed to study the high-density steady-state plasma

discharge operated during beam extraction, together with its validation by optical emission

spectroscopy. In chapter 4 we performed a parameter scan of the ion source configuration

to quantify their impact on the plasma parameters. Finally in chapter 5 we draw conclusive

remarks and highlight guidelines for future work.

The work of this thesis comes in the framework of the Linac4 ion source work package that

encompasses the design, production and test of all ion source components and of the ancillary

systems. I actively contributed in the following domains that were published in scientific

journals and conference proceedings:

• Ion source technical design and operation. I participated in design meetings, selection

and installation of experimental equipment, operation of the ion source for the Linac4

accelerator and at a dedicated test-stand: [2, 3, 4, 5]

• Plasma and electromagnetic simulations including the development of Particle-In-Cell

Monte Carlo Collision (PIC-MCC) codes, application of collision-radiative models and

radio-frequency circuit modelling [6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21,

22, 23]

• Optical emission spectroscopy, time-resolved photometry and fast-rise pressure mea-
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surements: [24, 25, 26]. As of today, this pressure calibration is the only access to the

density of neutrals in the ion source.

1.2 CERN and its accelerator complex

CERN is home of the world’s most advanced scientific instruments aimed at studying the

structure of matter at the atomic, nuclear and subatomic level. The basic principle consists in

producing collisions between a highly energetic beam of protons or ions either against a fixed

target or between two beams and observe the resulting interactions. Founded in 1954, over

the years CERN has been expanding its scientific research by modernizing its facilities and

increasing the beam energy in the quest for the rarest particles ever to be observed. In 1957,

three years after its foundation, the organization comprised a single 600 MeV synchrocyclotron

which provided beams for CERN’s first experiments in particle and nuclear physics. Nowadays

the accelerator complex comprises 2 linear accelerators and 6 synchrotrons, culminating in

the largest and most powerful accelerator ever built, the Large Hadron Collider (LHC) with

design energies up to 7 TeV capable of replicating the conditions of temperature and densities

that occurred very shortly after the Big Bang.

CERN’s accelerator complex is depicted in figure 1.1. It is designed to provide particle beams

of different energies and intensities to dedicated experiments and facilities. The acceleration

of the beams takes place in different stages. A proton beam, which is used for over 10 months

a year by the complex, originates in Linac2 and after a linear acceleration to 50 MeV it is

injected into the first synchrotron, the Proton Synchrotron Booster (PSB). The PSB is composed

of four superimposed synchrotron rings that accelerate the beam to 1.4 GeV. This beam

serves the Isotope mass Separator On-Line DEvice (ISOLDE), a radioactive ion beam facility

dedicated to the study of astrophysical processes, solid state physics and medical applications

of radioactive beams. The PSB beam is injected into the Proton Synchrotron (PS) for a third

stage acceleration to 26 GeV. The PS beam is used by three different experimental areas: the

Antiproton Decelerator (AD) where studies of the properties of antimatter are performed, the

neutron Time of Flight (n-ToF) facility which investigates neutron-nucleus interactions and

the east area which is a dedicated detector test facility. From the PS the beam is injected in the

Super Proton Synchrotron (SPS) where it reaches 450 GeV. This beam is used by AWAKE, a proof-

of-principle experiment for the study of plasma wake acceleration of electrons, HiRadMat

dedicated to study the reaction of materials to high energy beam induced shocks, and a second

test areas (North area). Until 2012 the SPS beam was also used to send neutrinos to Italy in

an experiment called Cern Neutrinos to Gran Sasso (CNGS). At last the beam enters the LHC

where it is separately injected in two counter-rotating beams. The energy of each beam can be

boosted up to 7 TeV each. The LHC has 4 interaction points where the main particle detectors

are installed: ATLAS and CMS are two multi-purpose detectors, ALICE is dedicated to the

study of quark-gluon plasmas and LHCb to the beauty quark. CERN also provides beams of

heavy ions (e.g. lead, oxygen, argon). These beams originate in Linac3 and travel to the Low

Energy Ion Ring (LEIR) before entering the PS where they follow the same accelerating chain
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p (proton) H− ion neutrons p̄ (antiproton) electron

LHC Large Hadron Collider SPS Super Proton Synchrotron Proton Synchrotron

AD Antiproton Decelerator CTF3 Clic Test Facility

AWAKE Advanced WAKefield Experiment ISOLDE Isotope Separator OnLine DEvice

LEIR Low Energy Ion Ring LINAC LINear ACcelerator

n-ToF Neutrons Time-of-Flight HiRadMat High-Radiation to Materials

Figure 1.1 – Overview of CERN’s accelerator complex. Two ion beams are currently employed:
a proton beam starting its journey in Linac2, and a heavy ion one (e.g. lead, oxygen) which
originates in Linac3. A test facility for electron acceleration is also present (CTF3). Image
adapted from [27].
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of the proton beam. The main users of the ion beams are the North Area and the LHC, where

it is possible to collide proton-proton, proton-lead and lead-lead ions, allowing a wide range

of fundamental processes to be investigated.

1.3 LHC’s luminosity upgrade

The full exploitation of the LHC is the highest priority in the European Strategy for Particle

Physics [28] and projects are already ongoing to optimize the LHC to extend its discovery

potential. The performance of the LHC, or any other collider, is defined by the rate of collisions

delivered to the experiments, a parameter that is known in the literature as the collider

luminosity L . In the general case of two Gaussian beams colliding head-on L is given by:

L = f N1N2Nb

4πσxσy
(1.1)

where f is the revolution frequency, N1 and N2 the number of particles per bunch, Nb is the

number of bunches and σx , σy characterize the transverse beam profile in the horizontal and

vertical direction respectively. The number of particles per bunch circulating in the collider,

as well as the beam characteristics do not only depend on the LHC itself, but also on the

properties of the injected beam from the accelerating chain. This implies that if one wishes

to increase the collider luminosity, an optimization of the full acceleration chain must be

performed.

The LHC Injector Upgrade (LIU) project was therefore launched at CERN in order to coordinate

the efforts required to deliver the beam characteristics for the High Luminosity LHC (HL-LHC).

The goal of the HL-LHC project is to increase the LHC luminosity by a factor of 10 beyond the

original design value (from 300 to 3000 fb−1) around the year 2020. It was identified that one

of the main improvements to the current design lies at the beam injection from Linac2 to the

PSB. Due to space charge forces, the maximum intensity at injection scales proportionally

to βγ2 with β the ratio between the velocity and the speed of light and γ= (1−β2)−1/2. This

implies that if one wishes to increase the maximum intensity at injection, a higher injection

energy is required. Secondly, when injecting the beam from a linear to a circular machine,

we can accumulate the beam over multiple turns to fill the available phase-space (position,

velocity) of the machine. At injection however, there is no way to inject the incoming proton

beam into the phase-space of the already circulating proton beam. This sets a limit to the

number of turns achievable, which in the case of the Linac2-PSB corresponds to 13 turns. This

limitation can be overcome by charge-exchange injection (section 1.4), justifying the decision

to build a new H− injector for the PSB which today materializes in the construction of Linac4.
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1.4 Linac4, a new injector for the Booster

Linac4 is CERN’s new 160 MeV negative hydrogen ion (H−) linear accelerator which will

replace Linac2 from 2020. The layout of the PS with its booster ring and the proton, H−

injectors is illustrated in figure 1.2. The goal of Linac4 is to double the beam intensity in

the accelerator complex, by providing the suitable beam characteristics at the injection into

the Booster. Linac4 accelerates H− and uses a charge-exchange injection scheme in the PSB.

(figure 1.3). When the H− beam first arrives at the injection point it passes through a stripping

foil which knocks out the electrons from the H− leaving a proton beam circulating in the PSB.

The circulating beam is now of opposite charge from the injected beam and this allows to

overlap the two beams onto the same phase-space. This procedure is performed just before

passing through the stripping foil, where the electrons are then removed, leaving a more

intense proton beam circulating. The beam intensity is thus increased in the PSB by injecting

over multiple turns. During injection, the circulating proton beam is slightly deviated from its

orbit to overlap with the H− beam. Secondly, Linac4 is designed to deliver a beam of 160 MeV,

which corresponds to a factor 2 increase of βγ2 compared to the 50 MeV provided by Linac2.

This doubles the maximum injection intensity, leading to a similar increase in the rest of the

accelerator’s chain.

Figure 1.2 – Layout of the PS complex. The proton, H− injectors and the PSB are indicated.
At present the proton beam is injected from Linac2 to the PSB before entering the PS. This
configuration will be modified in 2020 when Linac4 will provide a 160 MeV H− beam to the
PSB. The light grey at the end of Linac4 indicates a possible extension called Super-conducting
Linac (SL) [29].
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Figure 1.3 – Schematics of the charge-exchange injection. The H− beam from Linac4 is passed
through a stripping foil which leaves a proton beam circulating in the PSB. Unstripped and
singly stripped H− are dumped in a dedicated beam dump. The orbit of the circulating proton
beam is slightly deviated to overlap with the injected H− beam [30].

Linac4 is an 80 m long H− accelerator whose schematics is shown in figure 1.4. It is com-

posed of several accelerating structures, each designed for a specific energy range. A detailed

description of the Linac4 design can be found in [30].

Figure 1.4 – Block diagram of the Linac4 layout with the energy delivered by each accelerating
structure. From the H− source, Linac4 is composed of a Low Energy Beam Transport (LEBT), a
Radio-Frequency Quadrupole (RFQ), a chopper and buncher (Chop.), Drift Tube Linac (DTL),
Cell Coupled Drift Tube Linac (CCDTL), Pi-mode structures (PIMS) before entering the Proton
Synchrotron Booster (PSB).

The components of Linac4 are:

H− ion source: The Linac4 ion source has to provide 50 mA of H− beam at an energy of 45 keV

and within an RMS emittance of 0.25 π mm mrad. A detailed description of the ion source and

its operational principle follows in section 1.6.
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Low Energy Beam Transport (LEBT): its role is to match the beam characteristics from the

source to the entrance of the next accelerating structure, the Radio-Frequency Quadrupole

(RFQ). It is composed of two solenoids and four steerers for a total length of 1.2 m. Between

the two solenoids beam diagnostics are installed to monitor the source and characterize the

beam.

Radio-Frequency Quadrupole (RFQ): The RFQ serves the multiple purpose of accelerating,

focusing and bunching (separating in "micro-pulses") the beam. It is composed of 4 vanes

(figure 1.5), each modulated with a characteristic wavelength proportional to the particle’s

velocity. The four vanes shape the 352 MHz RF field to produce an electromagnetic field both

on the longitudinal direction (accelerating and bunching) as well as in the perpendicular

direction (focusing). The RFQ accelerates the beam from 45 keV to 3 MeV.

Figure 1.5 – The 352 MHz Radio-Frequency Quadrupole (RFQ) with the characteristic 4 vanes
structure.

Chopper and buncher (Chop.): The purpose of the chopper is to select only the sequence of

beam bunches that will be accepted by the PSB. As the PSB is composed of 4 superimposed

rings, it is highly desirable to allow a beam free switch between the rings. Since beam losses at

the injection energy of 160 MeV can induce significant radiation, it is preferable to stop the

unmatched bunches at lower energy of 3 MeV. The chopper is composed of two fast-switching

electrostatic plates which are powered to deflect the unwanted bunches onto a beam dump.

The buncher is composed of a set of RF cavities that affect the beam in the longitudinal

direction allowing an improved bunching structure.

Drift Tube Linac (DTL): A DTL is composed of a series of metallic drift tubes separated by

gaps as shown in figure 1.6. The metallic rings shape the RF field to produce an electric

field in the gaps, accelerating the H− ions during their transit. By Faraday screening the field

in the metallic drift tube is shielded during the reversed polarity phase, in order to avoid a

8



1.4. Linac4, a new injector for the Booster

decelerating force on the beam. The length of the drift tubes and the gaps is proportional to

the particles velocity and therefore increase in length with increasing energy. Furthermore, the

drift tubes are equipped with quadrupole magnets to compensate for the defocusing space

charge forces. One peculiarity of the Linac4 DTL is the use of permanent magnets for the first

short drift tubes, in contrast to conventional electromagnets. After the DTL, composed of 108

drift tubes, the beam reaches an energy of 50 MeV.

Figure 1.6 – Left) picture of one of Linac4 DTL modules. Right) working principle of a DTL,
the particle acceleration takes place within the gaps with a force �F = q�E (q =−1 for H−). The
electric field is shielded in the metallic drift tubes.

Cell Coupled Drift Tube Linac (CCDTL): With increasing energy the space charge forces

become less severe. This allows a design of tanks containing a set of two drift tubes while the

focusing elements (quadrupoles) are placed between tanks (figure 1.7). The main advantage

of this design is a simpler construction and alignment, which in turns implies a lower price

per meter as compared to a DTL. The CCDTL increases the beam energy to 102 MeV.

Figure 1.7 – Structure of the CCDTL with the electric field lines indicated. The quadrupole
magnets are installed between tanks.

9



Chapter 1. Introduction

Pi-mode structures (PIMS): PIMS are so-called because they accelerate the beam every half

period of an RF cycle (π radians). As in drift tubes, the acceleration is performed within the

gaps of the cavities. In Linac4 there are 12 seven-cell PIMS bringing the energy from 102 to

160 MeV. A schematic of a PIMS is shown in figure 1.8.

Figure 1.8 – Schematics of one of the 12 seven-cell PIMS of Linac4.

The Linac4 connects to the PSB via a 70 m long transfer line from the end of Linac4 to the

charge-exchange injection into the PSB as shown in 1.2.

1.5 Fundamental processes of H− formation

At the origin of Linac4 lies the ion source which is responsible to produce the initial H− beam.

An H− is a neutral hydrogen atom with an additional electron attached. The binding energy of

the additional electron is called electron affinity and in hydrogen it corresponds to 0.754 eV.

This value is particularly small compared to the 13.6 eV binding energy of the primary electron

bound to the nucleus. Consequently, in a plasma H− are very fragile and collisions with other

particles can be very efficient in detaching the additional electron. For an ion source, this has

the important consequence that only the H− produced in the proximity of the beam formation

region will effectively contribute to the beam, while the others will likely be destroyed before

reaching it. The production and destruction processes of H− have extensively been studied

since the 70’s, both theoretically and experimentally. There are two main paths of production,

called volume [31] and surface production [32].
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1.5.1 H− volume production

In the so-called volume production, H− are formed by electron-impact collisions in the volume

of the plasma. The most efficient production channel is the Dissociative Attachment (DA) of

low energy electrons to vibrationally excited molecules [33]:

e +H2(v) → H−+H (1.2)

The vibrational level v of the hydrogen molecule has a drastic influence on the DA production

cross-section σD A (figure 1.9). The peak value for v = 0 is only in the order 10−25 m2, but it

increases by 6 orders of magnitude for v = 9. Furthermore, the threshold energy of σD A de-

creases with increasing v , implying that low energetic electrons are very efficient in producing

H− via DA.

Figure 1.9 – Dissociative attachment (DA) cross section as a function of the molecular vibra-
tional level v . Data taken from [34].

From equation 1.2 it is clear that a large population of vibrationally excited molecules is

required to enhance the H− volume production. The molecular vibrational excitation can

also proceed via electron-impact processes. The two most efficient channels are via an H−
2

resonant state and by radiative decay from the singlet electronic excited states of H2.

e +H2(v) → H−
2 → e +H2(v ′) v ′ > v (1.3)

e +H2(v) → e +H∗
2 → e +H2(v ′)+hν v ′ > v (1.4)

The resonant process described by equation 1.3 is effective at producing vibrational excitation

even with low energetic electrons, but the most probable transition is for a vibrational change

Δv = 1. The population of high vibrational levels must therefore proceed via a multi-step

process, requiring a large collision frequency. The cross-section for the transition v=0 to v=1 is

shown in figure 1.10.
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Figure 1.10 – Cross-section of the resonant reaction described by equation 1.3 for the transition
v = 0 → v = 1 and of the B, C electronic excitation of H2(v = 0) described by equation 1.4.

The radiative process described in equation 1.4 can excite molecules directly from the ground

state to a high vibrational level. Among the singlet state, the B and C electronically excited

states have the largest electron-impact cross sections and their radiative transition are also the

largest [34]. The transition probabilities as a function of the vibrational state can be found in

[35]. The peak value of the B and C excitation is comparable to the resonant process 1.3, but

due to the threshold energy of excitation, this reaction only takes place for electron energies

> 12.7 eV as illustrated in figure 1.10.

Another path to populate vibrationally excited molecules is atomic recombination on the

wall. Depending on the material, temperature and surface vibrational levels up to 9 have been

reported [33].

1.5.2 H− surface production

The basic principle of H− surface production is the transfer of an electron from the surface

to an atom leaving the surface. The electron transfer can be enhanced by lowering the work

function of the surface. This can be achieved by depositing an alkali on a metallic surface.

Classical coverages include Cesium on Tungsten (Cs-W) and Cesium on Molybdenum (Cs-Mo).

Different physical process are responsible for production of H− on the surface: backscattering

of hydrogen ions (H+
x ), backscattering of a thermal or suprathermal distribution of hydrogen

atoms, sputtering of adsorbed hydrogen by cesium or hydrogen ion bombardment [36]. The

H− yield Y , defined as the ratio between the flux of H− leaving the surface and flux of impinging

particles, depends on the energy of the incoming flux and the surface work function. As an

example, the yield due to backscattering of impinging ions or atoms can be estimated as

12



1.5. Fundamental processes of H− formation

Figure 1.11 – H− destruction processes. The energy value corresponds to the center of mass for
Associative Detachment (ADet), non-associative Detachment (Det) and Mutual Neutralization
(MN), whereas lab frame is used for Electron Detachment (ED) [34].

[37, 38]:

Y (Ei n) = RNη0

(
1− (φ−E A)/RE

Ei n

)
(1.5)

With Ei n the kinetic energy of the impinging particle, RN the particle reflection coefficient, η0

the probability of reflection as an H−, φ the surface work function, E A the electron affinity and

RE the energy reflection coefficient. For a cesiated Molybdenum surface, the recommended

values deduced from experimental data [37] are RNη0 = 0.42 and RE = 0.71. From equation

1.5 we can observe that the optimal conditions to achieve a large H− yield Y are a low surface

work function and a high energetic flux of atoms or ions.

1.5.3 H− destruction processes

The destruction processes of H− can proceed mainly via four channels:

H−+H+ → H +H (M N ) (1.6)

H−+e → e +H +e (ED) (1.7)

H−+H → H2 +e (ADet ) (1.8)

H−+H → H +H +e (Det ) (1.9)

By far the most important process is Mutual Neutralization (MN) with a cross section reaching

10−17 m2 (figure 1.11). Electron Detachment (ED) is also efficient for electron energies of 10-

20 eV, indicating that highly energetic electrons are detrimental to achieve a large population

of H−. Associative Detachment (ADet) and non-associative Detachment (Det) proceed without

threshold energy and can be efficient destruction channels when the atomic density is large.
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An efficient H− ion source will therefore require a combination of a heating region, where

hydrogen dissociation and vibrational excitation take place, and a cold region where H− are

formed via DA and surface conversion. This can be achieved by interposing a magnetic filter

field between the two regions [39], leading to a decrease of the electron energy and density via

collisional diffusion towards the beam formation region. Beam formation simulations [40]

indicate that typical H− densities in the Linac4 ion source correspond to an order 1017 m−3

from volume production and a surface emission in the range 300-3000 A/m2.

It is important to notice that the optimality conditions in volume or surface mode have

opposite requirements in terms of neutral populations, i.e. the atomic nH and molecular

nH2 densities. Volume mode requires a large population of vibrationally excited molecules

(thus low dissociation degree nH /(nH +nH2 )), whereas surface production requires a large

dissociation degree to maximise the atomic flux onto the low work function surface.

1.6 Linac4 ion source

The Linac4 H− ion source [5] is required to deliver 50 mA of H− at 45 keV within an RMS

emittance of 0.25 mm mrad and in pulses of 600 μs with a repetition rate up to 2 Hz. The ion

source configuration is shown in figure 1.12. It is composed of a plasma generator in which

H− are produced, and an extraction system aimed at forming and accelerating the beam.

The plasma generator comprises a cylindrical plasma chamber made of Aluminium Oxyde

(Al2O3) or Aluminium Nitrate (AlN) with a radius of 24 mm and a length of 138 mm. The

plasma is heated by a 5 turn solenoid coil which is surrounded by 6 ferrites and embedded in

epoxy to avoid RF breakdown. An external cusp magnet in Hallbach configuration surrounds

the plasma chamber with the aim of minimizing electron losses to the wall. A dipole filter

field is installed between the coil and the beam formation region to enhance H− production

and minimize their destruction (see section 1.5). On the plasma chamber flange 5 inlets are

installed: a gas delivery pipe from which hydrogen is injected in pulsed mode by means of a

piezo-valve; 3 optical view ports oriented on the plasma chamber axis, at 19 deg and 26 deg

with respect to it, and a Cs delivery line used to distribute Cs onto the Mo plasma electrode in

order to reduce its effective work function and therefore enhance the H− surface production.

The plasma electrode is perforated with a diameter of 6.5 mm, from where the H− beam is

extracted. The plasma generator is held on the main flange which is connected to a -45 kV

power supply.

The extraction system comprises three electrodes aimed at forming and shaping the beam for

the next accelerating stage: a puller-dump set to +10 kV with respect to the plasma generator,

a ground electrode and an Einzel lens set to +45 kV [41]. The purpose of the puller-dump

is twofold, as indicated by its name. Its potential difference with respect to the main flange

creates an electric field that "pulls" negative charges (electrons and H−) from the plasma, thus

forming the initial beam. Secondly, as electrons are unwanted by-products, it "dumps" them

onto a titanium plate by means of a dipole magnetic field. The H− due to their larger masses
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Figure 1.12 – Cross-sectional view of the Linac4 H− ion source with its plasma generator and
extraction system.
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are only slightly affected on their trajectory and continue on their journey. The ground

electrode imparts the full energy to the H− beam that reaches 45 keV at this stage. The last

electrode is the Einzel lens, which is used for shaping the beam for the Low Energy Beam

Transport (LEBT). Here two solenoids are used to match the beam characteristics for injection

into the RFQ.

1.6.1 Ion source operation

The Linac4 H− ion source is operated in pulsed mode, based on the Start EJection (SEJ) trigger

signal issued by the PSB. SEJ defines the time at which the H− beam is ejected from the Linac4

and injected into the PSB. This implies that the ion source must be ready to deliver the H− at

SEJ minus the Time of Flight (ToF) of the beam from the source to the PSB, with ToF = 2 μs.

To that extend, a sequence of timings triggers each ion source sub-system as illustrated in

figure 1.13. The gas injection is controlled by a piezo-valve, which opens 2.5 ms before SEJ for

a duration of 0.5 ms. This timing allows the gas to expand into the plasma chamber, reaching a

pressure of 3 Pa during the plasma pulse [26]. The High Voltage (HV) power-supplies (source,

puller-dump and Einzel lens) are all triggered simultaneously, starting 0.6 ms before SEJ for a

duration of 1.35 ms. The plasma pulse is controlled by the RF power signal, which is typically

switched on 0.1 ms before SEJ in order to allow sufficient time for the plasma to reach steady

state. The RF pulse lasts typically 0.7 ms.

Figure 1.13 – Sequence of trigger signals of the Linac4 H− ion source.

A typical pulse structure is shown in figure 1.14. The HV ramps to its target value in ap-

proximately 0.5 ms, stabilizing at flat-top before the plasma is ignited. The flat-top value

is maintained throughout the duration of the pulse with a stability within 1% [42]. The RF

power is delivered to the plasma by a 2 MHz, 100 kW peak power amplifier. Three signals

are recorded: the forward power (FWD) representing the power delivered by the RF ampli-

fier, the reflected power (RFL) indicating the amount of power not absorbed by the system,

and the delivered power (DEL) which is the difference FWD-RFL. A minimization of the RFL

power is achieved by tuning the RF frequency in the range 1.9-2.1 MHz, matching the total

impedance to the 50 Ω of the RF amplifier [43]. The ion source currents are measured by a

current transformers installed in the HV racks. The puller-dump (PD) current corresponds to

the amount of electrons dumped on the electrode. By design [42] the PD current is fed back to

the source power supply, implying the measured source current corresponds to the H− current
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leaving the source plus any residual electron current undumped on the PD. The Einzel Lens

(EL) current monitors the component of the beam that hits the electrode and it is typically

very low. The beam current is measured in the LEBT either by a beam current transformer

during nominal operation or by a Faraday cup during testing.

The Linac4 ion source can operate in two H− production modes as described in section 1.5.

When operated in volume mode (i.e. without the addition of Cs) the source reached 30 mA

of H− current [4] with extracted electron to ion ratio e/H− ≈30. With the addition of Cs

evaporated on the Mo plasma electrode, H− currents up to 60 mA have been recorded with a

significant reduction of the e/H− to ≈ 2. The ion source is operated with a plasma duty cycle of

0.1%. Due to plasma surface interactions, the deposited Cs layer has a lasting effect of about 1

month after which the H− current gradually reduces accompanied by an increase of the e/H−.

At this time, a new cesiation is performed to re-establish the optimal conditions.

The e/H− has two major implications on the ion source performance. Firstly, the power de-

posited by the electron beam onto the puller-dump should not exceed the surface sublimation

threshold of the electrode’s material. For a beam of 700 μs this corresponds to approximately

1 kW/mm2 for Tungsten and 0.2 kW/mm2 for Titanium, setting a maximum electron current

of 1.2 A and 240 mA respectively [41, 44]. This indicates that, even if the ion source were to

provide 50 mA H− beam in volume mode, a factor 30 e/H− would prevent operation due to the

thermal load on the puller-dump. Secondly, the electron beam contributes to the space-charge

forces of the H− beam. For the operation of the Linac4 H− ion source an e/H− ≤ 8 is deemed

sufficient to limit the space charge forces induced by the co-extracted electron beam.
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Figure 1.14 – Typical pulse structure of the Linac4 ion source. The top two plots show the
voltage and current of the source electrodes: source (SRC), puller-dump (PD) and Einzel Lens
(EL). The H− beam is measured by a beam current transformed or a Faraday Cup (FC) installed
in the LEBT. The RF power signals (bottom plot) refer to the forward (FWD), reflected (RFL)
and delivered (DEL) power, with DEL=FWD-RFL.
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2 Simulation and experimental valida-
tion of a low density plasma

The plasma heating mechanism of the Linac4 H− source is based on electromagnetic induction.

When a time-varying current flows through its external solenoid coil, a time-varying magnetic

field is produced which oscillates in the axial direction. This in turn induces an electric field

in the azimuthal direction that accelerates electrons and ions in the plasma chamber. If

sufficient energy is imparted, collisions with the neutral gas will lead to ionization and thus

to the sustainment of the plasma. Due to the operating frequencies and the plasma heating

geometry, these discharges are called Radio-Frequency Inductively Coupled Plasmas (RF-ICP).

Interestingly, the same geometry also provides capacitive coupling to the plasma. In order to

flow an RF current IRF in the coil, an RF voltage VRF must be applied between the two coil

ends. The value of VRF can be estimated as [45]:

VRF ≈ LωRF IRF (2.1)

with ωRF the angular frequency and L coil inductance. For the Linac4 ion source this corre-

sponds to VRF ≈ 3800 V for L = 3 μH and IRF = 100 A. The electric field due to VRF is known

to drive the first plasma discharge from ignition to a low plasma density plasma [45]. In

analogy to electrostatically driven discharges, this operating regime is called electrostatic

mode (E-mode). When the density increases, the plasma screens the electric field due to VRF

and induction drives the heating process. From the symbol associated with induction this

operating mode is known as H-mode.

The operation of the Linac4 ion source requires to form a new plasma at each pulse. During

the first few μs of the RF pulse, the plasma ignites and undergoes a rapid transition from

the E to the H-mode while the RF power is ramped-up. In order to investigate the plasma

dynamics during the E-H transition and to characterize the effect of design and operational

parameters, we have performed a numerical study and compared its results with experiments.

This work has been published on a peer-reviewed journal, reported here. The agreement

between simulations and measurements is a very positive sign that the relevant processes are

included in the simulations.
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2.1.1 Abstract

Inductively Coupled Plasmas (ICP) are well known to exhibit two modes of operation: a low

density capacitive E-mode and a high density inductive H-mode. In this study we investigate

the E-H transition in a cylindrical ICP, and show the effect of an external magnetic cusp field

on the transition dynamics. The plasma is simulated by an Electro-Magnetic Particle-In-

Cell Monte Carlo Collision code in order to take into account spatio-temporal variations of

the plasma dynamics as well as kinetic effects. Simulations are compared to photometry

measurements on the Linac4 H− ion source plasma chamber. We show that the E-H transition

is characterized by strong spatial variations of the plasma parameters, with an axial plasma

oscillation in E-mode followed by a centring in the coil region in H-mode. The external

magnetic cusp field prevents electrons close to the wall to be accelerated and reduces the

inductive power deposition in the plasma. This resulted in a ≈ 50% higher current to achieve

E-H transition compared to the configuration without cusp field. The results indicate possible

improvements to the magnetic cusp field configuration in order to achieve optimal power

transfer.

2.1.2 Introduction

Inductively Coupled Plasmas (ICP) are routinely used in many applications ranging from

integrated circuit manufacturing to medical devices [46, 47]. Two modes of operation are

typically supported by ICPs. In the low density regime, the high voltage across the coil couples
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to the plasma capacitively (E-mode), while in high density the discharge is sustained by the

electric field induced by the Radio Frequency (RF) current in the coil [45].

Previous studies [48, 49, 50] have shown that a sharp transition occurs between these two

modes (E-H) if a sufficiently high current is driven through the coil. During the transition

a sudden jump of the electron density and light emission is observed, accompanied by a

modification of the Electron Energy Distribution Function (EEDF) [51]. Phase and space

resolved optical emission spectroscopy measurements in planar ICPs showed the importance

of the plasma spatial distribution in understanding the E-H transition [52]. This was also

observed in Langmuir probe measurements and investigated as a function of the gas pressure

[53]. Fluid simulations of the E-H transition were also performed in planar ICPs highlighting

the spatial variations in the the two modes [54]. Numerical simulations of cylindrical ICPs, on

the other hand, have only been performed in either E- or H-mode [11, 23], while the detailed

description of the E-H transition has not yet been performed. Also, albeit external magnetic

fields are commonly employed in conjunction with ICPs, their effect on the E-H transition

dynamics requires further investigation. This finds particular importance in the operation of

pulsed discharges, as the E-H transition occurs at the beginning of each pulse during the RF

power ramp-up where an optimal power transfer is required.

In this study we investigate the E-H transition in a cylindrical ICP and show the effect of an

external magnetic field on the transition dynamics. We have simulated the discharge with

an Electro Magnetic Particle-In-Cell Monte Carlo Collision (EM-PIC-MCC) code in order to

self-consistently take into account spatio-temporal variations of the plasma parameters as

well as kinetic effects. The results are compared to photometry measurements performed on

the plasma chamber of the Linac4 H− ion source at CERN [5]. Our goal is to determine under

what conditions the discharge evolves from a low density to the E-H transition and suggest

possible optimizations to the magnetic field configuration to achieve optimal power transfer.

2.1.3 Geometry and numerical model

Our investigation is carried out on the plasma chamber of the Linac4 H− ion source [5], which

geometry is shown in figure 2.1. The hydrogen plasma is formed in a Al2O3 cylindrical chamber

with diameter 48 mm and length 136 mm. A 5 turn coil, surrounded by 6 ferrites, is installed

around the plasma chamber and it is operated at 2 MHz with an available peak power of

100 kW (maximum 300 A coil current). The plasma is ignited for 500 μs with a repetition rate

up to 2 Hz. Hydrogen is injected by a piezo valve in pulsed mode. The magnetic configuration

comprises a magnetic octupole field in Halbach configuration [55] and a dipole filter field.

Three optical view ports are mounted on the back side to capture the light emitted by the

plasma, pointing to: the plasma chamber axis, the center of the solenoid and the plasma

electrode.
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Figure 2.1 – Longitudinal and transversal cross-section of the Linac4 H− ion source plasma
generator. The plasma chamber is made of Al2O3. The RF coil is surrounded by 6 ferrites and
embedded in epoxy to avoid RF breakdown. Gas is injected in pulsed mode by a piezo-valve.
The optical view port has a capture angle of 3◦. The magnetic Halbach octupole is formed by
alternating magnets with clockwise and counter-clockwise magnetization. The filter field is a
dipole magnet with vertical magnetization. The Cesium inlet is used to evaporate Cs onto the
plasma electrode for the source operation, but it is unemployed in the present study.

Numerical model

The aim of our simulations is to characterize the plasma evolution during the E-H transition.

We employ the combination of our EM-PIC-MCC, coupled with two commercial software

applications for the simulation of the external electromagnetic fields - Ansys HFSS for the RF

fields in vacuum and Opera VectorFields for the magnetic octupole, described later.

The EM-PIC-MCC is a 2.5 D code in cylindrical coordinates, meaning that the electromagnetic

fields generated by the plasma (Epl,Bpl) are solved in 2D assuming axisymmetry (∂/∂θ = 0)

while the particle motion is fully 3D. The code is the one employed in [11], supplemented

with the routines to couple the external magnetic field. The simulation domain is shown in

figure 2.2. Specifically Epl,Bpl are solved with the Finite Difference Time Domain (FDTD)

method [56] with absorbing boundary conditions: Mur [57] at the axial boundary, while Bayliss

and Turkel [58] at the radial boundary. The dimensions of the simulation domain are twice

the plasma chamber size to avoid large reflections at the boundary. The particle motion is

solved by the Boris-Buneman version of the Leap-Frog method [59] and weighting to the grid

is performed using a volume (r 2 − z) bilinear interpolation function with volumes treated

following Verboncoeur [60]. Particles reaching the boundary of the plasma chamber are

removed from the computation. The simulated plasma is composed by electrons, protons
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Figure 2.2 – Simulation domain and inner dimensions of the plasma chamber. The simulation
domain is twice the plasma chamber to avoid large reflections at the boundary. The RF coil
position is indicated, in which the filled dot represents the high voltage connection while the
opposite end is grounded.

and molecular ions (H+
2 ), initially loaded uniformly in the plasma chamber. The plasma

current j required for the calculation of Epl,Bpl, is the average value in the θ direction. Cell

size and time step are chosen to satisfy the stability conditions of the EM-PIC scheme [59].

Electron-neutral and electron-ion collisions are taken into account by a Null-Collision Monte

Carlo method [61] while Coulomb collisions are neglected in the present study. This choice

follows since the e-neutral collision frequency is much larger than Coulomb collision one for

the H2 pressures (1-10 Pa) and plasma densities (< 1016 m−3) simulated [16]. The sampling

of the Null collisions is performed for each cell and cross sections are taken from [34]. The

neutral gas is treated as a background gas.

Figure 2.3 – Distribution of the vacuum electromagnetic fields ERF ,BRF in the r, z plane.
top: Er z,RF , middle: Eθ,RF , bottom: Br z,RF . The RF coil position is indicated, in which the filled
dot represents the high voltage connection while the opposite end is grounded. For reference
the fields for a coil current IRF = 130A results in maximum values of: Er,RF = 45.8 kV /m,
Eθ,RF = 2.1 kV /m, Ez,RF = 62.5 kV /m, Br,RF = 9.1 mT , Bθ,RF = 0, Bz,RF = 16.9 mT .
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EM Plasma Model

∇×Epl =−∂Bpl

∂t

∇×Bpl =μ0j+μ0ε0
∂Epl

∂t

Particle Dynamics Model

ms
dv

d t
= qs[E+v× (B+Bcusp)]

j =∑
s

(qsns vs)

�

E = Epl +ERF

B = Bpl +BRF

�
j

2D 3D

Figure 2.4 – Computational cycle performed at each time step. The plasma current j is the
sum of electrons, protons and H+

2 contribution (index s). Weighting from the particle to the
grid (and vice-versa) as required by the PIC algorithm is implied. The transition between the
3D to the 2D is performed by averaging in the θ direction.

The RF electromagnetic fields in vacuum (ERF ,BRF ) are simulated in the frequency domain

by Ansys HFSS, starting from the ion source 3D model with its respective material proper-

ties. Details of the simulations are described in [21]. From HFSS we export a field map of

ERF ,BRF that we average in the θ direction. Figure 2.3 shows the distribution of ERF ,BRF

in the plasma chamber. The static magnetic field of the Halbach octupole (Bcusp) is simulated

with Opera VectorFields and exported via a 3D field map for the particle dynamics model. The

dipole filter field is neglected in the simulations. The computational cycle performed at each

time step is illustrated in figure 2.4.

2.1.4 Simulated plasma parameters

We have performed simulations for a range of coil currents IRF and gas pressures pH2 as

indicated in table 2.1. We wish to describe the time evolution of the plasma starting from a low

initial density and determine the minimum current required to achieve E-H transition. We first

describe the simulation without Bcusp at pH2 = 3 Pa and IRF = 130 A. Different conditions

are later analyzed.

Time evolution of the plasma

Figure 2.5 shows the time variation of the average plasma density. Starting from the initial

uniform density of ne = 5× 1014 m−3 (chosen from previous simulations to be below the

transition limit) the electron density oscillates around the initial value during the first 3 μs,

then rapidly increases by one order of magnitude in the following 2 μs.

In a cylindrical ICP the azimuthal component of the electric field accounts for the inductive

power deposition, while the axial and radial components are associated with the capacitive

power deposition [50]. To determine the E-H transition we integrate the Joule heating power
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Table 2.1 – Simulation parameters.

Parameter Value
Cell size, Δr ×Δz 2 × 2 mm
Time step, Δt 1 ps
Initial particle number 45000
Real particles per simulated one 2.5×106

Initial electron density 5.0×1014 m−3

Initial proton density 5.0×1013 m−3

Initial H+
2 density 4.5×1014 m−3

Frequency 2 MHz
Gas pressure, pH2 1 to 10 Pa
Antenna current, IRF up to 300 A

over the plasma chamber volume as a function of time and separate the capacitive component

Pcap from the inductive Pi nd :

P (t ) = Pcap (t )+Pi nd (t ) =
∫

V
j ·E dV (2.2)

Pcap (t ) =
∫

V

(
jr Er + jz Ez

)
dV (2.3)

Pi nd (t ) =
∫

V
jθEθ dV (2.4)

where E =Epl+ERF . As shown in figure 2.5, initially the capacitive component drives the

plasma discharge being one order of magnitude larger than the inductive one. As the density

increases, the inductive component rises sharply, and above 1015 m−3 becomes the dominant

heating.

The spatial distributions of the plasma density and electromagnetic fields show significant

differences in the two regimes. During the first 3 μs, in the low density regime, the RF axial

electric field Ez,RF (≈ 30 times larger than the azimuthal component Eθ,RF ) drives the plasma

in the axial direction as shown in figure 2.6 and 2.7. While electrons are pulled in the direction

opposite to Ez,RF , ions due to their larger inertia are only partially displaced in the direction of

ERF during one RF cycle. This results in a space charge imbalance in the axial direction that

generates a Ez,pl opposite to Ez,RF . As the density increases Ez,pl becomes equal in magnitude

and opposite in direction to Ez,RF , cancelling the effect of the RF axial field in the plasma

region. Since the plasma current exists only in a region where Ez is weak, the capacitive power

deposition drops. A similar argument applies to the radial component. However since this is

only appreciable in the region close to the high voltage connection of the RF coil (figure 2.3),

its contribution to the volume integral remains small. The azimuthal component on the other

hand does not produce space charge imbalance given its symmetry and from this point on it

is the only driving component to further heat the plasma, as shown in figure 2.8.
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Figure 2.5 – Average electron density (top) and Joule heating power (bottom) as a function of
time. tx correspond to the phase of maximum ERF . Particularly t1 = 1.75 μs and t2 = 2.00 μs
correspond to the maximum E-field in opposite direction during the capacitively coupled
regime, while t3 is representative of the inductive coupled regime.

From a numerical point of view, it is important to remark that although the initial uniform

distribution represents an artificial initial condition, the plasma is strongly redistributed

during the first RF cycle under the effect of Ez,RF in a trend similar to figure 2.6 and 2.7.

Therefore the initial seeding distribution only influences the first RF cycle and does not

perturb the remainder of the simulation. Furthermore, the plasma temperature is about 4-5

eV in the simulations. During the initial low-density phase as well as during the E-H transition

the cell size remains comparable to the Debye length λDe , avoiding numerical heating that

would lead to a lack of conservation of energy. However this condition starts to be violated as

the plasma density ramps to higher values in the last RF cycle. This is one of the reasons why

the simulations are stopped at 5 μs and the high-density steady state cannot be simulated

with the chosen cell size and Δt . The computation time form t=0 to t=5 μs is 4 days on a

stand-alone PC (Intel Xeon @ 2.67 GHz, 16 GB RAM).
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Figure 2.6 – Distribution of the plasma parameters in the plasma chamber. From top to
bottom: electron density (ne ), RF axial E-field (Ez,RF ), plasma axial E-field (Ez,pl ), total axial
E-field (Ez ); evaluated at time t1 in figure 2.5. This distribution is typical for a low density
plasma driven by the capacitive field at a phase of maximum E-field. The plasma responds by
generating Ez,pl opposite to Ez,RF resulting in a total Ez that is reduced in the plasma region.

Figure 2.7 – Distribution of the plasma parameters in the plasma chamber. From top to bottom:
electron density (ne ), RF axial E-field (Ez,RF ), plasma axial E-field (Ez,pl ), total axial E-field
(Ez ); evaluated at time t2 in figure 2.5. This distribution is typical for a low density plasma
driven by the capacitive field at the opposite phase of maximum E-field with respect to t1.
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Figure 2.8 – Distribution of the plasma parameters in the plasma chamber. From top to bottom:
electron density (ne ), total axial E-field (Ez ), RF azimuthal E-field (Eθ,RF ), plasma azimuthal
E-field (Eθ,pl ), total azimuthal E-field (Eθ); evaluated at time t3 in figure 2.5. This distribution
is representative of the density ramp-up in H-mode. While the axial field is shielded by the
plasma, the azimuthal component fully penetrates into the plasma region and drives the
discharge.

2.1.5 Antenna current required for E-H transition

The E-H transition current IE H is defined as the value sufficient to achieve an inductive energy

deposition in half RF cycle larger than the capacitive one. In other words, IE H must satisfy:

∫t ′+π/ω

t ′
Pi nd (t ) d t >

∫t ′+π/ω

t ′
Pcap (t ) d t (2.5)

where ω is the angular frequency. When this condition is met we always observe a large

increase of the plasma density similar to the period around 4 us in figure 2.5. IE H depends on

the neutral gas pressure with a minimum around 2 Pa as shown in figure 2.9. For pressures

lower than 1.2 Pa the transition does not take place and the plasma extinguishes, while

for higher pressures the current increases in the whole range analysed. Comparison with

experimental results will be described in section 2.1.6.
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Figure 2.9 – E-H transition current IE H as a function of pressure and magnetic configuration.
The simulated value is the minimum current satisfying equation 2.5, while the measurement
corresponds to the maximum current IRF driven by the RF amplifier during the RF ramp-up.

Simulations with cusp field

When Bcusp is taken into account in the simulations, a redistribution of the electrons is

observed as shown in figure 2.10. Electrons moving towards regions of increasing azimuthal

magnetic field Bθ,cusp are either reflected back to the plasma or trapped in the magnetic field

lines leading them to the wall.

In this configuration IE H is ≈ 50% larger than the configuration without Bcusp (figure 2.9).

This result is ascribed to the change in the spatial distribution of the inductive heating com-

ponent resulting from the introduction of the Bcusp. The inductive RF electric field Eθ,RF

increases as a function of the radius and is therefore strongest at the radial wall (figure 2.8).

Under the effect of Bcusp however, fewer electrons become available in this region to be accel-

erated. The plasma current remains therefore localized in the centre of the plasma chamber

as shown in figure 2.11. In order to achieve the same inductive power deposition (equation

2.4) a larger Eθ,RF is therefore required, implying a larger IRF .

2.1.6 Experimental investigation

This section describes the experimental investigation by optical emission photometry that we

have performed on the Linac4 H− ion source plasma chamber. We describe the experimental

setup, results and comparison to simulations.
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Figure 2.10 – Simulation with magnetic cusp field. The colorbar indicates the magnitude
of the Bθ,cusp component. White streamlines indicate the direction of Bcusp. Electrons are
represented by the black dots. The 8 loss lines typical of the magnetic octupole in Halbach
configuration are clearly visible.

Figure 2.11 – Average plasma current jθ in the coil region during the first half cycle satisfying
equation 2.5. Simulation conditions are pH2 = 3 Pa at the E-H transition current IE H = 130 A
for NO cusp and IE H = 200 A with cusp.
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Figure 2.12 – Pressure curve for the pulsed gas injection. The piezo-valve controlling the gas
flow is opened for 500 μs at t=0. The timing of the IRF ramp-up is adjusted in the range 0-10
ms to select the pressure during the discharge.

Experimental setup

The experimental setup comprises 3 photomultipliers (PMT) Hamamatsu H10722-01 MOD5

to detect the plasma light emission. The light is collected by an optical fiber splitter connected

to the view port on the plasma chamber axis shown in figure 2.1. Each fiber is directed to a

PMT, whose output is read by a 12 bit oscilloscope (LeCroy HRO 64Zi). The PMT amplification

gains are adjusted to cover different parts of the discharge as the light intensity typically

spans 2-3 orders of magnitude. PMT1 is set to the highest gain in order to capture the first

light emitted by the plasma, PMT2 is set such that when PMT1 reaches 90% of its maximum

output voltage (3 V), PMT2 is at 10%. Similarly for PMT2 with respect to PMT3. This allows to

reconstruct the full light signal by scaling each PMT signal by the ratio of outputs.

The RF amplifier increases IRF at a rate of 10 A/μs up to a limit of 300 A. All measurements are

performed with the same input RF. A resonant network is employed to match the impedance

to the 50 Ω amplifier. IRF is measured by a current monitor Pearson 5046. The swift onset of

the RF is synchronized to the gas injection via a piezo valve. Measurement of the pressure

is taken from an off-line calibration of the pressure in the chamber as a function of the gas

injection valve settings [26]. The pressure during the discharge is selected by adjusting the gas

injection timing with respect to the RF ramp-up as shown in figure 2.12.

Experimental results

Figure 2.13 shows the the light emission during the IRF ramp-up with pH2 = 3 Pa. As IRF

increases a faint light is first observed for a few RF cycles (10<t<12 μs), followed by a sharp
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increase determining the plasma ignition. From this point the light emission enters a region

characterized by asymmetric emissions with a higher peak followed by a smaller one every

half RF cycle as shown in figure 2.14. As IRF further increases the light emission becomes

symmetric and raises by about one order of magnitude in 2 μs (figure 2.15) before reaching a

maximum.

For a constant requested input power IRF increases in ≈ 20 μs from zero to a maximum

value before decreasing. The maximum IRF driven by the RF amplifier depends on the gas

pressure as well as the magnetic configuration. In the presence of the magnetic cusp field the

maximum current observed is a factor 1.5 higher for every pressure, as shown in figure 2.9. In

both configuration the maximum IRF is smallest at a pressure of 2-3 Pa, it sharply increases

for lower pressures while only slightly for higher ones.

The process leading to the plasma ignition has been previously reported in the literature

[62], in which the authors showed that the initial faint emission is mainly originated from

molecular excitation, while the first sharp peak is due to gas dissociation leading to atomic

emission. The asymmetric emission is associated with the capacitive coupling driving the

plasma. As shown in [18] the line integrated light emission, reconstructed from a collision-

radiative model, indicates that the higher peak results from the E-field pushing the electrons

towards the view port (figure 2.6) while the smaller peak to the plasma centred in the plasma

chamber (figure 2.7). The main contribution to the light intensity is the distance of the photon

emission to the view port and the emission roughly scales with the local electron density. As

the discharge becomes dominated by the inductive component, the plasma remains centred

in the coil region (figure 2.8) as Ez,RF is shielded by the plasma. As electrons are accelerated

and decelerated by Eθ,RF the emission increases and decreases respectively giving rise to

symmetric peaks. In the simulations the electron density increases by about one order of

magnitude in 2 μs which corresponds to the intensity variation observed in figure 2.15.

The maximum IRF driven by the RF amplifier correlates to IE H as previously reported in [50].

In the matched RF conditions (50 Ω load) the RF amplifier increases IRF up to its limit of

300 A. If a plasma is formed an extra load is added to the system that scales with the plasma

density [50, 13]. During the E-H transition the plasma density increases by two-three orders

of magnitude, impling that the total load is no longer matched to the RF amplifier and IRF

decreases. In other words IRF increases until the plasma has transited to the H-mode in which

its impedance modifies the coupling efficiency and results in a drop of IRF . The values of the

maximum measured currents are reported in figure 2.9.

2.1.7 Discussion

The results highlight several important features characterizing the E-H transition dynamics.

While the E-H transition is generally reported [48, 49, 50] as an average increase of the electron

density and light emission, our results indicate that its detailed description must take into

account the local properties of the plasma as these vary significantly in the chamber volume
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Figure 2.13 – Sample recording of the total light emitted by the plasma during the RF current
ramp-up. The PMT voltages are adjusted to cover different parts of the discharge.

Figure 2.14 – Measured RF current and PMT light signal 2 μs following plasma ignition. The
asymmetry of the peaks intensity is characteristic of the E-mode: the higher peak is represen-
tative of the electron distribution in figure 2.6, while the lower one of the distribution in figure
2.7.
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Figure 2.15 – Light emission during the density ramp-up characteristic of a discharge transited
to the H-mode. The light intensity increases by one order of magnitude in 2 μs.

as a function of time and space.

The magnetic octupole field configuration also plays a crucial role in determining the amount

of power required to achieve E-H transition. While Bcusp can limit the wall losses, an impor-

tant decrease in the ionization rate results from the spatial power deposition that is signifi-

cantly reduced close to the chamber wall. This suggests that optimal power transfer can be

achieved by employing a magnetic configuration that, although strong at the wall, rapidly

decreases towards the centre of the plasma chamber. This can be the case of magnetic cusp

fields with higher number of poles. Alternatively, the external magnetic field can be installed

to cover the plasma chamber except in the coil region. Since the azimuthal E-field is only

effective in the coil region, the RF heating would not be influenced while preserving the plasma

confinement in the rest of chamber.

The trend of the simulated IE H as a function of pressure is similar to previous experimental

results [48, 50] and of numerical simulations in purely inductive mode [23]. As shown in [48],

ERF is most effective at transferring its energy to the electrons at a pressure for which ν=ω

(ν is the collision frequency, proportional to pH2 ). For pressures below this value, the energy

transfer is reduced as the electron mean free path becomes too large compared to the plasma

chamber dimensions, while for higher pressures an increased IE H is required to compensate

for the reduction in electron average kinetic energy due to a higher collision frequency [23].

The comparison of IE H between simulations and measurements shows two important fea-

tures. First of all the range of IE H obtained by simulations is comparable to the one measured

experimentally, both with and withoutBcusp, result validating the numerical model employed

and the treatment of Bcusp. On the other hand the simulated IE H shows a different trend as a

function of the hydrogen pressure compared to the measured one (figure 2.9). The discrepancy
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is similar in the case with and without Bcusp. We believe that the discrepancy arises due to

the different conditions in which simulations and measurements are performed. A major

difference between simulations and experiments is that the first are performed for a constant

IRF starting from a given plasma distribution, while the latter are performed dynamically

with a fast RF ramp-up. In the measurements we determine IE H based on the change of the

plasma impedance occurring due the E-H transition. The plasma impedance however scales

non-linearly as a function of the electron density and temperature [50], both parameters

depending on the pressure. Furthermore, one of the main assumptions in the simulations is

the use of a background gas with fixed dissociation degree. Since gas dissociation depends

on the electron energy, a larger dissociation degree can be expected at low pressures (higher

energy) and vice-versa. This would modify the collision frequency and the ionization rate

due to the different cross sections of molecular and atomic processes [34]. While the method

allows a qualitative investigation and to clearly identify the effect of Bcusp, a one-to-one

comparison to the simulations is beyond the reach of the study and requires further investiga-

tions. Possible improvements could be achieved by modelling the RF circuit together with the

plasma dynamics, or the use of an experimental setup similar to [48].

2.1.8 Conclusions and outlook

We have simulated the E-H transition by an EM-PIC-MCC code and compared the results to

photometry measurements performed on the plasma chamber of the Linac4 H− ion source.

The results show that in the E-mode the plasma oscillates in the axial direction under the

effect of the capacitive field. As the density increases the plasma shields the capacitive field

and induction drives the heating process. We showed that the spatial plasma distribution

plays a crucial role in the E-H transition dynamics.

The magnetic octupole modifies the electron distribution in the plasma chamber and reduces

the power deposition in the region close to the wall. This resulted in a ≈ 50% higher current to

achieve the E-H transition.

The simulations agreed well with the experiments, reproducing qualitatively the trends during

the E-H transition and quantitatively the effect of the magnetic cusp field. Quantitative

analysis of the pressure variation requires the implementation of a neutral transport model

as well as the inclusion of the RF circuit model in the simulations. This will be the object of

further studies.
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3 Simulation and experimental valida-
tion of a high density plasma

The Linac4 H− source is required to sustain the hydrogen plasma discharge during 600μs while

the H− beam is extracted. Following the RF power ramp-up the dominant plasma heating

process is inductive (H-mode) and the plasma reaches a high density regime of 1019 m−3

[4]. In order to assess and optimize the plasma parameters for H− production, a detailed

investigation of this regime is performed.

The PIC-MCC code described in 2.1 proved very successful in simulating the plasma dynamics

during the E-H transition. The natural step was therefore to extend its range of applicability

to the simulation of high-density regimes. This was achieved in several stages: 1) the explicit

integration scheme employed poses strict stability requirements in terms of the cell size (Δx �
λDe ) and time step (Δt < Δx/c) making it inadequate to simulate the high density regime.

A fully-implicit integration scheme was therefore developed, allowing much more relaxed

numerical requirements; 2) in order to include H− production and destruction processes,

the Monte Carlo module was extended to include the relevant reaction cross-sections; 3)

Coulomb and ion collisions were also added as they become important in this regime; 4) a

neutral transport module was developed, within which the atomic and molecular (vibrationally

resolved) populations are tracked kinetically.

The new code, named NINJA, has been described in a publication submitted to the Journal

of Computational Physics (section 3.1). The simulation results were compared to Optical

Emission Spectroscopy (OES) measurements providing, after analysis by collisional-radiative

models, the plasma densities and temperatures in the Linac4 H− source. A very satisfactory

agreement was found. This work has been the object of two publications at the 5th Nega-

tive Ions Beams Sources (NIBS) conference 2016 and are reported in section 3.2 and 3.3. A

subsequent parameter scan allowed to investigate the impact of design and operational pa-

rameters on the plasma dynamics, indicating possible improvements to the ion source design

to maximize the production of H− (chapter 4). The output from the NINJA code provides for

the first time the boundary conditions required by H− beam formation simulations [63, 40]

indispensable for the engineering of the extraction system.
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3.1 Publication 2: A fully-implicit Particle-In-Cell Monte Carlo Col-

lision code for the simulation of inductively coupled plasmas
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The paper was reformatted for uniformity and the references integrated into the thesis’ bibli-

ography, but otherwise the content remains unchanged.

3.1.1 Abstract

We present a fully-implicit electromagnetic Particle-In-Cell Monte Carlo collision code, called

NINJA, written for the simulation of inductively coupled plasmas. NINJA employs a kinetic en-

slaved Jacobian-Free Newton Krylov method to solve self-consistently the interaction between

the electromagnetic field generated by the radio-frequency coil and the plasma response.

The simulated plasma includes a kinetic description of charged and neutral species as well

as the collision processes between them. The algorithm allows simulations with cell sizes

much larger than the Debye length and time steps in excess of the Courant-Friedrichs-Lewy

condition whilst preserving the conservation of the total energy. The code is applied to the

simulation of the plasma discharge of the Linac4 H− ion source at CERN. Simulation results of

plasma density, temperature and EEDF are discussed and compared with optical emission

spectroscopy measurements. A systematic study of the energy conservation as a function of

the numerical parameters is presented.

3.1.2 Introduction

In recent years there has been a strong interest in applications based on Inductively Coupled

Plasmas (ICP): large-area integrated circuit manufacturing [46], medical devices [47], ion

sources for accelerators [5] and fusion [64]. Key features of ICP driven discharges are the

capability of obtaining high density plasmas (1017-1018 m−3) even at low gas pressures, and

to operate without direct contact of the electrodes with the plasma. Modern applications set

demanding specifications on the design and operation of ICP discharges, making it essential

to develop detailed plasma models to gain insights into the underlying physics.

Theoretical and experimental studies have highlighted the importance of kinetic effects in

ICPs [65, 66, 67] as well as local and non-local kinetics [68]. Modelling work of ICPs has

mainly been performed using fluid [69, 70] and hybrid codes [71, 72], while only few papers
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can be found on kinetic modelling that are particularly targeted at the low-density regime

[14, 23, 9]. This is partially because kinetic simulations of high density, low temperature

plasmas require very large computational resources and remained intractable for many years.

One of the techniques to simulate plasmas from a kinetic point of view is the Particle-In-Cell

(PIC) algorithm [59]. In its classical implementation, the time dependent governing equations

are solved with an explicit leap-frog integration scheme. While this technique is simple and

second order accurate, its limitations arise from the stringent time step Δt and cell size Δx

required for its stability. In fact Δt must be kept sufficiently small to resolve the fastest wave

propagations, typically electromagnetic radiation or plasma oscillations (Langmuir waves),

in order to satisfy the Courant-Friedrichs-Lewy condition [59]. Δx on the other hand must

resolve the finest electron scales happening at the Debye length λDe to avoid a numerical

plasma heating known in the literature as finite-grid instability [73]. This is a strong limitation

for the simulation of ICPs, as λDe can be in the order of tens of μm, while the typical plasma

chamber size is several centimetres large, leading to a considerable number of cells to be

simulated.

To overcome these limitations, alternative PIC implementations using implicit integration

schemes have been considered since the 80’s, starting with the pioneering work of Mason [74]

and Denavit [75]. Implicit PICs require the concurrent solution of the non-linear coupling of

the field equations with the particles’ equations of motion and originally, due to the complexity

of the problem, a number of semi-implicit codes were first developed (implicit moment [74, 75]

and direct implicit [76]). Recently, thanks to advances in computing and numerical techniques,

the fully-implicit solutions to the non-linear field-particles problem has been successfully

addressed [77, 78]. These algorithms are shown to be unconditionally stable for any choice

of Δt and replace the constraint on Δx to resolve λDe by a much more relaxed condition that

particles should not cross more that one cell in one time step. This is a significant improvement

over explicit codes because the choices of Δt and Δx are no longer bound to strict stability

requirements, but can be chosen to resolve only the scales of interest in the plasma under

investigation.

Based on these considerations, we have developed a fully-implicit electromagnetic PIC code,

called NINJA, for the kinetic simulation of ICPs. Our motivation originated from the investiga-

tion of the Linac4 H− ion source at CERN [5], whose plasma is created in an ICP in cylindrical

configuration. NINJA is a 2.5D PIC in cylindrical coordinates, where the electromagnetic (EM)

fields are solved in 2D assuming azimuthal symmetry (∂/∂θ = 0), while the particles’ motion is

solved in 3D3V. The model is supplemented with a Monte Carlo Collision (MCC) algorithm to

describe the plasma chemistry as well as a neutral transport module including atomic and

molecular (vibrationally resolved) particle tracking for hydrogen. This study represents, in our

best knowledge, the first application of a fully-implicit PIC code for the simulation of bounded,

collisional plasmas. We present a description of the algorithms, their implementation, a

performance analysis and the application of the code to the investigation of the hydrogen

discharge in the Linac4 H− ion source.
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3.1.3 Method

Governing equations

The goal of our simulations is to describe the plasma dynamics in an ICP. This requires

modelling the interaction between the EM field generated by the Radio-Frequency (RF) coil

and the corresponding plasma response, composed of the particles’ motion and the collision

processes between them. We are interested in describing the high density regime of an ICP, in

which the coupling between the coil and the plasma is of the inductive type (H-mode) [45].

The electric field E and magnetic field B are given by Maxwell’s equations in which the current

density J is the sum of the plasma Jpl and the RF coil JRF contributions:

∇·E = ρ

ε0
(3.1)

∇·B = 0 (3.2)

∂B

∂t
=−∇×E (3.3)

∂E

∂t
= 1

ε0μ0
∇×B− 1

ε0
J J = JRF + Jpl (3.4)

with t representing time, ρ the charge density and ε0, μ0 the permittivity and permeability of

free space respectively.

While JRF is externally imposed, the plasma contribution Jpl results from the motion of the

charged particles in the plasma. Kinetically this is represented by the first moment of the

distribution function fs (normalized to the plasma density ns) of each plasma species s (e.g.

electron, ion), resulting in:

Jpl =
∑

s
qs

∫
V

v fs(x,v, t )d v (3.5)

with x the position, v the velocity and qs the electric charge of the species s. The particles’ po-

sition xp and velocity vp define the distribution function fs , and are mathematically described

by Newton’s equations of motion:

dxp

d t
= vp (3.6)

ms
dvp

d t
= qs(Ep +vp ×Bp )+Fc (3.7)

where ms is the mass of the particle species s; Ep ,Bp represent the EM field acting on the

particle p and Fc is the collisional force. Similarly, the motion of the neutral particles is

described by equations (3.6,3.7) with qs = 0. The self-consistent solution of the field equations
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Figure 3.1 – Typical simulation domain: the plasma chamber is a cylinder of radius R and
length L, while the calculation of the electromagnetic fields is performed on a larger domain.
The RF coil is modelled as a perfect conductor with rectangular cross-section and given input
current.

(3.1,3.2,3.3,3.4) and Newton’s equations of motion (3.6,3.7), non-linearly coupled via equation

(3.5) represent the full system of equations to be solved.

The governing equations are solved on a domain similar to the one represented in figure 3.1:

the plasma chamber is a cylinder of radius R and length L while the calculation of the elec-

tromagnetic fields is performed on a larger domain in order to include the coil and to avoid

large EM reflections at the boundary. The coil is modelled as a perfect conductor, with rect-

angular cross-sectional area and a given input JRF . Our model is developed in cylindrical

coordinates. Given the azimuthal symmetry of this configuration we assume that the EM field

is independent of the azimuthal coordinate (∂/∂θ = 0), while the particle motion is fully 3D3V.

PIC scheme

We solve the governing equations using an implicit θ-scheme time integration and central dif-

ferences on a Yee cell [56] for the spatial discretization (standard and not explicitly indicated).

The time-discretized Maxwell’s equations become:

Bn+1 −Bn

Δt
=−∇×En+θ (3.8)

En+1 −En

Δt
= 1

ε0μ0
∇×Bn+θ− 1

ε0
Jn+ 1

2 (3.9)

where the superscript indicates time in units of Δt , and the fields on the right hand side are

evaluated as a weighted average between the current time step n and the new one n+1:

X n+θ = θX n+1 + (1−θ)X n (3.10)

The parameter θ affects the energy conservation and must be chosen 0.5 ≤ θ ≤ 1 else the

scheme is divergent, while J is weighted at the half time step to avoid unphysical plasma
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heating/cooling [79]. The two divergence equations (3.1,3.2) are not explicitly solved as

equation (3.1) is automatically satisfied as long as charge conservation holds while equation

(3.2) is always valid if satisfied initially [59].

The particles’ equations of motion are first solved in the PIC scheme in their collision-less

form, the inclusion of the collision operator is shown in section 3.1.3. Equations (3.6,3.7) are

discretized as follows:

xn+1 −xn

Δt
= v

n+ 1
2

p (3.11)

vn+1 −vn

Δt
= qs

ms
(En+θ

p +v
n+ 1

2
p ×Bn+θ

p ) (3.12)

The fields En+θ
p ,Bn+θ

p acting on the particle p are evaluated at x
n+ 1

2
p , interpolated from the 4

grid points surrounding the particle via a volume (r 2 − z) weighting function W . The plasma

current required by Maxwell’s equations is loaded to the grid by the same weighting function

and is given by:

J
n+ 1

2

pl =
Ns∑
s

Np(s)∑
p

qs v
n+ 1

2
p W (3.13)

where we employ Verboncoeur volume corrections [60] to avoid errors in the charge accu-

mulations arising in curvilinear coordinate systems. In equation (3.13), Ns is the number of

charged species in the plasma and Np(s) the number of simulated particles of a given species s.

Every charged particle has the same specific weight wc (ratio of real particles per simulated

particle) independently of the species.

We employ absorbing boundary conditions for the charged particles on the plasma chamber,

removing them from the computation once they reach the wall. For the EM fields, we employ

absorbing boundary conditions at the limits of the simulation domain: Mur [57] at the axial

ends and Bayliss-Turkell [58] at the radial one, both solved implicitly.

Solution of the non-linear system

At each time step we seek the solution of 6Ng field equations (3 components of Bn+1 and 3 of

En+1 on each grid point), together with 6Np(s)Ns equations of motion (3 spatial components

of xn+1
p and 3 velocity ones of vn+1

p for each particle) coupled to each other via J. For a

typical simulation with Ng ≈ 104 and Np ≈ 106 − 107 this would result in matrices whose

size is impractical to solve. Following [80] we use a technique called kinetic enslavement

which allows embedding the solution of the particles’ equations of motion within function

evaluations of the EM fields, keeping the matrices’ size to the 6Ng EM field equations only.
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We solve the system of equations (3.8,3.9,3.11,3.12,3.13) using the Jacobian-Free Newton

Krylov (JFNK) method available in the NITSOL package [81]. NITSOL provides well-developed,

simple to use algorithms for solving large-scale nonlinear systems, offering user flexibility (e.g.

specific preconditioning) with easy adaptation to parallel environments. The field equations

(3.8,3.9) are first rewritten in residual form:

F(y) = 0 (3.14)

with y a vector containing the unknowns Bn+1, En+1 and F(y) a non-linear operator. The

non-linearity arises since J depends on x,v which are coupled to E,B via equations (3.11,3.12).

Using a Newton method, we seek successive approximations to the system (3.14) based on

information about the current guess ỹk and its derivative:

∂F(ỹk )

∂y
δyk =−F(ỹk ) (3.15)

where the increment δyk defines the new guess:

ỹk+1 = ỹk +δyk (3.16)

for each Newton iteration k. The resulting system of equations (3.15) is linear and can be

efficiently solved by the Generalized Minimal RESidual (GMRES) method. The Jacobian matrix

∂F(ỹk )/∂y required in (3.15) at each Newton iteration is approximated by finite-differences.

We use the standard NITSOL termination criteria in which iterations are stopped based on an

absolute tolerance on the function evaluation ‖F‖ ≤ ftol, or on a step tolerance: ‖δyk‖ ≤ stptol,

as described in [81].

In the kinetic enslavement technique, the particles’ equations of motion are embedded within

function evaluations of the system (3.14). More precisely, at each GMRES iteration the latest

guess of the EM fields B̃n+1 and Ẽn+1 are available in the vector ỹ and can be used to advance

the particles via equations (3.11,3.12). With the new values of the particles’ position and

velocity we have all the information needed to form a new guess for J̃pl via equation (3.13) and

to advance to the next iteration. The operator F(y) besides containing the spatial discretization

operators acting on B and E includes the particle mover used to update xp and vp as shown in

algorithm 1 and section 3.1.3.
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Algorithm 1: Function evaluation routine.

Input: latest guess ỹ, containing B̃n+1 and Ẽn+1

Calculate B̃n+θ and Ẽn+θ

# For each particle find x̃
n+ 1

2
p and ṽ

n+ 1
2

p :

for s = 1 to Ns do

for p = 1 to Np do
Solve equations of motion (3.11,3.12), see section 3.1.3

end

end

Calculate J̃
n+ 1

2

pl via equation (3.13)

Evaluate residual via equation (3.14)

Particle mover

The particle mover contains the routines used to solve equations (3.11,3.12) leading to the

update of xp and vp at each time step. Within the kinetic enslavement technique the particle

mover can be chosen independently from the method used on the field solver, allowing greater

freedom on the selection of the numerical techniques used.

To solve the particles’ equations of motion (3.11,3.12) we seek to determine xn+1
p and vn+1

p

based on the information of the grid values En+θ and Bn+θ stored in the vector ỹ at each

GMRES iteration. While the EM field on the grid is available, the force acting on the particle

p depends on the position at half time step xn+1/2
p which is yet unknown. Starting from the

free streaming approximation we first estimate the position xn+1/2
p = xn

p +vn
pΔt/2 that we then

subsequently refine by Picard iteration until convergence is reached.

The velocity at half time step v
n+ 1

2
p can be directly computed with an algebraic manipulation

of equation (3.12) as shown in [82]. This leads to:

v∗p = vn
p +αEn+θ

p with: α= qsΔt

2ms
(3.17)

v
n+ 1

2
p =

v∗p +α
[

v∗p ×Bn+θ
p +α(v∗p ·Bn+θ

p )Bn+θ
p

]

1+ (αBn+θ
p )2

(3.18)

With v
n+ 1

2
p available, the position xn+1

p and velocity vn+1
p at the new time step are computed as:
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xn+1
p = xn

p +Δtv
n+ 1

2
p (3.19)

vn+1
p = 2v

n+ 1
2

p −vn
p (3.20)

In cylindrical coordinates one should include the extra inertial forces arising from the curvilin-

ear transformation. Following Boris [83] this can be avoided by employing a local Cartesian

coordinate system for each particle. More precisely at each time step n we align a Cartesian

frame to the particle position such that xn = r n , yn = 0 and zn = zn , with the velocity com-

ponents vn
x = vn

r , vn
y = vn

θ
and vn

z = vn
z . The particle advance is then performed in the local

Cartesian frame where equations (3.18,3.19,3.20) are valid; the updated values are then re-

transformed to their respective cylindrical coordinates. During the step, the EM forces acting

on the particle must also be rotated to align with the local coordinate frame. The sequence of

operations is described in detail in [84], of which we follow the same steps.

Monte Carlo Collision method

Particle collision processes are taken into account via a Monte Carlo Collision (MCC) method,

in which electron-neutral, electron-ion and ion-neutral collisions are handled via a null-

collision method [61], whereas Coulomb collisions are treated with the binary collision method

[85] following the work of [16]. The sampling of the null-collision is performed on each cell to

take into account the local density of the target particles.

We implemented the model for a hydrogen discharge; the list of cross-sections and the re-

spective references are listed in table 3.1,3.2. Following [61] we employ a constant time-step

approach, in which collisions are calculated separately from the motion of particles and only

need to be evaluated between time steps. This technique is valid as long as the collision

time-step Δtcol l is much smaller than the mean free time τ, calculated for each species as the

inverse of the maximum collision frequency νmax in the energy range considered of 0-200 eV.

Empirically we observe no difference in the results as long as Δtcol l < τ/100. When a collision

happens, a partner particle is selected in the same cell. The post-collision energies are taken

from [86] with their respective velocities isotropically distributed [61].
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Table 3.1 – Electron impact processes.

Partner Reaction Formula Reference

H Elastic e +H −→ e +H [87]
Electr. exc. e +H −→ e +H(nl ) [34]
Ionization e +H −→ e +H++e [34]

H2 Elastic e +H2 −→ e +H2 [88]
Vibr. exc. e +H2(v = 0) −→ e +H2(v = 1,2) [34] �

e +H2(v ≥ 1) −→ e +H2(v ±1) [89] �
H2(B 1Σ+

u ) −→ H2(v ′)+hν [35]
H2(C 1Πu) −→ H2(v ′)+hν [35]

Electr. exc. e +H2(v) −→ e +H2(B 1Σ+
u ) [34]

e +H2(v) −→ e +H2(C 1Πu) [34]
e +H2(v = 0) −→

−→ e +H2(B
′
,B

′′
,D,D

′
,EF ) [34]

Diss. via b3 e +H2(v) −→ e +H2(b3Σ+
u ) −→

−→ e +H +H [34]
Nondiss. ioniz. e +H2(v) −→ e +H+

2 +e [34]
Diss. ioniz. e +H2(v) −→ e +H+

2 (2Σ+
u )+e −→

−→ e +H++H +e [34]
Diss. attach. e +H2(v) −→ H +H− [34]

H+
2 Diss. exc. e +H+

2 −→ e +H++H [34]
Diss. recomb. e +H+

2 −→ H +H [34]
Diss. ioniz. e +H+

2 −→ e +H++H++e [34]

H+
3 Diss. exc. e +H+

3 −→ e +H++2H [34]
Diss. recomb. e +H+

3 −→ 3H [34]

H− e-detach. e +H−+−→ e +H +e [34]

� inverse processes evaluated by detailed balance
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Table 3.2 – Ion impact processes.

H+ impact processes

Partner Reaction Formula Reference

H Elastic H++H −→ H++H [90]
Charge Exc. H++H −→ H +H+ [34]

H2 Elastic H++H2 −→ H++H2 [90]
Vibr. exc. H++H2(v = 0) −→ H++H2(v = 1-4) [34] �
Dissociation H++H2(v) −→ H++H +H [34]

H+
2 impact processes

Partner Reaction Formula Reference

H2 Charge exc. H+
2 +H2 −→ H2 +H+

2 [34]
CID∗ H+

2 +H2 −→ H++H +H2 [34]
H+

3 ion form. H+
2 +H2 −→ H+

3 +H [34]

H+
3 impact processes

Partner Reaction Formula Reference

H2 Elastic H+
3 +H2 −→ H+

3 +H2 [91]
Proton transfer H+

3 +H2 −→ H2 +H+
3 [34]

CID∗ to proton H+
3 +H2 −→ H++H2 +H2 [34]

CID∗ to H+
2 H+

3 +H2 −→ H+
2 +H +H2 [34]

H− impact processes

Partner Reaction Formula Reference

H+ Mutual neutr. H−+H+ −→ H +H [34]

H Res. ch. exc. H−+H −→ H +H− [34]
Assoc. detach. H−+H −→ e +H2 [34]
NA detach. H−+H −→ e +H +H [34]

H2 e-detach. H−+H2(v) −→ H +H2(v ′)+e [34]
∗ Collision Induced Dissociation (CID)
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Neutrals treatment

In a typical ICP discharge the ionization degree reaches values of a few %, implying that the

largest populations are represented by neutrals. Their spatial distribution can be non-uniform

in the plasma chamber, with depletion arising in the regions of highest ionization rate [92]. In

molecular discharges (e.g. hydrogen) one must also take into account the long lived vibrational

states, since those have significant effect on the electron and ion impact cross-sections [34].

We have implemented a neutral transport module for hydrogen, solving kinetically the equa-

tions of motion of the atomic H0 and the 15 vibrational states of the molecular H2(v). The

electronic excited states of H0 and H2 are not tracked in the present case given their short

decay time. Electronic excitation processes are nevertheless considered in the reaction set

and represent an energy sink for electrons and ions. To cope with the high density and large

number of species, we employ a variable weight scheme using a rezoning technique [93]. More

precisely, each neutral particle has associated its own specific weight wn (ratio of real particles

per simulated one). The scheme aims at keeping a constant number of neutral particles per

species per cell N̄n (typically 100), merging and splitting the simulated particles following

the density variations due to transport or collisions. When the number of particles in a cell

Nn > N̄n , following algorithm C1 in [93], we select the two closest particles of the concerned

species p = 1,2 in phase space and replace them with a single one p = A with the weighted av-

erage position, velocity and the sum of their weights w : w A = w1+w2, xA = (w1x1+w2x2)/w A ,

vA = (w1v1 + w2v2)/w A . Similarly, if at any time the number of particles per cell Nn < N̄n

following algorithm S1 in [93] we split the particle with the highest weight p = A in four par-

ticles p = 1,2,3,4 with the properties: wp = w A/4; r1,2 = r A ±Δr /N̄n , r3,4 = r A ; θ1,...,4 = θA ;

z3,4 = zA ±Δz/N̄n , z1,2 = zA . With this technique the maximum number of neutral particles to

be simulated is 16Ng N̄n (with 16 is the number of neutral species).

For compatibility with the MCC scheme, the range of neutral weights is larger and a multiple

of the charged particle weights, i.e. wn ≥ wc . This because in the event of a collision, only

a fraction of the neutral particle corresponding to wc must be considered in evaluating the

post-collisional velocities, while leaving the fraction wn −wc unaffected on its trajectory. If

wn < wc the scheme would be inconsistent. In practice therefore the merging technique

is applied only when there are at least Nn = N̄n particles in a cell all with at least wn = wc .

Splitting is also avoided for particles with wn ≤ 4wc .

The equation of motion for the neutrals only includes a collisional force as no EM field acts

on them (equation 3.7). This accounts for collisions with other particles or wall interactions.

Since no change in velocity happens during a time step (section 3.1.3), the equation of motion

for the neutrals can therefore be solved directly with:

xn+1
p = xn

p +Δtvn
p (3.21)

48



3.1. Publication 2: A fully-implicit Particle-In-Cell Monte Carlo Collision code for the
simulation of inductively coupled plasmas

At the wall we employ a simple reflection boundary condition for H2, inverting the velocity

components in the directions in which the particle interacts with the wall. For H0 wall recom-

bination into H2 is taken into account by a user-defined recombination coefficient γw that

defines the reflected species by random sampling.

3.1.4 Code implementation

In this section we describe details of the code implementation and additions to the model

presented in order to improve its performance. Firstly, we find it convenient to express the

operator F(y) in matrix form:

F(y) = Ay−b− Jpl (y) = 0 (3.22)

where the matrix A contains the discrete spatial operator acting on Bn+1, En+1; b is the known

term from the time step n and Jpl (y) is the plasma current which is a function of y. This formu-

lation is advantageous as, upon formation of the plasma current at each GMRES iteration, it

leads directly to a vectorized implementation. Furthermore the matrix A has by construction

a very low density and can efficiently be stored in sparse format, while b is a constant term at

each time step and can be precomputed outside JFNK. For all sparse matrix computations we

employ the SPARSKIT library [94].

Secondly, while SI units are convenient to describe the governing equations, they are not

well suited for numerical computation as the numbers to be treated vary by many orders of

magnitude. This may lead to a badly conditioned problem as well as to floating point rounding

errors. To avoid these issues, we apply a normalization for which ε0 =μ0 = 1 leading to a speed

of light c = 1. Furthermore we normalize time to the time step, mass to the electron mass

and temperature to 1 eV. All other units follow accordingly. The conversion to normalized

units is performed internally in the code, leaving inputs and outputs in SI units for ease of

interpretation. As an example of the benefit of this transformation, the condition number

of the matrix A decreases from k(A) > 1014 in SI units to k(A) =O (10) in normalized units for

typical simulation parameters.

In terms of performance, code profiling for a typical simulation with Ng = 104 and Np =
106−107 reveals that the majority of the computing time (> 90%) is spent in the particle mover.

Within the kinetic enslavement technique, at each function evaluation (algorithm 1) the full set

of particles needs to be moved to calculate the new guess of the plasma current. This indicates

that improvements in the code performance can be achieved either by seeking techniques to

reduce the number of iterations required to achieve convergence in JFNK at each time step, or

by parallelizing the computation, i.e. distributing the particles over several processes.

49



Chapter 3. Simulation and experimental validation of a high density plasma

Preconditioning

To improve the performance of the code, it is highly desirable to reduce the number of GMRES

iterations for each Newton step, which can be achieved by preconditioning the linear system

(equation 3.15). An efficient preconditioner should represent an approximation of the Jacobian

matrix ∂F(ỹk )/∂y. From equation (3.22) we observe that the Jacobian matrix contains two

components: the matrix A and a term depending on the plasma current. While the first term

is known and constant, the second depends on the particular solution at any given GMRES

iteration and it is not straightforward to calculate.

We employ a simple preconditioner in which the contribution acting on the plasma current is

neglected. This represents a crude approximation of the Jacobian, which is sufficient to cut

the number of GMRES iterations as long as the time step is not too large (see section 3.1.5).

More precisely, we perform an incomplete Lower-Upper (LU) factorization of the matrix A

with the ilut routine from SPARSKIT, which is later supplied to the lusol routine of the same

library for the preconditioning within the NITSOL solver.

Parallelization

Code parallelization is implemented with the MPI interface, in which we use a domain decom-

position technique at the particle level, while the EM calculation is performed serially on the

full simulation domain. During the simulation time, density variations may cause the load

on each process to be unbalanced. Therefore the total number of particles on each process is

constantly monitored and compared to the average value, calculated as the total number of

particles divided by the number of processes. If the load unbalance is > 10%, the subdomains

are resized to host an approximately equal number of particles, while maintaining the bound-

ary between sub-domains to coincide with cell’s boundaries, to facilitate the treatment of the

neutrals that require a constant number of particles per cell.

3.1.5 Code application

We present an application of the NINJA code for the plasma simulation of the Linac4 H− ion

source at CERN [5], whose geometry is shown in figure 2.1. The plasma chamber has a radius of

24 mm and a length of 136 mm, surrounded by a 5 turn RF coil operated at 2 MHz. At one end

of the plasma chamber a 45◦ molybdenum electrode is installed, which is taken into account in

the model by a staircase grid. No external magnetic fields are taken into account in the present

study. The simulation domain is taken 3 times larger than the plasma chamber to avoid large

reflections at the end of the domain. The simulation parameters and the initial conditions are

listed in table 3.3. The plasma is initially seeded uniformly in the plasma chamber in a neutral

state, i.e. the ion density equals to the electron plus the negative ion density. Neutrals are also

initially seeded uniformly in the plasma chamber with a user-defined dissociation degree.
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Plasma chamber
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Figure 3.2 – Plasma generator of the Linac4 H− ion source. The plasma chamber has a radius
of 24 mm and a length of 136 mm. The 5 turn RF coil is surrounded by 6 ferrites and embedded
in epoxy to avoid RF breakdown. The H2 gas inlet and the optical view port used to perform
optical emission spectroscopy measurements are indicated. The magnetic Halbach octupole
is formed by alternating magnets with clockwise and counter-clockwise magnetization, while
the filter field is a dipole magnet with vertical magnetization. The plasma electrode has an
angle of 45◦ and is made of molybdenum.

The choice of the cell size and time step follows from an analysis of the spatio-temporal scales

of interest in the plasma under investigation. More precisely, it is known that in an ICP the

power transfer from the coil RF field to the electrons happens in a skin depth δ close to plasma

chamber wall where the coil is located [95]. This represents a critical scale length for the

simulation of ICPs and the cell size should therefore be sufficiently fine to resolve its dynamics.

For the pressure and driving frequency employed an estimate of δ can be obtained as shown

in [95]:

δ= c
�

2

ωpe

√
ν

ω
(3.23)

where c is the speed of light, ωpe the plasma frequency, ν the collision frequency and ω the

angular frequency of the applied RF. For the case considered with ne ≈ 1019 m−3 (taken from

previous simulations and experimental results [25]), ν≈ 3.6 ·107pH2 ≈ 108 Hz [96] we obtain
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δ≈ 7 mm. The cell size is chosen in the range 0.5 ≤Δx ≤ 4 mm.

For the time scales, the strictest condition is represented by the collision frequency ν implying

that Δt < 10−10 s to satisfy the Monte Carlo condition Δt < τ/100 with τ= 1/ν. Such time step

allows a fine resolution of the driving frequency and several of its harmonics.

We first present a simulation with Δr ×Δz = 1× 1 mm, Δt = 2.5 · 10−11 s and θ = 0.6. The

plasma distribution and the impact of the cell size on the simulation results is discussed in

section 3.1.5, the Electron Energy Distribution Function (EEDF) is shown in section 3.1.5 and

the energy conservation in section 3.1.5.

Parameters Initial conditions
Cell size 1×1 mm Particle number 448’624
Time step 2.5·10−11 s e− density 5·1017 m−3

Implicit parameter θ 0.6 e− temp. 1 eV
Particle weight 5·108 H+:H+

2 :H+
3 0.8:0.1:0.1

RF coil current 70 A Ion temp. 0.1 eV
RF coil turns 5 Gas temp. 300 K
Gas pressure pH2 3 Pa (@300K) Vib. temp. 3000 K
Wall recomb. γw 10−3 Diss. Degree 0.3
ftol, stptol 10−4, 10−5

Table 3.3 – Simulation parameters and initial conditions.

Plasma distribution

Starting from the initial uniform distribution we follow the plasma dynamics to reach steady

state after 15 μs . Figure 3.3 shows the electron density and energy profile averaged in time

during the last RF cycle (0.5 μs) of simulation. The electron density peaks at ne = 1019 m−3

on the central axis of the plasma chamber, in the axial region where the coil is located. The

highest electron energy Ee is located in the coil region, with the hottest electrons in the vicinity

of the radial wall where the RF electric field is strongest. At steady state the ion population

is comprised of 85% H+, 10% H+
2 and 5% H+

3 , while H− represent 1% of the negative charges.

The simulation time is 2 weeks on a 12 core cluster (64 GB RAM with Intel(R) Xeon(R) CPU

E5-2630L @ 2.00GHz).

Variation of the simulation results as a function of the cell size is better visualized on a line

profile. Figure 3.4 shows the radial profile of ne and Ee in the center of the coil, i.e. z = 70 mm.

For a cell size ≤ 1 mm no significant difference is observed neither in the density nor the energy

distribution. For larger cell sizes, the grid does not have the required resolution to capture the

large gradients present in the skin depth and a different trend is observed, particularly in the

region close to the wall 16 ≤ r ≤ 24 mm.
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Figure 3.3 – Electron density (top) and electron energy (bottom) profiles, time-averaged during
the last RF cycle of simulation with 1 mm cell size. The location of the RF coil is indicated by
the blue rectangle.

Electron Energy Distribution Function

One of the most important characteristics of kinetic models is the self-consistent calculation

of the EEDF in the plasma. From NINJA we can obtain the EEDF for any plasma region as a

function of time. As an example we present the EEDF as a function of time during the last RF

cycle in the region 0 ≤ r ≤ 4 mm and 0 ≤ z ≤ 136 mm. The region is selected to allow a direct

comparison with Optical Emission Spectroscopy (OES) measurements performed on the axial

view port of the plasma chamber (figure 3.2) [25].

Figure 3.5 shows the EEDF at two specific times corresponding to the RF current phase φ= 0

and φ=π/2. A significant deviation of the high energy tail (Ee > 15 eV ) of the EEDF is observed

as a function of time. The time averaged-value, calculated from 16 EEDF snapshots during the

last RF cycle, is well approximated by a Maxwellian distribution with Te =4 eV.

Energy conservation

Monitoring of the energy conservation represents a crucial diagnostics to verify the implemen-

tation and the choice of the numerical parameters. If the total energy increases over time, it is

an indication that numerical heating is taking place, which might lead to unphysical results.

If the energy decreases, the method remains stable but one must be careful that important

physics of interest is not suppressed. The conservation of electromagnetic energy is given by

the Poynting theorem:
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Figure 3.4 – Electron density ne and energy Ee radial profile in the center of the coil, i.e.
z = 70 mm for different cell sizes. All simulations are performed with Δt = 2.5·10−11 s and
θ = 0.6 and the profile represents the time averaged value in the last RF cycle of simulation.

Figure 3.5 – Electron Energy Distribution Function (EEDF) for the RF current as a function
of time during the last RF cycle of simulation in the region 0 ≤ r ≤ 4 mm and 0 ≤ z ≤ 136 mm.
The time-averaged value fits a Maxwellian distribution of Te = 4 eV.

∂

∂t
(UE M +Uk ) =−P +Wcoll −Ww all (3.24)

with: UE M =
∫

V
(ε0E2 +B2/μ0) (3.25)

Uk =∑
s

Np,s∑
p

ms v2
p /2 (3.26)

P =
∮
∂V

(S · n̂)d A (3.27)

where UE M represents the energy stored in the fields B and E, the kinetic energy Uk is given

by the sum of the kinetic energy of all particles and P represents the flux through the surface,

which is given by the integral of the Poynting vector S = E×B/ε0. The collisional power Wcoll

is the difference, per unit of time, between the source of EM energy given by production of
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charged particles by gas ionization and the energy lost by charged particles in collisions (e.g.

threshold energy lost by an electron in an atomic excitation process). The component Ww all

represents the power deposited on the wall, i.e. the kinetic energy of the charged particles lost

on the wall per unit of time.

Figure 3.6 shows the time-varying components of equation (3.24) for the simulation with

Δr×Δz = 1×1 mm, Δt = 2.5·10−11 s and θ = 0.6 during last RF cycle of simulation, representing

the condition at steady state. The variation of all components show a 4 MHz oscillation, double

the RF driving frequency. To evaluate the energy conservation we calculate the difference

between the left-hand side and the right-hand side of equation (3.24), integrated in space

over the plasma chamber volume, in time during the last RF cycle and normalized it to the

RMS value of the left-hand side. The result for different simulation conditions is shown in

figure 3.7, where one parameter is varied while keeping the others fixed based on the reference

simulation of Δr ×Δz = 1×1 mm, Δt = 2.5 ·10−11 s and θ = 0.6.

The variation of the cell size indicates that, for a fixed Δt and θ, we have a tendency towards

numerical heating by increasing the cell size. Increasing Δt or θ leads on the other hand

to larger cooling rates, indicating that stronger damping is taking place. In other words,

the choice of the numerical parameters is of paramount importance to control the energy

conservation in the simulations, with smaller cell sizes requiring less numerical damping to

conserve the energy. We remark that in the parameter range investigated, all simulations show

an energy conservation within 2%.

Figure 3.6 – Time variation of the energy components (see equation 3.24) for the simulation
with Δr ×Δz = 1×1 mm, Δt = 2.5 ·10−11 s and θ = 0.6 during last RF cycle of simulation, repre-
senting the condition at steady state. All components show a 4 MHz oscillation corresponding
to double the driving frequency of 2 MHz.
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Figure 3.7 – Impact of the cell size, time step and implicit parameter θ on the energy conserva-
tion. Simulations are performed by varying only one parameter at the time, while keeping the
others fixed based on the reference simulation of Δr ×Δz = 1×1 mm, Δt = 2.5 ·10−11 s and
θ = 0.6. Energy conservation is evaluated during last RF cycle of simulation, representing the
condition at steady state. Blue represents numerical cooling, while red numerical heating. In
all simulations energy is conserved within 2%.

Performance

Code performance largely depends on the number of iterations required to reach convergence

at each time step in JFNK. We performed an investigation of the number of function evalu-

ations (Feval) required as a function of the time step and evaluate the effectiveness of the

preconditioner. Figure 3.8 shows the number of Feval for a simulation with Δr ×Δz = 1×1 mm

and θ = 0.6. The preconditioner cuts by a factor 3 to 8 the number of Feval required to reach

convergence, leading to an equivalent improvement in the computational time.

Figure 3.8 – Average number of function evaluations (Feval) required to reach convergence
at each time step within JFNK. All simulations are performed with Δr ×Δz = 1×1 mm and
θ = 0.6.
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3.1.6 Discussion

A key feature of the model presented is the capability of simulating high density, low tempera-

ture plasmas with a cell size Δx �λDe while maintaining an accurate control of the energy

conservation. This is of paramount importance to guarantee accuracy and stability for long

integration time.

The numerical parameters controlling the energy conservation are the cell size Δx, the time

step Δt and the implicit parameter θ. Based on our experience the recommended approach

is to first choose Δx sufficiently fine to resolve the smallest spatial scale of interest; in the

present case this is represented by the plasma skin depth δ required to capture the current

channel in the vicinity of the RF coil. Other applications might require the detailed structure

of the plasma sheath and therefore a much smaller cell size. Secondly, the time step should

be chosen to resolve the spatial scales of interest including the driving frequency, the Monte

Carlo condition on the collision frequency Δt < τ/100 as well as resolving the electron gyro-

frequency in case of magnetized plasmas. On the lower bound Δt is limited by preserving

the energy conservation, together with the parameter θ. As Δt also strongly influences the

performance, it is preferable to select Δt to be the most computationally efficient and adjust θ

to conserve the energy. Should the range 0.5 ≤ θ ≤ 1.0 not be sufficient, Δt should be modified

accordingly to preserve the energy conservation. While we have not pursued this option, in

principle Δt and θ could be adapted dynamically during the simulation. These results are in

agreement with previous analytical investigation of the energy conservation as a function of θ

which has been performed in detail in [79] for an implicit moment method.

The range of plasma density and temperature simulated agrees with OES measurements

performed on the plasma generator of the Linac4 H− ion source [25] in similar conditions.

Along the central optical view port, OES measurements report a line-integrated plasma density

in the range ne = 1019 m−3 with an electron temperature 3.5 ≤ Te ≤ 4 eV. The results presented

give an average value over the central 4 mm radius of ne = 5 ·1018 m−3 with a time-averaged

Maxwellian EEDF of Te = 4 eV (section 3.1.5).

An important result of this study is the characterization of the time-varying EEDF, which

is directly linked to the plasma light emission. Its impact should be further investigated,

coupling the simulation results with a collision-radiative model taking into account the EEDF

features (e.g. [97]). In the present work we have not discussed details of the neutral population

(atomic and vibrational density/temperatures). This will be the object of a future publication.

Furthermore, we plan to extend the model to address non-axisymmetric features, such as the

external magnetic cusp and filter field.

In the specific case of the Linac4 H− ion source, the present results represent crucial input for

beam formation simulations [40, 98], that rely on the specifications of the plasma parameters

in the extraction region (conical region at z > 116 mm). This is particularly important since

spatially resolved measurements are difficult to achieve in this region due to space limitations.

Coupling between these simulations, beam formation simulations and beam measurements
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could indicate possible improvements to the plasma generator configuration as well as a better

understanding of the beam extraction physics.

3.1.7 Conclusions and outlook

We have presented the algorithms and the implementation of a fully-implicit PIC-MCC code,

NINJA, for the simulation of inductively coupled plasmas. The model solves self-consistently

the coupling between the electromagnetic field generated by the RF coil and the plasma

dynamics, composed of the kinetic description of charged and neutral particles together with

the collision processes between them. The governing equations are solved with a kinetic

enslaved Jacobian-Free Newton Krylov method, in which a preconditioner is supplied to

enhance the performance.

A key feature of the method is the possibility of performing kinetic simulations of high den-

sity, low temperature plasmas with cell sizes � λDe and time step in excess of the Courant-

Friedrichs-Lewy condition whilst preserving the conservation of the total energy. The ap-

plication to the CERN Linac4 H− ion source shows that with a cell size sufficient to resolve

the plasma skin depth, an accurate representation of the plasma parameters is achieved.

This is confirmed by agreement between simulations and optical emission spectroscopy

measurements on the range of density and temperatures.

Simulation results show that the EEDF varies in time during one RF cycle, with a deviation

of the high-energy tail from a Maxwellian distribution. Coupling with a collision-radiative

model taking into account the simulated EEDF will allow to investigate its impact on the light

emission and provide refined comparisons to optical emission spectroscopy measurements.

The plasma parameters and neutral fluxes will be simulated for variable hydrogen densities,

RF current and position of the RF coil to define the input for the optimization process of the

Linac4 H− ion source.

We have detailed the algorithms used for an ICP in cylindrical geometry with a solenoid RF

coil, using hydrogen as the discharge gas. The model can easily be adapted to other gases

provided the availability of collision cross-sections as well as to the simulations of ICPs in

planar configuration.
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3.2.1 Abstract

This paper presents a Particle-In-Cell Monte Carlo Collision simulation of the Radio-Frequency

(RF) plasma heating in the Linac4 H− ion source at CERN. The model self-consistently takes

into account the electromagnetic field generated by the RF coil, the external static magnetic

fields and the resulting plasma response, including a kinetic description of the charged species

(e−, H+, H+
2 , H+

3 , H−), as well as the atomic and molecular (vibrationally resolved) populations.

The simulation is performed for the nominal operational condition of 40 kW RF power and

3 Pa H2 pressure. Results show that the plasma spatial distribution is non-uniform in the

plasma chamber, with a density peak of ne = 5 ·1019 m−3 in the RF coil region. In the filter field

region the electron density drops by two orders of magnitude, with a substantial reduction

of the electron energy as well. This results in a ratio e/H− ≈ 1 in the extraction region. The

vibrational population is characterized by a two temperature distribution, with the high

vibrational states showing a factor 2 higher termperature. A very good agreement is found

between the simulation results and optical emission spectroscopy measurement performed

on a dedicated test stand at CERN.

3.2.2 INTRODUCTION

Linac4 is the new H− linear accelerator currently being commissioned at CERN as part of the

upgrade of the LHC injector chain. Its cesiated ion source is required to deliver an H− beam

of 40-50 mA within a normalized RMS emittance of 0.25 mm mrad in pulses of 600 μs and

a repetition rate up to 2 Hz [5]. H− ions are created in a Radio-Frequency (RF) inductively

coupled plasma operated at 2 MHz, where two modes of H− production are known to take

place: volume production by dissociative attachment of vibrationally excited molecules H2(v)

[31], and surface conversion of protons H+ and atoms H0 impinging onto a cesiated surface
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[32].

In previous studies we have investigated the effect of design and operational parameters on

the plasma dynamics in the Linac4 H− ion source: numerical simulations highlighted the

importance of the magnetic field configuration and the gas pressure in achieving plasma

ignition and transition to steady state [9, 23], the analytic model of the plasma impedance

showed the impact of the plasma parameters on the RF circuit [13] and optical emission

spectroscopy measurements allowed identification of the plasma parameters in different

operational conditions [24]. On the other hand, a detailed description of the RF plasma

heating and its effect on the plasma parameters responsible for H− production has not yet been

performed. This represents a crucial step to gain further insights into the plasma dynamics

and to indicate possible improvements of the design and operational parameters to increase

the source performance.

We have developed a Particle-In-Cell Monte Carlo Collision code to self-consistently simulate

the coupling between the RF coil and the plasma. Our goal is to investigate the influence of

the RF plasma heating on the H2(v) population and the H+/H0 fluxes onto the cesiated surface.

The simulated plasma includes a kinetic description of the charged particles (e−, H+, H+
2 , H+

3

and H−) as well as the neutral populations of H0 and H2(v). Output from these simulations

represent crucial inputs for the modelling of the beam formation [40, 98] In this paper we

present a detailed simulation of the plasma discharge at the nominal Linac4 operational

conditions (40 kW RF power at 3 Pa H2 pressure) including spatio-temporal variations of the

population densities, neutral dissociation degree and vibrational temperature. The effect

of the magnetic filter field is further described. Simulation results are compared to optical

emission spectroscopy measurements performed on a dedicated test-stand at CERN.

3.2.3 GEOMETRY AND CODE DESCRIPTION

The aim of this work is to describe the plasma dynamics in the Linac4 H− ion source, whose

plasma generator is shown in figure 2.1. The hydrogen plasma is formed in a cylindrical

Al2O3 plasma chamber with inner radius of 24 mm and length 136 mm. A 5 turn RF coil,

surrounded by 6 ferrites, is installed around the plasma chamber and embedded in epoxy to

avoid RF breakdown. The RF coil is operated at 2 MHz with an available peak power of 100 kW.

The magnetic configuration includes an octupole cusp field in Halbach offset (formed by

alternating magnets with clockwise and counter-clockwise magnetization) and a filter dipole

field. A 45◦ Molybdenum electrode coated with Cesium is installed in the extraction region

to allow surface conversion of impinging H+/H0 to H−. Hydrogen is injected in pulsed mode

by a piezo valve and the plasma is ignited for 600 μs with a repetition rate up to 2 Hz. Three

optical view ports are available to capture the light emitted by the plasma, oriented on axis,

19◦ and 26◦ with respect to the cylinder central axis.
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Figure 3.9 – Plasma generator of the Linac4 H− ion source. The plasma chamber is made
of Al2O3 and has an inner radius of 24 mm and a length of 136 mm. The 5 turn RF coil is
surrounded by 6 ferrites and embedded in epoxy to avoid RF breakdown. 3 optical view ports
(2 shown) are available to capture the light emitted by the plasma with a capture angle of 3◦ .
The magnetic Halbach octupole is formed by alternating magnets with clockwise and counter-
clockwise magnetization, while the filter field is a dipole magnet with vertical magnetization.
The Molibdenum electrode is coated with a Cesium layer which is evaporated in a Cs oven
and injected into the plasma chamber via the Cs inlet. The reference frame {r,θ, z} used in the
simulations is indicated.

We simulate the plasma dynamics with our implicit electromagnetic Particle-In-Cell Monte

Carlo Collision (PIC-MCC) code [7] supplemented with the routines to take into account the

external static magnetic field (octupole + filter). The PIC-MCC code is 2.5 D in cylindrical

coordinates meaning that the electromagnetic field is assumed to be 2D axisymmetric (∂/∂θ =
0) while the particles’ motion is 3D3V. The simulated plasma is composed of e−, H+, H+

2 ,

H+
3 and H−, as well as the atomic H0 and the vibrationally resolved molecular H2(v) neutral

populations. We employ absorbing boundary conditions for the charged particles reaching

the plasma chamber wall, while reflection is employed for the neutrals. Surface chemistry, e.g.

conversion H0 → H− is not included in the model. The Monte Carlo module includes over 200

electron-neutral, ion-neutral, electron-ion and Coulomb collision processes. The antenna is

simulated by a perfect conductor of rectangular cross-section and given input current. The

external static magnetic field is simulated with the 3D Tosca module of the OperaVectorfield

software application and imported to the PIC-MCC via a fieldmap. The external magnetic

field is interpolated at the particle level to maintain its 3D features.
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3.2.4 RESULTS

We present a simulation of the plasma dynamics of the Linac4 H− ion source in its nominal

operational condition at 40 kW RF power and 3 Pa H2 pressure. The numerical parameters

employed as well as the initial conditions are listed in table 3.4. Specifically, the initial plasma

density is seeded uniformly in the plasma chamber with an ion population chosen from

previous simulations. The initial neutral temperature and the dissociation degree is taken

from experimental results [24] measured in similar conditions. The RF current representative

of a 40 kW RF power has been measured experimentally via a current transformer installed on

the ion source and corresponds to IRF = 200 A peak value. The time step is chosen to resolve

the electron trajectories in the maximum magnetic field of 30 mT, while the cell size is selected

to allow sufficient spatial resolution.

Table 3.4 – Simulation parameters and initial conditions.

Num. Parameter Initial values
Cell size 1×1 mm Particle number 228’000
Time step 2·10−11 s Gas temp 300 K
Particle weight 109 Diss degree 0.3
RF coil current 200 A Vib temp. 6000 K
RF coil turns 5 e− density 1018 m−3

Gas pressure 3 Pa (@300K) e− temperature 1 eV
Ion temperature 0.1 eV
Ion distrib. H+:H+

2 :H+
3 20%:60%:20%

Plasma time evolution

Figure 3.10 shows the temporal variation of the average charged particle densities during the

simulated time of 15 μs. Following the initial ramp up the electron density stabilizes at a level

of ne = 6 ·1018 m−3. The positive ion population significantly changes during the simulation

and after 10 μs we have a distribution H+:H+
2 :H+

3 equal to 82%:12%:6%. H− ions stabilize at

nH− = 4 ·1016 m−3, ≈ 1% of the plasma density.

Concerning the neutrals we observe an increase of the atomic population by a factor 1.5 from

nH 0 = 2 ·1020 m−3 to nH 0 = 3 ·1020 m−3, while the molecular density decreases (figure 3.11).

It must be noted that the neutral population has not yet reached steady state after 15 μs of

simulation. The vibrational temperature significantly changes during the simulated time.

Starting from the initial vibrational temperature of 6000 K, we observe a clear increase of the

high vibrational states, leading to a two-temperature distribution with Tl ow = 6500 K, and

Thi g h = 13000 K where Tl ow is representative of the vibrational states v≤4 and and Thi g h of

v≥5 (figure 3.12). The simulation time is 20 days on a 12 core cluster.
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Figure 3.10 – Time evolution of the average charged particles’ densities. After 15 μs of simula-
tion the ion population is composed of 82% H+, 12% H+

2 , 6% H+
3 , while negative ions represent

≈ 1% of the negative charges.

Figure 3.11 – Time evolution of the average neutral densities. The atomic population H0

increases by a factor 1.5 during the simulation, while the moleucular one decreases. We
observe that steady state is not reached during the simulation time.

Figure 3.12 – Initial and final H2(v) population. The initial vibrational temperature is chosen
from experimental results. At steady state, the vibrational population is characterized by a two
temperature distribution, Tl ow = 6500 K, and Thi g h = 13000 K where Tlow is representative of
the vibrational states v≤4 and and Thi g h of v≥5.
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Plasma spatial distribution

The plasma spatial distributions are shown for the last μs of simulation, when the plasma

is in quasi steady-state. Figure 3.13 and 3.14 show the time average value of the electron

density and electron energy respectively, calculated from t=14 μs to t=15 μs. The electron

density reaches its highest value in the coil region between 56 and 84 mm. In this region, the

maximum density is found on the central axis, with a monotonically radial decrease towards

the plasma chamber wall. Axially, as we move towards the extraction region the effect of the

filter field increases, resulting in a clear reduction in both the electron density and energy.

A plot of the distribution on the central axis better reveals the effect of the filter field on the

plasma distribution. Figure 3.15 shows the electron and H− density together with the electron

energy as a function of the axial position. The maximum electron density is found in the RF

coil region, where ne peaks at 5 ·1019 m−3. As the filter field strength increases, the electron

density decreases by 2 orders of magnitude, while the electron energy is reduced down to sub

eV values. The H− density is rather constant along the central axis, although it is important to

remark that the ratio e−/H− significantly varies along the axis: in the plasma bulk the ratio is

≈ 100 while it drops to ≈ 1 in the extraction region. The H0 flux onto the Cs-Mo electrode is

found to be 6.45 ·1022 m−2s−1. The value is calculated as the sum of all atoms impinging onto

the electrode, divided by the integration time (1 μs) and the electrode surface.

Figure 3.13 – Time averaged electron density profile during the last μs of simulation. The
highest electron density is observed in the region 56 to 84 mm, where the RF coil is located. In
the extraction region a clear reduction of the electron density is observed due to the presence
of the filter field.

Figure 3.14 – Time averaged electron kinetic energy profile during the last μs of simulation. In
the extraction region the electron energy is reduced to sub-eV levels due to the presence of the
filter field.
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Figure 3.15 – Top: axial variation of the external magnetic field strength, evaluated on the
plasma chamber central axis. Bottom: axial variation of the electron (ne ) and H− (nH−) density
together with the electron kinetic energy Ee . ne and Ee show a clear reduction in the filter field
region, while nH− remains rather constant along the axial position. The ratio e−/H− is ≈ 100
in the plasma bulk and reduces to ≈ 1 in the extraction region.

3.2.5 DISCUSSION

The simulations highlight several important features about the plasma parameters in the

Linac4 H− ion source. First of all, we remark strong spatial variation in the plasma chamber

which depend on both the RF coil position, where a maximum ne is found, and the magnetic

filter field, which defines the drop in ne in the extraction region. A similar trend is found

for the electron kinetic energy. In the same conditions to the one simulated, optical emis-

sion spectroscopy performed on the on axis view port report an average electron density of

5·1019 m−3 with a temperature of 4 eV, where a Maxwellian distribution is assumed (result-

ing in an average electron energy of 6 eV) [25]. As optical emission spectroscopy represent

time-averaged, line-of-sight integrated measurement, a comparison to simulations can be

performed by taking the average value along the central axis (figure 3.15). This results in a

simulated ne = 2 ·1019m−3 and Ee = 5.97 eV, in good agreement with the measured parameters.

The simulation results represent crucial inputs for beam formation simulations [40, 98] which

rely on the plasma parameters specified at the extraction region. Experimentally these param-

eters are difficult to obtain due to spatial constraints and therefore a reliable simulation of the

plasma dynamics is of paramount importance to define realistic inputs. Besides the electron

and ion populations, the H0 flux onto the Cs-Mo electrode defines the emission rate of H−

from the surface, where typically a conversion rate H0 → H− of few % is observed [40]. In the

present simulations the calculated flux would result in an H− emission rate of ≈ 500 A/m2
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for a conversion rate of 5%. This value has been found to agree with beam measurements in

previous studies [40]. It is important to notice that a future coupling to a beam formation code

should be performed upstream of the extraction region, e.g. at z = 120 mm. This is to allow

sufficient spatial resolution to resolve the plasma sheath close to the wall that the present

simulations cannot provide.

Future studies will require longer simulation times to reach steady state for the neutral popu-

lations as well. Furthermore a systematic study of the surface chemistry (wall recombination,

secondary emission, etc.) will be mandatory to investigate its role on the steady state plasma

dissociation degree and the ion populations. In addition we intend to study parametric varia-

tions of H2 pressure and RF power, performing a comparison to optical emission spectroscopy

to validate the code in other regimes.

3.2.6 CONCLUSIONS

We have simulated for the first time the RF plasma heating in the Linac4 H− ion source in the

nominal operational conditions, taking into account the neutral populations as well as the

external static magnetic fields. The simulated plasma parameters are in good agreement with

optical emission spectroscopy measurements performed on a dedicated test stand at CERN.

The simulation tool developed allows us to gain insights into the plasma spatio-temporal

behaviour in the plasma chamber, features that are otherwise inaccessible by experimental

techniques. We believe that the coupling of the presented simulations together with beam

formation studies is key to gain crucial information on the ion source physics and to define

possible optimization to the source design and operational conditions to improve the source

performance. Future work will include systematic studies on the RF power and H2 pressure

variations together with improvements in the surface treatment (e.g. wall recombination) with

longer simulation times.
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3.3.1 Abstract

When the H− ion source of CERN’s Linac4 is operated in volume mode, a maximum of the

extracted current is obtained at varying RF power. The power required for this maximum

and its absolute value is strongly influenced by the cusp magnets installed at the source for

electron confinement: without magnets, 15−20 mA are typically obtained at 20 kW whereas

with magnets a factor of two more power is needed and 25−30 mA are achieved. In order

to access the reasons behind the peaked performance with varying RF power and for deter-

mining the influence of the cusp field on the discharge, optical emission spectroscopy (OES)

measurements of the atomic Balmer series and of the molecular Fulcher transition have been

carried out. In all investigated cases, the gas temperature of the discharge has been virtually

equal to the ambient temperature as the short discharge pulse length of 500 μs is not long

enough for considerable heavy particle heating. When no cusp magnets are installed, the

plasma parameters evaluated with the collisional radiative models Yacora H and Yacora H2

show a minimum in the electron temperature of 3.25 eV and a maximum in the electron

density of 4×1019 m−3 and also in the vibrational excitation of the hydrogen molecule at 20 kW.

Assessing the relevant production and destruction processes demonstrates that the H− yield

is maximal at this point thereby explaining the optimum ion source performance. When the

cusp magnets are applied, the same general trends are observed but the required RF power

is a factor of two higher. The OES results indicate an optimum performance around 30 kW

whereas the highest H− current is actually achieved around 40 kW. Furthermore, a higher H−

yield is indicated without cusp magnets but a better ion source performance is observed with

magnets. These differences can most likely be attributed to changing gradients in the plasma

parameters which are not accessible by OES. Nevertheless, the obtained plasma parameters

can be used as benchmark for RF coupling codes simulating the Linac4 ion source.
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3.3.2 INTRODUCTION

Currently, an upgrade of the injector chain of the Large Hadron Collider (LHC) is realized at

CERN which has the goal to improve both the particle beam brightness and the luminosity of

the LHC. A crucial part of this upgrade is the construction of the Linac4 injector. It is foreseen

as replacement for the ageing Linac2 which accelerates protons to 50 MeV before they are

injected into the Proton Synchrotron Booster (PSB). In contrast, Linac4 is going to accelerate

negative hydrogen ions up to 160 MeV and for the injection into the PSB the two electrons

of the H− ion are stripped with a thin foil [99]. The ion source of the Linac4 has to deliver

an H− current of 45 mA (for some special cases also up to 80 mA) in pulses of 500 μs at a

repetition rate of 2 Hz. Negative hydrogen ions can be generated via two processes in general.

The first method, the so-called volume process, relies on creating H− in a plasma volume

from vibrationally excited H2 molecules. The second method, the so-called surface process,

relies on the conversion of hydrogen atoms or ions on a surface with low work function

[100]. In the latter case, caesium is evaporated into the ion source for establishing a low work

function surface. Applying the surface process yields a higher H− current but due to the high

reactivity of caesium the work function of the surface and therefore the source performance

degrades with time as caesium is removed and compounds are formed with the background

gas. Therefore, sources operated in volume mode have the advantage of a higher temporal

stability of the H− current and reduced maintenance requirements.

At the Linac4 ion source cusp magnets are applied in order to reduce the losses of electrons to

the discharge vessel wall. In general, for increasing the RF power also the extracted H− current

is increased up to one specific power level. Above this level the current decreases again. It has

been observed that the cusp field has a strong influence on the RF power required for the best

source performance. With magnets, the highest current is achieved at 40 kW whereas without

cusp the required RF power is reduced by a factor of 2 to 20 kW. In order to assess the reasons

behind this behaviour, optical emission spectroscopy measurements (OES) of the molecular

Fulcher-α transition and of the atomic Balmer series have been carried out at the Linac4 test

stand. During these investigations the source has been operated in volume mode i.e. without

adding caesium. The emissivities obtained from OES have been evaluated with the collisional

radiative (CR) models Yacora H [101] and Yacora H2 [102, 103] yielding discharge parameters

like the electron density and temperature. This allows for the investigation of the influence of

the changing plasma parameters on the relevant production and destruction processes taking

place in the discharge volume and therefore on the H− yield. Unfortunately, it has not been

possible to extract a beam during the measurements due to hardware problems of the high

voltage system, therefore a direct comparison between the determined plasma parameters

and the beam properties could not be carried out. Typically, the maximum beam current

with installed cusp magnets is around 25−30 mA. Without magnets a reduced performance is

obtained, only 15−20 mA are usually extracted.
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3.3.3 THE LINAC4 H− ION SOURCE

Only a short description of the Linac4 ion source setup is given here, a more detailed one also

including the extraction and beam formation system can be found in [104]. The plasma is

generated via inductive RF coupling with a helical coil of four windings (see Figure 3.16 for

a sketch of the plasma chamber). The RF amplifier operates at a frequency of 2 MHz with a

maximum RF power Pset of 100 kW. The discharge pulse length is 500 μs with a repetition

rate of 2 Hz. For the RF power values in this paper, the power delivered to the ion source

Pdel is always given, i.e. the power reflected due to a mismatch between the ion source

impedance and the 50 Ω output of the generator is subtracted from the power set at the

generator (Pdel = Pset −Pr e f l ). In order to reduce the loss of electrons to the ceramic plasma

chamber wall, a Halbach-offset octupole cusp field is created by NdFeB permanent magnets.

Hydrogen gas is supplied to the ion source with a fast piezo valve opening only for a short

time prior to the RF pulse. The gas diffuses through the plasma chamber and is pumped

through the extraction aperture. As the gas dynamics happens on the scale of several ten

milliseconds [105] (whereas the RF pulse only lasts for 500 μs) the gas pressure can be treated

as approximately constant during the RF pulse.

Figure 3.16 – Sketch of the Linac4 ion source plasma chamber.

For optical emission spectroscopy measurements the discharge chamber can be accessed via

three lens heads collecting the light emitted by the discharge. The lens heads are separated

from the discharge by a sapphire window and focus the plasma emission into optical fibres

leading to a spectrometer. The different lines-of-sight determined by the lens heads are tilted

with respect to the central axis of the cylindrical discharge vessel: 0◦ which means on-axis,

19◦ and 26◦. For the measurements presented in this paper only the on-axis view port has

been used. The utilized high-resolution spectrometer (1 m focal length, grating 2400 grooves

per mm) is equipped with an ICCD camera and has a Lorentzian apparatus profile with a full

width at half maximum of 8 pm around 600 nm. For acquiring spectroscopic data, only the

last 400 μs of the plasma pulse are considered to avoid recording the transient ignition phase.

The intensity calibration of the system has been performed via an Ulbricht sphere serving as
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secondary radiation standard.

3.3.4 EVALUATING PLASMA PARAMETERS FROM OES

As already stated, the Balmer series of atomic hydrogen and the Fulcher transition of molec-

ular hydrogen (d 3Πu → a 3Σ+
g , located between 590 and 650 nm) were recorded by optical

emission spectroscopy. For evaluating the obtained data the collisional radiative models

Yacora H for atomic [101] and Yacora H2 for molecular hydrogen [102, 103] are applied. These

models calculate population densities via balancing all relevant population and depopulation

processes for the particular states in the hydrogen atom or molecule, respectively. Processes

including the reabsorption of photons have not been considered in order to facilitate the

evaluation which means the plasma is treated as optically thin. As input parameters for the

models the densities and temperatures of the neutral (H and H2) and charged particles (elec-

trons and H+, H+
2 , H+

3 , H−) are required. In order to determine plasma parameters from OES

measurements, these input parameters are varied until both the absolute emissivities and the

line intensity ratios of the measurements are matched thereby yielding the corresponding den-

sities. However, for the investigated discharges, it turned out that the dominating population

processes solely from atomic or molecular hydrogen and processes involving the hydrogen

ions play only a very minor role. This eliminates the possibility of determining the densities of

H+, H+
2 , H+

3 and H− reliably. Besides the electron temperature and density only the densities

of atomic and molecular hydrogen can therefore be obtained. It should be kept in mind that

the intensities measured by OES represent line-of-sight averaged values, which means that

also the determined plasma parameters have to be taken as line-of-sight averaged.

Another important input parameter for the CR models is the pressure of the hydrogen gas

prior to the RF pulse as this determines the total number of particles available to the discharge.

It is determined from the pressure in the plasma chamber via the ideal gas law. Due to the

transient nature of the pulsed gas inlet, it is very difficult to give an exact number for the

pressure within the plasma pulse and in-line pressure measurements are not possible due

to the compact design of the ion source. Dedicated experiments concerning the gas particle

propagation inside the vacuum setup of the ion source with respect to the gas valve settings

have been carried out by replacing the discharge chamber with a T-shaped flange where a

pressure gauge has been installed [105]. From these investigations, the gas pressure has been

estimated to be at 3 Pa for the measurement campaigns presented in this paper.

Concerning the molecular Fulcher transition, the first twelve emission lines (rotational quan-

tum numbers N = 1, . . .12) of the Q branch (ΔN = N ′ − N ′′ = 0) arising from the first four

diagonal vibrational transitions (vibrational quantum number v ′ = v ′′ = 0, . . .3) have been

recorded. Figure 3.17 shows an exemplary emission spectrum of the corresponding wave-

length range where the particular lines are labelled. From the measured emissivities the

rotational population can be obtained. Typically, a non-Boltzmann rotational population is

observed in hydrogen plasmas [106] which can be approximated by a two-temperature distri-
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bution [107]. The cold part of this distribution which is described by the temperature Tr ot ,1

reflects the population via heavy particle collisions. The hot part of the rotational population

described by Tr ot ,2 is weighted relatively to the cold part by the factor γ for fitting. This part of

the population can in general arise from recombinative desorption of hydrogen atoms at the

wall of the discharge vessel, from dissociative recombination of H+
3 with electrons, or from

direct electron impact excitation [106]. For the discharge conditions present in the Linac4

ion source, the most likely process leading to the hot rotational distribution is collisional

excitation by electrons. The gas temperature of the discharge can be determined by projecting

Tr ot ,1 from the excited d 3Πu state into the electronic ground state of the hydrogen molecule

according to the rotational constants of the two states [108].

600 605 610 615 620 625 630 635 640

0.00

0.25

0.50

0.75

1.00

Q12Q8Q5

 

 

N
o
rm

a
liz

e
d
 i
n
te

n
s
it
y

Wavelength [nm]

v’ = 0

Q1

Q1

v’ = 1

Q5 Q8 Q12

Q1

v’ = 2

Q5 Q8 Q12
Q1

v’ = 3

Q5 Q8

Figure 3.17 – Example spectrum of the molecular Fulcher radiation. The drop lines indicate
the position of the Q lines for the first four diagonal vibrational transitions.

3.3.5 RESULTS

Rotational population of H2 and gas temperature

For evaluating the rotational distribution of the d 3Πu , v ′ = 0 state from the Fulcher emission,

the measured emissivities of the rovibrational lines are divided by the statistical weight intro-

duced due to the nuclear spin and by the Hönl London factors. When the logarithm of these

values is plotted against the energy difference of the particular rotational levels, a Boltzmann

distribution would in general lead to a linear slope. The left part of Figure 3.18 shows the

rotational distribution obtained at an RF power of 40 kW. The two-temperature fit yields a

value of Tr ot ,1 = 152 K resulting in a gas temperature of Tg as = 304 K being virtually equivalent

to the ambient temperature. Due to the low value of the cold rotational temperature, only the

first rotational level and to a lesser extent also the second one follows the cold population.

Therefore, one could argue if the high population in the N = 1 level is a statistical outlier and

the actual gas temperature is much higher (in fact this was done for evaluating the first OES

measurements [109]), but this is not the case: in the right part of Figure 3.18 the rotational

population of the d 3Πu , v ′ = 0 state is shown operating the ion source exceptionally with

deuterium. The non-Boltzmann character of the distribution is also clearly present for D2 and

similar to H2 a value of Tr ot ,1 = 155 K is obtained. Due to the higher mass of D2 the energy
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difference between the particular rotational levels is smaller. This leads to a higher number of

levels following the cold distribution making it much more evident compared to hydrogen.

The cold gas temperature can be explained by the short discharge duration of only 500 μs

which prevents the heavy particles from heating up considerably. For all investigations, the gas

temperature of the discharge has always been virtually equivalent to the ambient temperature

and no influence of RF power or the cusp magnets could be determined.
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Figure 3.18 – Rotational distribution within the d 3Πu , v ′ = 0 state evaluated from the Fulcher
emission recorded for an RF power of 40 kW in deuterium and hydrogen. The corresponding
two-temperature fits are also plotted.

RF power variation without cusp field

When no cusp magnets are installed at the ion source, its operational range with respect

to the RF power is limited to 5−40 kW, otherwise either the discharge ignition or its stable

operation is not possible. Figure 3.19 shows the emissivities measured for varying the RF power

in this range (the RF power required for best performance is indicated by the grey hatched

area around 20 kW). It can be seen that the atomic Balmer radiation steadily increases with

increasing RF power whereas the molecular Fulcher radiation shows a minimum between 10

and 20 kW. The electron temperatures and densities obtained from evaluating the CR models

are summarized in Figure 3.20. The value of Te decreases from 3.75 to 3.25 eV when the power

is increased from 5 to 15 kW. Above 15 kW, Te increases again reaching values of 3.90 eV at

40 kW. The electron density shows a contrary behaviour, increasing from 1.6×1019 m−3 at 5 kW

to a peak value of 4×1019 m−3 achieved between 15 and 25 kW. The density ratio of atomic

to molecular hydrogen obtained from the OES measurements is shown in Figure 3.21. For

increasing RF power, the density ratio increases steadily from 0.28 at 5 kW to a value of around

0.6 above 25 kW.

For such plasma parameters, the dominating destruction process for negative hydrogen ions is

collisional detachment by electrons: H−+e f ast → H +2e. Balancing this destruction process

with the formation process H2(v)+esl ow → H−+H shows that the electron density does not
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Figure 3.21 – Density ratio of atomic to molecular hydrogen obtained from the OES measure-
ments for varying RF power without applying a magnetic cusp field. The grey hatched area
shows the region where the optimum source performance is typically achieved.

influence the H− yield as both reaction rates depend linearly on ne . Concerning the electron

temperature, a low value of Te is highly beneficial for the H− yield as the production rate

increases with lower electron energy and also the destruction rate decreases. Furthermore, the

vibrational excitation of the electronic ground state of hydrogen influences the production rate

considerably as the formation process is more efficient the higher the vibrational excitation.

A variety of processes such as cascades from higher lying electronic states or reformation of

hydrogen atoms where parts of the binding energy is converted into vibrational excitation

contribute to the vibrational population. Many of those processes happen on time scales

being larger than the discharge pulse length of 500 μs leading to the fact that the vibrational

distribution is far off from equilibrium in the ion source plasma. Nevertheless, the vibrational

population of the first four levels (v ′ = 0, . . .3) is accessible via summing up over the rotational

population measured in each vibrational state. In doing so, a vibrational temperature can

be determined and a maximum of this temperature is obtained at an RF power of 20 kW.

Concerning the density ratio of atomic to molecular hydrogen, a higher value is in general

adhere to a large H− production rate as there are less molecules available. However, for low

RF powers where n(H)/n(H2) is low, the vibrational temperature is low and the electron

temperature is high. In summary these considerations can explain that the best performance

of the ion source is achieved at 20 kW as a low electron temperature and a high vibrational

excitation is obtained.

RF power variation with cusp field

The operational range of the ion source is shifted to higher values when the cusp magnets are

installed: instead of 5−40 kW without cusp, the RF power can be varied between 10 and 70 kW.

This behaviour arises from the fact that the cusp field is designed in a way that prevents the

electrons from getting close to the wall of the discharge vessel where the heating RF field is
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most intense. As the over-all heating capability is therefore reduced, the RF power demand is

higher when the cusp magnets are installed in the ion source.

Figure 3.22 shows the emissivities measured with cusp field. As already stated, the best ion

source performance is achieved around 40 kW which is a factor of two higher than without

magnets. The general trends of the emissivities are the same as observed without cusp

magnets: the emissivity of the atomic Balmer lines increases steadily with power whereas the

molecular Fulcher emission shows a minimum, lying now between 15 and 30 kW. Furthermore,

the absolute intensities are higher with cusp magnets.
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Figure 3.22 – Emissivities of the atomic Balmer series and the molecular Fulcher transition for
varying RF power with applying a magnetic cusp field. The grey hatched area shows the region
where the optimum source performance is typically achieved.

During the comparison of the general plasma parameter trends, it turned out that the be-

haviour is very similar for installed cusp magnets or removed ones. However, the higher

power demand with cusp magnets is also mirrored in the plasma parameters: for similar

discharge conditions the required RF power is around a factor of two higher than without

magnets. Figure 3.23 show the electron temperature and density obtained with cusp. For

comparison, the values determined without cusp field are also included, an additional x-axis

in blue colour has been introduced at the top of the graph (this axis is scaled by a factor of two

compared to the x-axis at the bottom of the graph). It can clearly be seen that the same general

trends are observed for Te and ne with and without cusp magnets: a minimum in the electron

temperature and a maximum in the electron density for varying RF power. With cusp field,

higher absolute values of Te and ne are obtained and the position of the extremes is slightly

shifted from the point of optimum source performance to lower RF powers. The same is true

for the vibrational temperature reaching a maximum at 30 kW. Concerning the density ratio of

atomic to molecular hydrogen (see Figure 3.24), not only the same general trend is observed

but also comparable absolute values over the whole RF power range are obtained for both

cases.
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Therefore, the optimum source performance would be expected at an RF power of 30 kW as

the electron temperature has its lowest value there and the vibrational excitation is highest.

However, the highest H− current is achieved at 40 kW of RF power. Furthermore, the absolute

value of Te is lower without cusp magnets what should result in a higher H− yield, but the ion

source performance is better with magnets. In order to assess the reasons for these differences

in expected and observed performance, it should be kept in mind that a rather large plasma

volume is probed by OES due to the inherent line-of-sight integration whereas the H− ions

are actually extracted from only a small region close to the extraction aperture. In addition,

different plasma parameter profiles (which will especially be present when comparing the

plasma with and without cusp field) cannot be assessed and considered in the OES evaluations.

Such spatial variations of the plasma need to be considered in order to explain the performance

differences with and without cusp field.

3.3.6 SUMMARY AND CONCLUSION

In order to assess the different performance of the Linac4 H− ion source with respect to the

application of cusp field magnets, optical emission spectroscopy measurements have been

carried out while operating the ion source in volume mode. Typically, the extracted H− current

shows a maximum at varying RF power of 15−20 mA at 20 kW without cusp magnets and of

25−30 mA at 40 kW with cusp field. In both cases, the electron temperature shows an initial

decrease with RF power before it rises again whereas the electron density shows a contrary

peaking behaviour. An assessment of the relevant production and destruction processes of H−

predicted a maximum H− yield at 20 kW which is exactly the value where the best ion source

performance is achieved.

When the cusp magnets are applied, their field topology prevent the electrons from getting

close to the wall of the discharge vessel where the intense RF fields are located. Therefore,

a higher RF power is required to reach similar discharge parameters as without cusp field.

This can be seen in all determined parameters, as the observed general trends for varying RF

powers are shifted by a factor of two to higher powers when the cusp magnets are installed.

Considering the H− yield, the predicted RF power for best performance is at 30 kW whereas the

highest current is actually achieved at 40 kW. Furthermore, a higher H− yield is expected when

the cusp magnets are not installed, but the contrary behaviour is observed. These differences

can most likely be attributed to changes in the plasma parameter profiles which cannot be

accessed by optical emission spectroscopy. Nevertheless, the obtained plasma parameters

can be used as benchmark values for RF coupling codes simulating the Linac4 ion source

[110, 111, 16].
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4 Investigation of the hydrogen plasma
in the Linac4 H− ion source

The implicit PIC simulations of the hydrogen plasma inductive heating provide insights into

the influence of operational and design parameters on the plasma discharge. We performed

a parameter scan of the RF current IRF , gas pressure pH2 and magnetic configuration (cusp,

filter) to assess their impact on the plasma densities and energy distributions. Maximizing

the H− density in the beam formation region is of utmost importance. The simulated plasma

parameters represent key boundary conditions to beam formation and extraction software

packages [63, 40], simulating effective beam intensities and emittances.

4.1 Plasma heating dynamics

We present the time structure of the plasma evolution for the conditions pH2 = 3 Pa and

IRF = 100 A in the absence of external magnets. The numerical parameters and initial condi-

tions are listed in table 4.1, chosen from previous convergence tests and simulation results. The

plasma is initially loaded uniformly in the plasma chamber. The neutral population is initially

composed of only H2 with a vibrational temperature of 3000 K obtained from measurements

in similar conditions.

Numerical parameter Initial conditions
Cell size (Δr ×Δz) 1×2 mm Particle number 455’000
Time step 2.5·10−11 s H2 temperature 300 K
Particle weight 109 Dissociation degree 0
RF coil current 100 A Vibrational temperature 3000 K
RF coil turns 5 e− density 1018 m−3

Gas pressure 3 Pa (@300K) e− temperature 1 eV
Ion temperature 0.1 eV
Ion distrib. H+:H+

2 :H+
3 80%:10%:10%

Table 4.1 – Numerical parameters and initial conditions used for the investigation of the design
and operational parameters on the hydrogen plasma discharge.
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Figure 4.1 shows the evolution of the average plasma densities from the initial condition

to steady-state. The plasma heating process is strongly influenced by the 2 MHz driving

frequency. The electron density stabilizes around ne = 8 ·1018 m−3 during the first 10 μs of

simulation. The ion populations require ≈ 20 μs to redistribute and stabilize at 88% H+, 9%

H+
2 and 3% H+

3 , with H− on average 0.5% of the plasma density. After 25 μs the neutrals reach

steady state with nH = 2.3 ·1020 and nH2 = 6.1 ·1020 (summed over v) giving a dissociation

degree nH /(nH +nH2 ) = 0.27.

The evolution of the vibrational population is shown in figure 4.2. Within the 25 μs of simula-

tion the density of vibrationally excited molecules also reaches steady state and it is charac-

terized by a two-temperature distribution with T (v ≤ 4) = 4500 K and T (v ≥ 5) = 15000 K as

illustrated in figure 4.3. The population of high vibrational states is key to increase the volume

production of H− via dissociative attachment of low energy electrons in the beam formation

region (see section 1.5.1).

Figure 4.1 – Plasma evolution for the simulation without external magnets at pH2 = 3 Pa and
IRF = 100 A. The positive ion populations (H+, H+

2 , H+
3 ), the electron, H− and the neutrals are

indicated. All densities are averaged over the volume of the plasma chamber.
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Figure 4.2 – Time evolution of the H2(v) vibrational population for the simulation without
external magnets at pH2 = 3 Pa and IRF = 100 A.

Figure 4.3 – Initial and steady state vibrational temperatures for the simulation without ex-
ternal magnets at pH2 = 3 pa and IRF = 100 A. A two-temperature distribution is observed at
steady state.
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4.2 Coil current and effect of the magnetic cusp field

The analysis of the E-H transition indicated that the magnetic cusp field prevented electrons

close to the plasma chamber wall to be accelerated by the induced electric field. This re-

sulted in a reduction of the inductive power deposited to the plasma in comparison to the

configuration without cusp field. We have extended the study for the high density regime,

performing a scan of the coil current IRF with and without cusp field to investigate its effect

on the plasma. Figure 4.4 shows the average electron density as a function of IRF with and

without cusp field. In the range analysed the electron density scales almost linearly with IRF

in both configurations. In the presence of the cusp field a factor 2 larger current is required to

achieve the same density.

The reason for this behaviour is better revealed by looking at the density and energy profiles.

We have compared the simulation without cusp field at IRF = 100 A and the simulation with

cusp at IRF = 200 A, which produce the same average density. Figure 4.5 shows the radial

profile of the electron density and energy in the coil region (averaged in z direction for the

length of the coil). In the presence of the cusp field, the electron density is higher in the center

of the plasma chamber and drops more rapidly in the radial direction. This is in agreement

with the confinement effect expected when employing the magnetic cusp. The electron energy

profiles show significant differences in the two configurations. When no cusp field is employed,

the electron energy peaks in the region close to the wall, where the inductive field is largest.

In the presence of the cusp field, electrons close to the wall cannot be accelerated, and the

energy profile peaks at r=8 mm.

Figure 4.4 – Average electron density ne as a function of the RF current IRF in the configuration
with and without magnetic cusp field.
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Figure 4.5 – Electron density ne and electron energy Ee radial profile in the coil region (av-
eraged in the axial direction). The simulation without cusp field is for IRF = 100 A whereas
the simulation with cusp field is for IRF = 200 A, producing the same volume averaged den-
sity. The view port used for Optical Emission Spectroscopy (OES) has a capture angle of 3◦,
corresponding to approximately 4 mm radius in the center of the plasma chamber.

Figure 4.6 – Left) Dissociation degree nH /(nH +nH2 ) as a function of the coil current IRF in the
configuration with and without cusp field. Right) Density of vibrationally excited molecules
for the simulation without cusp field at IRF = 100 A and with cusp at IRF = 200 A producing the
same volume averaged electron density.
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The simulation results show good agreement with OES measurements, where a factor 2 in

the RF power was required to achieve the same density in the configuration with cusp field

(section 3.3). This gives us confidence that the external magnetic field is handled properly in

the code.

Concerning the neutrals, a slightly larger dissociation degree is observed in the configura-

tion without cusp field in the whole range analysed (figure 4.6 left). On the other hand, the

vibrational temperature of highly excited states Tvi b(v ≥ 5) shows no substantial difference

between the two configurations (figure 4.6 right). The impact of IRF on the density of vibra-

tionally excited molecules is unnoticeable and it is not shown in the plot. This result indicates

that also concerning the neutrals a factor 2 larger current is required to achieve the same

dissociation degree and density of vibrationally excited molecular states. The comparison to

OES measurements shows that the simulations slightly underestimate the dissociation degree

in both configurations, with a larger deviation in the presence of the cusp field. This could be

ascribed to uncertainties in the estimated pressure measured as well as in the recombination

coefficients used in the simulations (note that figure 3.24 reports the density ratio and not the

dissociation degree). The detailed analysis of the H− production in the beam formation region

will be described in section 4.3 in the presence of the magnetic filter field.

4.3 Effect of the filter field

The aim of the filter field is to separate the heating region, where highly energetic electrons

lead to vibrational excitation and dissociation, from the beam formation region where cold

electrons are required to form H− via DA and minimize the destruction processes. The electron

energy Ee drop is due to an increased residence time of electrons trapped in the magnetic

filter field, which by collisional losses, diffuse to a lower Ee in the beam formation region [39].

We have applied a filter field with a strength of 18 mT, measured on the axis of the plasma

chamber, in order to assess its effectiveness. Figure 4.7 and 4.8 compare the electron density

ne , electron energy Ee and volume produced H− density nH− 2D profiles with and without

filter field respectively for the simulation without cusp field at IRF = 100 A, pH2 = 3 Pa. The plots

correspond to the time averaged data during the last μs of simulation (interval 24 to 25 μs). In

the presence of the filter field, a drop in ne and particularly of Ee is clearly visible in the beam

formation region (z > 118 mm). A lower Ee is beneficial for the production of H− by DA, and

results in a significant increase of volume produced H−. It is interesting to notice that the effect

of the filter field is not limited to the beam formation region. Due to the penetration of the

filter field into the heating region, a lower Ee is observed in the proximity to the coil. Electrons

are no longer free to accelerate in the azimuthal direction and this results in a reduced heating

efficiency. For the case considered we observe a factor 2 lower electron density averaged over

the plasma chamber volume when the filter field is applied. This indicates that, although the

filter field is required to enhance the H− volume production, its penetration to the heating

region should be limited not to compromise the plasma heating process.
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Figure 4.7 – From top to bottom: electron density ne , electron energy Ee and volume produced
H− density nH− for the simulation without external magnets at IRF = 100 A and pH2 = 3 Pa.
The position of the RF coil is indicated. The largest electron density and energy is observed in
the region where the coil is located. nH− is two orders of magnitude lower than ne .

Figure 4.8 – From top to bottom: electron density ne , electron energy Ee and volume produced
H− density nH− for the simulation with a magnetic filter field of 18 mT on the center of the
plasma chamber, at IRF = 100 A and pH2 = 3 Pa without cusp field. The position of the RF coil
and magnetic filter field is indicated. The beam formation region is defined as the region for
z > 118 mm. A lower ne and Ee is observed in the beam formation region, accompanied by an
increase of nH− .
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4.3.1 H− and electron densities as a function of the coil current

The H− and electron densities in the beam formation region (z > 118 mm, see figure 4.8) rep-

resent critical parameters to characterize the performance of the ion source plasma generator.

Figure 4.9 shows the density of volume produced H− (nH−) and the electron density ne in

the beam formation region for varying RF coil current IRF and constant filter field strength

of 18 mT. Both ne and nH− increase with increasing IRF . The electron to H− density ratio

(ne /nH−) also increases for increasing IRF , indicating that at higher IRF the efficiency of the H−

volume production decreases. This result is ascribed to the higher electron energy resulting

from increased IRF , which is less beneficial for the H− volume production. For comparison,

the simulation with cusp field at IRF = 200 A shows similar densities, electron energy and

ne /nH− as the simulation without cusp at IRF = 100 A. This confirms that also concerning the

volume produced H− density a factor 2 larger coil current is required in the configuration with

cusp field.

Figure 4.9 – Left) electron density ne and volume produced H− density nH− in the beam
formation region as a function of the coil current IRF . Right) electron to H− density ratio
ne /nH− and electron energy Ee as a function of IRF .

4.3.2 Hydrogen atomic flux onto the plasma electrode

The most efficient channel of surface production is backscattering of hydrogen atoms H0 from

low work function surfaces [36]. We have characterized the flux of H0 impinging on the plasma

electrode over the last μs of simulation. The H0 energy distribution is shown in figure 4.10. It

is characterized by a low-energy (≤ 5 eV) non-thermal component and a thermal high-energy

component with temperature T = 2.5 eV for the configuration without cusp field at IRF = 100 A.

In the presence of cusp field the high-energy thermal component increases to T = 4.0 eV for the
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simulation at IRF = 200 A. In both cases the thermal component corresponds to the simulated

positive ion temperature.

The H0 production channel with the highest cross-section is the dissociation of H2 via the

repulsive b3Σ+
u state [34]. The two "newborn" H0 receive initially a share of the dissociation

energy of 4.5 eV. Part of the H0 will reach the plasma electrode before thermalizing to the

positive ions and contribute therefore to the non-thermal low-energy component. By number,

the low-energy component is more than one order of magnitude larger than the thermal one

in both configurations. The higher temperature in the configuration with cusp field is the

result of a higher inductive electric field, due to a factor 2 larger coil current.

Figure 4.10 – Energy distribution of the H0 flux impinging onto the plasma electrode. The
simulation without cusp field (left) corresponds to a coil current IRF = 100 A, whereas the sim-
ulation with cusp field (right) corresponds to a coil current IRF = 200 A. In both configurations
the energy distribution is characterized by a low-energy (< 5 eV) non-thermal component and
a high-energy thermal component corresponding to the temperature of the positive ions.

The conversion of the impinging H0 to H− happens by electron transfer from the surface

to the atom leaving the surface. The H− yield depends on the impinging energy and the

surface work function [37] as described in section 1.5.2. Figure 4.11 shows the H− emission

rate for a work function from 1.5 to 3.0 eV, covering the range representative of a molybdenum

electrode partially to fully covered with cesium. For a work function of 1.5 the emission

rate is of the order of 12-15 kA/m2 for all cases analysed. The emission rate decreases with

increasing work function and a larger dependency on the coil current IRF is observed. This

result reflects the impact of the high energy component of the H0 flux distribution as a function

of IRF . The conversion from H0 to H− requires a minimum threshold energy Eth =φ− A to

allow the electron transfer from the surface, where φ is the surface work function and A the
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electron affinity (0.754 eV for hydrogen). With increasing work function a larger Eth is required,

implying that the high-energy component of the H0 flux is more effectively contributing on

the H− emission rate. The percentage of the emission rate as a function of the H0 energy

distribution and the work function is shown in figure 4.12.

Figure 4.11 – H− emission rate from the plasma electrode due to backscattering of impinging
H0. A work function of 1.5 eV corresponds to the dynamically cesiated molybdenum surface
[37] whereas 2.1 eV is the work function of bulk cesium. Unless indicated the coil current
corresponds to the simulation without magnetic cusp field.

Figure 4.12 – Percentage of H− emission rate as a function of the impinging H0 energy for
different work function φ (histogram binning of 1 eV).
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4.3.3 Variation of filter field strength

We have varied the strength of the filter field for the simulation IRF = 200 A with cusp field

and investigated the resulting plasma parameters. The characteristic value of the filter field

strength is the one obtained at z = 118 mm (position of the magnets) on the plasma chamber

axis.

Figure 4.13 shows the axial profiles of the electron density and energy in the region from the

RF coil to the plasma electrode. By increasing the strength of the filter field, a reduction of the

electron density and energy is obtained in the beam formation region for all cases analysed.

The energy profile shows a different behaviour in the region ahead of the filter field. For 6 mT,

the energy increases compared to the case without filter field due to additional confinement

induced by the filter field. With increasing filter field strength this trend is displaced towards

the heating region.

Figure 4.13 – Electron density ne and electron energy Ee axial profile from the RF coil to the
plasma electrode as a function of the filter field strength. The values are averaged over 5 mm
radially in the plasma chamber center and are representative of the simulation with IRF = 200 A.
The location of the RF coil and the filter magnets are indicated.

The ion source optimal condition maximizes the H− density in the beam formation region,

accompanied by a minimization of the electron density. Figure 4.14 shows the average electron

and H− density in the region z > 118 mm as a function of the filter field strength, together with

the electron to H− density ratio. The electron density drops monotonically whereas the H−

density shows a maximum density for 12 mT. On the other hand, the electron to H− ratio (e/H)

monotonically decreases with increasing filter field strength.
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Figure 4.14 – Left) average electron density ne and H− density nH− in the beam formation
region (z > 118 mm). Right) electron to H− density ratio (ne /nH−).

4.4 Influence of the H2 pressure

The plasma heating in the pressure range 1-5 Pa has been simulated with a constant coil

current IRF = 100 A without magnetic cusp and with a filter field of 18 mT. The volume averaged

electron density increases with increasing pressure, accompanied by a decrease of the electron

energy as shown in figure 4.15. The atomic density also increases with increasing pressure,

although the dissociation degree drops from 0.33 to 0.20 from 1 Pa to 5 Pa respectively. Above

3 Pa the increase is less pronounced and there is tendency towards saturation (figure 4.16).

The density of vibrationally excited molecules shows a monotonic increase as a function of

the pressure. The two temperature distribution of H2(v) is visible at all pressures analysed,

although a sharper transition is observed for lower pressures at v = 3−5.

In the beam formation region (z > 118 mm) the electron and H− density increase with in-

creasing pressure as shown in figure 4.17. Due to a decrease of the electron energy Ee the H−

volume production becomes more efficient for higher pressures, resulting in a reduction of

the electron to H− density ratio. This indicates that a higher pH2 is beneficial for the operation

of the ion source in volume mode.

The energy distribution of the H0 flux impinging on the plasma electrode is shown in figure 4.18

for the simulations at 2 and 4 Pa. The higher atomic density observed for increasing pressures

results in a larger integrated flux, which mainly contributes to the low-energy component. On

the other hand, a lower temperature of the high energy component is observed for increasing

pressures. This has a direct impact on the H− emission rate (figure 4.19): for a work function

< 1.8 eV the low-energy component has a significant contribution to the emission rate which
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Figure 4.15 – Volume averaged electron density ne (left) and energy Ee (right) as a function of
the hydrogen pressure pH2 .

Figure 4.16 – Left) Volume averaged density of H0 and H2 (summed over v) as a function of
the hydrogen pressure pH2 . Right) Density of vibrationally excited H2(v) as a function of the
hydrogen pressure pH2 .
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increases for increasing pressures. For work functions > 2 eV the opposite trend is observed,

with a reduction of the emission rate for increasing pressures.]

This result has a critical consequence for the operation of the ion source. Taking as reference

the work function of bulk cesium of 2.1 eV, the impact of the hydrogen pressure has opposite

trends in terms of volume and surface produced H−. Whereas the volume produced H−

density increases for increasing pressure, the surface H− emission rate drops. This implies

that the optimal operating point will correspond to the best compromise between the two

production modes.

Figure 4.17 – Left) electron density ne and volume produced H− density nH− in the beam
formation region as a function of the hydrogen pressure pH2 . Right) electron to H− density
ratio ne /nH− and electron energy Ee as a function of pH2 .
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Figure 4.18 – Energy distribution of the H0 flux impinging onto the plasma electrode for the
simulation without cusp field at pH2 = 2 Pa (left) and pH2 = 4 Pa (right) for IRF = 100 A. The
energy distribution is characterized by a low-energy (< 5 eV) non-thermal component and
a high-energy thermal component corresponding to the temperature of the positive ions,
inversely proportional to the hydrogen pressure.

Figure 4.19 – H− emission rate from the plasma electrode due to backscattering of impinging
H0. A work function of 1.5 eV corresponds to the dynamically cesiated molybdenum surface
[37] whereas 2.1 eV is the work function of bulk cesium.
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4.5 Coupling to beam formation and extraction codes

The analysis performed with the NINJA code allowed quantifying the impact of the hydrogen

pressure, RF coil current and external magnet configuration on the plasma parameters. Opti-

mization of the operational conditions is equivalent to maximising the volume produced H−

density and H− surface emission, together with a minimization of the electron density in the

beam formation region.

The NINJA code is designed to accurately simulate the RF plasma heating mechanism. The

underlying physics requires a cell size capable of resolving the structure of the plasma skin

depth, which in the Linac4 ion source regime is in the order of few mm. In the beam formation

region however, the plasma sheath in the proximity of the wall plays a crucial role in defining

the local densities close to the extraction hole and thus to the extracted beam. The size of

the plasma sheath is few Debye lengths and corresponds in this density regime to 20-30 μm.

Furthermore a full 3D simulation is mandatory in the beam formation region to address

asymmetries induced by the filter field on the beam. This implies that, in order to simulate

and optimize the beam extracted from the ion source, the NINJA code needs to be coupled

with dedicated beam formation and extraction codes [63, 40] capable of resolving the detailed

structure of the beam formation region and the resulting beam shape and emittance.

Beam formation and extraction codes are designed to simulate self-consistently the plasma

dynamics and the particle transport in the vicinity of the extraction electrodes. The simulation

domain typically includes the beam formation region and the first few mm outside the plasma

chamber up to the puller-electrode (figure 4.20). A plasma is initially loaded in the left side of

the simulation domain and, as the plasma expands, particle re-injection is used as boundary

condition on the walls. The electric potential in the whole 3D volume (including the plasma

contribution) is calculated by solving Poisson’s equation. The boundary condition on the

right hand side is in first order the potential resulting from the voltages and geometries of

the plasma- and puller-electrodes calculated under vacuum. The boundary condition is then

rather strongly influenced by the space charge of the beam itself and its contribution should

be taken into account. External magnetic fields are imported by a 3D field map obtained by a

separate software. Collisional processes are handled by a Monte Carlo module, including H−

volume production and destruction processes. H− surface emission from the cesiated plasma

electrode is also included. Further details on the codes can be found in [63, 40].

Beam formation is the interface between the plasma and the extraction field issued by the

potential difference between the source and the puller-electrode. The field attracts negative

charges (electrons and H−) and repels positive ones. As a result, a boundary is formed between

the plasma and the beam which is called meniscus (also defined as the isopotential line

with V = 0). The meniscus shape plays a crucial role on the beam optics during the first

stage acceleration and it is influenced by many factors including the local density of charged

species, the plasma composition, the extraction potential, the geometry of the puller- and the

plasma-electrode.
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The composition of the initial bulk plasma as well as the surface emission rate are critical

input parameters for beam formation simulations. Previous work [40] relied on estimated

values and parameter scans due to the absence of local plasma measurement and of simulated

results from the heating region. NINJA can provide precisely these input parameters at the

entrance of the beam formation region which shall lead to more realistic simulation results.

The coupling from NINJA to beam formation codes is performed by exporting the 2.5 D

plasma parameters from a "coupling region" placed between the plasma heating and beam

formation region (figure 4.20). The coupling region is represented by a slab of plasma of

thickness Δz in the axial direction, located at a distance z0 from the extraction plane. The

seeds are representative of one RF cycle, once the plasma has reached steady state. The plasma

parameters of interest are the densities and energies of the plasma species: e−, H+, H+
2 , H+

3 ,

H−, H0, H2(v). In order to have the most complete output, we export the 6D lists (3 position

and 3 velocity components) of all particles present in the coupling region at a given time,

together with the weight of each particle (ratio of real particles per simulated one). The output

is generated N times during one RF cycle. Furthermore the list of all H0 impinging onto the

plasma electrode during the interval considered are stored in a file including time, position,

velocity and weight. The set of data allows reconstructing the essential distributions and

provide a complete set of boundary conditions to the beam formation software.
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Figure 4.20 – Typical simulation domain of beam formation and extraction codes. The coupling
region with NINJA is a slab of plasma at the entrance of the beam formation region, indicated
by the green area.
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5 Conclusions and outlook

We have characterized the RF-ICP plasma discharge in the Linac4 H− ion source by numerical

simulations and experiments. The code developed for this purpose, called NINJA, represents

the first of its kind and has been successfully applied to simulate the high-density low temper-

ature regime of the Linac4 ion source. The usage of a fully-implicit algorithm allowed cell sizes

in excess of the Debye length and time steps larger than the plasma period, preserving the

conservation of energy while maintaining the computational cost tractable. The simulation

results of the electron density, electron energy and H2 dissociation degree are in excellent

agreement with optical emission spectroscopy and photometry measurements.

A survey of operational and design parameters allowed to draw important conclusions that

provide insights into the physics of RF-ICP ion sources:

• The use of an external magnetic cusp field surrounding the RF coil prevents electrons in

the vicinity of the plasma chamber wall to be accelerated by the RF electric field. This

resulted in a factor 2 higher RF coil current to achieve the same average plasma density

than in the configuration without cusp field.

• A filter field separating the heating region from the beam formation region is required

to enhance the volume production of H− and reduce the electron density and energy

in the beam formation region. We showed that there is an optimal filter field strength

to achieve the largest density of volume produced H−. If the filter field is too weak, the

presence of highly energetic electrons in the beam formation region is detrimental to

achieve a large H− population. If the filter field strength is too high, the production rate

drops due to an excessive reduction of the electron density and a field penetration in

the heating region that reduces the plasma heating efficiency.

• The density of vibrationally excited molecules is characterized by a two temperature

distribution with T(v ≤4) in the order of 5000 K, and T(v ≥5) in the order of 15000 K.

This result is of paramount importance to determine the density of volume produced

H− via dissociative attachment.
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• The H0 atomic flux onto the Cs-Mo plasma electrode is characterized by a non-thermal

low energy component and a high-energy thermal component, whose temperature cor-

responds to the temperature of the positive ions. H− emission rates for work functions

in the range 1.5 to 3.0 eV were presented.

Optimization of an H− source performance is a complex mix of: 1) maximization of volume

produced H− in front of the extraction aperture; 2) maximization of the H− flux generated

by the cesiated surface of the plasma electrode; 3) minimization of the co-extracted electron

beam; 4) minimization of the beam emittance to optimize the fraction of the beam that will be

accepted and accelerated by the Linac.

The results of these simulations provide previously inaccessible input to beam formation

and extraction software packages, which rely on the knowledge of the plasma parameters as

boundary conditions. This step is key to link the chain of models describing the formation of

H− ion beams, from plasma formation to transport in the accelerating structures. Building on

these results, future work will be dedicated to a systematic investigation of the influence of

plasma parameters and extraction geometry on the extracted beam optics. This will contribute

to a deeper understanding of the beam formation mechanism and pave the way for optimizing

the ion source extraction system. In short this work opens the way to proper engineering of

the beam formation region for plasma cesiated surface H− sources.
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