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Abstract

Understanding the plasma dynamics in tokamaks is of fundamental importance to reliably predict the performances of future fusion devices. Because of the complex phenomena at play, state-of-the-art simulation codes are needed to investigate the plasma dynamics. Consequently, errors affecting such numerical tools can have far reaching consequences. The present thesis focuses on developing and applying rigorous verification and validation (V&V) procedures to plasma turbulence simulations, ultimately improving our understanding of the plasma dynamics.

First, a rigorous code verification methodology for grid-based simulation codes is presented and used to assess the correct implementation of a physical model in a plasma simulation code. It consists of using the method of manufactured solutions and executing an order-of-accuracy test, assessing the rate of convergence of the numerical solution to the manufactured one. The methodology is then generalized to particle-in-cell (PIC) codes, accounting for numerical schemes intrinsically affected by statistical noise and providing a suitable measure of the distance between continuous, analytical distribution functions, and finite samples of computational particles. The proposed procedure is successfully applied to verify GBS, a simulation code used to study plasma turbulence in the tokamak scrape-off layer (SOL), and to verify a one-dimensional PIC code.

Even if the physical model is correctly implemented, simulations are always affected by numerical errors. A rigorous solution verification methodology for estimating the numerical statistical and discretization errors affecting plasma turbulence simulations is discussed in the present thesis. The estimate of the numerical statistical error, such as the one due to the finite number of particles used in PIC simulations, is based on repeating the simulation with different pseudorandom number generator seeds. For the discretization error, the Richardson extrapolation is used to provide an approximation of the exact solution. The solution verification methodology is then applied to quantify the numerical error affecting GBS and PIC simulation results.

A further source of uncertainty affecting the results of plasma turbulence simulations is given by the use of input parameters that are not precisely known or accurately measured. A methodology based on a decomposition of the model equation solution in terms of Chebyshev polynomials along the input parameter, time, and spatial coordinates is proposed. This methodology is then successfully employed to investigate the influence of input parameter variations on the results of a two-dimensional drift-reduced Braginskii model.

By carrying out a set of validation exercises, the final part of the present thesis is tar-
geted to increase the reliability of our SOL modelling. First, seeded blob simulations carried out considering five different models are validated against measurements taken in the TORPEX basic plasma physics experiment. The comparison of simulations and experimental results sheds light on the dynamics of these structures that lead to large transport in the SOL. Furthermore, GBS simulations are validated against RFX-mod experimental measurements, providing interesting insights on the SOL plasma dynamics in this device. Finally, the impact of the shape of magnetic equilibrium on SOL turbulence is investigated through a rigorous validation of GBS simulations against TCV experimental measurements.

Keywords:
plasma physics, code verification, solution verification, validation, controlled fusion, scrape-off layer, plasma turbulence, turbulent transport, fluid simulations, kinetic simulations.
Comprendre la dynamique des plasmas dans les tokamaks est d'importance cruciale pour pouvoir prédire les performances de futures expériences de fusion de façon fiable. En raison des phénomènes très complexes en jeu, des codes de simulation de pointe sont nécessaires pour étudier la dynamique des plasmas. Par conséquent, des erreurs affectant ces outils numériques peuvent avoir des conséquences énormes. Cette thèse est dédiée au développement et à l’application de procédures de vérification et de validation (V&V) rigoureuses pour des simulations de turbulence des plasmas, avec comme but final l’amélioration de notre compréhension de la dynamique des plasmas.

Tout d’abord, une méthodologie pour vérifier rigoureusement l’implémentation correcte d’un modèle physique dans un code de simulation des plasmas basé sur la méthode des différences finies est présentée. Cette méthodologie consiste à utiliser la méthode des manufactured solutions et à évaluer le taux de convergence de la solution numérique vers la solution exacte. La méthodologie est ensuite généralisée aux codes PIC (particle-in-cell), en tenant compte du fait que les schémas numériques sont intrinsèquement affectés par des incertitudes statistiques et en fournissant une mesure appropriée de la distance entre des fonctions de distribution continues et analytiques, et les particules de calcul utilisées pour les simulations. La procédure proposée est appliquée avec succès pour vérifier GBS, un code de simulation utilisé pour étudier la turbulence des plasmas dans la scrape-off layer (SOL) des tokamaks, et pour vérifier un code PIC unidimensionnel.

Même si le modèle physique est correctement implémenté, les simulations sont toujours affectées par des erreurs numériques. Une méthodologie rigoureuse pour estimer les erreurs numériques statistiques et de discrétisation affectant les simulations de turbulence des plasmas est discutée dans la présente thèse. L’estimation de l’erreur statistique, telle que celle due au nombre fini de particules utilisées dans les simulations PIC, repose sur la répétition de la simulation avec différentes graines aléatoires utilisées pour l’initialisation des générateurs de nombres pseudo-aléatoires. Pour l’erreur de discrétisation, l’extrapolation de Richardson est utilisée pour approximer la solution exacte. La méthodologie est ensuite appliquée pour quantifier l’erreur numérique affectant les résultats des simulations de GBS et des codes PIC.

Une autre source d’incertitude affectant les résultats des simulations de turbulence des plasmas est liée à l’utilisation de paramètres d’entrée qui ne sont pas connus ou mesurés avec précision. Une méthodologie basée sur une décomposition de la solution des équations en termes de polynômes de Tchebychev le long des paramètres d’entrée, du temps et des coordonnées spatiales est proposée. Cette méthodologie est ensuite appliquée avec
Acknowledgements

succès pour étudier l’influence des variations des paramètres d’entrée sur les résultats d’un modèle drift-reduced de Braginskii bidimensionnel.
En effectuant un ensemble d’exercices de validation, la partie finale de la présente thèse vise à accroître la fiabilité de notre modélisation de la SOL. Tout d’abord, des simulations de seeded blobs effectuées en considérant cinq modèles différents sont validées avec des mesures prises dans l’expérience de physique des plasmas TORPEX. La comparaison des simulations avec des résultats expérimentaux permet de mieux comprendre le mouvement de ces structures, qui sont responsables d’une grand partie du transport observé dans la SOL. En outre, des simulations faites avec GBS sont validées avec des mesures expérimentales prises sur RFX-mod. Elles fournissent des informations intéressantes sur la dynamique du plasma dans la SOL de ce dispositif. Enfin, l’influence de la forme de l’équilibre magnétique sur la turbulence dans la SOL est étudiée grâce à une validation rigoureuse des simulations de GBS avec des mesures expérimentales de TCV.

Mots clefs :
physique des plasmas, vérification, validation, fusion contrôlée, scrape-off layer, turbulence, transport turbulent, simulations fluides, simulations ciné-tiques.
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CHAPTER 1

Introduction

Because of the continuous growth of world population and energy per capita consumption, the overall energy production increased by more than a factor 20 in the past two centuries [1]. This allowed many people to enjoy an unprecedented level of mobility and comfort. However, about a quarter of the world population still lives today without electricity [2]. Providing the energy necessary to support the development of emerging economies constitutes an enormous challenge for humankind. In fact, today’s energy production is essentially based on fossil fuels such as oil, gas or coal (see Fig. 1.1). The reserves of these resources will inevitably deplete and are unequally distributed on Earth, giving rise to conflicts and social uncertainty. Even more important, the combustion of fossil fuels releases an enormous amount of greenhouse gases, ultimately leading to climate changes and global warming. To overcome these issues and ensure the entire world

Figure 1.1 – World total energy supply by source in 2014. Data taken from the International Energy Agency.
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population an equitable access to low-price energy, there is a strong motivation in developing alternative sources of energy that are sustainable and abundant. Inspired by nature and looking at the primary energy source of our planet, the Sun, researchers all around the world are investigating the possibility of using nuclear fusion reactions, continuously occurring in stars, as an alternative source of energy. Nuclear fusion is the process that allows two nuclei to fuse together, generating all the known elements heavier than hydrogen. If the total mass of the elements produced by the fusion reaction is smaller than the sum of the reactant masses, the produced nuclei have an higher binding energy per nucleon than the reactants, and the reaction is exothermic. In fact, according to Einstein’s relation, the energy $E = \Delta mc^2$ is released during the nuclear reaction, where

$$\Delta m = \sum r m_r - \sum p m_p,$$

(1.1)

with $m_r$ and $m_p$ the masses of the reactants and of the products. Because of the low probability of most of the fusion reactions to take place, among all the possible exothermic reactions only few are of interest for a fusion power plant.

The most suitable nuclear reaction to be exploited for energy production is the fusion of a nucleus of deuterium ($D$) with one of tritium ($T$). This reaction, described by the following equation

$$^2_1D + ^3_1T \rightarrow ^4_2He (3.5 \text{ MeV}) + ^1_0 n (14.1 \text{ MeV}),$$

(1.2)

requires a temperature of the reactants larger than 1 keV to occur. This temperature is necessary for deuterium and tritium nuclei to overcome Coulomb’s repulsion and allow the strong nuclear force to fuse the nuclei together with a non-vanishing probability. The reaction in Eq. (1.2) releases approximately 350 GJ of energy per gram of fuel. Deuterium is abundant in oceans and can be easily extracted from water. On the other hand, tritium is a rare resource and should be produced by making the neutrons collide with lithium in the blanket of a fusion reactor.

Energies larger than 1 keV are well beyond the ionization energy. Therefore, the $D - T$ reaction occurs when matter is completely ionized and in the plasma state. To be of interest for energy production, the plasma should be confined sufficiently well, so that the energy released by fusion reactions can heat the fresh fuel and keep the reactions going. In other words, the power lost from a fusion reactor, $W/\tau_E$, where $W$ is the energy density in the plasma and $\tau_E$ the energy confinement time, should be compensated by the power generated by fusion reactions. This results in a constraint on the triple product $n_e T_i \tau_E$, with $n_e$ the electron plasma density and $T_i$ the ion temperature. For $D - T$ fusion reactions and $T_i \gtrsim 14 \text{ keV}$, it results that self-sustaining fusion reactions occur for $n_e T_i \tau_E \gtrsim 3 \cdot 10^{21} \text{ keV s m}^{-3}$, a condition derived by Lawson in 1957[3].

To satisfy Lawson’s criterion, two main strategies are currently investigated, based on an inertial and a magnetic approach to the plasma confinement. The goal of the inertial confinement fusion (ICF) research is to obtain very high plasma densities ($n_e \sim 10^{20} \text{ m}^{-3}$) by compressing pellets of fuel with high-energy lasers, electron or ion beams. The high
density allows to confine the plasma for a very short time, of the order $\tau_E \sim 10^{-9}$ s. The largest ICF experiment currently operational is the National Ignition Facility (NIF) in Livermore, USA [4]. On the other hand, magnetic confinement fusion (MCF) research is targeted to develop a fusion reactor working at much lower densities ($n_e \sim 10^{19}$ m$^{-3}$). This implies that much longer confinement times should be achieved ($\tau_E \gtrsim 1$ s).

The stellarator and the tokamak are the two most promising concepts of MCF reactors, and are both based on confining the plasma inside a toroidal vacuum vessel by using twisted magnetic field lines. Stellarators use the magnetic field created by a complex set of coils to confine the burning plasma (see Fig. 1.2). The largest operational stellarator in the world, whose construction was recently completed in Greifswald, Germany, is Wendelstein 7-X. Its first Helium plasma was successfully produced at the end of 2015, showing encouraging preliminary results [5]. On the other hand, tokamaks generate twisted magnetic field lines by exploiting the high plasma conductivity and inducing a toroidal plasma current like a transformer. The largest tokamak in operation is JET, an European experiment located in Culham, UK (see Fig. 1.3). It is the fusion device that

\begin{figure}
\centering
\includegraphics[width=\textwidth]{stellarator_toroidal_magnetic_field_coils}
\caption{Left: Schematic representation of a stellarator. Right: Magnetic field coils of Wendelstein 7-X. Image source: Eurofusion website.}
\end{figure}

\begin{figure}
\centering
\includegraphics[width=\textwidth]{tokamak_interior}
\caption{Interior of JET, the largest tokamak operating in the world. Image source: Eurofusion website.}
\end{figure}

obtained the highest amplification factor $Q$, with $Q$ the ratio between the fusion power generated in the reactor and the external heating power, reaching $Q \simeq 0.7$ and a triple product $n_e T_i \tau_E \simeq 8 \cdot 10^{20}$ keV s m$^{-3}$ [6]. The target of the ITER tokamak (the way in Latin), which is under construction in Cadarache, France, is to significantly improve the
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energy amplification and perform plasma discharges with \( Q = 10^7 \). ITER operation is expected to start in 2026, and, if successful, it will “demonstrate the scientific and technological feasibility of fusion power for peaceful purposes”.

The tokamak is currently the most advanced device to exploit fusion as an energy source, and it is described in detail in Section 1.1. Then, the reminder of the present chapter is organized as follows. Because of the complex interactions between charged particles, solid surfaces, and electromagnetic fields, understanding and modelling the plasma dynamics in tokamaks is an extremely challenging task. As a results, state-of-the-art numerical codes are needed to investigate the physics at play. The discussion of these tools is the subject of Section 1.2. The procedure used to assess the reliability of plasma simulations is summarized in Section 1.3. Finally, the main contributions provided by the present thesis to the plasma physics community are illustrated in Section 1.4.

1.1 The tokamak device

A toroidal magnetic field can eliminate the losses of plasma charged particles due to their free streaming along the magnetic field lines. However, since particle drifts are induced by curvature and gradients of the magnetic field lines, a purely toroidal magnetic field is not sufficient to confine a plasma [8]. A poloidal magnetic field should be superimposed to the toroidal one and used to average out these drifts. In a tokamak, the toroidal field is produced by a set of external coils located around the vacuum vessel, whereas the poloidal field is generated by inducing a current in the plasma. This current, which also heats the plasma because of Ohmic dissipation, is induced by the action of a central solenoid that works as the primary circuit of a transformer. By varying the current in the solenoid, an electromotive force is applied to the plasma and, because of its high conductivity, a strong toroidal plasma current is induced, which in turn generates the desired poloidal field. The sum of the toroidal and the poloidal magnetic fields engenders twisted magnetic field lines that confine the hot plasma. The configuration thus generated results in magnetic field lines that wind around the torus, defining toroidally nested magnetic surfaces, called flux surfaces. A schematic representation of the tokamak concept is presented in Fig. 1.4.

Even if the magnetic field lines created in a tokamak can confine single charged particles, their collective response makes the plasma confinement very challenging. First, for the plasma to be macroscopically stable, plasma currents, densities, and plasma to magnetic pressure ratios cannot exceed certain values. In fact, because of the presence of curvature and gradients of the magnetic field, pressure gradients, and current densities, violent macroscopic events such as disruptions can occur if these limits are exceeded. These events should be avoided in a fusion reactor, as they might severely damage the device. Second, plasma particles can collide against each other by interacting through Coulomb’s force, giving rise to radial diffusion (the so-called collisional transport) that degrades the plasma confinement. Finally, because of the presence of
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Figure 1.4 – Schematic representation of a tokamak. The inner poloidal magnetic field coils, at the center of the device, are used to induce the plasma current and generate the poloidal magnetic field. The toroidal magnetic field coils generate the toroidal magnetic field. The sum of the two magnetic field components results in twisted magnetic field lines (in yellow), used to confine the plasma. Outer poloidal magnetic field coils are used to shape the plasma and control its stability. Image source: Eurofusion website.

Free energy sources such as plasma pressure gradients and magnetic curvature, instabilities arise in tokamaks and develop into turbulent transport, the so-called anomalous transport, ultimately leading to radial particle and heat flows. It has been observed experimentally that anomalous transport exceeds by many orders of magnitude the expected collisional transport in tokamaks [9]. The physical mechanism that governs the anomalous transport is not entirely understood yet, undermining our capabilities to predict the performances of future fusion devices.

Because of turbulence, plasma is transported across the magnetic flux surfaces and eventually reaches the walls of the device. This leads to undesired particle and heat flows to the vacuum vessel, which can be damaged. To control the location where the particles and heat are deposited and, possibly, mitigate their effect, two different strategies are adopted. First, one can insert a solid rail in the vessel, the so-called limiter, or push the flux surfaces against a particular location of the vessel wall (the inboard wall in the case of Fig. 1.5, left). This defines a separation between the closed flux surface region, where the magnetic field lines wrap around the nested flux surfaces and the plasma is well confined (core plasma, indicated by solid lines in Fig. 1.5, left), and the region where magnetic field lines intercept a solid surface, the so-called open field line region (indicated by dashed lines in Fig. 1.5, left). The surface that defines the separation between these two regions is called the last close flux surface (LCFS). By flowing much more rapidly along the field lines than perpendicularly to them, the plasma is lost and the heat is exhausted at the limiter surfaces or in proximity of the contact point between the LCFS and the vessel, preventing therefore the plasma to reach the rest of the vessel walls. This is why the open field line region is referred to as the scrape-off layer (SOL). On the other hand, one can use a set of external coils to produce a magnetic topology such that the core plasma is kept away from the walls of the device, thus directing the particles and heat outflowing from the core to plates designed to sustain high heat fluxes.
Figure 1.5 – Poloidal cross section of a tokamak for two different magnetic configurations. Left: Limiter configuration, the plasma touches the limiter and the contact point defines the LCFS. Right: Diverted configuration, the hot plasma core does not enter in direct contact with the wall and the magnetic field is diverted so that particles and heat flows are directed to the target plates. Source: Ref. [10].

This diverted configuration is represented in Fig. 1.5, right.

Plasma properties are extremely different in the closed flux surface region and in the SOL. In the confined region the plasma is well confined at high density and temperature, and micro-turbulence leads to density and temperature fluctuations usually small compared to the equilibrium profiles ($\simeq 1\%$). On the other hand, the SOL plasma dynamics is determined by the interplay between the plasma outflowing from the core, the cross-field turbulent transport, and parallel flows along the magnetic field lines. In this region fluctuations are large, with amplitude comparable to the background values. A multiphysics approach is required to address the SOL plasma dynamics, since it results from the interaction between charged particles, neutrals, and solid surfaces. Despite being just a few centimeters thick, the SOL plays a crucial role in determining the performance of the entire fusion device, as it sets the boundary conditions for the core, it controls the impurity dynamics and the recycling level, and it is responsible of exhausting the tokamak power, thus determining the heat load at the vessel [11].

### 1.2 Plasma modeling and numerical simulations

Understanding the turbulent plasma dynamics in a tokamak is an extremely challenging task, although necessary to address some of the most crucial issues that the fusion program is facing today. The plasma charged particles are subject to the action of the Lorentz force and, at the same time, they are sources of electromagnetic fields, leading to complex nonlinear interactions. Moreover, plasma turbulence phenomena involve an extremely wide range of spatial and temporal scales, from the electron-orbit Larmor
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motion (∼ $10^{-11}$ s, ∼ $10^{-5}$ m) to the macroscopic scales of a discharge (∼ 1 s, ∼ 1 m) [12]. The study of plasmas in MCF devices is further compounded by the complex magnetic geometries involved. As a result, the models developed to describe the plasma dynamics are in general extremely difficult to solve analytically and state-of-the-art simulations need to be used to investigate the physics at play.

Because of the rich variety of plasma phenomena present in tokamaks and due to their extremely complex behaviour, a hierarchy of models was developed in the past to describe the plasma physics. The most direct description consists in solving the equations of motion of each particle together with the Maxwell equations. Although conceptually simple, such a model is computationally too demanding due to the large number of particles involved. To overcome this issue, a statistical approach based on Liouville’s theorem was developed, leading to the Boltzmann equation, which is written as

$$
\frac{\partial f_\alpha}{\partial t} + v \cdot \frac{\partial f_\alpha}{\partial x} + \frac{q_\alpha}{m_\alpha} (E + v \times B) \cdot \frac{\partial f_\alpha}{\partial v} = \sum_\beta C(f_\alpha, f_\beta).
$$

Equation (1.3) describes the evolution of the distribution functions of the $\alpha$ species, $f_\alpha$, under the action of the electromagnetic fields and Coulomb’s collisions, where $x$ and $v$ are the spatial and velocity phase-space coordinates, $q_\alpha$ and $m_\alpha$ the particle charge and mass, $E$ and $B$ the electric and magnetic fields, solution of the Maxwell equations, and $C(f_\alpha, f_\beta)$ is an operator modelling Coulomb’s collisions between $\alpha$ and $\beta$ plasma species.

In the tokamak core, collisions are typically neglected due to the local high temperature, and it is not justified to assume that distribution functions are close to a Maxwellian. A full kinetic description of the plasma is therefore necessary. To decrease the computational cost of kinetic models, Eq. (1.3) is usually averaged over the fast-particle gyration time, removing the fast cyclotron timescales from the system and reducing from six to five the dimensions of the phase-space, thus obtaining the so-called gyrokinetic model. Moreover, since the density and temperature fluctuations are generally much smaller than the background values, a separation between equilibrium profiles and fluctuations is often performed. Different numerical approaches were developed in the past targeted to solve the gyrokinetic equation, based both on particle-in-cell (PIC) algorithms, where a number of computational particles is evolved according to the equations of motion, and gyrokinetic Eulerian simulation codes, which make use of grid-based algorithms. Unlike the core, the collisionality in the SOL is typically high enough to assume that distribution functions are close to a Maxwellian. In this case, a fluid model that evolves a few moments of the distribution function is usually sufficient to describe the plasma dynamics. On the other hand, transport is highly intermittent in the SOL, and a separation between background profiles and fluctuations is not justified. The modeling of SOL dynamics is usually based on a set of two-fluid equations, such as the ones derived by Braginskii in 1965 [13]. These equations, which are often simplified thanks to the drift approximation [14], were implemented in a number of simulation codes that are currently used to investigate the SOL turbulence dynamics (see e.g. Refs. [15–20]). These simulation codes are providing insights into some of the fundamental physical mechanisms at play in the SOL, such as the dynamics of intermittent transport events [21], the value
of the electrostatic potential [22], the origin of the spontaneous SOL toroidal plasma rotation [23], or the equilibrium pressure gradient length [24].

1.3 Verification and validation (V&V) procedure

Errors affecting simulations of the plasma dynamics in a tokamak can have far reaching consequences, particularly at this stage of the fusion program, when we approach the ITER era and the conceptual design of DEMO. The reliability of numerical simulations is assessed by the verification and validation (V&V) procedure [25–27]. V&V is composed of three separated tasks: the code verification process, which is a mathematical issue targeted to assess that the physical model is correctly implemented in a numerical code; the solution verification procedure, used to estimate the numerical error affecting the results of a simulation; and the validation, used to assess the consistency of the code results, and therefore of the physical model, with experimental measurements. A schematic representation of the V&V procedure is shown in Fig. 1.6.

In plasma physics, code verification is usually based on performing code-to-code comparisons (see e.g. Refs. [28–32]). Simulations of very simple problems, such as the Landau damping of electron-plasma waves, for which an analytical solution is known, are also used. While valuable, these tests do not allow to rigorously verify the correct implementation of a model in a simulation code, since, for example, it is generally impossible to understand if differences between the numerical results of the two codes are due to the finite resolution of the grid used for the discretization or to errors in the implementation of the codes. On the other hand, to perform more rigorous verification procedures, an analytical solution is needed, but this does not generally exist. To overcome these issues, a systematic approach has been developed by the computational fluid dynamics community [26]. However, its use in plasma physics remained limited to single routines (see e.g. Refs. [33,34]).

The correct implementation of the model equations in the simulation code does not imply that numerical results are free from numerical errors. Sources of numerical errors are: rounding off, finite statistical sampling (e.g. using a finite number of particles randomly distributed to represent a distribution function), termination of an iterative scheme with a non-vanishing residue, and finite grid resolution [26]. All these have to be estimated in order to provide the numerical error affecting the simulation results. In plasma physics, numerical errors are usually quantified by performing grid-refinement-based analysis.

Furthermore, in order to perform a rigorous validation of the code results and to assess the reliability of the code predictions, it is necessary to estimate the uncertainties that affect simulation results due to the use of input parameters that are not precisely known or accurately measured. In plasma physics, these uncertainties are typically investigated by performing sensitivity scans.

Once the simulation code is rigorously verified and the uncertainties affecting the numerical results are correctly quantified, the simulations can be compared with experimental...
Figure 1.6 – Schematic representation of the V&V procedure. By performing observations, experimental measurements are collected. Through their analysis, analytical models are derived and implemented in a numerical code that is used to carry out simulations of the physical system. The numerical results are finally used to interpret the experimental measurements and understand the physics at play. Code verification procedures are used to assess if the algorithm is correctly implemented in the simulation code. The numerical error affecting simulation results is estimated by performing a solution verification. Finally, validation is used to assess the agreement between simulations and experimental measurements.
1.4 Scope and outline of the present thesis

The goal of the present thesis is to develop a rigorous V&V procedure, suitable for numerical codes used for the simulation of the plasma dynamics, and apply it, ultimately, to improve our understanding of plasma turbulence in the tokamak SOL. More precisely, this thesis provides a rigorous code and solution verification procedure, as well as some examples of its application, both considering (i) GBS, a three-dimensional fluid code that is used to simulate plasma turbulence in basic plasma physics experiments and in the SOL of tokamaks; and (ii) a one-dimensional, electrostatic, collisionless PIC code, used to study the dynamics of the plasma sheath. A rigorous methodology to assess how model results are affected by input parameter variations is also presented. Finally, to improve our understanding of some of the key physics elements governing the SOL plasma dynamics, a validation procedure is applied to GBS and other plasma turbulence codes for different experimental scenarios.

This thesis is structured as follows. Bridging the gap between plasma physics and other scientific domains, in particular the computational fluid dynamics community, a general, rigorous, and simple-to-apply code verification procedure for grid-based simulation codes is presented in Chapter 2. The proposed code verification procedure consists in using the method of manufactured solutions [27, 42–44] and executing an order-of-accuracy test, assessing the rate of convergence of the numerical solution to the manufactured one. This methodology is then generalized to PIC codes. Finally, the proposed methodology is used to verify GBS and a one-dimensional, electrostatic, collisionless PIC code.

In Chapter 3 a rigorous solution verification methodology is proposed, which allows to quantify both statistical and discretization uncertainties affecting a simulation. The statistical uncertainty affecting a PIC simulation is estimated by repeating the simulation with different pseudorandom number generator seeds. For the discretization uncertainty, the Richardson extrapolation [45, 46] is used to provide an approximation of the analytical solution and the grid convergence index (GCI) [47] is used as an estimate of the relative discretization uncertainty. The procedure is applied to evaluate the numerical error affecting the simulations carried out with the codes verified in Chapter 2.

The study of the propagation of input parameter uncertainties through a simulation model is the subject of Chapter 4. To investigate the dependence of the model results on input parameter variations, the use of the weighted residual method (WRM) in the Chebyshev spectral domain is proposed. In particular, the model equation solution is decomposed in terms of Chebyshev polynomials along the parameter, time, and spatial coordinates, providing an approximated semi-analytical solution of the problem with explicit dependence on input parameters. The proposed methodology is then applied to a two-dimensional drift-reduced Braginskii model to assess the influence of input parameter variations on the model results.

The dynamics of blobs is investigated through a multi-code validation in Chapter 5. Blobs, also known as filaments, are structures with an excess of density and temperature relative to the surrounding plasma, which substantially contribute to the observed turbu-
lent transport in the tokamak SOL. Three-dimensional and two-dimensional seeded blob simulations are performed with five different fluid models, all based on the drift-reduced Braginskii equations, and the numerical results are compared among themselves and validated against experimental measurements provided by the TORPEX device [48, 49]. The multi-code validation allows to point out the key elements at play in determining the blob motion, providing some interesting insights on the TORPEX plasma dynamics. In Chapter 6 the SOL plasma dynamics of the RFX-mod experiment [50] is investigated. Considering the experimental parameters of two inner-wall limited RFX-mod plasma discharges, the instability that drives most of the SOL turbulence transport in the RFX-mod device is identified using linear theory and nonlinear GBS simulations. Then, the numerical results are compared with experimental measurements, assessing the reliability of the GBS model in describing the RFX-mod SOL plasma dynamics.

The study of magnetic equilibrium effects on SOL turbulence transport is the subject of Chapter 7. First, an analytical model used to describe non-circular magnetic geometries is implemented in GBS. This model is then used to investigate theoretically the impact of the equilibrium shape on SOL linear instabilities. An analytical scaling for the equilibrium pressure gradient length in non-circular geometries is also derived. Finally, the GBS model is rigorously validated against TCV experimental measurements considering plasma discharges with different magnetic geometries.

The results discussed in the present thesis are finally summarized in Chapter 8, offering possible future perspectives for the development and the application of V&V procedures to plasma turbulence simulation codes. The discussion of the drift-Braginskii model and of the GBS code, the presentation of the gradient removal mechanism and its use in evaluating the equilibrium pressure gradient length, the computation of the metric coefficients used in evaluating GBS differential operators, the derivation of the magnetic equilibrium implemented in GBS, and the analytical derivation of the curvature operator used in Chapter 7, are illustrated in Appendices A, B, C, D, and E, respectively.
Code verification is the procedure used to assess the correct implementation of a physical model in a numerical simulation code. It can be carried out by [26]: (a) performing simple tests (e.g. energy conservation tests), (b) comparing simulation results with results from other codes (also known as code-to-code benchmark), (c) quantifying the numerical error with respect to an exact solution, (d) testing the convergence of the numerical solution to an exact solution, and (e) comparing the rate of convergence of the numerical solution to an exact solution with the expected order of the numerical scheme (order-of-accuracy tests). As the first two procedures, (a) and (b), do not require an exact solution of the model equations, they are simpler to perform. Indeed, code-to-code comparison is routinely performed to verify numerical codes used in plasma physics, including particle-in-cell (PIC) simulation codes [28,30–32,51,52]. While valuable, this test does not allow to rigorously verify the considered codes. In fact, a fully verified code of reference implementing the same mathematical model is needed to use this method [25, 53] and, generally, it is very difficult to understand if a difference in the code results is due to discretization errors or to an incorrect implementation of the model. Moreover, performing a benchmark between two simulation codes can be tedious due to different choices in normalization, coordinates, etc. On the other hand, the last three procedures, (c)-(e), are more rigorous, but they require an exact solution of the model. While rigorous code verification procedures have been used in plasma physics [33, 34], their use remained limited to single routines, without approaching the full complexity of a simulation code. In the present chapter we focus on the order-of-accuracy tests, as those are the only tests able to ensure both the correct coding of the model equations and the correct implementation of the chosen numerical scheme [26]. Since an analytical solution is not available for most of the physical models used in plasma physics research, we employ a systematic approach to overcome this issue, that is the method of manufactured solutions (MMS) [27, 42–44]. This approach has been developed by the computational fluid dynamics community, with the idea of reversing the considered problem: instead of searching for the analytical solution of the model, we impose a manufactured solution
and we modify the equations by adding analytical terms with the goal of accommodating the manufactured solution.

The goal of the present chapter is threefold. First, in Section 2.1 we present a rigorous code verification methodology, developed in particular by the computational fluid dynamics community and based on the MMS, for the verification of grid-based simulation codes, bridging the gap between our community and other scientific domains, where considerable experience was developed in the last years on this subject. Then, in Section 2.2 we generalize this methodology for the verification of PIC codes, accounting for numerical schemes intrinsically affected by statistical noise and providing a measure of the distance between continuous, analytical distribution functions, and finite samples of computational particles. Finally, in Section 2.3 we apply these procedures to rigorously verify (i) a plasma turbulence code, namely GBS [20], used to simulate plasma turbulence in the tokamak scrape-off layer (SOL) and in basic plasma devices (see Appendix A for a detailed description of GBS), and (ii) a one-dimensional, electrostatic, collisionless PIC code, used to study the sheath plasma dynamics. The results discussed in the present chapter are published in Refs. [54, 55]. We remark that, following our work, other plasma turbulence simulation codes were rigorously verified, as reported for example in Refs. [56, 57].

## 2.1 Rigorous verification of grid-based simulation codes

In this section we present a rigorous code verification methodology for grid-based simulation codes. This methodology is based on performing an order-of-accuracy test. This test analyses the convergence of the numerical solution to a known analytical solution, also verifying that the discretization errors reduce at the rate expected for the numerical scheme, as the spatial mesh and the time step are refined. Since an exact solution of the model is needed to systematically evaluate the discretization error affecting the simulation results, the order-of-accuracy test is performed using the MMS approach, as detailed in the following.

### 2.1.1 Order of accuracy test

Formally, an order of accuracy test for a simulation code can be stated as follows. Given a theoretical model $M$ with an analytical solution $s$, such that $M(s) = 0$, and the numerically discretized model of $M$, $M_h$, with a numerical solution $s_h$ that satisfies $M_h(s_h) = 0$ ($h$ is a parameter representing the degree of refinement of the mesh), the error affecting the numerical results is expressed as $\epsilon_h = \|s_h - s\|$, where $\|\cdot\|$ denotes a designed norm. The theoretical order of accuracy, $p$, associated with the numerically discretized operator $M_h$, represents the rate at which the numerical solution $s_h$ converges to the analytical solution $s$ as the mesh is refined. The numerical error, in fact, satisfies the
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relation $\epsilon_h = C_p h^p + O(h^{p+1})$, where $C_p$ is independent of $h$, and $p$ is the order of accuracy of the numerical scheme, typically evaluated through its Taylor expansion [26, 27, 44].

Having the two numerical solutions of $M_h$ and $M_{rh}$, i.e. $s_h$ and $s_{rh}$, where $rh$ indicates coarsening the $h$ mesh by a factor $r$, one can evaluate an observed order of accuracy, $\hat{p}$, using

$$\hat{p} = \frac{\ln (\epsilon_{rh}/\epsilon_h)}{\ln (r)}.$$ (2.1)

If $\hat{p}$ converges to $p$ for $h \to 0$, i.e. when the discretization error is dominated by the lowest order term in the expansion (the so-called asymptotic regime), we can state that the code is verified and the equations are correctly solved, with the order of accuracy expected for the numerical scheme.

2.1.2 The method of manufactured solutions

The evaluation of the numerical error $\epsilon_h$, necessary to obtain $\hat{p}$, requires that $s$ is a known function. Unfortunately, $s$ is unknown in most cases, in particular for complex plasma models. The MMS was developed to overcome this issue, and approaches the problem as follows [27, 42–44]: instead of solving $M$ analytically, an arbitrary function $s_M$ is imposed as a solution to the model (the so-called manufactured solution), and the model equations are modified to accommodate the imposed solution; the modified model is then solved numerically to compute the numerical error. More precisely, for a given model $M$, we choose an analytical function $s_M$ and compute a source term, $S = M (s_M)$, which is subsequently subtracted from $M$ to obtain a new analytical model $G = M - S$.

The analytical solution of $G$ is $s_M$: $G (s_M) = M (s_M) - S = 0$. It is then straightforward to compute the discretization of $G$, $G_h = M_h - S$, which can be solved numerically to obtain $s_{M,h}$. Since the source term $S$ is computed analytically, we do not add any new source of numerical error to the original numerical model, and the numerical error $\epsilon_h = ||s_M - s_{M,h}||$ satisfies

$$\epsilon_h = C' h^p + O(h^{p+1}),$$ (2.2)

where $C'$ is a constant independent of $h$. By showing that $\hat{p} \to p$ for $h \to 0$, one verifies the simulation code.

To conclude the description of the MMS, we note that the initial condition and the boundary conditions have to be imposed to $s_{M,h}$. Regarding the initial condition, we impose $s_{M,h}|_{t=0} = s_M|_{t=0}$. When Neumann boundary conditions are considered, we enforce $(\mathbf{n} \cdot \nabla)_h s_{M,h}|_{\text{boundary}} = \mathbf{n} \cdot \nabla s_M|_{\text{boundary}}$, where $\mathbf{n}$ is the unit vector perpendicular to the boundary and the operator $(\mathbf{n} \cdot \nabla)_h$ is the discretized derivative used by the code. In the case of Dirichlet boundary conditions, we require $s_{h,M}|_{\text{boundary}} = s_M|_{\text{boundary}}$. In some cases, for example in GBS, more elaborated boundary conditions are used, which require the computation of further source terms (see Section 2.3.1 for a concrete example).
The idea behind the MMS is trivial. However, its implementation requires to consider some subtleties. As a matter of fact, the manufactured solution should satisfy the following requirements [26]: (i) be sufficiently smooth and not singular, (ii) satisfy the code constraints (e.g. positivity for the density or the temperature), (iii) be general enough to excite all terms present in the equations, and (iv) ensure that the different terms composing the equations are of the same order of magnitude so that no term dominates the others. Due to these constraints, the manufactured solutions are usually built as a combination of trigonometric and/or hyperbolic functions. We remark that the code verification is a purely mathematical issue and therefore the choice of $s_M$ is independent of the physical solution of $M$. We also remark that the MMS cannot be applied to codes used to model singularities, shocks or discontinuities; the verification of these codes is still an open issue [26]. Finally, care must be taken computing the source terms and applying the boundary conditions, the use of symbolic computational software could result necessary for this purpose.

### 2.2 Rigorous verification of PIC codes

Originally developed to simulate fluid flows in two dimensions [58], the PIC algorithm is now a valuable tool to solve the Vlasov-Maxwell system of equations [59–63]. The PIC algorithm approximates the distribution function with a set of computational particles that are evolved in time according to Newton’s laws, and computes self-consistently the electric and magnetic fields acting on the particles by solving Maxwell’s equations. While conceptually simple in their basic formulations, the development of PIC simulation methods has significantly increased their range of applicability, accuracy, and performance. Energy, momentum, and charge conserving algorithms have been developed [64–66], which, also within an implicit-time discretization [67–71], allowed progress from the solution of one-dimensional, electrostatic models, to the simulation of complex and realistic three-dimensional electromagnetic systems. Thanks to PIC simulations, significant progress has been made in the understanding of fundamental plasma phenomena, such as collisionless shocks (see e.g. Refs. [72–74]), magnetic reconnection (see e.g. Refs. [30,75,76]), laser-plasma interactions (see e.g. Refs. [77–79]), and the plasma-wall transition (see e.g. Refs. [80,81]).

Considering the widespread use of PIC codes, we propose a methodology to rigorously assess their correct implementation. We note that the rigorous code verification methodology presented in Section 2.1 is not directly applicable to PIC codes. Therefore, in the present section we discuss how to generalize the MMS for the verification of PIC codes, accounting for numerical schemes intrinsically affected by statistical noise and providing a measure of the distance between continuous, analytical distribution functions, and finite samples of computational particles.
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2.2.1 The PIC method

The PIC algorithm represents the distribution function of plasma species as a set of computational particles (also known as superparticles or markers), whose position in the phase space is evolved according to Newton’s laws. The forces acting on the particles are obtained by solving Maxwell’s equations, having assigned to a numerical grid the charge and the current carried by the particles [59–63].

As the goal of this section is to introduce a rigorous methodology for the verification of PIC simulation codes, we consider the simplest kinetic model describing a one-dimensional, electrostatic, collisionless plasma in a periodic domain. The generalization to the collisional, electromagnetic, three-dimensional case does not present conceptual difficulties. The model we consider is written

\[
\frac{\partial f_\alpha}{\partial t} + v \frac{\partial f_\alpha}{\partial x} + \frac{q_\alpha}{m_\alpha} E \frac{\partial f_\alpha}{\partial v} = 0,
\]

(2.3)

\[
\frac{\partial E}{\partial x} = \frac{\rho}{\epsilon_0},
\]

(2.4)

where \( f_\alpha(x, v, t) \) is the distribution function for the \( \alpha \) species (\( \alpha = e \) for electrons and \( \alpha = i \) for ions), \( q_\alpha \) and \( m_\alpha \) are the particle charge and mass, \( \rho(x, t) = \sum_\alpha q_\alpha \int_{-\infty}^{+\infty} f_\alpha(x, v, t) dv \) is the total charge distribution and \( E(x, t) \) is the electric field. As \( m_i \gg m_e \), ions can be assumed at rest as a first approximation, with the ion plasma density \( n_i = \int_{-\infty}^{+\infty} f_i dv \) constant in time and uniform along \( x \). In the remainder of this section we use this approximation and we consider only the evolution of the electron distribution function (we drop the \( \alpha \) index).

The PIC method solves numerically Eqs. (2.3)-(2.4) by performing the following steps. (i) At \( t = 0 \), \( N \) computational particles are randomly distributed in the phase space according to a distribution function \( f_0(x, v) \), and a weight \( w_p \) is assigned to each particle, with \( w_p = f(x_p, v_p, t = 0)/f_0(x_p, v_p) \) [if \( f_0(x, v) = f(x, v, t = 0) \) all markers have the same weight]. (ii) The particle charge is assigned to a numerical grid with spacing \( \Delta x \), to obtain the charge distribution at each grid point. (iii) Poisson’s equation, Eq. (2.4), is solved and the electric field \( E \) is computed on the grid. (iv) \( E \) is interpolated from the grid to the particle positions, to obtain the electric field \( E_p \) acting on each particle. (v) The equations of motion of the computational particles

\[
\frac{dv_p}{dt} = 0, \quad \frac{dx_p}{dt} = v_p, \quad \frac{dv_p}{dt} = \frac{q}{m} E_p,
\]

(2.5)

are numerically integrated in time to \( t = \Delta t \), with \( \Delta t \) the step of the time integration scheme. The distribution function is now known at \( t = \Delta t \) and, following the steps (ii)-(v), the system is advanced until the final time of the simulation is reached.

Noting that the error associated with a statistical representation of the distribution function is expected to decrease as \( N^{-1/2} \) [82,83], the numerical error affecting quantities
that result from a simulation such as \( f \) and \( E_p \) is

\[
\epsilon = C_1 \Delta x^\alpha + C_2 \Delta t^\beta + C_3 N^{-1/2} + \text{higher order terms.} \tag{2.6}
\]

where \( C_1, C_2, \text{ and } C_3 \) are constants independent of \( \Delta x, \Delta t, \text{ and } N; \) \( \alpha \) denotes the order of accuracy of the spatial operators in the interpolation between particles and grid positions and in the solution of Poisson’s equation; and \( \beta \) is the order of accuracy of the time integration scheme.

To simplify the expression of the numerical error, we write the degree of refinement \( h \) as

\[
h^p = \left( \frac{\Delta x}{\Delta x_0} \right)^\alpha = \left( \frac{\Delta t}{\Delta t_0} \right)^\beta = \left( \frac{N}{N_0} \right)^{-1/2}, \tag{2.7}
\]

where \( \Delta x_0, \Delta t_0, \text{ and } N_0 \) are reference parameters for a standard simulation. Consequently, from Eq. (2.6) we obtain

\[
\epsilon_h = C_p h^p + O \left( h^{p+1} \right), \tag{2.8}
\]

where \( C_p \) is a constant independent of \( h \). In the following, we consider \( p = \alpha \), i.e. we define the theoretical order of accuracy of the algorithm as the order of accuracy of the spatial discretization scheme.

### 2.2.2 Challenges in applying the MMS to PIC code verification

The verification of PIC codes with the MMS is not straightforward, as it implies the comparison of a continuous, analytical distribution function with a sample of computational particles affected by statistical noise. In this section we propose a methodology to perform this comparison.

First, the manufactured solutions \( E_M \) and \( f_M \) are chosen, and the corresponding source terms to be added on the right-hand side of Eqs. (2.3)-(2.4) are computed according to

\[
S_f(x, v, t) = \frac{\partial f_M}{\partial t} + v \frac{\partial f_M}{\partial x} + \frac{qE_M}{m} \frac{\partial f_M}{\partial v}, \tag{2.9}
\]

and

\[
S_E(x, t) = \frac{\partial E_M}{\partial x} - \frac{\rho}{\varepsilon_0}, \tag{2.10}
\]

with \( S_E = 0 \) if \( E_M \) is chosen consistently with \( f_M \). While adding \( S_E \) in Poisson’s equation does not present any conceptual difficulty, adding a source term to the Vlasov equation requires the evolution in time of the computational particle weights, \( w_p \), and the modification of Eq. (2.5) accordingly [84]. More precisely, the particles are initially distributed with a pseudorandom number generator according to a chosen distribution function.
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\[ f_0(x, v) \] and the initial weights are set as \( w_p(0) = \frac{f_M[x_p(0), v_p(0), 0]}{f_0[x_p(0), v_p(0)]} \).

The weights \( w_p \) are then evolved according to

\[
\frac{dw_p}{dt} = \frac{S_p[x_p(t), v_p(t), t]}{f_0[x_p(0), v_p(0)]}.
\]  

(2.11)

We remark that, in the presence of a collision operator, the marker distribution is not conserved along particle trajectories and Eq. (2.11) should be generalized according to Ref. [84].

We also note that, to avoid altering the convergence properties of the numerical scheme, Eq. (2.11) has to be integrated in time by using a numerical scheme with order of accuracy \( \beta \) or greater.

We now define the norms used to compute the numerical error affecting the simulation results. For the electric field, this does not present any particular difficulty, and we indicate the distance between the numerical and the manufactured solution as

\[
\epsilon(E_p) = \max_{t} \max_{p=1,\ldots,N} |E_p(t) - E_M[x_p(t), t]|.
\]  

(2.12)

On the other hand, the definition of the norm used to quantify the numerical error affecting \( f_M \) requires to measure the distance between a continuous analytical distribution function and a set of \( N \) computational particles.

The comparison of a data set of \( N \) elements to a distribution function is a general mathematical issue that appears in many research fields [85, 86]. For a one-dimensional probability density function \( g(x) \), a data set can be compared to \( g \) considering the cumulative distribution function (CDF) \( G(x) = \int_{-\infty}^{x} g(x')dx' \) and the empirical distribution function (EDF) related to the data set \( G_N(x) = \sum_{p=1}^{N} \theta(x - x_p)/N \), where \( x_p \) are the elements of the data set, \( p = 1, \ldots, N \) is the particle index and \( \theta(x) \) is the Heaviside step function \([\theta(x) = 0 \text{ if } x < 0, \text{ and } \theta(x) = 1 \text{ otherwise}]\). Under the null hypothesis, i.e. \( \{x_p\}_{p=1,\ldots,N} \) is a set of \( N \) random realizations of the distribution function \( g \), and in the limit \( N \rightarrow \infty \), the distance \( D_N = \sup_{x \in \mathbb{R}} |G(x) - G_N(x)| \) converges to 0 as \( O(N^{-1/2}) \) [87], where the supremum is used rather than the maximum since \( G_N(x) \) is a piecewise continuous function.

To generalize this result to \( d > 1 \) dimensions, Peacock developed a method, detailed in Ref. [88], which is used to evaluate the distance between a multidimensional distribution function and an observed sample of \( N \) elements. For a two-dimensional distribution function \( f_M(x, v, t) \) and a data set of \( N \) elements \( \{x_p(t), v_p(t)\}_{p=1,\ldots,N} \) of equal weight, at a given time \( t \) (in the reminder of this section we drop the \( t \) dependence to simplify the notation), Peacock’s methodology requires one to define the four CDFs

\[
F^1(x, v) = \frac{1}{n} \int_{-\infty}^{x} \int_{-\infty}^{v} f_M(x', v') dx' dv', \quad F^2(x, v) = \frac{1}{n} \int_{x}^{+\infty} \int_{v}^{+\infty} f_M(x', v') dx' dv',
\]

\[
F^3(x, v) = \frac{1}{n} \int_{x}^{+\infty} \int_{-\infty}^{v} f_M(x', v') dx' dv', \quad F^4(x, v) = \frac{1}{n} \int_{-\infty}^{x} \int_{v}^{+\infty} f_M(x', v') dx' dv',
\]  

(2.13)
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and the four EDFs

\[
F_1^3(x, v) = \sum_{p=1}^{N} \frac{1}{N} \theta(x - x_p)\theta(v - v_p), \quad F_1^4(x, v) = \sum_{p=1}^{N} \frac{1}{N} \theta(x - x_p)\theta(v - v_p),
\]

\[
F_2^3(x, v) = \sum_{p=1}^{N} \frac{1}{N} \theta(x - x_p)\theta(v - v_p), \quad F_2^4(x, v) = \sum_{p=1}^{N} \frac{1}{N} \theta(x - x_p)\theta(v - v_p),
\]

and compute the largest difference between \(F_i^i\) and \(F_N^i\) (\(i = 1, 2, 3, 4\)),

\[
d_i^P = \sup_{(x,v) \in \mathbb{R}^2} \left| F_i^i(x, v) - F_N^i(x, v) \right|.
\]

The distance between \(f_M(x, v)\) and \(\{x_p, v_p\}_{p=1,\ldots,N}\) is thus defined as

\[
\epsilon_P(f_M) = \max \left( d_1^P, d_2^P, d_3^P, d_4^P \right).
\]

Reference [88] shows empirically that \(\epsilon_P(f_M)\) decreases as \(O(N^{-1/2})\), irrespective of the choice of \(f_M\), if \(\{x_p, v_p\}_{p=1,\ldots,N}\) is a set of random realizations of \(f_M\).

To verify a PIC simulation code with the MMS, one has to account for arbitrary values of \(w_p\), and the definition of the \(F_N^i\), Eq. (2.14), should be modified as

\[
F_1^3(x, v) = \sum_{p=1}^{N} \tilde{w}_p \theta(x - x_p)\theta(v - v_p), \quad F_1^4(x, v) = \sum_{p=1}^{N} \tilde{w}_p \theta(x - x_p)\theta(v - v_p),
\]

\[
F_2^3(x, v) = \sum_{p=1}^{N} \tilde{w}_p \theta(x - x_p)\theta(v - v_p), \quad F_2^4(x, v) = \sum_{p=1}^{N} \tilde{w}_p \theta(x - x_p)\theta(v - v_p),
\]

with \(\tilde{w}_p = w_p/\sum_{p=1}^{N} w_p\). We show empirically (see Section 2.2.3) that, if one defines the EDFs according to Eq. (2.17), \(\epsilon_P(f_M)\) still decreases as \(N^{-1/2}\) for \(N \rightarrow \infty\).

We remark that \(\epsilon_P(f_M)\) is affected by statistical uncertainty due to the random initialization of the markers. Consequently, the observed order of accuracy \(\hat{p}\) obtained using \(\epsilon_h = \epsilon_P(f_M)\) in Eq. (2.1) is also affected by statistical uncertainty. To perform an order of accuracy test, it is therefore necessary to carry out a number, \(n_s\), of simulations with different pseudorandom number generator seeds, and compute the numerical error \(\epsilon_{h,i} = \epsilon_P(f_M)\) for each simulation, with \(i = 1, \ldots, n_s\). Then, following the methodology discussed in Section 3.1, it is possible to approximate the expected value of \(\epsilon_h\) with

\[
\epsilon_h \simeq \frac{1}{n_s} \sum_{i=1}^{n_s} \epsilon_{h,i}
\]

and the corresponding statistical uncertainty with

\[
\Delta \epsilon_h = 1.96 \frac{\sigma_{\epsilon_h}}{\sqrt{n_s}}
\]

where \(\sigma_{\epsilon_h} = \left( \sum_{i=1}^{n_s} (\epsilon_{h,i} - \epsilon_{h,i})^2 / (n_s - 1) \right)^{1/2}\) is the standard deviation corresponding to the distribution of \(\epsilon_{h,i}\). Finally, the expected value of \(\hat{p}\) is computed combining Eq. (2.18)
with Eq. (2.1), and the corresponding statistical uncertainty is obtained as
\[
\Delta \hat{\rho} = \frac{1}{\ln(r)} \left[ \left( \frac{\Delta \epsilon_h}{\epsilon_h} \right)^2 + \left( \frac{\Delta \epsilon_r}{\epsilon_r} \right)^2 \right].
\] (2.20)

### 2.2.3 Reducing the computational cost of a PIC verification

The evaluation of \(\epsilon_f (f_M)\) is computationally expensive for a data set with a large number of elements. In fact, since \(F_N^i(x, v)\) is a discontinuous function, the classical methods applied to compute the maximum value of a continuous function are not suitable. Moreover, the local maxima of the difference \(|F^i(x, v) - F_N^i(x, v)|\) are found at the \(N^2\) points \((x_{p_j}, v_{p_k})\), with \(p_j = 1, \ldots, N\) and \(p_k = 1, \ldots, N\). Therefore, to compute \(d_{i}^{p}\), one has to evaluate the limits
\[
d_{i,j,k}^{p} = \lim_{x \to x_{p_j}^{\pm}} \lim_{v \to v_{p_k}^{\pm}} |F^i(x, v) - F_N^i(x, v)|
\] (2.21)
for all \((x_{p_j}, v_{p_k})\) and then impose \(d_{i}^{p} = \max_{j,k} d_{i,j,k}^{p}\).

Reference [89] shows that \(F_N^i(x, v)\), where \((x, v)\) is a general point of the phase-space, can be evaluated with a brute force algorithm, or partitioning the points \((x_p, v_p)\) in a k-d tree or in a range-counting tree. It results that the complexity of computing \(d_{i}^{p}\) according to Eq. (2.15) is: \(O(N^3)\) with the brute force algorithm, \(O(N^{5/2})\) with a k-d tree partitioning, and \(O(N^2 \log N)\) with a range-counting tree partitioning. The memory used to partition the \(N\) points with a range-counting tree scales as \(O(N \log N)\), while it scales as \(O(N)\) for a k-d tree partitioning or brute-force algorithm. Therefore, all the evaluations of the EDF used to obtain the results presented in this chapter are performed using a k-d tree partitioning, which in our opinion is the best compromise between computational cost and memory needs.

To decrease the computational cost of computing \(d_{i}^{p}\), Fasano and Franceschini propose an alternative approach [90], which approximates \(d_{i}^{p}\) as
\[
d_{i}^{p} \simeq d_{i}^{FF} = \max_{p=1, \ldots, N} \lim_{x \to x_{p}^{\pm}} \lim_{v \to v_{p}^{\pm}} |F^i(x, v) - F_N^i(x, v)|,
\] (2.22)
where the \(F_N^i\) are evaluated according to Eq. (2.14). Reference [90] shows empirically that the value of \(\epsilon_{FF} (f_M)\) decreases as \(O(N^{-1/2})\) if we define \(\epsilon_{FF} (f_M) = \max \{d_{1}^{FF}, d_{2}^{FF}, d_{3}^{FF}, d_{4}^{FF}\}\), where \(\{x_p, v_p\}_{p=1, \ldots, N}\) is a set of random realizations of \(f_M\). The computational cost of evaluating \(d_{i}^{FF}\) is reduced by a factor \(N\) with respect to \(d_{i}^{p}\).

As the computational cost of evaluating \(d_{i}^{FF}\) remains very demanding for high values of \(N\), we discuss here an alternative method used to approximate \(d_{i}^{p}\). Instead of maximizing \(|F^i(x, v) - F_N^i(x, v)|\) over all points \((x_p, v_p)\), as done according to Fasano and Franceschini’s approach, one can generate \(M\) random points \((x_j, v_j)\), with \(j = 1, \ldots, M\),
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and approximate $d_P^i$ with

$$
d_P^i \simeq d_{MC}^i = \max_{j=1,\ldots,M} |F_i(x_j,v_j) - F_N^i(x_j,v_j)|. \tag{2.23}
$$

This approximation is a true equality in the limit $M \to \infty$, and corresponds to evaluating Eq. (2.15) with the Monte-Carlo method. We can therefore compute the distance between $f_M(x,v)$ and the data sets.

To empirically show that $\epsilon_2(f_M)$ and $\epsilon_\text{FF}(f_M)$ decrease according to the order of accuracy expected for the numerical scheme, we define the two errors

$$
\epsilon_x(f_M) = \sup_{x \in \mathbb{R}} \left| \int_{-\infty}^{x} \left[ \int_{-\infty}^{+\infty} f_M(x',v) \, dv \right] \, dx' - \sum_{p=1}^{N} \hat{w}_p \theta(x - x_p) \right|, \tag{2.25}
$$

$$
\epsilon_v(f_M) = \sup_{v \in \mathbb{R}} \left| \int_{-\infty}^{v} \left[ \int_{-\infty}^{+\infty} f_M(x,v') \, dx \right] \, dv' - \sum_{p=1}^{N} \hat{w}_p \theta(v - v_p) \right|, \tag{2.26}
$$

and assess whether they decrease according to the order of accuracy expected for the numerical scheme.

To further reduce the computational cost of performing a PIC code verification, we also investigate the comparison of $F_1(x,v)$ with $F_N(x,v)$ only at $x = \pm \infty$ and $v = \pm \infty$, i.e. evaluating the supremum of the difference $|F_1(x,v) - F_N(x,v)|$ only over the boundaries of the phase-space domain. More precisely, we define the two errors

$$
\epsilon_x(f_M) = \sup_{x \in \mathbb{R}} \left| \int_{-\infty}^{x} \left[ \int_{-\infty}^{+\infty} f_M(x',v) \, dv \right] \, dx' - \sum_{p=1}^{N} \hat{w}_p \theta(x - x_p) \right|, \tag{2.25}
$$

$$
\epsilon_v(f_M) = \sup_{v \in \mathbb{R}} \left| \int_{-\infty}^{v} \left[ \int_{-\infty}^{+\infty} f_M(x,v') \, dx \right] \, dv' - \sum_{p=1}^{N} \hat{w}_p \theta(v - v_p) \right|, \tag{2.26}
$$

and assess whether they decrease according to the order of accuracy expected for the numerical scheme.

To empirically show that $\epsilon_2(f_M)$, $\epsilon_\text{FF}(f_M)$, and $\epsilon_{MC}(f_M)$, decrease as $N^{-1/2}$ for $N \to \infty$, we proceed as follows. First, we generate $N$ points $(x_p,v_p)$ according to $f_0(v) = e^{-|v|}/(2L)$, with $p = 1,\ldots,N$, $x_p \in [0,L]$, and $v_p \in [-\infty,\infty]$, and we set $w_p = f_1(x_p,v_p)/f_0(v_p)$, where

$$
f_1(x,v) = \frac{1}{L} \frac{2}{\sqrt{\pi}} v^2 e^{-v^2}. \tag{2.27}
$$

Then, we compute $\epsilon_2(f_1)$, $\epsilon_\text{FF}(f_1)$, and $\epsilon_{MC}(f_1)$ [for $\epsilon_{MC}(f_1)$, $M = 10^6$]. We apply this procedure for different $N$, and, for each $N$, we repeat the process a number of times, changing the pseudorandom number generator seed. We compute the averaged value of $\epsilon_2(f_1)$, $\epsilon_\text{FF}(f_1)$, and $\epsilon_{MC}(f_1)$ according to Eq. (3.1), and the corresponding statistical uncertainties according to Eq. (3.3). Finally, defining $h = 1/N$, we estimate $\hat{\rho}$ and its statistical uncertainty by applying Eqs. (2.1) and (2.20). The results thus obtained are presented in Fig 2.1. We observe that the distance between $f_1(x,v)$ and the data sets decreases as $N^{-1/2}$ for $N \to \infty$, with a similar value, for all the three norms.
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Figure 2.1 – Values of $\epsilon_P(f_1)$, $\epsilon_{FF}(f_1)$, and $\epsilon_{MC}(f_1)$ averaged over the performed set of simulations (left panel) and corresponding values of $\hat{p}$ (right panel) for $h = 1/N$. The error bars represent the statistical uncertainty affecting the results.

2.3 Examples of application of the code verification methodology

We illustrate two concrete examples of application of the code verification methodologies discussed above by applying the procedure described in Section 2.1 to the GBS code and the methodology illustrated in Section 2.2 to a one-dimensional, electrostatic, collisionless PIC code. These two codes constitute an ideal test bed for the proposed verification methodologies.

2.3.1 Application of the code verification methodology to GBS

The GBS code [20] was developed at the Swiss Plasma Center (SPC) in the last few years with the goal of simulating plasma turbulence in basic plasma physics experiments and in the tokamak SOL. The details of the model solved by GBS, as well as its numerical implementation, are described in Appendix A. For the purpose of the present chapter, we consider a limited tokamak configuration with circular magnetic flux surfaces in the infinite aspect ratio limit and a toroidal limiter on the high-field side equatorial midplane, with no magnetic shear. Moreover, the Boussinesq [91–93], the cold ion ($T_i = 0$), and the electrostatic approximations are used. Under these assumptions the GBS model
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equations, Eqs. (A.65)-(A.70), reduce to
\[ \partial_t n = - R_0 \{ \phi, n \} + 2 \left[ C (p_e) - n C (\phi) \right] - \nabla \left( n v_{\|} \right) + D_n \nabla_{\perp}^2 n + S_n, \]  
\[ \partial_t \omega = - R_0 \{ \phi, \omega \} + \frac{2}{n} C (p_e) - v_{\|} \nabla \left( \nabla_{\parallel}^2 \phi \right) + \frac{1}{3n} C (G_i) + D_\omega \nabla_{\perp}^2 \omega, \]  
\[ \partial_t v_{\|} = - R_0 \{ \phi, v_{\|} \} + \frac{m_i}{m_e} \left[ \nabla_{\parallel} \phi - \frac{1}{n} \nabla_{\parallel} p_e - 0.71 \nabla_{\parallel} T_e + v_{\|} \right] - \frac{2}{3n} \nabla_{\parallel} G_e \]  
\[ - v_{\|} \nabla_{\parallel} v_{\|} + D_{v_{\|}} \nabla_{\perp}^2 v_{\|}, \]  
\[ \partial_t v_{ij} = - R_0 \{ \phi, v_{ij} \} - v_{\|} \nabla_{\parallel} v_{ij} - \frac{1}{n} \nabla_{\parallel} p_e - \frac{2}{3n} \nabla_{\parallel} G_i + D_{v_{ij}} \nabla_{\perp}^2 v_{ij}, \]  
\[ \partial_T T_e = - R_0 \{ \phi, T_e \} + \frac{4}{3} T_e \left[ \frac{7}{2} C (T_e) + \frac{T_e}{n} C (n) - C (\phi) \right] - v_{\|} \nabla_{\parallel} T_e + \nabla_{\parallel} \left( \chi_{\parallel} \nabla_{\parallel} T_e \right) \]  
\[ + \frac{2}{3} T_e \left[ 0.71 \nabla_{\parallel} v_{\|} - 1.71 \nabla_{\parallel} v_{\|} + 0.71 \left( \frac{v_{\|} - v_{\|}^2}{n} \right) \nabla_{\parallel} n \right] + D_{T_e} \nabla_{\perp}^2 T_e + S_{T_e}, \]  

where the differential operators \( C, \{ \phi, - \}, \nabla_{\parallel} \) and \( \nabla_{\perp}^2 \) are detailed in Section A.3.4. The system is closed by the Poisson’s equation \( \nabla_{\perp}^2 \phi = \omega \).

The GBS model equations are completed by a set of boundary conditions that describe the plasma properties at the magnetic pre-sheath entrance [94], as described in Appendix A. Within the assumptions used in this section, they are written as

\[ v_{\|i} = \pm c_s, \]  
\[ v_{\|e} = \pm c_s \exp \left( \Lambda - \phi / T_e \right) \]  
\[ \partial_y T_e = 0 \]  
\[ \partial_y n = \mp \frac{n}{c_s} \partial_y v_{\|i} \]  
\[ \omega = - \left( \partial_y v_{\|i} \right)^2 \mp c_s \partial_y^2 v_{\|i} \]  
\[ \partial_y \phi = \mp c_s \partial_y v_{\|i} \]

where \( \Lambda = 3 \). Here the upper signs apply to the case of magnetic field directed towards the wall, while the lower ones apply to the opposite case. While the numerical scheme used to solve Eqs. (2.28)-(2.32) and (2.33)-(2.38) is described in Section A.3.5, we note that the expected orders of accuracy characterizing the numerical model are \( p_n = 2 \), in the spatial directions, and \( p_t = 4 \), for the time discretization. Defining \( h = \Delta y / \Delta y_0 = \Delta x / \Delta x_0 = \Delta z / \Delta z_0 = (\Delta t / \Delta t_0)^2 \), we expect an overall \( p = 2 \) for the numerical scheme.

In order to verify the implementation of Eqs. (2.28)-(2.32) and (2.33)-(2.38) in GBS, the methodology illustrated in Section 2.1 is applied as follows. First, the discretization scheme used to solve Eqs. (2.28)-(2.32) and the Poisson’s equation is analyzed, using, for simplicity, Dirichlet (for \( v_{\|i}, v_{\|e} \), and \( \omega \)) and Neumann (for \( n, T_e \) and \( \phi \)) boundary conditions. Dirichlet boundary conditions are applied at the grid points (therefore, no numerical error results), and Neumann boundary conditions are discretized with a second-order numerical scheme. Second, we study the order of accuracy characterizing the discretization scheme of the boundary conditions, Eqs. (2.33)-(2.38), decoupling these
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from the solution of Eqs. (2.28)-(2.32). Finally, the two sets of equations [Eqs. (2.28)-(2.32) and Eqs. (2.33)-(2.38)] are coupled to complete the verification of the overall GBS code. The code verification methodology is divided in these three steps to simplify the investigation of possible implementation errors; in the present section we show only the final results [i.e. verification of Eqs. (2.28)-(2.32) coupled with Eqs. (2.33)-(2.38)], which summarize the verification results obtained for GBS. We note that the methodology for the code verification allowed us to find and correct a minor bug, related to the discretization of the $G_i$ and $G_e$ terms at the boundaries. We tested that, luckily, the generated numerical error was very small, and its influence on the previous GBS results completely negligible.

To verify the implementation of the drift-reduced Braginskii equations into GBS and to satisfy the requirements given in Section 2.1.2, we choose to manufacture the model solution as the combination of trigonometric functions. More precisely, the functions used to represent the six fields appearing in Eqs. (2.28)-(2.32) are expressed as

\[ s_M(y, x, z, t) = A_s \left( B_s + \sin \left( C_s \left( z - \frac{q}{a} y \right) \right) \sin (D_s y) \sin (E_s t + F_s x) \right), \]

(2.39)

where $A_s, B_s, C_s, D_s, E_s$ and $F_s$ are arbitrary constants and $s_M = n, T_e, \nu_{\parallel i}, \nu_{\parallel e}, \omega, \phi$ are the fields present in the GBS equations. The $B_s$ coefficients are used to ensure the positivity of $n$ and $T_e$, the other coefficients to calibrate the amplitude of the errors in order to guarantee that there is no dominating term in the equations. This means that the amplitude of the coefficients is chosen such that, for the used meshes, the simulations are in the asymptotic regime and the errors affecting the different terms of Eqs. (2.28)-(2.32) are of the same magnitude. As GBS is developed to simulate turbulent modes mainly aligned to the field lines, we impose the dependence on $y$ and $z$ as the product of two terms: the first one perfectly aligned to the field lines (the term containing $C_s$) and a second term (containing $D_s$) representing a perturbation in the poloidal direction (i.e. along the $y$ coordinate), chosen small, not to have the discretization error on the parallel derivative dominating over the others. The $E_s$ and $F_s$ terms introduce the time and radial dependencies. We note that $C_s$ must be an integer to satisfy the periodicity of the system along the $z$ coordinate.

The computation of the source terms is trivial. It consists in plugging the analytical functions presented in Eq. (2.39) into Eqs. (2.28)-(2.32) and in Poisson’s equation to obtain the source term $S$. This process is particularly tedious, but it involves only straightforward algebraic manipulations with no conceptual difficulties. As the results of these computations do not present any theoretical interest, we do not present those herein. We just mention that we compute the source terms using the symbolic manipulation software Mathematica [95], which allows the direct translation into Fortran90 language. This enables the implementation of the obtained expressions in GBS, without any significant difficulty and reducing the possibilities of mistakes.

The verification of the boundary conditions described in Eqs. (2.33)-(2.38) requires the computation of additional source terms. In fact, the manufactured solutions given in Eq. (2.39) do not satisfy the boundary conditions. Consequently, as done for the equa-
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Figure 2.2 – Norm of the numerical error affecting the discretization scheme used in GBS, plotted as function of the refinement degree $h$, for the two norms $L_\infty$ (left panel) and $L_2$ (right panel).

Figure 2.3 – Observed order of accuracy, $\hat{p}$, characterizing the discretization scheme of GBS, computed applying Eq. (2.1) and plotted as function of the refinement degree $h$, for the two norms $L_\infty$ (left panel) and $L_2$ (right panel).

tions governing the physics of the SOL region, we insert the manufactured solution into Eqs. (2.33)-(2.38) and we add the resulting source terms to the boundary condition equations.

For the computation of the error and to estimate $\hat{p}$, we consider the two norms, $L_2$ (i.e. $\|f\|_2 = \sqrt{\sum_i^N f_i^2 / N}$) and $L_\infty$ (i.e. $\|f\|_\infty = \max |f_i|$); $L_2$ is appropriate to ensure the correct global convergence of the results, while $L_\infty$ is used to assess the local convergence in all points of the domain. Figures 2.2 and 2.3 summarize the GBS verification results.

Six simulations are performed with $h = 1, 2, 4, 8, 16, 32$ and the corresponding errors, computed using the $L_2$ and $L_\infty$ norms, are shown in Fig. 2.2. We observe that the numerical error clearly decreases when refining the mesh (i.e. decreasing the value of $h$); on a logarithmic scale, the numerical error decreases linearly, with slope $p$, as expected. We also note that our scan leads to a reduction of the numerical error by at least three orders of magnitude, this gives confidence that there are not subdominant errors decreasing at a rate different than the expected one. The estimate of the observed order of accuracy, evaluated according to Eq. (2.1), is plotted as a function of the parameter $h$ in Fig. 2.3. Clearly, with the refinement of the meshes, $\hat{p}$ tends to $p$ for all the fields, as expected, although the rate of convergence is field dependent. This is due to the fact that the coefficients of the Taylor expansion of the numerical error are different for each field.
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Consequently, we demonstrate that Eqs. (2.28)-(2.32), the Poisson’s equation, and the boundary conditions [Eqs. (2.33)-(2.38)] are correctly coded in GBS, with a numerical scheme that satisfies the theoretical order of convergence.

2.3.2 Application of the verification methodology to a PIC simulation code

To exemplify the methodology presented in Section 2.2, we consider the following PIC algorithm. Equations (2.3)-(2.4) are solved on a periodic spatial domain that extends from \( x = 0 \) to \( x = L \). A numerical grid \( x_i = i\Delta x \) is used to discretize the \( x \) coordinate, with \( \Delta x = L/M \) the grid spacing \( (i = 0, ..., M - 1 \) and \( M \) the number of grid points), and a time step \( \Delta t \) is introduced for the integration of the equations of motion. The charge of the particles is assigned to the grid using a first-order weighting scheme, known as cloud-in-cell (CIC) scheme [60], i.e.

\[
\rho(x_i, t) = \sum_{p=1}^{N_p} q I[x_i - x_p(t)] w_p(t),
\]

with \( I \) the interpolation function given by

\[
I(x) = \begin{cases}
    0 & \text{if } |x| > \Delta x \\
    -\frac{|x|}{\Delta x} + 1 & \text{if } |x| \leq \Delta x.
\end{cases}
\]  

Poisson’s equation \( \partial_x^2 \phi(x, t) = -\rho/\epsilon_0 \) is solved by using a second order centered finite difference scheme and imposing the boundary condition \( \phi(x = 0) = 0 \). The electric field \( E_p \) is computed according to \( E(x, t) = -\partial_x \phi(x, t) \) by using a second order centered finite difference scheme and interpolating from the grid onto the particle positions using again the CIC scheme. Finally, the equations of motion, Eq. (2.5), are integrated in time with a second order Leapfrog scheme. This numerical scheme is second order in \( \Delta x \) and \( \Delta t \), i.e. \( \alpha = \beta = 2 \). All quantities are normalized to \( \tilde{\text{physical quantity in SI units}} \): \( x = \tilde{x}/\tilde{\lambda}_D, t = \tilde{t}/\tilde{\omega}_{pe} \), where \( \tilde{\lambda}_D = \sqrt{\epsilon_0 T_0/(\tilde{n}_0 e^2)} \) is the Debye length and \( \tilde{\omega}_{pe} = \sqrt{\tilde{n}_0 e^2/(\epsilon_0 m_e)} \) is the plasma frequency, with \( \tilde{n}_0 \) and \( \tilde{T}_0 \) a reference density and electron temperature, respectively. The simulation code is written in Fortran90 and parallelized using a domain cloning approach, implemented within an hybrid message passing interface (MPI) and OpenMP environment.

To apply the code verification methodology discussed in Section 2.2, we choose the following manufactured solutions

\[
E_M(x, t) = 2\pi k_x L \sin(\pi t) \sin \left( k_x \frac{2\pi}{L} x \right),
\]

\[
f_M(x, v, t) = f_x(x, t) f_v(v),
\]

where

\[
f_v(v) = \frac{2}{\sqrt{\pi}} v^2 e^{-v^2}
\]
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Figure 2.4 – Values of $\epsilon_{FF}(f_M)$ and $\epsilon(E_p)$ averaged over the performed set of simulations (left panel) and corresponding $\hat{p}$ (right panel) for the two distribution functions $f_1$ and $f_2$, and for $h = 1, 2, 4, 8, 16$. Each error is normalized to its value at $h = 1$, and the statistical uncertainties are represented with error bars. The dashed lines represent $h^2$ (left panel) and $\hat{p} = 2$ (right panel).

and we make use of two functions for $f_x(x,t)$,

$$f_{x1}(x,t) = \frac{[1 - \sin(\pi t) \cos(2\pi x/L)]}{L},$$

$$f_{x2}(x,t) = \frac{1}{L} + \frac{1}{2} \left[1 - \cos(\pi t)\right] \left\{ \frac{\lambda ([L-x]^{-2} + x^{-2})}{2 \cosh^2[\lambda(L-x)-1] - \lambda x^{-1}} - \frac{1}{L} \right\},$$

(2.44)

(2.45)

to ensure empirically that the results discussed are valid for different choices of $f_M$. We denote $f_1 = f_{x1}f_v$ and $f_2 = f_{x2}f_v$. We remark that the manufactured solutions satisfy the requirements listed in Section 2.1.2. In particular, the parameters $k_x$, $L$, and $\lambda$ allow us to calibrate the numerical error, so that the magnitude of the different terms in the Vlasov-Poisson system are of the same order of magnitude (we use $L = 2$ and $k_x = 2$ for $f_1$, and $k_x = 5$, $L = 5$, and $\lambda = 20$ for $f_2$, and for all the simulations we evolve the computational particles for 2 time units). We note that $f_v(v)$ is chosen different from a Maxwellian distribution in $v$ to ensure that a numerical solution does not converge to $f_M$ because of numerical dissipation. Finally, we note that the computational particles are initially distributed according to the probability distribution function $f_0(v) = e^{-|v|}/(2L)$ and the initial weights are computed as $w_p(0) = f_M[x_p(0), v_p(0), 0]/f_0[v_p(0)]$.

For the verification of the PIC code, we refine at the same time the grid size and the time step, while increasing the number of particles. Defining $h = \Delta x/\Delta x_0 = \Delta t/\Delta t_0 = (N/N_0)^{-1/4}$, we perform five sets of simulations, with respectively $h = 1, 2, 4, 8, 16$, for both $f_1$ and $f_2$. We perform simulations with $h = 8, 16$ thousands of times, simulations with $h = 4$ hundreds of times, and simulations with $h = 1, 2$ a few times, and for each value of $h$ we compute the average of $\epsilon_{FF}(f_M)$ and $\epsilon(E_p)$ and the corresponding uncertainty. The observed order of accuracy $\hat{p}$ and the corresponding uncertainty are computed applying Eqs. (2.1) and (2.20), respectively. We note that, while $\epsilon(E_p)$ is computed considering all the time steps of the simulations, $\epsilon_{FF}(f_M)$ is estimated at $t = 2$ due to the high computational cost of its evaluation.

The results obtained from these simulations are represented in Fig. 2.4. Both $\epsilon_{FF}(f_M)$ and $\epsilon(E_p)$ clearly decrease for $h \to 0$. Moreover, the observed order of accuracy $\hat{p}$ converges to 2 when decreasing $h$, proving that the PIC algorithm is correctly implemented
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Figure 2.5 – Values of $\epsilon_{FF}(f_1)$ and $\epsilon(E_p)$ averaged over the performed set of simulations (left panel) and corresponding $\hat{p}$ (right panel) for $h = 1, 2, 4, 8, 16$. Each error is normalized to its value at $h = 1$, and the statistical uncertainties are represented with error bars. The dashed lines represent $h$ (left panel) and $\hat{p} = 1$ (right panel).

in the code, and the equations are verified.

As a further proof of the capabilities of the code verification methodology illustrated herein, we perform the same verification with a zero-order weighting scheme (the so-called nearest-grid-point scheme, or NGP scheme) when interpolating the electric field. This corresponds to use an interpolation function defined as

\[ I(x) = \begin{cases} 
1 & \text{if } |x| \leq \frac{\Delta x}{2} \\
0 & \text{if } |x| > \frac{\Delta x}{2}
\end{cases} \tag{2.46} \]

when interpolating the electric field from the grid onto the marker positions. Since the accuracy of the numerical scheme is reduced, the error affecting the results is expected to satisfy

\[ \epsilon = C'' h + \mathcal{O}(h^2), \tag{2.47} \]

where $C''$ is a constant independent of $h$. The results are presented in Fig. 2.5 (only $f_1$ is considered for this test). The code verification methodology is able to identify this change in the numerical scheme. In fact, while both $\epsilon_{FF}(f_1)$ and $\epsilon(E_p)$ decrease as $h \to 0$, the observed order of accuracy converges to 1. Therefore, the proposed code verification methodology not only ensures that the numerical solution converges to the exact solution, but it also correctly identifies the convergence rate.

To investigate the applicability of the distance $\epsilon_{MC}(f_M)$ for the verification of PIC simulation codes, we consider the same set of simulations presented in Figs. 2.4 and 2.5, and we evaluate the difference between $f_M(x, v, t)$ and the sample of computational particles according to Eq. (2.24) at $t = 2$, for $M = 10^6$. The results thus obtained are shown in Fig. 2.6. We observe that the error decreases for $h \to 0$ as expected both for the CIC and NGP schemes, with $\hat{p} \to 2$ for the CIC scheme, and $\hat{p} \to 1$ for the NGP scheme. Moreover, we note that the errors computed according to Fasano and Franceschini’s method (see Figs. 2.4 and 2.5) and according to Eq. (2.24) are very similar. This means that the norm $\epsilon_{MC}$ is suitable for the verification of PIC simulation codes.

Finally, we consider the same set of simulations presented in Figs. 2.4 and 2.5 and we
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**Figure 2.6** – Values of $\epsilon_{MC}(f_1)$ averaged over the performed set of simulations (left panel) and corresponding $\hat{p}$ (right panel) for $h = 1, 2, 4, 8, 16$, interpolating the electric field onto the marker positions both with the CIC (red circles) and the NGP (blue squares) interpolation schemes. Each error is normalized to its value at $h = 1$, and the statistical uncertainties are represented with error bars. The dashed lines represent $h$ and $h^2$ (left panel) and $\hat{p} = 1$ and $\hat{p} = 2$ (right panel).

**Figure 2.7** – Values of $\epsilon_x(f_M)$ and $\epsilon_v(f_M)$ averaged over the performed set of simulations (left panel) and corresponding $\hat{p}$ (right panel) for the two distribution functions $f_1$ and $f_2$, and for $h = 1, 2, 4, 8, 16$. Each error is normalized to its value at $h = 1$, and the statistical uncertainties are represented with error bars. The dashed lines represent $h^2$ (left panel) and $\hat{p} = 2$ (right panel). The electric field is interpolated from the grid onto the particle positions using the CIC scheme.

evaluate $\epsilon_x(f_M)$ and $\epsilon_v(f_M)$. The results thus obtained are presented in Figs. 2.7 and 2.8 for the CIC and NGP weighting schemes, respectively. We observe that the error decreases for $h \to 0$ as expected for both the weighting schemes, with $\hat{p} \to 2$ for the CIC scheme, and $\hat{p} \to 1$ for the NGP scheme. Therefore, also the norms defined in Eqs. (2.25)-(2.26) are suitable for the verification of PIC simulation codes with the MMS. We note that, as the computational cost of evaluating $\epsilon_x(f_M)$ and $\epsilon_v(f_M)$ is considerably decreased with respect to $\epsilon_{FF}(f_M)$, this evaluation is performed for all $t = 0.08j$, with $j = 0, \ldots, 25$, and the maximum between the resulting values is computed. We finally remark that this last approach is easily generalized to a $d$-dimensional distribution function, without increasing significantly the computational cost of performing the order-of-accuracy test.
2.4 Conclusions

In this chapter a rigorous methodology for plasma simulation code verification is discussed. This methodology is general, rigorous, simple-to-apply, and does not present any conceptual difficulties. Code verification requires to choose an adequate manufactured solution which satisfies some reasonable assumptions. Then, the source terms to be added to the model equations, as well as the boundary conditions, are readily evaluated. At this point, it is possible to compute $\hat{p}$ \[Eq. (2.1)\] by performing a number of simulations corresponding to more and more refined meshes. If $\hat{p} \to p$ for $h \to 0$, the code is verified.

The methodology is then generalized to PIC algorithms. This is done by accounting for the statistical noise that intrinsically affects the simulation results, and providing a measure of the distance between continuous, analytical distribution functions, and finite samples of computational particles. In particular, the value of $\epsilon_h$ is estimated averaging over several simulations carried out with different pseudorandom number generator seeds, and the statistical uncertainty affecting $\epsilon_h$ and $\hat{p}$ is quantified. Then, a distance to account for time-evolving marker weights if provided, proving empirically that $\epsilon_P$ and $\epsilon_{FF}$ still decrease as $N^{-1/2}$ for $N \to \infty$ when $w_p \neq 1$. Moreover, since the proposed norms are extremely demanding in terms of computational resources when large number of computational particles are considered, the value of $d_P$ is approximated with a Monte-Carlo approach and $\epsilon_{MC}$ is used in verifying the PIC simulation code, allowing us to considerably decrease the computational cost of a PIC code verification. Finally, the norms $\epsilon_x$ and $\epsilon_v$ are introduced, showing that it is possible to consider independently each coordinate of the phase-space when performing a PIC code verification. The latter approach is easily generalized to phase-space in more dimensions, without increasing the computational cost considerably.

The application of the proposed procedure to the GBS code allowed us to find and correct a minor bug that was generating very small numerical errors, with completely negligible influence on the previous GBS results. This shows the power of the proposed method-
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ology. The final result of the study described herein is that the implementation of the physical model in the GBS code has been completely and rigorously verified, ensuring the correct solution of the model equations. As a matter of fact, the verification exercise largely increases the confidence on the numerical results obtained using the GBS code. Finally, the application of the code verification procedure to a one-dimensional, electrostatic, collisionless PIC simulation code allowed us to investigate the peculiarities of the proposed methodology, showing how to perform a rigorous PIC code verification. This methodology can be easily generalized to more complex geometries and more realistic systems, providing the basis to perform a rigorous verification of complex PIC codes.
CHAPTER 3
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Due to the finite computational power available to perform simulations and, consequently, the finite precision achievable, the simulation results are always affected by numerical errors, even if the model equations are implemented correctly. Estimating the amplitude of these errors is a crucial issue, not only to ensure the reliability of the numerical results, but also to quantify the uncertainty of the simulations when performing a rigorous validation of the physical model against experimental results (see e.g. Chapter 7). The evaluation of the numerical error affecting the simulation results is the objective of the solution verification procedure [26, 27, 96, 97].

Simulation results are affected by round-off, iterative, statistical sampling, and discretization errors [26]. The sum of these errors constitute the numerical uncertainty affecting the simulation results. Round-off errors are due to the finite number of digits that computers use when representing numerical values. Assuming that all the computations are performed in double precision, round-off errors are usually negligible with respect to the other sources of errors (we assume that this is the case in the remainder). Iterative errors are due to the use of iterative numerical schemes terminated with a finite residue. This source of error can be reduced by increasing the number of iterations and it is neglected here. The statistical sampling errors entering, for example, in the evaluation of time-averaged quantities used for code validation can be reduced or eliminated performing averages on steady-state simulations over a sufficiently long time interval. In the following we assume that simulations are in steady-state and that long enough time are considered, and we consequently neglect these errors. On the other hand, statistical sampling errors affecting PIC simulations due to the random initialization of markers cannot be neglected. Also discretization errors introduced by the numerical scheme used to discretize the physical model are usually not negligible, both for grid-based and PIC simulation codes, and they should be rigorously estimated.

We note that the analysis of the simulation results is generally performed using post-processing tools (e.g. the linear growth rate of an instability is usually obtained with an exponential fit). The solution verification procedure should also quantify the numerical
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uncertainty introduced by these tools.
As an a priori study of the numerical scheme to obtain an analytical expression characterizing the behavior of the error is, most of the time, extremely complex to perform, we use an a posteriori method to compute the numerical error affecting the simulations. This requires an estimate of the analytical solution, which in most cases is not known. In Section 3.1 we discuss a rigorous methodology for estimating the statistical uncertainties affecting the numerical results. Then, in Section 3.2, using the Richardson extrapolation [45] as a higher order estimator of the exact solution and Roache’s grid convergence index (GCI) [47] as a relative numerical uncertainty estimate, we provide an evaluation of the discretization error. The methodology is then applied in Section 3.3 to GBS and to the one-dimensional PIC code presented in Chapter 2 to provide an estimate of the numerical error affecting the simulations carried out with these two codes. The results discussed in the present chapter are published in Refs. [54,55].

3.1 Statistical error

While for grid-based codes the statistical sampling error can be reduced to negligible values by performing sufficiently long steady-state simulations (note that this is true only if the average of a quantity of interest is well defined, we assume that it is the case in the following), one should rigorously evaluate the statistical error introduced in PIC codes by a finite number of computational particles initialized using pseudorandom number generators, or by operators based on pseudorandom number generators (e.g. when a collision term is added to the Vlasov equation). To estimate the statistical uncertainty affecting \( X_h \), where \( X_h \) is a point-by-point solution value or a solution functional evaluated from a PIC simulation with discretization parameter \( h \), we proceed as follows. We repeat the simulation \( n_s \) times with the same \( h \), but changing the pseudorandom number generator seed, and we define

\[
\bar{X}_h = \frac{1}{n_s} \sum_{i=1}^{n_s} X_{h,i},
\]

(3.1)

where \( X_{h,i} \) is the \( i \)-th evaluation of \( X_h \) and \( i = 1, ..., n_s \). Assuming that the \( X_{h,i} \) are randomly distributed from an unknown probability distribution with unknown but finite mean \( \mu_{X,h} \) and variance \( \sigma^2_{X,h} \), then \( \bar{X}_h \to \mu_{X,h} \) for \( n_s \to \infty \). Moreover, according to the central limit theorem, the distribution of \( \bar{X}_h \) converges to the normal distribution with mean \( \mu_{X,h} \) and variance \( \sigma^2_{X,h}/n_s \) for \( n_s \to \infty \). Therefore, for \( n_s \to \infty \),

\[
\mu_{X,h} - \frac{1.96\sigma_{X,h}}{\sqrt{n_s}} \leq \bar{X}_h \leq \mu_{X,h} + \frac{1.96\sigma_{X,h}}{\sqrt{n_s}}
\]

(3.2)
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with probability equal to 0.95. As a consequence, $\bar{X}_h$ can be used as an estimator of $X_h$, and we compute the uncertainty on this value as

$$\Delta X_h^{\text{stat}} = \frac{1.96 \sigma_{X,h}}{\sqrt{n_s}}. \quad (3.3)$$

We remark that the unknown $\sigma^2_{X,h}$ can be estimated according to

$$\sigma^2_{X,h} = \frac{1}{n_s - 1} \sum_{i=1}^{n_s} (X_{h,i} - \bar{X}_h)^2. \quad (3.4)$$

Equations (3.1) and (3.3) provide a rigorous estimate of $X_h$ and of its statistical uncertainty. However, due to the high computational cost of PIC simulations, $n_s$ is typically low. To still have a realistic estimate of the statistical uncertainty, one can run $n_s$ simulations with a smaller number of particles, $N' < N$, and evaluate the corresponding variance, $(\sigma_{X,h}')^2$, according to Eq. (3.4). Then, assuming that the statistical uncertainty is proportional to $N^{-1/2}$, the statistical error for a single simulation carried out with $N$ particles can be estimated as

$$\Delta X_h^{\text{stat}} = 1.96 \sigma_{X,h}' \sqrt{\frac{N'}{N}}. \quad (3.5)$$

### 3.2 Discretization error

In the early 20th century, Richardson developed a method [45,46], later extended [98,99], to accelerate the rate of convergence of a numerical sequence. This method is based on the use of two numerical solutions obtained using two different meshes, $X_h$ and $X_{rh}$, to compute a new solution that presents a convergence rate that is, in general, one order higher than the original solution. Defining the Richardson extrapolation as

$$\hat{X} = \bar{X}_h + \frac{\bar{X}_h - X_{rh}}{r^p - 1}, \quad (3.6)$$

then $|X - \hat{X}| = \mathcal{O}(h^{p+1})$ [45,46], where $X$ is the exact solution of the physical model and $p$ is the order of accuracy of the numerical scheme defined in Chapter 2 (i.e. $\hat{X}$ converges to $X$ faster than $\bar{X}_h$ for $h \to 0$). Consequently, we can use $\hat{X}$ as higher order estimator of $X$ and approximate the discretization error as

$$\Delta X_h^{\text{disc}} \approx \left\| \bar{X}_h - \hat{X} \right\| = \left\| \frac{\bar{X}_{rh} - \bar{X}_h}{r^p - 1} \right\|. \quad (3.7)$$

and the relative discretization error (RDE) as

$$RDE = \frac{\bar{X}_h - X}{X} \approx \frac{\bar{X}_h - \hat{X}}{X} = \frac{\bar{X}_{rh} - \bar{X}_h}{X_h r^p - X_{rh}}, \quad (3.8)$$
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We remark that, for \( \hat{X} \) to be a reasonable estimate of \( X \), several assumptions should be satisfied [26]. First, the Richardson extrapolation method requires that the degree of mesh refinement can be represented solely by the parameter \( h \). Second, the simulations used to evaluate \( \hat{X} \) should be in the asymptotic regime, that is \( p \simeq \hat{p} \), where

\[
\hat{p} = \ln \left( \frac{(\hat{X}_{Rh} - \hat{X}_h) / (\hat{X}_{Rh} - \hat{X}_h)}{\ln (r)} \right).
\] (3.9)

This may result in computationally very expensive simulations, due to the potential need for very fine meshes. Third, it is required that the solutions are smooth enough and do not present singularities and/or discontinuities. More precisely, to allow the expansion of the numerical error in powers of the parameter \( h \), the derivatives of the analytical solution should exist and be continuous. Finally, we note that we do not have any guarantee that the Richardson extrapolated solution will meet the same governing equations satisfied by either the numerical solution or the analytical solution. Consequently we use this extrapolation for the computation of the numerical error only.

Since it may be demanding to satisfy the requirement of being in the asymptotic regime, Ref. [47] introduces the GCI, defined as

\[
\text{GCI} = \frac{F_s}{r^{\hat{p}} - 1} \left| \frac{\hat{X}_{Rh} - \hat{X}_h}{X_h} \right|,
\] (3.10)

that represents another estimate of the relative discretization error affecting the simulation results. The GCI is obtained by approximating in Eq. (3.8) \( \hat{X}_{Rh}^p - \hat{X}_{Rh} \simeq (r^{\hat{p}} - 1) \hat{X}_h \). The parameters \( F_s \) and \( \hat{p} \) ensure that the GCI is larger than the numerical discretization error in 95% of the cases, and are defined as follows: if the difference between \( p \) and \( \hat{p} \) is less than 10%, the simulations are assumed to be in the asymptotic regime and \( F_s = 1.25 \) and \( \hat{p} = p \). If the difference between \( p \) and \( \hat{p} \) is larger than 10%, a more conservative factor of safety, \( F_s = 3 \), is used and \( \hat{p} = \min \{ \max (0.5, \hat{p}), p \} \). If \( \hat{p} \) is not evaluated (for example, if only two solutions are available), \( F_s = 3 \) and \( \hat{p} = p \). We note that there is still an ongoing discussion in the verification community about the generality of these estimates.

To conclude our presentation of the discretization error estimate methodology, we discuss a few details. First of all, we draw the attention to the fact that the presented procedure can be applied not only to point-by-point solution values, but also to solution functionals. This is important for the use of this methodology to estimate the numerical error affecting the observables used in the validation of the physical model [27]. Second, as \( X_h \) and \( X_{Rh} \) are in general computed on different meshes, the results on the coarser mesh have to be interpolated on the finest grid, using an interpolation scheme whose order is equal or higher than the order of the numerical scheme used by the code. A complete discussion of this topic is found in Ref. [98]. Finally, we illustrate a useful propriety of the GCI, that is the possibility of computing the overall GCI analysing each coordinate of the problem independently. As it can result numerically very expensive to perform a uniform refinement of the grid along all the coordinates at the same time, it is
possible to refine separately each coordinate of the mesh by a factor \( r_i \), where the index \( i \) refers to the coordinate under investigation. This allows us to compute a GCI for each coordinate, and obtain the overall GCI as \( \text{GCI} = \sum_i \text{GCI}_i \).

3.3 Examples of application of the solution verification methodology

Since estimating the numerical error affecting a simulation is needed not only to ensure the reliability of the numerical results, but also to perform a rigorous validation of the physical model, the quantification of the numerical error constitutes a fundamental process of the verification methodology. In this section we apply the methodology presented above to GBS and to the PIC code illustrated in Section 2.3.2 to exemplify the procedure and assess the reliability of the simulation results.

3.3.1 Application of the solution verification methodology to GBS

In the present section we focus on simulating the SOL plasma turbulence of a high-field side limited tokamak, considering the electrostatic, cold ion, GBS model discussed in Section 2.3.1, with \( q = 4, \nu = e^2 n_0 R_0 / (m_i \sigma_{\|} c_{s0}) = 0.1, m_e / m_i = 200, L_y = 400, R_0 = 500, \) and \( \chi_{\parallel e} = 0 \) (see Ref. [100] for the physical investigation of those results). Since the GBS code is used to study quantities like temporal and spatial averages of \( v_{\| i} \) and \( v_{\| e} \), time-averaged radial profiles, e.g. of \( p_e = n T_e \) and \( \phi \), and the equilibrium pressure gradient length, \( L_p = -p_e / \nabla p_e \) (see e.g. Chapters 6 and 7), in the following we evaluate the numerical errors affecting these quantities. We note that their time-average is done in the time interval \( 40 \leq t \leq 80 \), during which the turbulence is in a quasi-steady state (except \( n \), which still shows a secular trend, although relatively weak, and \( v_{\| i} \) and \( v_{\| e} \), which present an even weaker secular trend). This allows to neglect the statistical uncertainty affecting the simulation results, and to focus our attention on discretization errors.

To apply the methodology described in Section 3.2, we analyse separately the spatial and the temporal coordinates. More precisely, in order to obtain the Richardson extrapolation, Eq. (3.6), and to compute the observed order of accuracy, Eq. (3.9), we execute five simulations using five different meshes: starting from the most refined mesh (in space and time) we perform two subsequent spatial grid coarsenings by \( r_s = 1.5 \); the remaining two meshes result from the subsequent multiplication of the time step by 1.5 \( (r_t = 1.5) \), without any change of the spatial grid. Hence, the meshes of the five simulations, listed in the first column of Table 3.1, are characterized by two parameters, \( h_s = \Delta y / \Delta y_0 = \Delta x / \Delta x_0 = \Delta z / \Delta z_0 \), that describes the discretization in the spatial coordinates, and \( h_t = \Delta t / \Delta t_0 \), that defines the degree of refinement of the time step. It
Table 3.1 – Values of $L_p$, $\langle v_{\parallel i} \rangle$ and $\langle v_{\parallel e} \rangle$ computed on five different meshes, as characterized by $h_s$ and $h_t$.

<table>
<thead>
<tr>
<th>Grid ($n_y \times n_x \times n_z$)</th>
<th>Time Step</th>
<th>$h_s$</th>
<th>$h_t$</th>
<th>$L_p$</th>
<th>$\langle v_{\parallel i} \rangle$</th>
<th>$\langle v_{\parallel e} \rangle$</th>
</tr>
</thead>
<tbody>
<tr>
<td>192x80x24</td>
<td>$3.00 \cdot 10^{-5}$</td>
<td>2.25</td>
<td>1.00</td>
<td>25.56</td>
<td>-0.039</td>
<td>0.066</td>
</tr>
<tr>
<td>288x120x36</td>
<td>$3.00 \cdot 10^{-5}$</td>
<td>1.50</td>
<td>1.00</td>
<td>27.22</td>
<td>-0.067</td>
<td>0.091</td>
</tr>
<tr>
<td>432x180x54</td>
<td>$3.00 \cdot 10^{-5}$</td>
<td>1.00</td>
<td>1.00</td>
<td>27.22</td>
<td>-0.070</td>
<td>0.100</td>
</tr>
<tr>
<td>432x180x54</td>
<td>$4.50 \cdot 10^{-5}$</td>
<td>1.00</td>
<td>1.50</td>
<td>26.67</td>
<td>-0.071</td>
<td>0.100</td>
</tr>
<tr>
<td>432x180x54</td>
<td>$6.75 \cdot 10^{-5}$</td>
<td>1.00</td>
<td>2.25</td>
<td>23.89</td>
<td>-0.069</td>
<td>0.107</td>
</tr>
</tbody>
</table>

Figure 3.1 – Radial profiles of $p_e$ (left panel) and $\phi$ (right panel), averaged over time and along the toroidal and poloidal directions, for five meshes, as characterized by $h_s$ and $h_t$. 

is $\Delta y_0 = 0.93$, $\Delta x_0 = 0.56$, $\Delta z_0 = 0.12$, and $\Delta t_0 = 3.0 \cdot 10^{-5}$.

For the five simulations considered, the quantities of interest are listed in Table 3.1 ($L_p$, $\langle v_{\parallel i} \rangle$, and $\langle v_{\parallel e} \rangle$) and shown in Fig. 3.1 (radial profiles of $p_e$ and $\phi$). We note that $\langle v_{\parallel i} \rangle$ and $\langle v_{\parallel e} \rangle$ are computed taking the average of the parallel velocities over the entire spatial domain of interest. The radial profiles of $p_e$ and $\phi$ are obtained taking the average of these quantities along the poloidal and toroidal directions; the equilibrium pressure gradient length is computed as the radial distance between the maximum value of the radial profile of $p_e$ and the half of its maximum value.

The results presented in Table 3.1 and in Fig. 3.1 show that the differences of the various quantities computed on the meshes characterized by $h_t = 1.00, 1.50, 2.25$ are very small, if compared to the changes due to the spatial discretization. The only quantity presenting a meaningful dependence on the time step is $L_p$; for this quantity we apply the methodology described in Section 3.2, finding $\hat{p}_t = 3.97$ and GCI$_t = 0.6\%$ (here, GCI$_t$ is referred to the most refined mesh; the GCI$_t$ value relative to the other meshes is obtained by multiplying the GCI$_t$ of the most refined mesh by $h_t^4$, and similarly for the spatial discretization). The observed order of accuracy is remarkably close to the expected $p_t = 4$, and the resulting numerical error is very small. Therefore, in the following, we neglect the numerical error associated to the time discretization with respect to the one due to spatial discretization.

The evaluation of the numerical error due to the spatial discretization affecting the quantities of interest is summarized in Table 3.2. We start our analysis by considering $\langle v_{\parallel i} \rangle$...
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Table 3.2 – Values of GCI_s and RDE computed using the parameters \( \hat{p}_s \), \( \tilde{p}_s \) and \( F_s \), valid for the finest mesh \( [h_s = h_t = 1.0] \).

<table>
<thead>
<tr>
<th>Field</th>
<th>Field ( \langle v_{\parallel i} \rangle )</th>
<th>Field ( \langle v_{\parallel e} \rangle )</th>
<th>( p_e )</th>
<th>( \phi )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{p}_s )</td>
<td>3.41</td>
<td>2</td>
<td>3</td>
<td>20.7</td>
</tr>
<tr>
<td>( \hat{p}_s )</td>
<td>2.87</td>
<td>2</td>
<td>3</td>
<td>20.5</td>
</tr>
<tr>
<td>( \hat{p}_s )</td>
<td>1.86</td>
<td>2</td>
<td>1.25</td>
<td>12.0</td>
</tr>
<tr>
<td>( \hat{p}_s )</td>
<td>3.08</td>
<td>2</td>
<td>3</td>
<td>7.3</td>
</tr>
</tbody>
</table>

By applying Eq. (3.9) to these quantities, we obtain a value of \( \hat{p}_s \) larger than \( p_s \). The difference between \( \hat{p}_s \) and \( p_s \) is probably due to the fact that, in the present scenarios, the parallel velocities average to very small quantities, if compared to the local value of \( v_{\parallel i} \) and \( v_{\parallel e} \) (even one order of magnitude lower). Therefore, \( \langle v_{\parallel i} \rangle \) and \( \langle v_{\parallel e} \rangle \) are very sensitive quantities; this can lead, not surprisingly, to a difference between \( \hat{p}_s \) and \( p_s \). Using Eq. (3.10) and the conservative value \( F_s = 3 \), the resulting GCI_s are relatively large. The analysis of the radial profiles of \( p_e \) and \( \phi \) is very similar: depending on the difference between \( \hat{p}_s \) and \( p_s \) we choose the corresponding value of \( F_s \) and \( \tilde{p}_s \), by which we compute the GCI_s. At a mesh similar to the one generally used for GBS simulations, we find that the numerical error affecting these quantities is of the order of 20 – 25%. Finally, we note that the differences between the values of \( L_p \) computed on the three meshes characterized by \( h_s = 1.00, 1.50, 2.25 \) are of the same order of the spatial grid size \( (\Delta x = 0.56 \text{ for } h_s = 1.0) \) and, therefore, below the numerical error necessary to perform the Richardson extrapolation (in fact, \( \Delta x \) is the intrinsic uncertainty on \( L_p \); therefore, it is not possible to distinguish between two values of \( L_p \) whose difference is below or equal to 2\( \Delta x \)). It follows that we can assume the numerical error affecting \( L_p \) comparable to the spatial grid size.

Several observations should be addressed to our results. First, the quantities are clearly converging at a rate that is typically not very different from the expected one. Second, our analysis allows us to estimate the numerical error affecting the different quantities of interest; this will be used in the future to choose the mesh refinement necessary to achieve the desired accuracy. In any case, it is reassuring that, the correct qualitative behaviour is retrieved by all GBS simulations even at the coarser meshes. Third, as the value of \( F_s = 3 \) is generally thought to be conservative, our estimate of the numerical error is quite safe. Finally, throughout our solution verification, we assumed that statistical errors are negligible. As a matter of fact, the most refined simulation is computationally extremely expensive and we could not verify this assumption. Moreover, as previously pointed out, \( n \) is not in perfect steady state; it is possible that the value of the GCI is reduced by considering longer time intervals.
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3.3.2 Application of the solution verification methodology to a PIC simulation

In order to illustrate a practical example of application of the solution verification methodology discussed above to a PIC simulation, we consider here the two-stream instability. This textbook plasma instability is ideally studied by using PIC codes. We consider the distribution function \( f(x, v) = f_x(x)f_v(v) \), where \( f_x(x) = 1/L \) and \( f_v(v) = [\delta(v - v_0) + \delta(v + v_0)]/2 \), with \( \delta(v) \) the Dirac function. The dispersion relation associated with small amplitude perturbations is

\[
D(\omega, k) = 1 - \frac{1}{2} \left[ \frac{1}{(\omega - kv_0)^2} + \frac{1}{(\omega + kv_0)^2} \right].
\]  

(3.11)

Since for \( 0 < k < 1/v_0 \) the \( \omega \) solution of \( D(\omega, k) = 0 \) is complex, the system is affected by an instability called two-stream instability. As a consequence, if the system is perturbed, small amplitude modes can grow exponentially, before saturating due to nonlinear effects. The fastest growing mode, with growth rate \( \gamma_{\text{max}} = 1/\sqrt{8} \), is obtained for \( k_{\text{max}} = \sqrt{3/(8v_0^2)} \).

To numerically compute the linear growth rate of the two-stream instability, we proceed as follows. First, we initialize the system according to a distribution function \( f = [f_x + A \cos(k_{\text{max}}x)] f_v \), where \( A \ll 1 \) is used to seed the perturbation, and we carry out a simulation with the PIC code detailed in Section 2.3.2. Second, we compute the Fourier transform of \( \phi(x, t) \) along \( x \), thus obtaining \( \tilde{\phi}(k, t) \). Third, we identify the time interval during which the mode \( \tilde{\phi}(k_{\text{max}}, t) \) grows exponentially. Finally, over the identified time interval, we fit the amplitude of the mode, \( |\tilde{\phi}(k_{\text{max}}, t)| \), with an exponential curve to evaluate \( \gamma_{\text{max}} \).

We now apply the solution verification methodology discussed above to rigorously estimate \( \gamma_{\text{max}} \) and its numerical uncertainty \( \Delta \gamma_{\text{max}} \). We perform three sets of ten simulations for \( h = \Delta x/\Delta x_0 = \Delta t/\Delta t_0 = (N/N_0)^{-1/4} = 1, 2, 4 \), with different pseudorandom number generator seed. We consider \( L = 2\pi \), \( v_0 = 0.2 \), \( \Delta x_0 = L/128 \), \( \Delta t_0 = 1/16 \), and \( N_0 = 2.048 \cdot 10^9 \), for which we expect \( k_{\text{max}} \approx 3 \) and \( \gamma_{\text{max}} \approx 0.353 \). The time evolution of \( |\tilde{\phi}(k_{\text{max}}, t)| \) is shown in Fig. 3.2 (left panel) for \( h = 4 \). After an initial transient, the mode grows until \( t \approx 18 \), before saturating because of nonlinear effects. We exponentially fit each profile in the time interval \( 15 \leq t \leq 17 \) to obtain the growth rates \( \gamma_{\text{max}} \) that we plot in Fig. 3.2 (right panel, red crosses). The same process is repeated for \( h = 1 \) (green crosses) and \( h = 2 \) (blue crosses). It is noticeable that the spreading of the growth rates is smaller at smaller \( h \) (i.e. larger \( N \)).

To compute \( \Delta \gamma_{\text{max}} \) we estimate separately the uncertainty introduced by the post-processing (i.e. the exponential fit), \( \Delta \gamma_{\text{fit}} \), the statistical uncertainty, \( \Delta \gamma_{\text{stat}} \), and the discretization error, \( \Delta \gamma_{\text{disc}} \). First, the uncertainty introduced by the exponential fit is \( \Delta \gamma_{\text{fit},1} \approx 0.003 \), that is the confidence interval of the fit for the simulations with \( h = 1 \). Second, applying Eq. (3.1), we compute the values of \( \gamma_{\text{max},h} \) averaged over the set of simulations for \( h = 1, 2, 4 \), which are represented in Fig. 3.2, right panel, as circles.
We note that, as discussed in Section 3.1, the variance of $\gamma_{\text{max},1}$ can be estimated as $\sigma_{\gamma,1} \approx 3.7 \cdot 10^{-4}$. This is close to $\sigma_{\gamma,1} = 3.9 \cdot 10^{-4}$, obtained with Eq. (3.4). We therefore obtain $\Delta_{\gamma_{\text{max},1}}^{\text{stat}} = 0.0002$.

Third, the discretization error is obtained by applying the methodology discussed in Section 3.2. In particular, using the three estimates of $\gamma_{\text{max},h}$ obtained by averaging over the 10 simulations, which are $\hat{\gamma}_{\text{max},h} = 0.349, 0.343, 0.318$ for $h = 1, 2, 4$, respectively, we compute the Richardson extrapolation $\bar{\gamma}_{\text{max}} = \bar{\gamma}_{\text{max},1} + (\bar{\gamma}_{\text{max},1} - \bar{\gamma}_{\text{max},2})/3 = 0.351$ according to Eq. (3.6). We also compute the observed order of accuracy according to Eq. (3.9), obtaining $\hat{p} = 1.96$, thus ensuring that the Richardson extrapolation is a reasonable estimate of the exact solution. The discretization error is thus computed according to Eq. (3.7), obtaining $\Delta_{\gamma_{\text{max},1}}^{\text{disc}} = 0.002$.

Finally, $\Delta_{\gamma_{\text{max}}}^{\text{stat}}$ is obtained by summing up the uncertainty introduced by the exponential fit, the statistical uncertainty, and the discretization error, $\Delta_{\gamma_{\text{max}}} = \Delta_{\gamma_{\text{max},1}}^{\text{fit}} + \Delta_{\gamma_{\text{max},1}}^{\text{stat}} + \Delta_{\gamma_{\text{max},1}}^{\text{disc}}$, obtaining $\Delta_{\gamma_{\text{max}}} \simeq 0.005$. Comparing the value of $\hat{\gamma}_{\text{max},1} = 0.349$ with the expected value $\gamma_{\text{max}} \simeq 0.353$, it results that the numerical evaluation of $\gamma_{\text{max}}$ is consistent with the exact solution within the numerical uncertainty.

### 3.4 Conclusions

In the present chapter we discuss the methodology for performing a rigorous solution verification of plasma simulations, proposing a concrete approach for quantifying the statistical uncertainty and the discretization error. Since PIC simulations are intrinsically affected by non-negligible statistical uncertainties, these are quantified by repeating the simulation with different pseudorandom number generator seeds.

The procedure we propose for estimating the discretization error, based on the use of the Richardson extrapolation as an estimate of the exact solution, is definitely valid for simulations belonging to the asymptotic regime. For simulations not belonging to the asymptotic regime, the GCI still allows to estimate the numerical uncertainty. The total numerical uncertainty affecting the simulation results is then computed by summing up...
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the different contributions.
The application of the proposed procedure to GBS allowed us to estimate the amplitude of the numerical error affecting GBS simulations, useful not only to ensure the reliability of the simulations, but also to perform the validation of the code results against experimental data (see e.g. Chapter 7). The application of the proposed procedures to a one-dimensional, electrostatic, collisionless PIC simulation allowed us to exemplify the procedure used for the quantification of statistical uncertainties.
CHAPTER 4

Uncertainty propagation

In order to assess the reliability of a simulation and rigorously validate it against experimental measurements, it is crucial to estimate the uncertainties affecting the numerical results. The uncertainties stem from numerically solving the model equations with finite precision, or from the use of input parameters that are not precisely known or accurately measured. In Chapter 3 a methodology to evaluate the numerical uncertainty is discussed. In the present chapter we focus on the propagation of input uncertainties through the model equations.

An analytical study of uncertainty propagation is unfeasible for complex physical models such as the ones describing plasma turbulence. In these cases uncertainty propagation is approached numerically. The simplest strategy to study uncertainty propagation is based on the assumption that the uncertainty on an input parameter is described by a probability distribution [101]. A sample of input parameters is then randomly generated according to such a distribution and a simulation is performed for each input of the sample. A distribution of simulation results it thus obtained. From this distribution it is possible to evaluate the uncertainty affecting the point-by-point solution values or solution functionals. While conceptually simple, this approach is usually not applicable to plasma turbulence simulations because of the high computational cost and of the large number of input parameters typically involved. Despite the fact that sophisticated procedures have been developed to predict the response of the model to variation of input parameters using the smallest possible number of simulations, such as Bayesian analysis [101], multifidelity Monte-Carlo estimations [102], and the response surface methodology [103], to our knowledge they have never been employed by the plasma physics community. Rather, uncertainty propagation is typically investigated in plasma physics by performing sensitivity scans (see e.g. Ref. [104]). More precisely, the input parameters, $x_i$, which the code is more sensitive to, are identified. Then, one simulation is performed by using the input parameters at their reference values $x_i = \bar{x}_i$. In addition, two more simulations are run for each identified input parameter, using $x_i = \bar{x}_i \pm \epsilon_i$, with $\epsilon_i$ the uncertainty on the reference value $\bar{x}_i$. Finally, the uncertainty is identified
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assuming a linear dependence of the simulation results on the input parameters. While computationally less demanding than a Bayesian analysis, this approach is still considerably expensive, particularly for plasma turbulence simulations involving a large number of input parameters. Moreover, the solution of differential equations practically never depends linearly on the input parameters [101]. A more rigorous approach for analysing uncertainty propagation is therefore needed.

To overcome these issues and estimate the dependence of the code results on the input parameters, we develop a methodology based on a decomposition of the model equation solution in terms of Chebyshev polynomials along the input parameter, time, and spatial coordinates. More precisely, a series of Chebyshev polynomials is used to represent the solution of a differential equation and to express its dependence on all the temporal, spatial, and input variables. A weighted residual method (WRM) is then employed to deduce a set of algebraic equations, thus making it possible to numerically evaluate the coefficients appearing in the Chebyshev decomposition and obtaining a semi-analytical expression for the solution with explicit dependence on the input parameters. This allows determining the parametric dependence of the solution, avoiding to perform a set of simulations for different input values. Moreover, thanks to the \textit{minmax} property characterizing Chebyshev polynomials [105], this approach allows estimating the parametric dependence of the model equation solution with a small number of spectral terms and, therefore, with reduced computational cost. By applying the proposed methodology to a two-dimensional drift-reduced Braginskii model previously used to investigate the plasma dynamics in the TORPEX device [104] and in the tokamak SOL [15, 106], and employed in Chapters 5 and 7 to study the TORPEX and the TCV SOL plasma dynamics, we assess the influence of input parameter uncertainty on the model results.

We note that the use of fully spectral methods to solve differential equations is far from new, as they have been widely employed by the computational fluid dynamics community (see e.g. Ref. [107]). However, fully spectral codes were rarely used to investigate plasma physics problems and their use was limited to the study of plasma flows and linear stability analysis (see e.g. Refs. [108, 109]). In fact, to our knowledge, fully spectral methods were never applied to the study of uncertainty propagation in nonlinear plasma turbulence simulations. This motivates the study illustrated in the present chapter.

This chapter is structured as follows. In Section 4.1 the spectral method we employ to solve differential equations is presented. More precisely, we discuss the approximation of the model equation solution with Chebyshev polynomials, the application of the WRM, the approximation of differential and nonlinear operators, and the treatment of initial and boundary conditions in the Chebyshev spectral domain. Then, in Section 4.2 we discuss the two-dimensional drift-reduced Braginskii model and we apply the Chebyshev spectral method to study the uncertainty propagation through the model equations. The conclusions follow.
4.1 Chebyshev spectral method

In this section we discuss the use of the WRM to approximate a differential equation with a set of algebraic equations in the Chebyshev spectral domain. First, we introduce the WRM for an arbitrary set of basis functions. Then, we discuss some interesting features of the WRM when Chebyshev polynomials are used as basis functions. Finally, we discuss the approximation of differential and nonlinear operators, and the treatment of the initial and the boundary conditions in the Chebyshev spectral domain.

4.1.1 Weighted residual method

The WRM is used to solve differential equations by approximating their solution with a linear combination of linearly independent basis functions. A set of algebraic equations for the coefficients of each corresponding basis function is then deduced, whose solution globally minimizes the distance between the exact solution and the linear combination of basis functions for a given norm [110].

Formally, we consider an initial value parabolic or hyperbolic partial differential equation

\[
\frac{\partial u}{\partial t} = D\{u\} + S, \quad (4.1)
\]

with the exact solution \( u = u(t, x; p) \) that depends on time \( t \in [t_0, t_1] \), space coordinates \( x \in [x_0, x_1] \), and a set of parameters \( p \in [p_0, p_1] \) (the indexes 0 and 1 referring to the lower and upper boundaries of the considered domains). Here \( D \) is a linear or nonlinear differential operator acting on \( u \) and \( S = S(t, x; p) \) a given source term. Equation (4.1) is completed by an initial condition \( u(t_0, x; p) = u_0(x; p) \), with \( u_0 \) a given function, and a set of boundary conditions for the spatial domain. In order to use the WRM to solve Eq. (4.1), we approximate

\[
u(t, x, p) \simeq \tilde{u}(t, x, p) = \sum_{k=0}^{K} \sum_{l=0}^{L} \sum_{m=0}^{M} a_{klm} \xi_k^t(t) \xi_l^x(x) \xi_m^p(p), \quad (4.2)
\]

where \( \xi_k^t, \xi_l^x, \) and \( \xi_m^p \) are the basis functions chosen for the expansion of \( u \), \( a_{klm} \) constant coefficients, and \( K+1, L+1, M+1 \) the numbers of basis functions used for the expansion in time, real space, and input parameter space, respectively. Integrating Eq. (4.1) in time, i.e. writing

\[
u(t, x; p) = u_0(x; p) + \int_{t_0}^{t} (D\{u\} + S) \, dt',
\]

we define the residual \( R \) as

\[
R(t, x; p) = \tilde{u}(t, x; p) - \left[ u_0(x; p) + \int_{t_0}^{t} (D\{\tilde{u}\} + S) \, dt' \right]. \quad (4.4)
\]
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For estimating the coefficients \( a_{klm} \), the equation

\[
\int_{t_0}^{t_1} \int_{x_0}^{x_1} \int_{p_0}^{p_1} R(t, x, p) W_{klm}(t, x, p) dtdxdp = 0 \tag{4.5}
\]

is then solved for all \( 0 \leq k \leq K, 0 \leq l \leq L, 0 \leq m \leq M \), with \( W_{klm}(t, x, p) \) a set of \((K+1)(L+1)(M+1)\) properly chosen weight functions.

### 4.1.2 Weighted residual method in Chebyshev spectral domain

For simplicity, in the following of this section we consider a one dimensional function \( u = u(t, x; p) \) depending on one spatial dimension \( x \) and one input parameter \( p \). The generalization to equations with more dimensions and parameters does not present conceptual difficulties. We choose the Chebyshev polynomials of the first kind

\[
T_n(x) = \cos(n \cos^{-1} x), \text{ defined for } x \in [-1, 1],
\]

as basis functions. Hereafter \( T_n \) are simply named Chebyshev polynomials. We note that \( n \in \mathbb{N} \) constitutes the degree of the Chebyshev polynomial. Chebyshev polynomials are orthogonal over the weight function \( w(x) = (1 - x^2)^{-1} \) in the interval \( x \in [-1, 1] \), i.e.

\[
\int_{-1}^{1} \frac{T_m(x)T_n(x)}{\sqrt{1 - x^2}} dx = \frac{\pi}{2} (\delta_{mn} + \delta_{m0}\delta_{n0}), \tag{4.6}
\]

where \( \delta_{mn} \) is the Kronecker delta (\( \delta_{mn} = 1 \) if \( m = n \) and \( \delta_{mn} = 0 \) otherwise), and are characterized by the minmax property, i.e. the expansion of a continuous function \( f(x) \simeq \sum_{l=0}^{L} a_l T_l(\chi) \), with

\[
a_l = \frac{2}{\pi B_x} \int_{x_0}^{x_1} f(x) \frac{T_l(\chi)}{\sqrt{1 - \chi^2}} dx, \tag{4.7}
\]

provides the most accurate approximation of \( f \) under the maximum norm, \( \| -\|_\infty \), for a polynomial of degree \( L \) [105]. The minmax property motivates the choice of using the \( T_n \) polynomials as basis functions, since it implies that the best approximation of \( f \) at order \( L \) in Chebyshev space is simply the series truncated at \( l = L \). Consequently, we approximate

\[
u(t, x; p) \simeq \sum_{k=0}^{K} \sum_{l=0}^{L} \sum_{m=0}^{M} a_{klm} T_k(\tau) T_l(\chi) T_m(\sigma), \tag{4.8}
\]

where

\[
\tau = \frac{t - A_t}{B_t}, \quad \chi = \frac{x - A_x}{B_x}, \quad \sigma = \frac{p - A_p}{B_p}, \tag{4.9}
\]

with \( A_t = (t_1 + t_0)/2 \) and \( B_t = (t_1 - t_0)/2 \) (similar definitions apply to the other quantities), such that \( \tau, \chi, \sigma \in [-1, 1] \). Primes on summation signs indicate that the
0-th term of each sum is multiplied by a factor $1/2$, i.e.
\[
\sum_{n=0}^{N} a_n T_n(\chi) = \frac{a_0}{2} T_0(\chi) + a_1 T_1(\chi) + a_2 T_2(\chi) + \ldots + a_N T_N(\chi).
\] (4.10)

The residual $R$ is thus given by
\[
R = u(t, x; p) - \left[ u_0(x; p) + \int_{t_0}^{t} (D\{u\} + S) \, dt' \right],
\] (4.11)

with $u$ approximated according to Eq. (4.8). The equations that provide the coefficients $a_{klm}$, Eq. (4.5), take the form
\[
\int_{t_0}^{t_1} \int_{x_0}^{x_1} \int_{p_0}^{p_1} RW_{klm}(t, x; p) \, dtdxdp = 0,
\] (4.12)

where we choose
\[
W_{klm}(t, x; p) = \frac{T_k(\tau) T_l(\chi) T_m(\sigma)}{\sqrt{1-\tau^2} \sqrt{1-\chi^2} \sqrt{1-\sigma^2}}
\] (4.13)
to take advantage of the orthogonality property of Chebyshev polynomials. We now express Eq. (4.12) in a form useful for further progress. Using the orthogonality property, Eq. (4.6), we have
\[
\int_{t_0}^{t_1} \int_{x_0}^{x_1} \int_{p_0}^{p_1} u(t, x, p) W_{klm}(t, x; p) \, dtdxdp = B_t B_x B_p \left( \frac{\pi}{2} \right)^3 a_{klm}.
\] (4.14)

Moreover, we approximate
\[
\int_{t_0}^{t_1} S(t', x; p) \, dt' \simeq \sum_{k=0}^{K} \sum_{l=0}^{L} \sum_{m=0}^{M} 'S_{klm} T_k(\tau) T_l(\chi) T_m(\sigma)
\] (4.15)

and
\[
u_0(x; p) \simeq \sum_{l=0}^{L} \sum_{m=0}^{M} 'b_{lm} T_l(\chi) T_m(\sigma).
\] (4.16)

Finally, we write
\[
\int_{t_0}^{t_1} D\{u(t', x; p)\} \, dt' \simeq \sum_{k=0}^{K} \sum_{l=0}^{L} \sum_{m=0}^{M} 'A_{klm} T_k(\tau) T_l(\chi) T_m(\sigma),
\] (4.17)

where $A_{klm}$ are assumed to be known coefficients. Using again the orthogonality property of Chebyshev polynomials, Eq. (4.12) yields
\[
a_{klm} = 2\delta_{k0} b_{lm} + A_{klm} + S_{klm},
\] (4.18)
which is a set of \((K + 1)(L + 1)(M + 1)\) coupled algebraic equations. Equation (4.18) approximates

\[
 u(t, x; p) = u_0(x; p) + \int_{t_0}^{t} (D\{u\} + S) \, dt'
\]  

(4.19)

in Chebyshev space. The term \(2\delta_{k0}b_{lm}\) represents the initial condition, and \(A_{klm}\) and \(S_{klm}\) the projection along the Chebyshev basis of the operator \(D\) applied to \(u\) and of the source term, respectively.

In order to solve Eq. (4.18) for \(a_{klm}\), one has to deduce first an explicit relation between \(A_{klm}\) and the Chebyshev expansion of \(D\{u\}\). Approximating

\[
 D\{u\} \approx \sum_{k=0}^{K} \sum_{l=0}^{L} \sum_{m=0}^{M} c_{klm} T_k(\tau) T_l(\chi) T_m(\sigma),
\]  

(4.20)

we have

\[
 A_{klm} = \frac{B_t}{2k} c_{k-1,l,m} \quad 0 < k \leq K - 1
\]  

\[
 A_{klm} = \frac{B_t}{2k} c_{k,l,m} \quad k = K.
\]  

(4.21)

Since

\[
 \int_{t_0}^{t} D\{u(t', x; p)\} \, dt' = 0,
\]  

(4.22)

the coefficients \(A_{qlm}\) are found by imposing

\[
 A_{qlm} = -2 \sum_{k=1}^{K} A_{klm} (-1)^k.
\]  

(4.23)

Finally, in order to solve Eq. (4.18) for the coefficients \(a_{klm}\), one has to express the operator \(D\) in the Chebyshev spectral domain and determine the coefficients \(c_{klm}\) as a function of \(a_{klm}\). This is detailed in Section 4.1.3.

To conclude our discussion on the use of the WRM with Chebyshev polynomials, we would like to make two remarks. First, while Eq. (4.1) constitutes a single differential equation, Eq. (4.18) represents a set of coupled algebraic equations that can be solved, either analytically or numerically, to compute the coefficients \(a_{klm}\) and \(b_{lm}\) corresponding to the sub-domain \(\Delta t_i\). Finally, for the subsequent sub-domains we impose \(b_{i+1,lm} = \sum_{k=0}^{K} a_{klm}^{-i}\) and...
we use the initial guess \( a_{klm}^{i+1} = a_{klm}^i \) for the solution of Eq. (4.18) in the sub-domain \( i + 1 \).

### 4.1.3 Operators in the Chebyshev spectral domain

In order to relate the coefficients \( a_{klm} \) in Eq. (4.8), used to represent \( u \) in the Chebyshev spectral domain, with the coefficients \( c_{klm} \) in Eq. (4.20), one has to express differential and nonlinear operators in Chebyshev space. This is performed by exploiting some useful properties of Chebyshev polynomials, as summarized in the following of this section (see Ref. [105] for a more detailed discussion). For simplicity, we consider functions of one variable \( x \). The generalization to multiple variables does not present any conceptual difficulty.

**Differential operators**

First-order spatial derivatives of a function can be easily obtained by exploiting the property

\[
\frac{dT_n}{dx}(\chi) = 2n B_x \sum_{l \geq 0} (n-l)_{\text{odd}} T_l(\chi). \tag{4.24}
\]

Therefore, the first-order derivative of a function \( f(x) = \sum_{l=0}^{L} a_l T_l(\chi) \) is computed as

\[
\frac{df}{dx}(x) = \frac{d}{dx} \sum_{l=0}^{L} a_l T_l(\chi) = 2 \frac{L}{B_x} \sum_{l=0}^{L-1} \sum_{\lambda=l+1}^{L} \sum_{\lambda-\text{even}}^{\lambda} \lambda \chi T_l(\chi). \tag{4.25}
\]

Similarly, second order derivatives of \( f(x) \) are expressed as

\[
\frac{d^2f}{dx^2}(x) = \frac{d^2}{dx^2} \sum_{l=0}^{L} a_l T_l(\chi) = \frac{1}{B_x^2} \sum_{l=0}^{L-2} \sum_{\lambda=l+2}^{L} \sum_{\lambda-\text{even}}^{\lambda} \lambda \left( \lambda^2 - l^2 \right) a_l T_l(\chi). \tag{4.26}
\]

Higher order derivatives are obtained iterating Eq. (4.24). We remark that, when differentiating with respect to \( x \) a function \( f(x) \) represented in terms of Chebyshev polynomials of order \( L \), the function \( df/dx \) only includes polynomials up to order \( L - 1 \).

**Nonlinear terms**

Linear operators involving the addition or subtraction of two functions are easily handled in the Chebyshev spectral domain. On the other hand, care must be taken in computing nonlinear operators related, for example, to the multiplication of two functions. Therefore, we focus on the product operator, that is the basis of all nonlinear operators.
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Considering that the product of two Chebyshev polynomials is given by

\[ T_m(x)T_n(x) = \frac{1}{2} \left[ T_{m+n}(x) + T_{|m-n|}(x) \right], \]  

(4.27)
it is possible to write the product \( h(x) = f(x)g(x) \) between the two functions \( f(x) = \sum_{l=0}^{L} a_l T_l(\chi) \) and \( g(x) = \sum_{l=0}^{L} b_l T_l(\chi) \) as

\[ h(x) = \sum_{l=0}^{L} \sum_{i=0}^{L} \frac{a_l b_i}{2} \left[ T_{l+i}(\chi) + T_{|l-i|}(\chi) \right] \]

(4.28)

\[ = \sum_{l=0}^{L} \left[ \sum_{i=0}^{l-1} \frac{a_l b_i}{2} T_i(\chi) + \sum_{i=l}^{L-1} \frac{a_l b_i}{2} T_i(\chi) + \sum_{i=1}^{L-1} \frac{a_l b_{i-1}}{2} T_i(\chi) \right]. \]

We now approximate

\[ h(x) \approx \sum_{l=0}^{L} 'c_l T_l(\chi), \]  

(4.29)
i.e. we truncate the expansion of \( h(x) \) at order \( L \) (because of the \( \minmax \) property, this truncated series is the most accurate polynomial representation of \( h(x) \) to order \( L \)). To express the coefficients \( c_l \) in terms of \( a_l \) and \( b_i \), we impose

\[ \sum_{l=0}^{\infty} 'c_l T_l(\chi) = \sum_{l=0}^{L} \left[ \sum_{i=0}^{l-1} \frac{a_l b_i}{2} T_i(\chi) + \sum_{i=l}^{L-1} \frac{a_l b_i}{2} T_i(\chi) + \sum_{i=1}^{L-1} \frac{a_l b_{i-1}}{2} T_i(\chi) \right] \]  

(4.30)

and we multiply both sides of Eq. (4.30) by \( T_p(\chi)/\sqrt{1-\chi^2} \), with \( 0 \leq p \leq L \). Then, by applying Eq. (4.6), we obtain

\[ c_l = \sum_{i=0}^{l} \frac{a_l b_i}{2} + \sum_{i=1}^{L-l} \frac{a_l b_{i-1} + a_{l+1} b_i}{2}, \]  

(4.31)

with \( 0 \leq l \leq L \).

4.1.4 Initial condition

The coefficients \( b_{lm} \) in Eq. (4.16), used to express the initial condition in Chebyshev space, are given by

\[ b_{lm} = \frac{1}{B_x B_p \left( \frac{2}{\pi} \right)^2} \int_{x_0}^{x_1} \int_{p_0}^{p_1} u_0(x; p) \frac{T_l(\chi)}{\sqrt{1-\chi^2}} \frac{T_m(\sigma)}{\sqrt{1-\sigma^2}} dxdp. \]  

(4.32)

Since, in general, the integrals in Eq. (4.32) cannot be computed analytically, we introduce an approximation of \( b_{lm} \) that can be easily evaluated. In fact [105],

\[ b_{lm} \approx \frac{2}{L+1} \frac{2}{M+1} \sum_{r=1}^{L+1} \sum_{s=1}^{M+1} u(t_0, x_r; p_s) T_l(\chi_r) T_m(\sigma_s), \]  

(4.33)
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where

\[ \chi_r = \cos \left[ \frac{\pi}{L+1} \left( r - \frac{1}{2} \right) \right], \quad \sigma_s = \cos \left[ \frac{\pi}{M+1} \left( s - \frac{1}{2} \right) \right], \quad \tag{4.34} \]

\[ x_r = B_x \chi_r + A_x, \quad \text{and} \quad p_s = B_p \sigma_s + A_p. \]

The expression in Eq. (4.33) approximates \( b_{lm} \) in the limit \( L, M \to \infty \) and it is easily generalized to continuous functions with more variables. We remark that \( u_0(x; p) \) should satisfy the spatial boundary conditions.

4.1.5 Boundary conditions

We now discuss how to set the boundary conditions in the Chebyshev spectral domain. To simplify the discussion, we consider differential equations where the operator \( D \) involves second order derivatives of \( u \) with respect to \( x \). The generalization to higher order derivatives does not present any conceptual difficulty. Moreover, we consider that the same kind of boundary conditions is applied at the two boundaries of the spatial domain and we focus on Dirichlet, Neumann, and periodic boundary conditions. Combinations of different kinds of boundary conditions are easily obtained following the procedure described hereafter. We finally remark that, when a multi-dimensional spatial domain is considered, only one condition can be applied at the corners. It is generally good practice to ensure that the boundary conditions applied at the different edges are compatible at the corner points.

Dirichlet boundary conditions

Dirichlet boundary conditions are applied as follows. Since the expansion of \( d^2u/dx^2 \) leads to polynomials up to order \( L - 2 \), the boundary conditions are set by imposing the \( L - 1 \) and \( L \) coefficients of the Chebyshev expansion. Considering the two boundary conditions

\[ u(t, x_0; p) = \alpha(t; p), \quad u(t, x_1; p) = \beta(t; p) \quad \tag{4.35} \]

and approximating

\[ \alpha(t; p) \simeq \sum_{k=0}^{K} \sum_{m=0}^{M} \alpha_{km} T_k(\tau) T_m(\sigma), \]

\[ \beta(t; p) \simeq \sum_{k=0}^{K} \sum_{m=0}^{M} \beta_{km} T_k(\tau) T_m(\sigma), \quad \tag{4.36} \]
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the orthogonality property of Chebyshev polynomials implies that, to satisfy Eq. (4.35),

\[\alpha_{km} = \sum_{l=0}^{L} \alpha_{klm}(1) = \sum_{l=0}^{L} \alpha_{klm} \]
\[\beta_{km} = \sum_{l=0}^{L} \beta_{klm}(1) = \sum_{l=0}^{L} \beta_{klm}.\]  

(4.37)

where we use \(T_l(-1) = (-1)^l\) and \(T_l(1) = 1\). Taking the sum and the difference of these two expressions and rearranging we obtain

\[a_{k,L-1,m} = \frac{\beta_{km} - \alpha_{km}}{2} - \sum_{l=1, l \text{ odd}}^{L-3} a_{k,l,m},\]
\[a_{kLm} = \frac{\alpha_{km} + \beta_{km}}{2} - \sum_{l=0, l \text{ even}}^{L-2} a_{k,l,m}\]  

(4.38)

if \(L\) is even, whereas we have

\[a_{k,L-1,m} = \frac{\alpha_{km} + \beta_{km}}{2} - \sum_{l=0, l \text{ even}}^{L-2} a_{k,l,m},\]
\[a_{kLm} = \frac{\beta_{km} - \alpha_{km}}{2} - \sum_{l=1, l \text{ odd}}^{L-3} a_{k,l,m}\]  

(4.39)

if \(L\) is odd.

Neumann boundary conditions

Neumann boundary conditions can be imposed in a similar way. Let us consider two boundary conditions of the form

\[\frac{du}{dx}(t, x_0; p) = \alpha(t; p), \quad \frac{du}{dx}(t, x_1; p) = \beta(t; p),\]  

(4.40)

with

\[\alpha(t; p) \simeq \sum_{k=0}^{K} \sum_{m=0}^{M} \alpha_{km} T_k(\tau) T_m(\sigma),\]
\[\beta(t; p) \simeq \sum_{k=0}^{K} \sum_{m=0}^{M} \beta_{km} T_k(\tau) T_m(\sigma).\]  

(4.41)
Using again the orthogonality property of Chebyshev polynomials, we obtain

\[ \alpha_{km} = \frac{2}{B_x} \sum_{l=0}^{L-1} \sum_{\lambda=l+1}^{L} \sum_{\lambda-l \text{ odd}} \lambda a_{k\lambda m}(-1)^l, \]
\[ \beta_{km} = \frac{2}{B_x} \sum_{l=0}^{L-1} \sum_{\lambda=l+1}^{L} \sum_{\lambda-l \text{ odd}} \lambda a_{k\lambda m}. \] (4.42)

Now, by taking the sum and the difference of these two expressions and rearranging, we obtain

\[ \alpha_{km} + \beta_{km} = \frac{2}{B_x} \sum_{l=1}^{L} \sum_{l \text{ odd}} l^2 a_{klm}, \]
\[ \beta_{km} - \alpha_{km} = \frac{2}{B_x} \sum_{l=2}^{L} \sum_{l \text{ even}} l^2 a_{klm}. \] (4.43)

An explicit expression for the coefficients \( a_{k,L-1,m} \) and \( a_{kLm} \) is easily computed by rearranging Eq. (4.43), that is

\[ a_{k,L-1,m} = B_x \frac{\alpha_{km} + \beta_{km}}{2(L-1)^2} - \sum_{l=1}^{L-3} \frac{l^2}{(L-1)^2} a_{klm}, \]
\[ a_{kLm} = B_x \frac{\beta_{km} - \alpha_{km}}{2L^2} - \sum_{l=2}^{L-2} \frac{l^2}{L^2} a_{klm}. \] (4.44)

if \( L \) is even, whereas we have

\[ a_{k,L-1,m} = B_x \frac{\beta_{km} - \alpha_{km}}{2(L-1)^2} - \sum_{l=2}^{L-2} \frac{l^2}{(L-1)^2} a_{klm}, \]
\[ a_{kLm} = B_x \frac{\alpha_{km} + \beta_{km}}{2L^2} - \sum_{l=1}^{L-3} \frac{l^2}{L^2} a_{klm}. \] (4.45)

if \( L \) is odd.

**Periodic boundary conditions**

In order to apply the periodic boundary conditions

\[ u(t, x_0; p) = u(t, x_1; p), \quad \frac{du}{dx}(t, x_0; p) = \frac{du}{dx}(t, x_1; p), \] (4.46)
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we impose in the Chebyshev spectral domain

\[
\sum_{l=0}^{L} a_{klm} (-1)^l = \sum_{l=0}^{L} a_{klm},
\]

\[
\sum_{l=0}^{L-1} (-1)^l \sum_{\lambda=l+1}^{L} \lambda a_{k\lambda m} = \sum_{l=0}^{L-1} \sum_{\lambda=l+1}^{L} \lambda a_{k\lambda m},
\]

(4.47)

These expressions are rewritten as

\[
\sum_{l=1}^{L} a_{klm} = 0, \quad \sum_{l=2}^{L} l^2 a_{klm} = 0.
\]

(4.48)

The coefficients \( a_{k,L-1,m} \) and \( a_{kLm} \) are thus given as

\[
a_{k,L-1,m} = -\sum_{l=1}^{L-3} a_{klm}, \quad a_{kLm} = -\sum_{l=2}^{L-2} \frac{l^2}{L^2} a_{klm}
\]

(4.49)

if \( L \) is even, whereas we have

\[
a_{k,L-1,m} = -\sum_{l=2}^{L-3} \frac{l^2}{(L-1)^2} a_{klm}, \quad a_{kLm} = -\sum_{l=1}^{L-2} a_{klm}
\]

(4.50)

if \( L \) is odd.

4.2 Uncertainty propagation through a plasma turbulence model

To illustrate an application of the Chebyshev spectral method to the study of uncertainty propagation, we present here the simulation of plasma turbulence in a simple magnetized torus (SMT), carried out with a two-dimensional drift-reduced Braginskii model (see Ref. [104] for a detailed discussion of this model). The implementation of the model in a numerical code using the WRM approach and the decomposition in Chebyshev polynomials described above allows us to study the propagation of the uncertainty affecting the input parameter that characterizes the plasma losses at the vessel.

4.2.1 Two-dimensional drift-reduced Braginskii equations

We consider an SMT configuration, where the magnetic field, \( \mathbf{B} \), is obtained by superimposing a toroidal magnetic field on a vertical magnetic field. This results in helical field lines that wind around the toroidal vacuum vessel from the bottom to the top of the de-
vice. This configuration, implemented in a number of basic plasma physics experiments such as TORPEX [48, 49] and Texas Helimak [111], is of interest to the plasma physics community because it offers a simple and well diagnosed scenario to study the turbulent transport related to instabilities such as interchange modes and drift waves, which are present also in the tokamak SOL. In fact, models similar the one used to investigate SMT plasma dynamics have been used also for the tokamak SOL (see e.g. Ref. [106]).

To describe the SMT configuration, we indicate with $x$ the radial coordinate, with $z$ the coordinate along $B$ (approximately the toroidal direction), and with $y$ the coordinate perpendicular to $x$ and $z$ (approximately the vertical direction). Because of the high collisionality typical of SMT experiments, it is justified to model the plasma dynamics with a set of drift-reduced Braginskii equations. Within the hypothesis $k_{\parallel} = 0$ and under the assumption of cold ions, it is possible to integrate the drift-reduced Braginskii equations detailed in Appendix A in the parallel direction, in order to evolve the line-averaged density $n(y, x) = \int n(y, x, z) dz / L_{\parallel}$, electrostatic potential $\phi(y, x) = \int \phi(y, x, z) dz / L_{\parallel}$, and electron temperature $T_e(y, x) = \int T_e(y, x, z) dz / L_{\parallel}$, with $L_{\parallel} = 2\pi NR_0$ the magnetic field line length, $R_0$ the major radius, and $N$ the number of turns of the magnetic field line in the device. Neglecting the parallel electron thermal conductivity term, using the Boussinesq approximation to simplify the vorticity equation, assuming an infinite aspect ratio, and applying Bohm’s boundary conditions at the sheath edge, $v_{\parallel i} = \pm \sqrt{T_e}$ and $v_{\parallel e} = \pm \sqrt{T_e} \exp(\Lambda - \phi/T_e)$, the resulting system of equations is

$$\frac{\partial n}{\partial t} = -R_0\{\phi, n\} + 2 \left( \frac{\partial n}{\partial y} - n \frac{\partial \phi}{\partial y} \right) - \sigma n \sqrt{T_e} \exp \left( \Lambda - \frac{\phi}{T_e} \right) + D_n(n) + S_n,$$

(4.51)

$$\frac{\partial \omega}{\partial t} = -R_0\{\phi, \omega\} + 2 p_e \left( \frac{\partial T_e}{\partial y} - \frac{\partial \phi}{\partial y} \right) + \sigma \sqrt{T_e} \left[ 1 - \exp \left( \Lambda - \frac{\phi}{T_e} \right) \right] + D_\omega(\omega),$$

(4.52)

$$\frac{\partial T_e}{\partial t} = -R_0\{\phi, T_e\} + \frac{4T_e}{3} \left( \frac{1}{n} \frac{\partial p_e}{\partial y} + \frac{5}{2} \frac{\partial T_e}{\partial y} + \frac{\partial \phi}{\partial y} \right)$$

$$- \frac{2\sigma T_e \sqrt{T_e}}{3} \left[ 1.71 \exp \left( \Lambda - \frac{\phi}{T_e} \right) - 0.71 \right] + D_{T_e}(T_e) + S_{T_e},$$

(4.53)

where $\Lambda \simeq 3$ for hydrogen plasmas, $\omega = \nabla_\perp^2 \phi$, and the operators $\nabla_\perp^2$ and $\{\phi, -\}$ are detailed in Section A.3.4 (in this chapter we use the normalization described in Appendix A). The parameter $\sigma$ is used to model the parallel losses at the magnetic pre-sheath (MP) entrance. Assuming that the plasma density at the MP entrance is $n_{MP}(y, x) = n(y, x)/2$, we obtain $\sigma = 1/(2\pi N)$. However, the value of $n_{MP}$ is not precisely known, and $\sigma$ is affected by a large uncertainty.

To further simplify the problem, we write $\exp(\Lambda - \phi) \simeq 1 + \Lambda - \phi$ and $n \ln(n) \simeq n - 1$ assuming $\phi$ close to $\Lambda$ and $n$ close to 1, respectively. Moreover, we use the isothermal
plasma approximation, i.e. $T_e = 1$. Equations (4.51)-(4.53) are thus rewritten as
\begin{align}
\partial_t \theta &= - R_0 \{ \phi', \theta \} + 2(\partial_y \theta - \partial_y \phi') - \sigma (1 - \phi') + D_n(\theta) \\
&+ D_n \left[ (\partial_x \theta)^2 + (\partial_y \theta)^2 \right] + S_n (1 - \theta), \quad (4.54) \\
\partial_t \omega &= - R_0 \{ \phi', \omega \} + 2 \partial_y \theta + \sigma \phi' + D_\omega(\omega), \quad (4.55)
\end{align}
where $\omega = \partial^2_x \phi + \partial^2_y \phi'$, $\phi' = \phi - \Lambda$, and $\theta = \log(n)$. The model in Eqs. (4.54)-(4.55) is an ideal test bed for the application of the WRM discussed in Section 4.1, since it contains both first and second order derivatives and nonlinear convective terms.

We note that the scalar fields $\theta$, $\omega$, and $\phi'$ depend on time, $t \in [t_0, t_1]$, on the spatial coordinates $x \in [x_0, x_1]$ and $y \in [y_0, y_1]$, and on the parameter $\sigma$, which is estimated from experimental measurements with large uncertainty. Our goal is to estimate the impact of variations of $\sigma$ in the interval $[\sigma_0, \sigma_1]$ on the solution of Eqs. (4.54)-(4.55).

### 4.2.2 Numerical implementation

In order to investigate the dependence of $n$, $\phi$ and $\omega$ on $\sigma$, we developed a simulation code that solves Eqs. (4.54)-(4.55), together with $\omega = \partial^2_x \phi + \partial^2_y \phi'$, implementing the WRM with Chebyshev decomposition described in Section 4.1. More precisely, we write
\begin{align}
\theta(t, x, y; \sigma) &\approx \sum_{k=0}^{K} \sum_{l=0}^{L} \sum_{m=0}^{M} \sum_{n=0}^{N} a^{\theta}_{k l m n} T_k(\tau)T_l(\chi)T_m(\nu)T_n(\mu), \quad (4.56) \\
\omega(t, x, y; \sigma) &\approx \sum_{k=0}^{K} \sum_{l=0}^{L} \sum_{m=0}^{M} \sum_{n=0}^{N} a^{\omega}_{k l m n} T_k(\tau)T_l(\chi)T_m(\nu)T_n(\mu), \quad (4.57) \\
\phi'(t, x, y; \sigma) &\approx \sum_{k=0}^{K} \sum_{l=0}^{L} \sum_{m=0}^{M} \sum_{n=0}^{N} a^{\phi}_{k l m n} T_k(\tau)T_l(\chi)T_m(\nu)T_n(\mu), \quad (4.58)
\end{align}
where $K$, $L$, $M$, and $N$ are the highest order Chebyshev polynomials used for the decomposition along the temporal, radial, vertical, and parameter coordinates, respectively, and
\begin{align}
\tau &= \frac{t - A_t}{B_t}, \quad \chi = \frac{x - A_x}{B_x}, \quad \nu = \frac{y - A_y}{B_y}, \quad \mu = \frac{\sigma - A_\sigma}{B_\sigma}, \quad (4.59)
\end{align}
with $A_t = (t_1 + t_0)/2$ and $B_t = (t_1 - t_0)/2$. Similar definitions apply to the other quantities.

Following the procedure described in Section 4.1.3, we write the operators $\{ \phi, A \}$, $\partial_x A$, $\partial_y A$, $D_A(A)$, with $A = \theta, \omega, \phi'$, as well as the terms $\sigma (1 - \phi')$, $\sigma \phi'$, and $S_n (1 - \theta)$, in the Chebyshev spectral domain, obtaining a set of $3K(L - 1)(M - 1)(N + 1)$ algebraic nonlinear equations for the coefficients $a^{\theta}_{k l m n}$, $a^{\omega}_{k l m n}$, and $a^{\phi}_{k l m n}$, with $0 < k \leq K$, $0 \leq l \leq L - 2$, $0 \leq m \leq M - 2$, $0 \leq n \leq N$. The $k = 0$ coefficients are obtained as described in Section 4.1.4, while the $l = L - 1$, $l = L$, $m = M - 1$, and $m = M$ coefficients are computed by applying the boundary conditions as discussed in Section 4.1.5. To solve
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numerically the resulting system of equations, we write the equation \( \omega = \partial_x^2 \phi' + \partial_y^2 \phi' \) in the Chebyshev spectral domain as a linear system \( A a^\phi = a^\omega \), with \( A \) a square matrix with inverse \( A^{-1} \), whereas \( a^\omega \) and \( a^\phi \) are vectors containing respectively the coefficients \( a^\omega_{klmn} \) and \( a^\phi_{klmn} \). This allows us to express \( a^\phi = A^{-1} a^\omega \). Using the expression of \( a^\phi \) as a function of \( a^\omega \) in Eqs. (4.54)-(4.55), we obtain a set of \( 2(K+1)(L+1)(M+1)(N+1) \) algebraic nonlinear equations for the coefficients \( a^\theta_{klmn} \) and \( a^\omega_{klmn} \) in the form

\[
\begin{bmatrix}
a^\theta \\
a^\omega 
\end{bmatrix} = f \left( \begin{bmatrix}
a^\theta \\
a^\omega 
\end{bmatrix} \right),
\]

with \( a^\theta \) a vector containing the coefficients \( a^\theta_{klmn} \) and \( f \) a vector function reflecting Eqs. (4.54)-(4.55) in Chebyshev spectral domain.

The nonlinear system of equations, Eq. (4.60), is implemented in a numerical code written in Fortran90 and interfaced with the MATLAB environment [112] and it is solved with the MATLAB fsolve nonlinear system solver using a trust-region algorithm. To facilitate the solver convergence, we separate the time coordinate in sub-domains as described in Section 4.1.2 (the results we show consider \( \Delta t = \Delta t^i = 0.2 \) and we verified numerically that they are converged with respect to \( \Delta t \)).

4.2.3 Simulation results

For our simulations we consider a spatial domain extending radially from \( x_0 = 0 \) to \( x_1 = 80 \) and vertically from \( y_0 = 0 \) to \( y_1 = 80 \). Moreover, we consider a parameter \( \sigma \) varying between \( \sigma_0 = 0.05 \) and \( \sigma_1 = 0.1 \). At \( x_0 \) and \( x_1 \) we impose Dirichlet boundary conditions for \( \phi' \) and \( \omega \), while we use Neumann boundary conditions for \( \theta \). Because of the assumption \( k_l = 0 \), we impose periodic boundary conditions at \( y_0 \) and \( y_1 \) and we set the length \( y_1 - y_0 \) as the distance between the returns of a field line in the poloidal plane. Moreover, we use a source term of the form \( S_n(x) \propto \exp[-(x-x_S)^2/16] \), with \( x_S = 20 \), to mimick the plasma source at the electron cyclotron resonance layer present in TORPEX, and we set \( D_n = D_\omega = 5 \) and \( R_0 = 200 \). We note that similar parameters were used for TORPEX simulations in Ref. [104].

Figure 4.1 shows typical snapshots of the plasma density for \( \sigma = 0.05, 0.075, 0.1 \), resulting from a simulation performed with \( (K, L, M, N) = (1, 22, 22, 3) \). The turbulent character of the plasma dynamics observed in previous finite difference simulations is retrieved also by our WRM simulation, with eddies extending radially outward from the source location and that detach from it, creating blobs that propagate towards the low-field side part of the domain. We remark that the WRM approach makes it possible to simulate the TORPEX plasma dynamics for any value of \( \sigma \) between 0.05 and 0.1 solving once Eq. (4.60).
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Figure 4.1 – Typical snapshot of plasma density for $\sigma = 0.05, 0.075, 0.1$ (left, middle, and right panels, respectively), obtained by evaluating $\theta$ according to Eq. (4.56) with $(K, L, M, N) = (1, 22, 22, 3)$.

4.2.4 Uncertainty propagation

Numerical simulations of plasma turbulence in basic plasma physics experiments, as well as in the tokamak SOL, are often employed to evaluate time-averaged quantities (e.g. the time-averaged pressure gradient length $L_p = -\langle p_e \rangle_t / \nabla \langle p_e \rangle_t$, with $\langle p_e \rangle_t$, the time-averaged plasma pressure [113]). Therefore, as an example of uncertainty propagation study, in the following we focus on the radial profile of the vertical- and time-averaged plasma density,

$$\langle n \rangle_{y,t}(x; \sigma) = \frac{1}{(y_1 - y_0)(t_1 - t_0)} \int_{y_0}^{y_1} \int_{t_0}^{t_1} n(t, x, y; \sigma) dy dt.$$  (4.61)

We verified numerically that $\langle n \rangle_{y,t} = \langle \exp(\theta) \rangle_{y,t} \simeq \exp(\langle \theta \rangle_{y,t})$. This simplifies the evaluation of $\langle n \rangle_{y,t}$, since it allows to analytically integrate the Chebyshev expansion of $\theta$ over $t$ and $y$ as

$$\int_{y_0}^{y_1} \int_{t_0}^{t_1} \sum_{k=0}^{K} \sum_{l=0}^{L} \sum_{m=0}^{M} \sum_{n=0}^{N} a_{klmn}^{\theta} T_k(\tau)T_l(\chi)T_m(\upsilon)T_n(\mu) dy dt$$
$$= 4B_t B_y \sum_{l=0}^{L} \sum_{n=0}^{N} \int_{t_0}^{t_1} T_l(\chi)T_n(\mu) \sum_{k=0}^{K_1} \sum_{m=0}^{M_1} a_{klmn}^{\theta} \frac{(1 - k^2)(1 - m^2)}{t_1 - t_0 y_1 - y_0}$$  (4.62)

and approximate

$$\langle n \rangle_{y,t}(x; \sigma) \simeq \exp \left( \sum_{l=0}^{L} \sum_{n=0}^{N} a_{ln}^{\theta} T_l(\chi)T_n(\mu) \right),$$  (4.63)

where

$$a_{ln}^{\theta} = 4 \frac{B_t}{t_1 - t_0} \frac{B_y}{y_1 - y_0} \sum_{k=0}^{K} \sum_{m=0}^{M} \sum_{n=0}^{N} \sum_{k_{even}} a_{klmn}^{\theta} \frac{(1 - k^2)(1 - m^2)}{t_1 - t_0 y_1 - y_0}.$$  (4.64)
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Figure 4.2 – Radial profiles of $\langle n \rangle_{y,t}(x; \sigma)$ computed according to Eq. (4.63) for $\sigma = 0.5, 0.075, 0.1$ (left, middle, and right panels, respectively). The simulation results are obtained by using a Chebyshev decomposition with $(K, L, M, N) = (1, 12, 9, 1), (2, 14, 11, 2), (3, 16, 13, 3)$ (blue, red, and yellow lines, respectively), and by using the finite difference code that solves Eqs. (4.54)-(4.55) [104] (black lines).

We note that the results presented herein consider time averages performed over intervals of approximately 40 time units, with simulations in turbulent quasi-steady state. Figure 4.2 shows the profiles of $\langle n \rangle_{y,t}(x; \sigma)$ for $\sigma = 0.5, 0.075, 0.1$ (left, middle, and right panels, respectively) obtained from three WRM simulations with $(K, L, M, N) = (1, 12, 9, 1), (2, 14, 11, 2), (3, 16, 13, 3)$ (blue, red, and yellow lines, respectively). The profiles are compared to the results of simulations performed with a finite difference code [104] that solves Eqs. (4.54)-(4.55) (black lines). We observe that the results obtained with the WRM are consistent with simulations carried out with the finite difference approach, the differences probably due to the relatively small number of spectral terms used in the decomposition of $\theta$, $\phi'$, and $\omega$ (a large number of spectral terms is needed to accurately represent the density profile obtained with finite difference simulations in Chebyshev space). In Fig. 4.3 we also show the two-dimensional profile of

$\langle n \rangle_{y,t}(x; \sigma)$ as a function of $x$ and $\sigma$. We observe that increasing the parallel loss term, i.e. $\sigma$, the value of $\langle n \rangle_{y,t}(x; \sigma)$ decreases, as expected.

To investigate quantitatively the impact of $\sigma$ on the simulation results, we focus on...
the time-averaged density gradient length

\[ L_n = -\langle n \rangle_{y,t} / \partial_x \langle n \rangle_{y,t}. \]

More precisely, we assume that the density decreases exponentially for \( x > x_S \), i.e.

\[ \langle n \rangle_{y,t} (x; \sigma) \propto \exp[-(x - x_S)/L_n(\sigma)] \]

and we compute \( L_n(\sigma) \) by evaluating

\[ L_n(\sigma) = \frac{x_{1/2}(\sigma) - x_S}{\ln(2)}, \]

(4.65)

with \( x_{1/2}(\sigma) \) satisfying

\[ \langle n \rangle_{y,t} (x_{1/2}; \sigma) = \langle n \rangle_{y,t} (x_S; \sigma)/2. \]

Assuming that \( \sigma \) is characterized by a probability density function

\[ f_\sigma(\sigma) \propto \exp[-(\sigma - A_\sigma)^2/0.005^2], \]

(4.66)

we randomly generate a number of samples \( \sigma^i, i = 1, 2, ..., \) distributed according to \( f_\sigma \) (see Fig. 4.4, top left panel), and for each element \( \sigma^i \) we compute the corresponding \( L_n(\sigma^i) \). The results thus obtained are presented in Fig. 4.4 for \( (K, L, M, N) = (1, 12, 9, 1), (2, 14, 11, 2), (3, 16, 13, 3) \) (top right, bottom left, and bottom right panels, respectively). We observe that the three averaged values \( L_n \simeq 55, 48, 51 \), obtained
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for \( (K, L, M, N) = (1, 12, 9, 1), (2, 14, 11, 2), (3, 16, 13, 3) \), respectively, depend slightly on \( K, L, M, \), and \( N \). Moreover, \( L_n \) does not depend linearly on \( \sigma \), since the three \( L_n \) distributions do not exhibit the same Gaussian distribution as \( \sigma \). While the averaged value of \( L_n \) is only slightly affected by the number of spectral terms used in the simulation, the distribution of \( L_n \) shows a more significant dependence. However, when evaluating the standard deviations \( \text{SD}(L_n) \) corresponding to each distribution,
we obtain $SD(L_n) = 1.8, 2.0, 3.1$. The difference between these values is small. This means that it is possible to obtain a rough estimate of the spread of $L_n$, due to variations of $\sigma$, by considering a small number of spectral terms, which is exactly the target of our methodology. This is particularly remarkable, since the simulation performed with $(K, L, M, N) = (1, 12, 9, 1)$ is less demanding, in terms of computational resources, by approximately a factor 350 with respect to the simulation carried out with $(K, L, M, N) = (3, 16, 13, 3)$.

### 4.3 Conclusions

In the present chapter we propose a rigorous methodology to assess the uncertainty affecting a simulation result due to the propagation of input parameter uncertainties. The methodology is general, simple to apply, and allows to approximate the model equation solution with a semi-analytic expression that depends explicitly on time, spatial coordinates, and input parameters. In order to study the impact of input parameter variations on the results of a plasma turbulence model, we propose to use a WRM with decomposition in Chebyshev polynomials. This choice is motivated by the minmax property characterizing a Chebyshev decomposition. By applying the WRM, a system of nonlinear algebraic equations is derived for the coefficients of the Chebyshev expansion. The solution of these equations provides directly the information on the dependence of the simulation result on the input parameters. We apply the proposed methodology to a two-dimensional drift-reduced Braginksii model used to investigate the plasma dynamics in basic plasma physics experiments and in the tokamak SOL. These equations are decomposed in the Chebyshev spectral domain and the resulting system of equations is implemented in a numerical code. The plasma turbulent dynamics is retrieved by our simulations and an explicit dependence of the time-averaged density profiles on the parameter describing the parallel losses is obtained. To our knowledge, this is the first time that a fully spectral approach is used to successfully simulate plasma turbulence and study uncertainty propagation. Assuming that the input parameter under consideration is distributed according to a Gaussian probability distribution function, we compute the standard deviation that characterizes the corresponding (in principle, non-Gaussian) distribution of time-averaged density gradient lengths. We find that a reasonable value of the dispersion of the density scale length due to the uncertainty affecting the input parameter that describes the parallel losses can be obtained using a small number of Chebyshev polynomials, i.e. by carrying out reduced-cost simulations.
Blob dynamics in TORPEX

Blobs, also known as filaments, are structures with an excess of density and temperature relative to the surrounding plasma, elongated in the direction parallel to the magnetic field. Blobs detach from the main plasma and move outwards in the SOL due to a self-generated $E \times B$ field. Experimental evidences point out that the transport associated with these structures could reach half of the total perpendicular transport observed in a tokamak SOL [114], leading to significant particle and heat fluxes to the walls. In the recent past, a large effort has been carried out to improve the knowledge of the blob dynamics, both experimentally and theoretically, achieving significant progress [114,115].

While illustrating the first validation exercise of the present thesis, the goal of this chapter is to further improve our understanding of the blob dynamics, and therefore increase the reliability of the numerical tools employed for their simulation, performing a validation that involves several plasma turbulence codes used to model the SOL region. We remark that the work presented herein represents the first multi-code validation of blob dynamics, despite the very large use of simulations in analyzing this phenomenon (see e.g. Refs. [21,116–123]). Two-dimensional and three-dimensional simulations of seeded blobs, based on five different models implemented in four turbulence codes (BOUT++ [18], GBS [20], HESEL [124,125], and TOKAM3X [126]), are validated against experimental blob measurements. We assess the consistency of the numerical results with experimental measurements and, at the same time, we investigate the differences between the simulation results of the five models through a benchmark study. Thanks to the differences among the models, we identify and assess the key physics elements that determine the blob motion.

The experimental measurements are taken from the TORPEX experiment [48,49], an ideal device for the validation of plasma turbulence codes. In fact, the TORPEX configuration mimics the main features of the tokamak SOL, while remaining relatively simple, and it is equipped with a complete set of diagnostics. Conditionally-averaged
measurements taken on TORPEX provide the two-dimensional profiles of plasma density, electron temperature, and floating potential for the blob, which are needed to accurately initialize seeded blob simulations. At the same time, it also provides the measurement of the blob velocity used to validate the numerical results. A parameter scan is performed by detecting blobs with different density peak values. This allows for a comparison between experimental measurements and simulations of blobs propagating at different velocities and having different internal stability properties.

Because of the relatively high collisionality of TORPEX plasmas, all models we consider are based on the drift-reduced Braginskii equations. However, they differ in the assumptions used to simplify the equations, such as the hypothesis of cold ions, isothermal electrons, or negligible electron inertia. Some of the models make use of the infinite aspect ratio approximation. We also consider two-dimensional models, based on different closures of the parallel currents on the vessel wall. The influence of all these assumptions on the blob dynamics is analysed through a benchmark study, where the same scenario is considered for all the models, and the differences observed in the simulation results are investigated.

This chapter is structured as follows. In Section 5.1 we illustrate the TORPEX device and the experimental setup used in the present work. Section 5.2 introduces the five models used to simulate the blob dynamics and discusses their main differences. Then, we illustrate our simulations, focusing on their initialization, in Section 5.3. Section 5.4 presents a sensitivity study performed to investigate the influence of the input parameter uncertainties on the numerical results. The comparison of the experimental measurements and the simulations are the subject of Section 5.5. The Conclusions follow in Section 5.6. The results discussed in the present chapter are published in Ref. [127].

## 5.1 Experimental scenario

The experimental data shown in the present chapter are obtained on the TORPEX experiment, a toroidal device with major radius $R = 1$ m and minor radius $a = 0.2$ m that features the simple magnetized toroidal (SMT) configuration. A toroidal magnetic field ($B_\varphi = 76$ mT on axis) superposed on a vertical magnetic field ($B_v = 1.6$ mT) results in helical field lines that wind around the device. The field lines intercept the top and bottom walls of the device in the inner half part of the cross section (high field side), while in the outer half of the cross section (low field size) a poloidal steel limiter provides a region that has a nearly constant connection length $L_\parallel \simeq 2\pi R$, and near-perpendicular incidence of the magnetic field lines on the target [128]. This configuration is schematically shown in Fig. 5.1 (left panel). The coordinate system $(y, x, z)$ used in this chapter is also represented in Fig. 5.1 (left panel): $x$ is the radial direction, $z$ is the direction parallel to $\mathbf{B}$ (and coincides approximatively with the toroidal direction), and $y$ is perpendicular to $x$ and $z$ (and coincides approximatively with the vertical direction).

A hydrogen plasma is produced and sustained by microwaves in the electron cyclotron
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range of frequencies. On the high-field side of the device, turbulence driven by ideal interchange modes [129,130] results in blobs, which dominate transport on the low field side. Typical plasma parameters are $n \simeq 10^{16} \text{ m}^{-3}$ and $T_e \simeq 5 \text{ eV}$ in the source region, and are slightly smaller in the blob region. The ions are typically much colder than the electrons. An example of the time-averaged profiles measured in the blob region is presented in Fig. 5.1 (middle and right panels).

The experimental results used in this chapter are obtained using two diagnostics: (i) a vertically oriented linear array of Langmuir probes (LPs) with $1.8 \text{ cm}$ distance between tips, located at $x = 7 \text{ cm}$ and toroidally separated approximately by $180^\circ$ from the limiter, referred to as SLP, and (ii) a single-sided LP, positioned approximately $3 \text{ cm}$ away from the limiter and with the collecting plate oriented perpendicularly to the magnetic field lines. Time-resolved two-dimensional measurements associated with blobs are obtained using conditional sampling over many blob events, allowing the reconstruction of the $I - V$ Langmuir characteristic. This technique is explained in details in Ref. [129], and can be summarized as follows. The probes of the SLP array, biased at $-40 \text{ V}$ and operated in ion saturation current mode, are located at fixed positions in the blob region and are used as reference probes, while the single-sided probe, placed close to the limiter, is operated in swept mode. Positive bursts in the SLP reference signals are interpreted as blobs moving in front of the reference probe. When a blob is detected, the voltage $V$ applied to the swept probe and the corresponding measured current value $I$ are retained. The whole set of voltage and current values is interpreted as the $I - V$ characteristic associated with blobs, which is evaluated as a function of time with respect to the detection. To reconstruct the two-dimensional profiles, the single-sided LP is moved radially in between discharges. This experimental setup has been used to investigate the parallel current structure associated with blobs, as presented in Ref. [122].

The TORPEX experiment is an ideal device for the validation of plasma turbulence codes for two reasons. First, a wide range of observables can be provided with high spatial resolution, such as the plasma density, the electron temperature, the floating potential, and the parallel current. This is crucial to perform accurate seeded blob simulations, which require the profiles of all evolved fields at a certain time to set the proper
initial conditions. Second, the SMT configuration mimics the main features of the tokamak SOL, such as open field lines, curvature and gradients of the magnetic field, and plasma pressure gradients, but in a simpler configuration. This facilitates considerably the analysis and the interpretation of the experimental and simulation results.

5.2 The models and the simulation codes

Because of the relatively high collisionality of TORPEX plasmas, we use a fluid approach based on the Braginskii equations [13] to model the blob dynamics. Moreover, since the time scale of the blob dynamics is such that \( \frac{d}{dt} \ll \omega_{ci} \) (where \( \omega_{ci} = eB/m_i \) is the ion gyrofrequency), we can consider these equations in the drift limit (see e.g. Ref. [14]). Finally, we note that, since in the present scenario magnetic perturbations are negligible, only electrostatic models are considered.

Although the drift-reduced Braginskii model is now well established (see Appendix A for a detailed discussion of this model), for practical purposes several approximations are introduced to simplify the equations. Those approximations vary from code to code and, in general, their effect on the blob motion is not well known. In order to evaluate their impact on the blob dynamics, while identifying the physical processes that play the most important role in setting the blob motion, we perform several seeded blob simulations by using five different nonlinear models, implemented in four different simulation codes, each of which is used to simulate the plasma dynamics in the tokamak SOL. The five models are: two isothermal models, one three-dimensional and the other one two-dimensional, written in the STORM module [123] within the BOUT++ framework [18] and named in the following BOUT++3D and BOUT++2D, a three-dimensional cold ion model implemented in the GBS code [20], a two-dimensional model implemented in the HESEL code [124,125], and a three-dimensional isothermal model implemented in the TOKAM3X code [126]. In the remainder of this section, each of the simulation models and codes is described and a discussion of the differences between the models is provided.

All the equations presented in the following of this section are normalized as illustrated in Appendix A, except for the time scales, which are normalized to \( \omega_{ci}^{-1} \). Additionally, the magnetic field amplitude in normalized units is defined as \( B = 1/(1 + x) \) and the plasma vorticity as \( \omega = \nabla_\perp^2 \phi \). The differential operators \( \nabla_\perp^2 \) and \( \{\phi, A\} \) are detailed in Section A.3.4, while \( \nabla_\parallel = \partial_z \).

5.2.1 BOUT++3D

Assuming cold ions and isothermal electrons, neglecting plasma-neutral interactions, and considering the infinite aspect ratio limit (in particular \( \nabla \cdot b = 0 \), the BOUT++3D
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Drift-reduced Braginskii equations in normalized units can be written as

\[
\frac{d^n}{dt} = C(n) - nC(\phi) - \nabla_\parallel (nv_{\parallel}e) + D_n(n) + S_n, \quad (5.1)
\]

\[
\frac{d^n}{dt} = C(n) - \frac{v_{\parallel}n}{n} \nabla_\parallel \omega + D_\omega(\omega), \quad (5.2)
\]

\[
\frac{d^n}{dt} = -v_{\parallel} \nabla_\parallel v_{\parallel} + \nabla_\parallel (n/v) - \frac{S_nv_{\parallel}}{n}, \quad (5.3)
\]

\[
\frac{d^n}{dt} = -v_{\parallel} \nabla_\parallel v_{\parallel} + \frac{m_i}{m_e} \left( \nabla_\parallel (n/v) - \nabla_\parallel n + \eta_{j\parallel} \right) - \frac{S_nv_{\parallel}}{n}. \quad (5.4)
\]

Here \( d^f/df = \partial_t f + \{\phi, f\} \) is the convective derivative that takes into account the \( E \times B \) drift, \( C(f) = -g \partial_y f \) is the curvature operator, where \( g = 2/R_0 \) represents the strength of the \( \nabla B \) and curvature drifts, \( S_n \) is a particle source defined in Section 5.3, \( \eta_{\parallel} = m_e \nu_{ei}/(1.96m_i \omega_{ei}) \) is the normalized parallel resistivity, \( \nu_{ei} = n_0 e^4 \Lambda / \left[ 3m_i^{1/2} e_0^2 (2\pi T_0)^{3/2} \right] \) is the electron-ion collision frequency, \( D_n(n) = n_0 \nabla^2 n \) and \( D_\omega(\omega) = \mu_i \nabla^2 \omega \) are perpendicular diffusion operators, where \( n_0 = 2m_e \nu_{ei}/(m_i \omega_{ei}) \) and \( \mu_i = 3 \nu_{ei}/(4 \omega_{ei}) \sqrt{m_e/m_i} \) are the normalized particle perpendicular diffusivity and the normalized ion perpendicular viscosity, respectively. We note that in all the models considered in the present chapter the Boussinesq approximation is used to simplify the evaluation of the divergence of the polarization current (the validity of this assumption in modelling the SOL plasma dynamics is discussed in Refs. [91–93]).

Equations (5.1)-(5.4), supplemented by standard sheath boundary conditions [131] [i.e. \( v_{\parallel} = \pm 1 \) and \( v_{\parallel} = \pm \exp(-\phi) \) at the target], constitutes the BOUT++3D model, which is implemented within the BOUT++ framework. A first order upwinding scheme is employed to evaluate the parallel advection derivatives, while the Arakawa scheme [132] is used for the perpendicular \( E \times B \) advective derivatives. Other derivatives are computed using second order central difference schemes. Time integration is carried out with a variable time-step, variable order, fully implicit Newton-Krylov backwards difference formula solver from the PVODE library [133]. We note that only half of the physical domain is evolved, assuming a symmetric evolution of the blobs with respect to the plane perpendicular to the magnetic field that is midway between the two limiter surfaces. A more detailed discussion of the model is presented in Ref. [123].

5.2.2 BOUT++2D

Assuming \( k_{\parallel} = 0 \) and linearising the sheath boundary conditions, such that \( v_{\parallel} = \pm \exp(-\phi) \approx \pm (1 - \phi) \), Eqs. (5.1)-(5.4) are integrated in the parallel direction, in order to evolve line-averaged quantities. Consequently, the three-dimensional system of
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equations reduces to the following two-dimensional fluid equations

\[
\frac{d^0 n}{dt} = C(n) - nC(\phi) - 2 \frac{n(1 - \phi)}{L_\parallel} + D_n(n) + S_n, \tag{5.5}
\]

\[
\frac{d^0 \omega}{dt} = \frac{C(n)}{n} + 2 \frac{\phi}{L_\parallel} + D_\omega(\omega). \tag{5.6}
\]

Here \( L_\parallel = 2\pi R_0 \) is the connection length in normalized units and \( S_n = 2n_{bg}/L_\parallel \) is a particle source defined in Section 5.3. The quantities \( n, \omega, \) and \( \phi \) are the line-averaged plasma density, vorticity, and electrostatic potential respectively, and, taking \( n \) as an example, are defined as \( n(x,y) = \int_{L_\parallel} n(x,y,z) dz/L_\parallel \). We note that a similar model is used in Chapter 4 to investigate the propagation of input uncertainties through the model equations.

Eqs. (5.5)-(5.6) constitute the BOUT++ 2D model, which is implemented within the BOUT++ framework. For its solution, the same numerical scheme employed in BOUT++ 3D is used. For a more detailed discussion of this model see Ref. [123].

5.2.3 GBS

Assuming cold ions, neglecting the electron thermal conductivity, and considering the infinite aspect ratio limit, the drift-reduced Braginskii equations implemented in the GBS code, Eqs. (A.65)-(A.70), reduce to

\[
\frac{d^0 n}{dt} = C(p_e) - nC(\phi) - \nabla_\parallel \left( n v_{||e} \right) + D_n(n) + S_n, \tag{5.7}
\]

\[
\frac{d^0 \omega}{dt} = \frac{C(p_e)}{n} - v_{||e} \nabla_\parallel \omega + \frac{\nabla_\parallel j}{n} + D_\omega(\omega) + \frac{C(G_i)}{3n}, \tag{5.8}
\]

\[
\frac{d^0 v_{||i}}{dt} = - v_{||i} \nabla_\parallel v_{||i} - \frac{\nabla_\parallel p_e}{n} - \nu_{in} v_{||i} + D_{v_{||i}}(v_{||i}) - \frac{2\nabla_\parallel G_i}{3n}, \tag{5.9}
\]

\[
\frac{d^0 v_{||e}}{dt} = - v_{||e} \nabla_\parallel v_{||e} - \nu_{en} v_{||e} + D_{v_{||e}}(v_{||e})
+ \frac{m_i}{m_e} \left( \nabla_\parallel \phi - \frac{\nabla_\parallel p_e}{n} - 0.71 n \nabla_\parallel T_e + \eta_j - \frac{2\nabla_\parallel G_e}{3n} \right), \tag{5.10}
\]

\[
\frac{d^0 T_e}{dt} = \frac{2}{3} T_e \left[ \frac{C(p_e)}{n} + \frac{5}{2} C(T_e) - C(\phi) \right] - v_{||e} \nabla_\parallel T_e
+ \frac{2}{3} T_e \left( \frac{2}{3} \nabla_\parallel j || - \nabla_\parallel v_{||e} \right) + D_{T_e}(T_e) + S_{T_e}. \tag{5.11}
\]

The normalized ion-neutral and electron-neutral collision frequencies, \( \nu_{in} \) and \( \nu_{en} \), evaluated as described in Ref. [134], are introduced here to mimic collisions with the neutral particles present in a weakly ionized plasma, such as that found in TORPEX, whereas other plasma-neutral interactions are neglected for simplicity. The terms \( S_n \) and \( S_{T_e} \) are the particle and electron temperature sources, respectively. Small perpendicular diffu-
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sion terms, written in the form $D_a(a) = D_a \nabla^2 a$, where $D_a$ are constant coefficients, are introduced mainly for numerical reasons. The two terms representing gyroviscous effects are given by $G_i = -\eta_0 i \left[ 2\nabla ||v||_i + C(\phi) \right]$ and $G_e = -\eta_0 e \left[ 2\nabla ||v||_e - C(p_e/n + C(\phi)) \right]$. Equations (5.7)-(5.11), supplemented by Bohm’s boundary conditions [i.e. $v||_e = \pm c_s$ and $v||_i = \pm c_s \exp(\Lambda - \phi/T_e)$ at the sheath entrance, where $c_s = \sqrt{T_e}$ and $\Lambda = 3$ for hydrogen plasmas], constitute the GBS model used in the present chapter. Spatial derivatives are discretized using a second-order finite difference scheme, except for the $\mathbf{E} \times \mathbf{B}$ advective terms, which are discretized with a second-order Arakawa scheme. Time is advanced using a standard fourth-order Runge-Kutta scheme. For a more detailed discussion of the GBS code, see Appendix A.

In the present chapter, all GBS fields have been separated into background and seeded blob components, and only the latter component is evolved. This allows us to use arbitrary background profiles, with no need to find and implement the appropriate plasma source. To clarify this procedure, we rewrite Eq. (5.7) in the form that is actually solved by GBS

$$\frac{\partial n_{bl}}{\partial t} = -\{\phi_{bg}, n_{bl}\} - \{\phi_{bl}, n_{bg}\} - \{\phi_{bl}, n_{bl}\} + D_n(n_{bl})$$

$$+ (T_{e, bg} + T_{e, bl}) C(n_{bl}) + (n_{bg} + n_{bl}) \left[ C(T_{e, bl}) - C(\phi_{bl}) \right]$$

$$- (n_{bg} + n_{bl}) \nabla ||v||_{e, bl} - n_{bl} \nabla ||v||_{e, bg} - (v||_{e, bg} + v||_{e, bl}) \nabla ||n_{bl} - v||_{e, bl} \nabla ||n_{bg}$$

(5.12)

where the indexes $bg$ and $bl$ refer to the background and blob components, respectively.

In Eq. (5.12) it has been assumed that the background profiles are constant in time and independent of $y$. Equations (5.8)-(5.11) and Bohm’s boundary conditions are treated with the same procedure.

It has been verified with a two-dimensional version of the GBS model that there are no significant differences between seeded blob simulations carried out by separating the background and blob quantities with respect to the ones where they are both evolved simultaneously.

5.2.4 HESEL

In the HESEL model, the drift-reduced Braginskii equations are reduced to a set of two-dimensional fluid equations by neglecting the instantaneous parallel currents, while retaining the equilibrium one, and estimating the parallel advection terms under the hypothesis $v||_e \nabla || = v||_e \nabla || \approx c_s/L_\parallel$. The resulting model, which is implemented in the HESEL code, is presented in Refs. [124, 125]. Since the ion temperature dynamics shows a very small impact on the present seeded blob simulation results (see Section 5.2.6), we choose to not show here the ion temperature equation and to present only the cold ion model to simplify the discussion of the differences between the models considered in the present chapter.

Neglecting electron-ion collisions and, therefore, assuming cold ions, the system of equa-
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tion presented in Refs. [124,125] reduces to
\[
\frac{dn}{dt} = \dot{C}(n) - n \dot{C}(\phi) - \frac{n}{\tau_n} + D_n(n + \phi),
\]
(5.13)
\[
\nabla \cdot \left( \frac{d\phi}{dt} \nabla \phi \right) = \dot{C}(n) + D_\omega(\omega) - \nu_n\omega + 2c_sL_{ii} \left[ 1 - \exp \left( \Lambda - \frac{\langle \phi \rangle_y}{T_e^y} \right) \right],
\]
(5.14)
\[
\frac{3}{2} \frac{d}{dt} p_e = \frac{5}{2} C(\rho_e^2) - \frac{5}{2} \rho_e \dot{C}(\phi) - \frac{p_e}{\tau_{\parallel p_e} n} + 3 \frac{d}{2} D_n(p_e - \phi).
\]
(5.15)

Here \( df/dt = \partial_t f + \{\phi, f\}/B \) is the convective derivative and \( \dot{C}(f) = -\dot{\gamma} \partial_y f \) is the HESEL curvature operator, with \( \dot{\gamma} = 1/R_0 \). Equilibrium currents to the limiter are approximated by the sheath dissipation term entering in Eq. (5.14), where \( (-)_y \) represents the average along \( y \), with \( \Lambda = 2.8 \) in this case. The perpendicular diffusion terms \( D_n(a) = D_{en} \nabla_\perp a \) and \( D_\omega(a) = D_\omega \nabla_\perp a \) are introduced to describe electron-neutral and ion-ion collisions, where \( D_{en} = \rho_e^2 \nu_{en} \) and \( D_\omega = \rho_i^2 \nu_{ii} \). \( \rho_e \) and \( \rho_i \) are respectively the electron and ion Larmor radius in normalized units, and \( \nu_{en} \) and \( \nu_{ii} \) are respectively the electron-neutral and the ion-ion collision frequencies in normalized units. The loss of the plasma density due to the parallel flow is parametrized by the characteristic time \( \tau_n = L_{\parallel}/(2c_s) \), while the electron pressure parallel dynamics by \( \tau_{\parallel p_e} = 15L_{\parallel}^2 \nu_{en} (1 + 4/\nu_{es})/(128\nu_e^2) \), where \( \nu_{es} = L_{\parallel} \nu_{en}/(2\nu_e) \) and \( \nu_e \) is the thermal electron velocity in normalized units. The parallel advection of the vorticity is neglected here, because of its small amplitude with respect to the ion-neutral collision drag term \( \nu_{en}\omega \).

The HESEL model is implemented in the code using the Arakawa scheme to discretize the \( \mathbf{E} \times \mathbf{B} \) advective terms, a finite difference scheme to discretize the \( x \) and \( y \) derivatives, and a stiffly-stable third-order scheme [135] for time integration. A more complete discussion of this code is presented in Refs. [124,125].

### 5.2.5 TOKAM3X

Assuming cold ions and isothermal electrons, the version of the drift-reduced Braginskii equations evolved by TOKAM3X can be written as
\[
\frac{dn}{dt} = C(n) - nC(\phi) - \nabla \cdot \left[ (\Gamma - j_\parallel) b \right] + D_n(n) + S_n,
\]
(5.16)
\[
\frac{d\Omega}{dt} = 2C(n) - \Omega C(\phi) + \nabla \cdot \left[ \left( j_\parallel - \Omega \Gamma_n \right) b \right] + D_\Omega(\Omega),
\]
(5.17)
\[
\frac{d\Gamma}{dt} = -\Gamma C(\phi) - C(\Gamma) - \nabla \cdot \left[ \left( \Gamma - \frac{\Gamma n}{n} b \right) - 2\nabla_\parallel n + D_\Gamma(\Gamma) \right],
\]
(5.18)
\[
0 = n\nabla_\parallel \phi - \nabla_\parallel n + \eta_\parallel n j_\parallel,
\]
(5.19)
where \( \Omega = \nabla \cdot (\nabla_\perp \phi/B^2) \) is the plasma vorticity that takes into account magnetic field variations, \( \Gamma = n v_{\parallel i} \) is the ion parallel momentum and \( S_n \) is a particle source [see Section 5.3, Eq. (5.22) for its definition]. Small perpendicular diffusion terms of the form
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\[ D_a(a) = D_a \nabla_\perp^2 a, \text{ where } D_a \text{ are constant coefficients, are introduced to dissipate turbulent structures of size comparable to the grid spacing.} \]

Equations (5.16)-(5.19), completed by the linearized Bohm’s boundary conditions [i.e. \( \Gamma = \pm n \) and \( j_\parallel = \pm n [1 - \exp (\Lambda - \phi)] \approx \pm n (\phi - \Lambda) \) at the target], are solved by the TOKAM3X code with a first order operator splitting. Advection terms and source terms are first advanced explicitly, using a shock-capturing algorithm (the Roe-Marquina scheme based on the WENO interpolation [136]). Parallel current terms are advanced using a fully implicit three-dimensional solver in order to capture the associated fast dynamics without considerably constraining the time step. Finally, perpendicular diffusion terms are advanced implicitly. The spatial discretization is done based on conservative finite differences evaluated on a structured flux-surface aligned mesh. A more detailed discussion of the TOKAM3X code is presented in Ref. [126].

5.2.6 Summary of analogies and differences among the physical models

Besides the differences related to the numerical schemes used to evolve the five models, which are neglected here as we consider simulations that are numerically converged, the five models differ because of several assumptions made to simplify the drift-reduced Braginskii equations. The remainder of this section is dedicated to a discussion of these differences. To examine the differences between the models, we note that Eqs. (5.16)-(5.19) can be recast in the GBS and BOUT++ form by expressing \( \Omega, \Gamma \) and \( j_\parallel \) in terms of the quantities evolved by these codes. Moreover, we note that it has been verified with the TOKAM3X code that, in the considered blob scenarios, the Boussinesq approximation has a negligible influence on the numerical results. The analogies and differences among the codes can be summarized as follows.

(i) Two-dimensional closures. In order to reduce the three-dimensional model to a two-dimensional set of equations, in BOUT++2D we impose the sheath dissipation closure, that is \( k_\parallel = 0 \) [123], while in HESEL we impose the vorticity advection closure by approximating \( \nu_\parallel \nabla_\parallel = \nu_k \nabla_\parallel \approx c_s/L_\parallel \) [123]. By imposing the sheath dissipation closure, one assumes that the parallel gradients are negligible, and that the filaments extend from target to target. On the other hand, by applying the vorticity advection closure, instantaneous sheath currents are neglected. As discussed in Section 5.5 and shown previously in Ref. [123], these approximations may have a strong impact on the simulation results.

(ii) Boundary conditions. The BOUT++3D and GBS models are supplemented by full Bohm’s boundary conditions, TOKAM3X and BOUT++2D employ linearised Bohm’s boundary conditions, while the HESEL model makes use of the weak sheath formulation, and therefore the equilibrium currents to the limiter are described by the sheath dissipation term entering in Eq. (5.14). It has been verified with BOUT++3D that the linearisation of the boundary conditions has negligible impact on the simulation results presented herein.
(iii) Temperature effects. In the present work the BOUT++2D, BOUT++3D, and TOKAM3X models assume isothermal electrons and cold ions, GBS assumes cold ions, while HESEL evolves the ion dynamics, assuming ions initially at room temperature ($T_i = 0.025$ eV at $t = 0$). A detailed investigation of the $T_i$ effects on the simulation results is presented in Section 5.4. The $T_i$ influence on the simulation results was investigated with HESEL, showing negligible impact on the blob dynamics, and will not be further discussed.

(iv) Magnetic field equilibrium and background profiles. First, regarding the magnetic geometry, we note that BOUT++2D, BOUT++3D, and GBS models are here written in the infinite aspect ratio limit, while TOKAM3X retains the $\nabla \cdot b$ terms. Moreover, in TOKAM3X and HESEL the variation of the magnetic field is retained in the $E \times B$ advective terms, while it is neglected in BOUT++2D, BOUT++3D, and GBS. Due to the TORPEX large aspect ratio, these approximations have a negligible influence on the results. We also note that in BOUT++2D, BOUT++3D, GBS, and TOKAM3X models, the curvature operator, $C(-)$, is twice as large as the curvature operator $\hat{C}(-)$ appearing in HESEL (i.e. $g = 2\hat{g}$). Therefore, the ballooning instability drive is halved in HESEL with respect to the one present in the other four models (a reduced ballooning drive leads to slower blob radial motion [128]). Finally, the background profiles are time-independent and can be arbitrarily imposed in the version of GBS used here because of the separation between background and blob components. On the other hand, in BOUT++2D, BOUT++3D, and TOKAM3X the full quantities are evolved, and the equilibrium profiles are sustained by appropriate source terms, while in HESEL the full quantities are evolved, but, assuming slow variation of the plasma background with respect to the time-scale evolution of blobs, no source terms are introduced to sustain the background profiles (this is justified a posteriori by the simulation results).

(v) Electron inertia. In BOUT++3D the electron inertia is retained in both the parallel ion and electron momentum equations, Eqs. (5.3)-(5.4), in GBS it is neglected in the ion parallel momentum equation, Eq. (5.9), while in TOKAM3X it is neglected in both the Eqs. (5.18)-(5.19). As a matter of fact, the simulations presented in Section 5.5 show that the electron inertia has negligible influence on the blob motion.

(vi) Dissipative terms. In BOUT++2D and BOUT++3D the perpendicular diffusion coefficients are set using the physical values of the electron-ion and ion-ion collision frequencies, while in HESEL electron-neutral and ion-neutral collisions are also taken into account. These classical diffusion coefficients are computed according to Ref. [137]. In contrast, in GBS and TOKAM3X arbitrary perpendicular dissipative terms are introduced ($D_a \simeq 5 \cdot 10^{-4} - 10^{-3}$), and we ensured that they have a negligible influence on the simulation results using GBS to perform a sensitivity scan of the diffusion coefficients over two orders of magnitude, i.e. decreasing and increasing the value of the diffusion coefficients used for the simulation by a factor of ten. Moreover, in GBS the $\nu_{en}$ and $\nu_{in}$ terms are introduced to mimic the electron-neutral and ion-neutral collisions, while the $G_e$ and $G_i$ terms model the plasma viscosity. A sensitivity scan of these dissipative coefficients over two orders of magnitude show that they have a negligible impact on the simulation results.
In Section 5.4 and 5.5 we discuss the influence of the approximations listed above on the blob dynamics, comparing the simulations performed with the five models among themselves and against experimental data. In particular, we identify the modelling of the electron temperature and the parallel current closure used to derive the two-dimensional models as the most important differences among the models, and therefore, we focus our attention on those.

5.3 Seeded blob simulations

Using the five models presented in Section 5.2, we perform simulations of seeded blob motion with three different sets of initial conditions. This allows us to compare the simulations among themselves and validate them against experimental observations over a set of different conditions. The three different cases correspond to considering three different amplitude windows for the blob detection in the $I_{\text{sat}}$ reference signal provided by the SLP tips. More precisely, we consider trigger events for which the $I_{\text{sat}}$ peaks of the reference signal fall in (i) the interval $2 \sigma - 2.75 \sigma$, where $\sigma$ is the standard deviation of the reference signal ($\sigma/\langle I_{\text{sat}} \rangle_t \approx 0.5$, where $\langle I_{\text{sat}} \rangle_t$ is the time-average of the $I_{\text{sat}}$ signal), (ii) the interval $2.75 \sigma - 3.5 \sigma$, and (iii) the interval $3.5 \sigma - 4.25 \sigma$. In the following, these three scenarios are dubbed “case 1”, “case 2”, and “case 3”, respectively.

The three trigger windows result in blobs with different density peak values $n_0$, with $n_0/n_{bg} \approx 0.85, 1.0, 1.9$ for the three cases, where $n_{bg}$ is the time-averaged plasma density at the reference probe position. These blobs are found to have different velocities and internal stability properties. For the three cases, the blob profiles at the detection time $t = 0$ are shown in Fig. 5.2.

The simulations are initialized according to the experimental measurements. The background profiles of $n$ and $T_e$ are evaluated as the median value of the time-dependent signal reconstructed from the fit of the $I - V$ curves, and are shown in Fig. 5.1 (middle and right panels). As the dependence of the background profiles on the $y$ coordinates is weak, they are fitted with expressions that depend only on $x$;

\begin{align}
 n_{bg}(x) &= \alpha (\beta x)^{\gamma} + \delta, \quad (5.20) \\
 T_{e,bg}(x) &= \epsilon \cdot \exp(\zeta x), \quad (5.21)
\end{align}

where $\alpha = -4.2 \cdot 10^{17} \text{ m}^{-3}$, $\beta = 1 \text{ m}^{-1}$, $\gamma = 2.9$, $\delta = 2.5 \cdot 10^{15} \text{ m}^{-3}$, $\epsilon = 2.8 \text{ eV}$, and $\zeta = -5.9 \text{ m}^{-1}$. We note that the measurements of the plasma quantities are taken on a poloidal plane at a distance of approximatively 3 cm from the limiter and no experimental information is available on the parallel dependence of the profiles. However, in previous TORPEX experiments it has been observed that the plasma density background profile is approximatively flat along $z$, except for a drop in the proximity of the limiter [138]. Therefore, as suggested
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in Ref. [123], a density source

\[ S(x, z) = n_{bg}(x) \cdot \frac{10 \exp (10|z - \pi|/\pi)}{\pi [\exp (10) - 1]} \quad (5.22) \]

is introduced in BOUT++3D and TOKAM3X. It follows that the source term to be used in BOUT++2D is \( S_n = n_{bg}(x)/\pi \). In GBS we linearise the model equations and, therefore, there is no need to introduce plasma sources. On the other hand, we have to impose the density background, and we choose to impose the one that is produced by using the source of Eq. (5.22) in BOUT++3D. In HESEL there are no plasma sources, and \( n_{bg} \) is imposed at \( t = 0 \) accordingly to Eq. (5.20). For the electron background temperature profile, we note that in BOUT++2D, BOUT++3D, and TOKAM3X, the electron dynamics is assumed to be isothermal. Therefore, in these models, a uniform background temperature is imposed, and a sensitivity study of \( T_{e, bg} \) is performed (see Section 5.4). On the other hand, in GBS and HESEL, \( T_{e, bg} \) is expressed according to Eq. (5.21) and it is assumed constant along \( z \). Moreover, we note that HESEL describes finite ion temperature effects. Assuming the ion temperature as the ambient temperature (which approximatively corresponds to the neutral temperature), an uniform \( T_i = 0.025 \) eV is imposed at \( t = 0 \).

Finally, the background profiles of \( \phi, \omega, v_{||i} \) and \( v_{||e} \) are obtained by imposing Bohm’s
boundary conditions at the limiter plate and assuming no net background current flowing to the limiter, as discussed in Ref. [123]. The blob initial conditions are set by using the conditionally averaged profiles at the detection time $t = 0$. The experimental profiles of $n_{bl}$, $T_{e,bl}$, and $V_{f,bl}$ have been fitted, imposing a monopolar structure in the poloidal plane for $n_{bl}$ and $T_{e,bl}$, and a dipolar structure for $V_{f,bl}$, according to the expressions

\[
n_{bl}(x, y) = n_0 \cdot \exp \left[ - \frac{(x - x_0)^2}{\sigma_{n,x}^2} - \frac{y^2}{\sigma_{n,y}^2} \right],
\]

\[
T_{e,bl}(x, y) = T_0 \cdot \exp \left[ - \frac{(x - x_0)^2}{\sigma_{T,x}^2} - \frac{y^2}{\sigma_{T,y}^2} \right],
\]

\[
V_{f,bl}(x, y) = V_1 \cdot \exp \left[ - \frac{(x - x_0)^2}{\sigma_{V,x,1}^2} - \frac{(y - y_1)^2}{\sigma_{V,y,1}^2} \right] + V_2 \cdot \exp \left[ - \frac{(x - x_0)^2}{\sigma_{V,x,2}^2} - \frac{(y - y_2)^2}{\sigma_{V,y,2}^2} \right],
\]

where $x_0 = 0.07 \text{ m}$ and the value of the other parameters appearing in Eqs. (5.23)-(5.25) are summarized in Table 5.1 for the three cases.

**Table 5.1** – Parameters used to initialize the seeded blob simulations, deduced by fitting the experimental measurements using Eqs. (5.23)-(5.25).

<table>
<thead>
<tr>
<th></th>
<th>case 1</th>
<th>case 2</th>
<th>case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_0 \times 10^{15} \text{ m}^{-3}$</td>
<td>1.975 ± 0.135</td>
<td>2.335 ± 0.325</td>
<td>4.395 ± 0.855</td>
</tr>
<tr>
<td>$\sigma_{n,x} \text{ cm}$</td>
<td>2.20 ± 0.20</td>
<td>2.40 ± 0.30</td>
<td>1.65 ± 0.45</td>
</tr>
<tr>
<td>$\sigma_{n,y} \text{ cm}$</td>
<td>2.40 ± 0.20</td>
<td>2.10 ± 0.20</td>
<td>1.75 ± 0.25</td>
</tr>
<tr>
<td>$T_0 \text{ eV}$</td>
<td>0.345 ± 0.065</td>
<td>0.960 ± 0.250</td>
<td>1.730 ± 0.280</td>
</tr>
<tr>
<td>$\sigma_{T,x} \text{ cm}$</td>
<td>1.05 ± 0.15</td>
<td>1.05 ± 0.25</td>
<td>0.80 ± 0.20</td>
</tr>
<tr>
<td>$\sigma_{T,y} \text{ cm}$</td>
<td>3.65 ± 1.05</td>
<td>1.45 ± 0.25</td>
<td>2.85 ± 0.95</td>
</tr>
<tr>
<td>$V_1 \text{ [V]}$</td>
<td>2.330 ± 0.170</td>
<td>4.600 ± 0.740</td>
<td>4.715 ± 0.405</td>
</tr>
<tr>
<td>$\sigma_{V,x,1} \text{ cm}$</td>
<td>3.55 ± 0.25</td>
<td>3.25 ± 0.25</td>
<td>4.95 ± 0.35</td>
</tr>
<tr>
<td>$y_1 \text{ [cm]}$</td>
<td>2.55 ± 0.25</td>
<td>2.60 ± 0.20</td>
<td>1.15 ± 0.35</td>
</tr>
<tr>
<td>$\sigma_{V,y,1} \text{ cm}$</td>
<td>2.95 ± 0.05</td>
<td>3.10 ± 0.20</td>
<td>4.90 ± 0.60</td>
</tr>
<tr>
<td>$V_2 \text{ [V]}$</td>
<td>-1.540 ± 0.140</td>
<td>-2.350 ± 0.550</td>
<td>-6.155 ± 0.965</td>
</tr>
<tr>
<td>$\sigma_{V,x,2} \text{ cm}$</td>
<td>3.10 ± 0.20</td>
<td>2.75 ± 0.35</td>
<td>2.95 ± 0.45</td>
</tr>
<tr>
<td>$y_2 \text{ [cm]}$</td>
<td>-2.10 ± 0.40</td>
<td>-0.50 ± 0.80</td>
<td>-2.45 ± 0.15</td>
</tr>
<tr>
<td>$\sigma_{V,y,2} \text{ cm}$</td>
<td>4.00 ± 0.30</td>
<td>4.75 ± 0.45</td>
<td>2.50 ± 0.30</td>
</tr>
</tbody>
</table>

The expressions of $n_{bl}$ and $V_{f,bl}$ in Eqs. (5.23) and (5.25) are relatively well supported by the experimental measurements. On the other hand, the fitting of $T_{e,bl}$ using Eq. (5.24) is only partially justified, due to the high uncertainties affecting the measurements (see Fig. 5.2). Because of these uncertainties, we also impose $\phi_{bl} \approx V_{f,bl}$, neglecting the $\Delta T_e$ term (previous studies show that the $\Delta T_e$ term increases the blob spinning [139]). The three-dimensional initial profiles are obtained by using Bohm’s boundary conditions at
the limiter, and assuming that \( n_{bl}, T_{e,bl}, \) and \( \phi_{bl} \) are constant along the parallel direction, while \( v_{\parallel e,bl} \) and \( v_{\parallel i,bl} \) are a linear function of \( z \). We note that in the isothermal models \( T_{e,bl} = 0 \) is imposed. Finally, we enforce \( \omega_{bl} = \nabla^2_\perp \phi_{bl} \). The influence of the approximations introduced to initialize the seeded blob simulations on the numerical results is discussed in Section 5.4.

The seeded blob motion is simulated on a time interval that is equal to the experimental blob correlation time, i.e. approximatively 50 μs. Longer simulations are not useful for comparison with the experiments, because the coherence of the conditionally averaged blob is completely lost on longer timescales.

To compare the numerical simulations against experimental measurements, we focus our attention on the blob radial and vertical motion. The position of the blob is computed as follows. First, for the simulation results, the blob ion saturation density current profile is computed as

\[
 j_{bl}(x, y, t) = \frac{1}{2} [n_{bg}(x) + n_{bl}(x, y, t)] \sqrt{T_{e,bg}(x) + T_{e,bl}(x, y, t)} - \frac{1}{2} n_{bg}(x) \sqrt{T_{e,bg}(x)},
 \]  

(5.26)

while for the experimental results it is simply given by

\[
 \dot{j}_{bl}(x, y, t) = \frac{I_{sat}(x, y, t) - \langle I_{sat}(x, y, t) \rangle_t}{A},
 \]  

(5.27)

where \( I_{sat}(x, y, t) \) is the measured ion saturation current, \( \langle \cdot \rangle_t \) denotes the median value in time, and \( A \) is the projected area of the single-sided LP probe. Second, the \( j_{bl} \) signal is averaged in space, \( j_{bl}(t) = \langle j_{bl}(x, y, t) \rangle_{xy} \), where \( \langle \cdot \rangle_{xy} \) denotes averaging along the \( x \) and \( y \) coordinates on the entire physical domain. Third, we identify the surface \( S(t) \) which satisfies \( \langle j_{bl}(x, y, t) \rangle_{S(t)} = 0.2 \cdot j_{bl}(t) \), where \( \langle \cdot \rangle_{S(t)} \) denotes the average carried out on the domain defined by \( S(t) \). Finally, the position of the blob is identified as the geometric center of the surface \( S \) according to

\[
 x_{bl}(t) = \frac{\int_{S(t)} x \, dx \, dy}{\int_{S(t)} dx \, dy}, \\
 y_{bl}(t) = \frac{\int_{S(t)} y \, dx \, dy}{\int_{S(t)} dx \, dy}.
 \]  

(5.28)

The use of this procedure allows us to reduce the sensitivity of the results to the noise present in the profiles. The radial and vertical velocities of the blob are simply defined as \( v_x(t) = dx_{bl}(t)/dt \) and \( v_y(t) = dy_{bl}(t)/dt \). To exemplify the use of this procedure, in Fig. 5.3 we consider the experimental measurements associated with blobs at the three times \( t = 0, t = 24 \mu s, \) and \( t = 48 \mu s \). The black contours represent the boundaries of the surfaces \( S \) and the black crosses denote the blob positions, \( x_{bl} \) and \( y_{bl} \).

We note that, while it is possible to perform quasi-steady state turbulence simulations and compare the numerical results with the experimental measurements, in the present chapter we choose to consider seeded blob simulations in order to decrease the computational cost of the simulations and simplify the comparison of the numerical results. As a matter of fact, we ensure that the velocity of conditionally-averaged, turbulence-
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In order to compare the simulation results among each other and against the experimental measurements, four sensitivity scans are performed. We first investigate the sensitivity of the simulation results to the input parameters and initial conditions. Second, we focus our attention on the influence of the equilibrium electron temperature profiles on the numerical results. Third, we analyse the impact of the electron temperature dynamics on the blob motion. Finally, we study the sensitivity of the simulation results to the numerical parameters, such as the diffusion coefficients introduced in GBS and TOKAM3X.

To estimate the effect of the uncertainties found in setting the initial conditions (dis-
cussed in Section 5.3) on the simulation results, we first estimate the confidence intervals of the fitting parameters (Table 5.1). Second, we perform a sensitivity scan of the blob size (\(\sigma_x\) and \(\sigma_y\) coefficients) and of the peak-to-peak value of its dipolar potential, as they are expected to be the parameters that affect the blob velocity the most. More precisely, we perform five simulations for each of the three cases: one simulation, dubbed standard simulation, initialized with the reference fitting parameters, two simulations setting the size of the blob using the minimum and maximum values within the confidence interval of the fitting parameters, and two other simulations with the minimum and maximum peak-to-peak values of the dipolar profile of the plasma potential. Third, we compute the maximum of the difference between the standard simulation and the other four simulations, and we use this as the measure of the uncertainty affecting the numerical results.

![Graph showing radial (left panel) and vertical (right panel) position of the blob as function of time for “case 1”, with error bars representing the uncertainties affecting the numerical results due to the uncertainties on the initial conditions.](image)

**Figure 5.4** – Radial (left panel) and vertical (right panel) position of the blob as function of time for “case 1”, with error bars representing the uncertainties affecting the numerical results due to the uncertainties on the initial conditions.

The results of the sensitivity scan for the “case 1” blob are shown in Fig. 5.4, where the error bars represent the evaluated uncertainties. It is evident that the uncertainties affecting the radial and vertical position of the blobs are relatively small, which ensures that the uncertainties on the blob initial conditions do not strongly affect the simulation results. Similar results (not shown) are obtained for “case 2” and “case 3”.

Next, we perform a sensitivity scan of the electron temperature background value. This is motivated by the fact that, while BOUT++3D, BOUT++2D, and TOKAM3X assume a uniform \(T_{e,bg}\), the experimental temperature background profile shows a strong radial variation.

The results of this sensitivity study are presented in Fig. 5.5. BOUT++3D, BOUT++2D, and TOKAM3X are used to carry out two simulations each, one with \(T_{e,bg} = 2.8\,\text{eV}\) (\(T_{e,bg}\) value at \(x = 0.0\,\text{cm}\), corresponding to the maximum value of \(T_{e,bg}\) over the considered domain) and one with \(T_{e,bg} = 1.85\,\text{eV}\) (\(T_{e,bg}\) value at \(x = 0.07\,\text{cm}\), corresponding to the \(T_{e,bg}\) value at the position where the blob is initialized). Moreover, two simulations are performed with GBS, one imposing a uniform \(T_{e,bg} = 2.8\,\text{eV}\), and one with \(T_{e,bg}\) set according to Eq. (5.21).

Figure 5.5 shows that the radial velocity of the blob is strongly affected by \(T_{e,bg}\) (a larger
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Figure 5.5 – Radial (left panel) and vertical (right panel) position of the blob as function of time for “case 1”. Solid curves represent the simulation results with $T_{e, bg} = 2.8$ eV, dashed curves consider $T_{e, bg} = 1.85$ eV for BOUT++3D, BOUT++2D, and TOKAM3X and $T_{e, bg}$ given by Eq. (5.21) for GBS.

$T_{e, bg}$ leads to a larger radial velocity). Furthermore, GBS simulations point out that the blob radial motion is faster for $T_{e, bg} = 2.8$ eV than for the experimental $T_{e, bg}$ profile. Regarding the vertical motion of the blob, we observe that the radial variation of $T_{e, bg}$ strongly impacts the blob dynamics, while varying a uniform $T_{e, bg}$ value has a minor impact. In fact, when a radial dependent profile of $T_{e, bg}$ is considered, by imposing Bohm’s boundary conditions at the limiter and no net parallel background current flowing to the target, we obtain a radially dependent electrostatic background potential, which leads to a positive $v_{E \times B}$ in the vertical direction. Similar results are obtained for the “case 2” and “case 3” blobs. Consequently, the $T_{e, bg}$ profile considerably affects the simulation results. In Section 5.5 this has to be taken into account in the comparison of the simulation results among each other and with experimental measurements.

Then, we simulate with the GBS code an isothermal blob (i.e. we impose $T_{e, bl} = 0$ at all times), an initially thermalized blob (i.e. we impose $T_{e, bl} = 0$ at $t = 0$ and then let the blob temperature evolve), and an initially hot blob [i.e. we impose $T_{e, bl}(x, y) = T_{e, bl}(x, y)$ at $t = 0$, accordingly to Eq. (5.24), and then let the blob temperature evolve]. A uniform $T_{e, bg} = 2.8$ eV is imposed. This is motivated by two things. First, as discussed in Section 5.3, high uncertainties are affecting the experimental measurements of the electron temperature. Second, in BOUT++3D, BOUT++2D, and TOKAM3X the blob is assumed isothermal, while in GBS and HESEL the electron temperature is evolved. In Fig. 5.6 we present the results of this study. Considering the radial motion, we observe that the isothermal blob is the slowest one, while the hot blob is the fastest. However, the motion of the blob is only slightly affected by temperature effects. Moreover, Fig. 5.6 shows that the impact of the isothermal blob assumption on the blob vertical velocity is very small. This indicates that the presence of a radially-varying $T_{e, bg}$ profile is the main drive of the vertical motion, as discussed above.

Finally, we would like to make a few remarks. First, we note that all the simulations used in this chapter are converged with respect to the temporal and spatial discretization and, therefore, the numerical uncertainty can be neglected. Second, we note that,
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Figure 5.6 – Radial (left panel) and vertical (right panel) position of the blob as function of time, obtained from GBS simulations of “case 1” with $T_{e,bg} = 2.8\,\text{eV}$. The blue curves correspond to an initially hot blob [i.e. $T_{e,bl}(x,y)$ at $t = 0$, as in Eq. (5.24)], the green curves correspond to an initially thermalized blob (i.e. $T_{e,bl} = 0$ at $t = 0$ and then letting the blob temperature evolve), and the red curves correspond to an isothermal blob (i.e. imposing $T_{e,bl} = 0$ at all times).

performing several sensitivity scans, it has been verified that the values of the numerical parameters, such as the diffusion coefficients introduced in GBS and TOKAM3X, do not significantly affect the simulation results. Third, we remark that in Chapter 4 we discuss a rigorous methodology for estimating the impact of uncertainty propagation related to not precisely known input parameters on the simulation results. However, since we do not have developed yet a fully spectral code for investigating the blob dynamics, we cannot apply here such methodology.

5.5 Analysis and validation of the simulation results

First, focusing our attention on the qualitative analysis of the blob simulation results, we present in Fig. 5.7 the two-dimensional poloidal profiles of plasma density and electrostatic potential associated with “case 1”, “case 2”, and “case 3” blobs at $t = 48\,\mu\text{s}$, for the five simulation models. We consider $T_{e,bg} = 2.8\,\text{eV}$ in the isothermal and Eq. (5.21) in the non-isothermal models. Several observations can be made from these results.

(i) Noticeable differences exist between the “case 1” and “case 2” blobs, and the “case 3”. In particular, the size of the “case 3” blob is significantly smaller than in the two other cases. This leads to steeper gradients and stronger secondary instabilities, consistent with the numerical results.

(ii) The BOUT++2D results are qualitatively similar to the ones from BOUT++3D, the main difference being the amplitude of the density profiles. This is due to the fact that in BOUT++2D line-averaged quantities are evolved and plotted, while for BOUT++3D snapshots on a poloidal plane close to the limiter are shown, where the blob density is smaller than at the center of the device.

(iii) Comparing the results of BOUT++3D, GBS, and TOKAM3X, although we
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Figure 5.7 – Plasma density and electrostatic potential, from which have been subtracted the backgrounds, for the “case 1”, “case 2”, and “case 3” blobs, simulated with BOUT++2D, BOUT++3D, GBS, HESEL, and TOKAM3X, at \( t = 48 \mu s \). We note that for BOUT++2D and for HESEL the line-averaged quantities \( n(x, y)/2 \) and \( \phi(x, y) \) are represented, while the profiles of \( n(x, y, z) \) and \( \phi(x, y, z) \) are displayed for the three-dimensional models at the simulated poloidal plane closest to the limiter.

Observe a similar global evolution of the blobs, some differences in the details of the structures are apparent. In TOKAM3X the blobs are subject to fingering effects, not visible in the other simulations. The shape of the BOUT++3D blobs is rounder than in GBS and the blob tails are less pronounced in GBS (tests show that this is related to the plasma-neutral collisions, not taken into account by the other three-dimensional models). Moreover, we note that the blobs simulated with GBS show an upward motion, and are spinning counterclockwise. The upward motion is related to the \( \mathbf{E} \times \mathbf{B} \) vertical motion due to the radial dependence of the electron temperature background, as discussed in...
Section 5.4. The spinning occurs because of effects of the evolving electron temperature on the blob plasma potential, which is consistent with the observations in Ref. [139].

(iv) Focusing on the HESEL results, we note that the blobs are more “mushroom-like” and show a completely different evolution than in the other four models. This is related to the HESEL assumption that diamagnetic currents are predominately closed through polarization currents.

The analysis of the differences among the five models helps us understand the results of the validation of the simulation results against the experimental measurements. The radial and vertical blob velocities produced by the simulations and as measured from the experiment are plotted versus time in Figs. 5.8 and 5.9.

Figure 5.8 – Radial velocity of the blob as function of time for “case 1” (left panel), “case 2” (middle panel), and “case 3” (right panel), obtained from numerical simulations and experimental measurements (the gray shaded region represents the experimental uncertainty due to the finite spatial resolution of the probes).

Regarding the experimental measurements of the radial velocity, despite some fluctuations mainly due to experimental uncertainties, it is visible that blobs decelerate as they move outwards, for each of the three cases. The radial velocity of the blobs simulated with BOUT++3D, BOUT++2D, GBS, and TOKAM3X also decreases in time. However, particularly in “case 1” and “case 2”, the blob deceleration is weaker in the simulation results than in experiments, and the initial velocity peak is not well captured. On the other hand, the radial blob velocity simulated with HESEL shows a completely different evolution. In fact, while moving outwards, the HESEL “case 1” and “case 2” blobs accelerate significantly, while the “case 3” blob decelerates.

To perform a quantitative comparison between experiments and numerical results, and to gain a deeper insight on the blob dynamics, we average the experimental and the simulated radial blob velocities between $t = 0$ and $t = 48 \mu s$, for the three cases, and we theoretically predict the radial blob velocity according to Ref. [128] as

$$v_x = \frac{\sqrt{\frac{2 \rho_s}{R}} c_s}{1 + \sqrt{\frac{a^5}{2}} n_0 \frac{L}{\sqrt{2 \sigma_n}} + \frac{\sqrt{R a}}{\sqrt{2 s^\gamma}} n_{bg} + n_0},$$  \hspace{1cm} (5.29)$$

where $a = \sqrt{\ln 2} \sigma_{n, y}$ is the vertical size of the blob, $\rho_s \approx \sqrt{T_{e, bg} m_i/(eB)}$ is the ion
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Figure 5.9 – Vertical velocity of the blob as function of time for “case 1” (left panel), “case 2” (middle panel), and “case 3” (right panel), obtained from numerical simulations and experimental measurements (the gray shaded region represents the experimental uncertainty due to the finite spatial resolution of the probes).

Table 5.2 – Blob radial velocity for the three cases, computed according to Eq. (5.29) and time-averaging simulations and experimental results.

<table>
<thead>
<tr>
<th></th>
<th>case 1 [m/s]</th>
<th>case 2 [m/s]</th>
<th>case 3 [m/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.85 eV</td>
<td>2.8 eV</td>
<td>1.85 eV</td>
</tr>
<tr>
<td><strong>Analytical scaling</strong></td>
<td>420±40</td>
<td>670±50</td>
<td>-</td>
</tr>
<tr>
<td><strong>Polarization closure</strong></td>
<td>910±40</td>
<td>1100±50</td>
<td>-</td>
</tr>
<tr>
<td><strong>BOUT++2D</strong></td>
<td>440</td>
<td>760±50</td>
<td>-</td>
</tr>
<tr>
<td><strong>BOUT++3D</strong></td>
<td>540</td>
<td>850±20</td>
<td>-</td>
</tr>
<tr>
<td><strong>TOKAM3X</strong></td>
<td>560</td>
<td>870±60</td>
<td>-</td>
</tr>
<tr>
<td><strong>GBS isothermal</strong></td>
<td>-</td>
<td>800</td>
<td>-</td>
</tr>
<tr>
<td><strong>GBS</strong></td>
<td>-</td>
<td>-</td>
<td>660±10</td>
</tr>
<tr>
<td><strong>HESEL</strong></td>
<td>-</td>
<td>-</td>
<td>1470±40</td>
</tr>
<tr>
<td><strong>Experimental</strong></td>
<td>-</td>
<td>-</td>
<td>840±20</td>
</tr>
</tbody>
</table>

Larmor radius, \( c_s \approx \sqrt{T_{e, bg}/m_i} \) is the ion sound speed, and \( n_0/(n_{bg} + n_0) \) is the ratio between the peak density value of the blob, \( n_0 \), and the total density, \( n_{bg} + n_0 \). The three terms in the denominator represent possible closures of the diamagnetic current due to, respectively, the ion polarization current, the parallel current to the sheath, and the ion-neutral collisions (the latter is neglected in the following due to the low value of \( \nu_{in} \)). The \( n_0/(n_{bg} + n_0) \) term represents the slowing down of the blob due to a finite background density. We note that Eq. (5.29) is derived under the assumption of isothermal evolution.

In Table 5.2 we summarize the results of our analysis. First, considering the two background electron temperatures \( T_{e, bg} = 1.85 \text{ eV} \) and \( T_{e, bg} = 2.8 \text{ eV} \), we compute the velocities theoretically predicted by using Eq. (5.29). We compute both the expected velocity from the full scaling in Eq. (5.29) (“Analytical scaling”), and the expected velocity from the ion-polarization closure scaling when an halved ballooning instability drive is considered, which corresponds to \( u_x = \sqrt{a/Rc_s n_0/(n_{bg} + n_0)} \) (“Polarization closure”). Second, averaging in time the radial velocities, we list the BOUT++2D, BOUT++3D, and TOKAM3X results corresponding to \( T_{e, bg} = 1.85 \text{ eV} \) and \( T_{e, bg} = 2.8 \text{ eV} \). For GBS, simulations with a uniform \( T_{e, bg} = 2.8 \text{ eV} \) background and considering an isothermal blob (i.e. \( T_{e, bl} = 0 \) at all times) are listed. Moreover, we present the GBS and HESEL results when the experimental background temperature profile is used and the blob temperature...
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is evolved. Finally, the experimental radial velocity measurements are averaged in time, to obtain the values presented in the last row of Table 5.2. Several observations can be made from these results.

(i) The velocities obtained for \( T_{e,bg} = 2.8 \text{ eV} \) from BOUT++3D, GBS with isothermal electrons, and TOKAM3X are very similar. It follows that the three models are equally able to predict the radial velocity of the blobs. Within the uncertainties affecting the measured quantities used as input parameters, they are consistent with experimental observations for “case 1” and “case 2”, while the “case 3” experimental measurements do show a smaller velocity with respect to the simulations. This difference is due to the blob motion in late part of the considered time interval, when the blob loses its coherence and the difference between experimental measurements and simulation results increases, as shown in Fig. 5.8.

(ii) BOUT++2D gives a radial velocity that is slightly smaller than the one computed with the three-dimensional isothermal models. Previous comparisons between two-dimensional and three-dimensional simulation results showed that the density drop in the three-dimensional simulations is larger than the one estimated to derive the two-dimensional model [21]. This leads to smaller parallel sheath currents and, therefore, faster blob dynamics in the three-dimensional simulations. However, the difference between BOUT++2D and BOUT++3D results are relatively small, indicating that the sheath dissipation closure represents well the considered experiments. This is consistent with previous experimental investigations, from which it has been concluded that for similar TORPEX experimental scenarios the parallel currents play an important role in setting the blob motion [128,140,141].

(iii) The “case 1” and “case 2” blobs simulated with HESEL produce radial velocities that are much larger than the ones observed experimentally. This leads us to conclude that, for the present experimental scenario, the weak sheath formulation combined with the vorticity advection closure is not a good representation of the plasma dynamics, consistently with point (ii). It is emphasized that this result concerns only the considered experimental scenario, and it is not generally true.

(iv) The analysis of “case 3” HESEL results shows a velocity that is smaller than both the experimental velocity and the velocity resulting from the other models. This may be due to the fact that the blob completely loses its coherence through the simulation, as can be observed in Fig. 5.7.

(v) The simulation results obtained with GBS considering the experimental temperature background show a radial velocity that is slightly smaller than the measured one for “case 1” and “case 2”, while it is slightly higher for “case 3”. It could appear surprising at first sight that the experiments agree better with the isothermal models than with the results of the non-isothermal GBS simulations. However, Fig. 5.8 shows that this is due to a fortuitous event: the differences in the radial velocity between experimental measurements and isothermal simulations in the first and second halves of the simulations are cancelling out, giving an apparently better agreement of the averaged radial velocities.

(vi) Comparing our isothermal simulation results with the analytical scaling derived
from the isothermal estimate presented in Ref. [128], we observe that Eq. (5.29) underestimates the blob radial velocity. In the appendix of Ref. [140] and in Ref. [142] other possible blob velocity scalings are discussed, for which it is assumed that the blob is subject to a Kelvin-Helmholtz instability. These scalings produce results which differ from Eq. (5.29) when low values of $n_0/(n_{bg} + n_0)$ are considered. In particular, they give larger velocities than the ones predicted by using Eq. (5.29), which are closer to the numerical results of the isothermal simulations. Additionally, assuming that the analytical scaling of Eq. (5.29) underestimates the blob radial velocity because of the small value of $n_0/(n_{bg} + n_0)$, and comparing the HESEL results with the “Polarization closure” row in Table 5.2, we conclude that the HESEL model should be able to properly describe the blob dynamics in cases where diamagnetic currents are predominantly closed through polarization currents.

Considering the experimental vertical motion, we observe that the blobs move in TORPEX with positive, almost constant, velocity. The dynamics of the blobs simulated with GBS is consistent with the experimental measurements. The HESEL model, which assumes a non-isothermal background according to Eq. (5.21), presents a vertical velocity that is initially consistent with experimental measurements and diverges later from the experimental results. On the other hand, the other models are not in agreement with the experimental measurements. This reflects the fact that the vertical blob motion is mostly driven by a background $v_{E \times B}$ flow, as discussed in Section 5.4.

### 5.6 Conclusions

In this chapter we present numerical results obtained from seeded blob simulations carried out with five different models, which are validated against the experimental data obtained from the TORPEX device. The models differ because of a number of assumptions used to simplify the drift-reduced Braginskii equations, such as the hypothesis of cold ions, isothermal electrons, or negligible electron inertia. Moreover, some of the models make use of the infinite aspect ratio approximation. In addition to three-dimensional models, we also consider two-dimensional models, based on different closures of the parallel currents on the vessel walls.

The comparison between the results of the different models and the experiments allow us to identify the most important physics elements that play a role in setting the blob velocity. For the present experimental scenario, we show that the vorticity advection closure, such as the one implemented in HESEL, is not able to correctly reproduce the plasma dynamics associated with the blobs, while the sheath dissipation closure, such as the one implemented in BOUT++2D, is in agreement with the three-dimensional simulations and experimental results. This is consistent with previous experimental analysis, whereby it was shown that parallel currents are important in setting the radial velocity of blobs in typical TORPEX hydrogen plasmas [128,140,141]. To properly validate the HESEL model, one would need to consider plasmas with higher ion mass or blobs with
a smaller size, for which it has been shown that the parallel current contribution is negligible [140].

We also observe that the value of the background electron temperature is important in setting the radial velocity of blobs, meaning that an accurate measurement of this quantity is necessary to perform reliable simulations. Moreover, comparing the results of the five codes between each other, we conclude that the radial dependence of the electron temperature background plays a role in determining the correct vertical motion of the blobs, while the evolution of the electron temperature is only necessary to describe their spinning. We also showed that the electron inertia, the Boussinesq approximation, and the infinite aspect ratio limit have a minor importance in determining the blob velocity.

The results presented in this chapter provide us with a better understanding of the blob dynamics, and increase the reliability of the models used to carry out the seeded blob simulations. The experimental scenario presented in this chapter constitutes an ideal test bed also for future benchmarks and the validation of seeded blob simulations, thanks to the measurements available, which allow accurate initialization of the simulations and detailed comparisons with the numerical results. The magnetic configuration that we consider facilitates considerably the analysis and the interpretation of the experimental and simulation results.

This work represents a fundamental step towards the validation of full turbulence simulations against experimental measurements in more complex geometries, as it is in the tokamak SOL. Such validation exercises are described in Chapters 6 and 7.
Due to the complex nonlinear phenomena taking place in the tokamak SOL region, the plasma dynamics is usually investigated numerically, thanks to state-of-the-art simulation codes (see e.g. Refs. [18, 20, 125, 126]). In the present chapter we focus on the tokamak limited SOL configuration. Besides being of interest as a stepping stone towards the simulation of more complex experimental scenarios, this configuration has recently attracted large attention since the ITER start-up and ramp-down phases will be performed using the high-field side part of the vacuum vessel as the limiting surface [143, 144].

In the past, extensive theoretical and numerical studies of the instabilities driving the SOL dynamics were performed (see e.g. Ref. [145]). It was found that, in the limiter configuration, SOL turbulence is generally driven by drift-waves (DWs) and ballooning modes (BMs) [145, 146]. It was also demonstrated that these linear instabilities typically saturate due to a nonlinear local flattening of the plasma gradient and the resulting removal of the instability drive [100]. These theoretical findings were subsequently validated against experimental measurements taken on a number of tokamaks around the world, such as TCV, Alcator C-Mod, and ISTTOK, showing good agreement between simulations and experimental measurements of plasma turbulence [147–149]. Moreover, using these observations and assuming that resistive BMs drive the SOL turbulence dynamics and that the parallel losses at the vessel are balanced by the turbulent transport, an analytical scaling for the equilibrium pressure gradient length was derived [24, 113]. It was found that this scaling is consistent with measurements taken on a number of experimental devices [150].

The goal of the present chapter is to investigate a SOL parameter regime that was not explored earlier and, in general, difficult to access experimentally. More precisely, we investigate the SOL plasma dynamics in a circular limiter configuration with a low safety factor at the last close flux surface (LCFS), $q_{LCFS} \lesssim 3$, for which the SOL turbulence
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is expected to be clearly in the inertial DW (InDW) regime [145]. Our study is based on performing SOL turbulence simulations considering two tokamak circular plasma discharges carried out in the RFX-mod experiment [50] with \( q_{\text{LCFS}} \approx 2, 3 \). The RFX-mod device can access such low safety factors thanks to an advanced feedback magnetic boundary control system, which allows stabilizing resistive wall modes and to carry out plasma discharges with \( q_{\text{LCFS}} \approx 2 \) without disruptions [151]. We then analyse the nature of the turbulence in the SOL of RFX-mod and we carefully compare our simulation results against RFX-mod measurements.

The present chapter is organized as follows. We first discuss the RFX-mod experimental setup in Section 6.1. In Section 6.2 we describe the simulations of the RFX-mod plasma discharges. The simulations are then used to uncover the instability that drive the SOL plasma dynamics in Section 6.3. Finally, the numerical results are validated against experimental measurements in Section 6.4. The conclusions follow.

6.1 The experimental setup

The RFX-mod experiment is a flexible toroidal device with major radius \( R = 2 \, \text{m} \) and minor radius \( a = 0.459 \, \text{m} \), equipped with a set of 192 actively controlled coils that cover the whole vacuum vessel [50]. While RFX-mod plasma discharges have been performed mainly in the reversed field pinch (RFP) configuration, recent developments now allow operating the device also with magnetic geometries that feature inner-wall limited and diverted ohmic tokamaks [151–153]. Using a toroidal magnetic field on axis \( B_\phi \approx 0.6 \, \text{T} \) and a plasma current up to \( I_p \approx 150 \, \text{kA} \), it is possible to perform plasma pulses longer than 1 s with integrated plasma densities \( n_e \geq 10^{19} \, \text{m}^{-3} \) and core electron temperatures \( T_e \geq 500 \, \text{eV} \).

In the following we consider two circular inboard-limited ohmic L-mode deuterium plasma discharges (#38373 and #38413), carried out in the RFX-mod device with a toroidal magnetic field on axis \( B_\phi = 0.54 \, \text{T} \) and plasma currents \( I_p = 150 \, \text{kA} \) and \( I_p = 100 \, \text{kA} \). These two plasma currents correspond to the safety factors \( q_{\text{LCFS}} = 2 \) and \( q_{\text{LCFS}} = 3 \), respectively. The plasma densities and electron temperatures at the LCFS for the two discharges are \( n_{e0} = 7.7 \times 10^{17}, 2.0 \times 10^{17} \, \text{m}^{-3} \) and \( T_{e0} = 16, 19 \, \text{eV} \), respectively, and correspond to the two normalised plasma collisionalities \( \nu^* = L_\parallel/\lambda_{mfp} = 6.9, 1.3 \), where \( L_\parallel = 2\pi q_{\text{LCFS}} R \) is the parallel connection length and \( \lambda_{mfp} \) the electron mean free path.

The experimental measurements illustrated in the following of the present chapter are obtained using the U-probe installed in RFX-mod. This probe consists of two boron nitride arms, each of them equipped with 25 electrostatic pins [154, 155]. Some of the pins are used as a five-pin triple probe [156], allowing simultaneous measurements of ion saturation, \( I_{\text{sat}} \), plasma density, \( n \), electron temperature, \( T_e \), and floating potential, \( V_{fl} \), with time resolution of 0.2 \( \mu \text{s} \). The U-probe is located at a fixed radial position at the outward equatorial midplane, with its arms in the horizontal direction. In or-
der to obtain measurements at different radial locations, the plasma column is slowly shifted towards the inner wall of the device during the discharge, while keeping a constant edge safety factor. We note that the experimental measurements related to the #38373 plasma discharge we use for the present validation are taken only in between sawtooth crashes. This leads to a reduced number of measurements for the considered time traces (20'000 measurements) available for the analysis of the #38373 discharge (approximately a factor ten less with respect to the #38413 discharge, for which we have 175'000 measurements).

### 6.2 GBS simulations of the RFX-mod SOL

The tokamak SOL region is generally studied by employing a plasma fluid description, such as the Braginskii fluid model [13]. Moreover, since the SOL turbulent time scales are much slower than the ion cyclotron time, and the perpendicular (to \(B\)) scale lengths are longer than the ion Larmor radius, the drift approximation can be applied to simplify the fluid model, thus obtaining a set of drift-reduced Braginskii equations useful to describe the SOL plasma dynamics (see Appendix A for a discussion of this model). We consider this model also for the present study, although the conditions for the applicability of the fluid model are marginally satisfied for the RFX-mod #38413 plasma discharge. Neglecting electromagnetic effects as suggested in Ref. [157], since \(\beta_e R / L_p \leq 10^{-3}\) in the RFX-mod SOL (\(\beta_e\) is the plasma to magnetic pressure ratio and \(L_p\) the equilibrium pressure gradient length), assuming cold ions (no ion temperature measurements are available on RFX-mod for these discharges, the impact of ion temperature effects on SOL turbulence is investigated in Ref. [158]), and employing the Boussinesq approximation [91–93] to simplify the vorticity equation, the drift-reduced Braginskii equations, Eqs. (A.65)-(A.70), reduce to Eqs. (2.28)-(2.32). The drift-reduced Braginskii system is closed by the Poisson’s equation \(\nabla^2 \phi = \omega\) and by the set of boundary conditions in Eqs. (2.33)-(2.38), which describe the plasma dynamics at the limiter magnetic presheath entrance. The resulting model is solved thanks to the GBS code, as detailed in Appendix A. Note that, unless specified otherwise, in the present chapter we make use of the normalization and of the toric coordinate system \((y, x, z)\) detailed in Appendix A. Focusing on a circular plasma with a toroidal limiter located at the high-field side, and assuming a large aspect ratio geometry and no magnetic shear to simplify the equations (a discussion of the impact of these assumptions on DWs and BMs is presented in Refs. [145,146]), we perform two nonlinear GBS simulations based on the RFX-mod experimental parameters \(R, q_{LCS}, n_e, 0, T_e 0\). For the two plasma discharges #38373 and #38413 these parameters lead to the normalized plasma resistivities \(\nu = 0.005, 0.001\), the normalized major radii \(R_0 = 1872, 1716\), and the poloidal domain sizes \(L_y = 2700, 2470\). In addition, we consider \(\Lambda = 3\), a reduced ion to electron mass ratio \(m_i/m_e = 800\), a reduced normalized parallel electron thermal conductivity \(\chi_{||e} = 2\), and the normalized perpendicular diffusion coefficients \(D_A = 5\), where \(A = n, \omega, v_{||e}, v_{||i}, T_e\). The particle
and temperature sources, used to mimic the plasma outflow from the core, are assumed poloidally and toroidally constant, with radial dependence $S_{n,T}(x) \propto \exp\left[-(x-a)^2/\sigma^2\right]$, being $\sigma = 2.5$. The radial domain extends from the inner radius $x_i = a - 30$ to the outer radius $x_o = a + 70$ in both simulations. Since a set of first-principle boundary conditions describing the plasma interaction with the outer wall and the interface between the SOL and the core does not exist yet, ad hoc boundary conditions are applied at $x_i$ and $x_o$, with Neumann’s boundary conditions used for $n$, $v_{\parallel e}$, $v_{\parallel i}$, and $T_e$, and Dirichlet’s boundary conditions for $\omega$ and $\phi$. To mitigate the impact of these boundary conditions on the simulation results, the two regions extending from $x_i$ to $x = a$, and from $x = a + 55$ to $x_o$ are considered as buffers and are not included in the analysis of the results.

We note that, because of the necessary rather large numerical grids $(N_x, N_y, N_z) = (128, 1279, 320)$, $(128, 1279, 212)$, with $N_x, N_y$, and $N_z$ the number of points in the radial, poloidal, and toroidal directions, the two simulations discussed herein are extremely expensive. The reduced mass ratio and parallel electron thermal conductivity are consequently used to considerably decrease the computational cost of the simulations. We also note that, while in the RFX-mod discharges the plasma current and the toroidal magnetic field are in the same direction, we use a current that is in the opposite direction to the magnetic field in the GBS simulations.

A typical GBS snapshot for the RFX-mod plasma discharge #38373 is shown in Fig. 6.1. On the left panel we present a three-dimensional view of $\ln(p_e)$. We clearly observe plasma turbulent eddies that are aligned to the magnetic field. On the right panel we show a poloidal cross section of the simulated $p_e$ profile, with $R$ and $Z$ the radial and vertical coordinates of a cylindrical coordinate system located at the center of the tokamak. The plasma dynamics described by our simulations results from the interplay of the plasma outflow from the core, mimicked by the particle and temperature sources, the radial outwards transport due to turbulence, the parallel plasma flows, and the losses at...
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Previous investigations of the SOL plasma dynamics indicate DWs and BMs as the main instabilities driving SOL turbulent transport [17, 145, 157]. BMs are interchange-like modes, driven unstable by magnetic curvature and pressure gradients pointing in the same direction. The mechanism leading to BMs can be summarized as follows. Because of the presence of a pressure gradient, electrons and ions drift in opposite direction, perpendicular both to $\nabla p_e$ and $B$. In presence of a small density perturbation, a charge separation occurs, which gives rise to an electric field. When the magnetic curvature and the pressure gradient point in the same direction, the generated electric field leads to an $E \times B$ flow that amplifies the initial perturbation, resulting in an instability with a phase shift between the pressure and potential perturbations close to $\pi/2$. The parallel component of the electric field can be balanced by plasma resistivity, in this case the instability is known as resistive BMs (RBM), by electron inertial effects, giving rise to inertial BMs (InBM), or by electromagnetic effects, which cause the growth of ideal BMs (IBM). On the other hand, DWs are due to an $E \times B$ convection of the plasma pressure when electron adiabaticity is broken by resistivity or finite electron mass, leading respectively to resistive DWs (RDW) and InDWs. This is understood as follows. If we consider a plasma with approximately adiabatic electrons, regions with high plasma pressure correspond to regions with high plasma potential, and vice versa. Consequently, $p_e$ perturbations are associated with an $E \times B$ flow. In the presence of plasma pressure gradients, this flow might result in an instability, the DW instability.

Past works show that $q_{LCFS}$ and $\nu$ strongly affect the SOL turbulent regime. In particular, it is demonstrated that it exists a threshold value of $\nu$ below which a transition from RBMs to InDWs is observed, and this threshold value increases with the decrease of the safety factor [145]. While in typical tokamak conditions the SOL is expected to be in the RBM regime or marginally in the DW regime, for the parameters considered herein turbulence is expected to be clearly in the InDW regime [145]. In the following of the present section we investigate the nature of the instability that drives most of the

the limiter plates. No separation between background and turbulent quantities is made. The equilibrium pressure gradient length $L_p = -p_e/\nabla p_e$ is directly evaluated from nonlinear simulations by computing the averaged radial $p_e$ profile at the outer midplane, $p_e(x) = \langle p_e(0, x, z, t) \rangle_{z,t}$, where $\langle - \rangle_{z,t}$ denotes averaging over $z$ (the toroidal coordinate) and $t$, and fitting $p_e(x)$ between $x = a$ and $x = a+55$ assuming $p_e(x) \propto \exp[-(x-a)/L_p]$. For the two plasma discharges #38373 and #38413 we find $L_p = 31$ and $L_p = 37$, respectively. Computing the power spectral density of the $p_e$ fluctuations in the nonlinear simulations (not shown here), it is also possible to estimate the poloidal wave number of the mode that drives most of the turbulent transport. For the two plasma discharges considered herein we find $k_p \approx 0.1 - 0.2$. 

6.3 Identification of the instability driving the SOL transport

Previous investigations of the SOL plasma dynamics indicate DWs and BMs as the main instabilities driving SOL turbulent transport [17, 145, 157]. BMs are interchange-like modes, driven unstable by magnetic curvature and pressure gradients pointing in the same direction. The mechanism leading to BMs can be summarized as follows. Because of the presence of a pressure gradient, electrons and ions drift in opposite direction, perpendicular both to $\nabla p_e$ and $B$. In presence of a small density perturbation, a charge separation occurs, which gives rise to an electric field. When the magnetic curvature and the pressure gradient point in the same direction, the generated electric field leads to an $E \times B$ flow that amplifies the initial perturbation, resulting in an instability with a phase shift between the pressure and potential perturbations close to $\pi/2$. The parallel component of the electric field can be balanced by plasma resistivity, in this case the instability is known as resistive BMs (RBM), by electron inertial effects, giving rise to inertial BMs (InBM), or by electromagnetic effects, which cause the growth of ideal BMs (IBM). On the other hand, DWs are due to an $E \times B$ convection of the plasma pressure when electron adiabaticity is broken by resistivity or finite electron mass, leading respectively to resistive DWs (RDW) and InDWs. This is understood as follows. If we consider a plasma with approximately adiabatic electrons, regions with high plasma pressure correspond to regions with high plasma potential, and vice versa. Consequently, $p_e$ perturbations are associated with an $E \times B$ flow. In the presence of plasma pressure gradients, this flow might result in an instability, the DW instability.

Past works show that $q_{LCFS}$ and $\nu$ strongly affect the SOL turbulent regime. In particular, it is demonstrated that it exists a threshold value of $\nu$ below which a transition from RBMs to InDWs is observed, and this threshold value increases with the decrease of the safety factor [145]. While in typical tokamak conditions the SOL is expected to be in the RBM regime or marginally in the DW regime, for the parameters considered herein turbulence is expected to be clearly in the InDW regime [145]. In the following of the present section we investigate the nature of the instability that drives most of the
SOL turbulent transport in the plasma discharges #38373 and #38413.

6.3.1 Nonlinear simulations

In order to identify the instability that drives most of the RFX-mod SOL turbulent transport, we proceed as follows. Considering the plasma discharge #38373, we perform three nonlinear simulations solving (i) the “full” GBS model, Eqs. (2.28)-(2.32), (ii) the “BM” model, considering Eqs. (2.28)-(2.32) where we neglect the diamagnetic term in the Ohm’s equation, i.e. we simplify Eq. (2.30) as

$$\partial_t v \parallel e = -\frac{R}{\rho_s} \left\{ \phi, v \parallel e \right\} + \frac{m_i}{m_e} \left[ \nabla \parallel \phi + \nu \nabla \parallel G_e \right] - v \parallel e \nabla \perp v \parallel e + D v \parallel e \nabla^2 \perp v \parallel e, \quad (6.1)$$

and (iii) the “DW” model, where we neglect the pressure curvature term in the vorticity equation of the “full” GBS model, which corresponds to rewriting Eq. (2.29) as

$$\partial_\omega = -\frac{R}{\rho_s} \left\{ \phi, \omega \right\} - v \parallel \nabla \parallel \omega + \nabla \parallel \nabla \parallel \omega + \frac{1}{3 \eta} \left( G_i \right) + D \omega \nabla^2 \perp \omega. \quad (6.2)$$

For each simulation we then compute $p_e(y, x) = \langle p_e(y, x, z, t) \rangle_{x,t}$ and, at fixed $y$, we fit $p_e(y, x)$ between $x = a$ and $x = a + 55$ assuming $p_e(y, x) \propto \exp[-(x - a)/L_p(y)]$. The values of $L_p(y)$ thus obtained are shown in Fig. 6.2 for the three models. We observe that the “full” and the “DW” models lead to quite similar $L_p$ for $y > 0$, while $L_p$ is larger for $y < 0$ in the “DW” simulations, particularly in the proximity of the limiter. This is probably due to the stabilizing effect of magnetic curvature on SOL turbulence at the tokamak high-field side. On the other hand, the value of $L_p$ for the “BM” model is considerably smaller than for the original simulation. This suggests that DWs are driving most of the SOL turbulent transport, in agreement with the expectations in Ref. [145].
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Another approach we explore to understand the nature of the dominant instability, based on investigating the phase shift and the correlation between electron pressure and plasma potential fluctuations, $\delta p_e$ and $\delta \phi$, turns out not conclusive. Since DWs lead to electrons in conditions close to adiabaticity, we expect a small phase shift between $\delta p_e$ and $\delta \phi$ and a noticeable correlation between these two quantities. On the other hand, BMs are expected to show a phase shift close to $\pi/2$ and no correlation between $\delta p_e$ and $\delta \phi$ [159]. Following the methodology illustrated in Ref. [146], we compute for the two GBS simulations of RFX-mod the probability distribution function of the phase shift and the joint probability between $\delta p_e$ and $\delta \phi$ at $x = a + 15$ for all $\theta_s \in [-\pi, \pi]$. The results obtained are presented in Figs. 6.3 and 6.4. Concerning the phase shift, we observe that

$$P(\delta \phi, \delta p_e) \simeq \pi/4$$ at the $k_y$ of the largest amplitude mode. Moreover, $\delta p_e$ and $\delta \phi$ do not show a clear correlation, nor they are clearly not correlated (for both simulations the correlation coefficient is approximately 0.7). Therefore, while the results obtained from the analysis of the phase shift and of the joint probability are not incompatible with a
SOL dynamics mostly driven by DWs, they are not conclusive to indicate the instability that drives most of the SOL turbulent transport.

### 6.3.2 Linear instabilities

As a confirmation of the nature of the turbulent transport identified by using the nonlinear simulations, we consider the linear properties of the instability dominating the SOL plasma dynamics. This approach allows us also to disentangle more easily the role of resistivity and electron inertia and to study ion to electron mass ratios not accessible by the nonlinear simulations.

First, in order to deduce a linear model useful for investigating the SOL plasma dynamics, we introduce the flux-tube \((X = r, Y = a\alpha/q, Z = qR\theta)\) coordinate system, where \(r\) is a flux coordinate, \(\alpha = \varphi - q(r)\theta\), a field line label, \(\varphi\) the toroidal angle, \(\theta\), and \(q(r)\) are the straight field line angle and safety factor defined in Section A.3.4. Equations (2.28)-(2.32) are then expressed in the \((X, Y, Z)\) coordinate system and the resulting system of equations is linearised assuming that the equilibrium plasma profiles depend only on the radial coordinate \(X\). Moreover, each quantity \(A = A(X, Y, Z, t)\) is split between an equilibrium part \(A_0(X)\) and the perturbation \(\delta A(Y, Z, t) = \delta A(Z) \exp \{ik_Y Y + \gamma t\}\), with \(k_Y\) the poloidal wave number and \(\gamma\) the linear growth rate. Equilibrium gradients are defined as \(\partial_X A = -A_0/L_A\), where \(L_A\) is a characteristic length associated with \(A_0\) at \(X = a\). The \(X\) dependence of \(\delta A\) is neglected here because \(k_Y/k_X \sim \sqrt{k_Y L_n} > 1\) for both DWs and BMs [160,161]. Assuming \(\phi_0 = v_{||,0} = v_{||,0} = 0\), noting that \(n_0 = 1\) and \(T_{e0} = 1\) in normalized units, and neglecting gyroviscous and diffusion terms, the resulting linearised system of equations is written as

\[
\gamma \delta n = -ik_Y \frac{R_0}{L_n} \delta \phi - 2ik_Y \cos(\theta) (\delta p_e - \delta \phi) + \partial_Z (\delta j_\parallel - \delta v_{||}) ,
\]

\[
\gamma \delta \omega = -2ik_Y \cos(\theta) \delta p_e + \partial_Z \delta j_\parallel ,
\]

\[
m_e \eta \delta v_{||} = \partial_Z (\delta \phi - \delta p_e - 0.71 \delta T_e) + \nu \delta j_\parallel ,
\]

\[
\gamma \delta v_{||} = -\partial_Z \delta p_e ,
\]

\[
\gamma \delta T_e = -k_Y \eta R_0 \frac{L_n}{L_m} \delta \phi - ik_Y \frac{4 \cos(\theta)}{3} \left( \delta p_e + \frac{5}{2} \delta T_e - \delta \phi \right) + \frac{2}{3} \partial_Z \left( 1.71 \delta j_\parallel - \delta v_{||} \right) ,
\]

where \(\delta n = \delta + \delta T_e\), \(\delta j_\parallel = \delta v_{||} - \delta v_{\perp e}\), \(\delta \omega = -k_Y^2 \delta \phi\), and \(\eta = L_m/L_T\). Equations (6.3)-(6.7) determine the linear growth rate of the SOL plasma instabilities.

To solve Eqs. (6.3)-(6.7), a numerical code was developed, which evaluates \(\gamma\) as a function of the parameters \(R_0/L_n, m_e/m_i, \eta, \nu, q\) and \(k_Y\). The numerical implementation of the code is detailed in Ref. [146], and its main features are summarized here. First, the \(Z\) coordinate is discretized using a fourth order finite difference scheme. Second, Dirichlet
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boundary conditions are imposed at the end of the flux tube to \( \delta n, \delta \phi, \) and \( \delta T_e, \) while no boundary conditions are applied to the ion and electron parallel velocities. We note that we extend the simulation domain along the \( Z \) coordinate to mitigate the impact of the boundary conditions on the obtained results. Finally, the discretized system of equations is integrated implicitly in time, starting from random noise. By studying the growth of the most unstable mode, we obtain \( \gamma. \)

As discussed in Section 6.3.1, it is possible to remove the BM instability from the system, Eqs. (6.3)-(6.7), by zeroing out the curvature term in the vorticity equation, i.e. neglecting the first term of the right-hand side of Eq. (6.4). The solution of the resulting reduced model is denoted in the following as \( \gamma_{DW}. \) On the other hand, DWs are removed from the model by neglecting the diamagnetic term in the Ohm’s equation, i.e. zeroing out the \( \delta p_e \) and \( \delta T_e \) terms of Eq. (6.5). The solution of this reduced model is denoted in the following as \( \gamma_{BM}. \)

Considering \( m_i/m_e = 800, \) the parameters \( \nu, R_0 \) and \( q, \) inputs of the linear code, provided by experimental measurements of the plasma equilibrium, setting \( \eta \approx 0.7 \) according to typical simulation results (see e.g. Ref. [161], and also in agreement with the nonlinear results obtained with the two GBS simulations of RFX-mod), and imposing \( L_p \) and \( k_Y \) as evaluated in Section 6.2 from the nonlinear simulations, we solve Eqs. (6.3)-(6.7) for \( \gamma, \gamma_{DW}, \) and \( \gamma_{BM}. \) For the two discharges \#38373 and \#38413 we obtain \( \gamma = 5.1,4.4, \gamma_{DW} = 5.2,4.5, \) and \( \gamma_{BM} = 0.3,0.1, \) respectively. While the values of \( \gamma_{DW} \) are similar to the growth rates obtained by solving the original Eqs. (6.3)-(6.7), removing the DWs from the system leads to a growth rate close to zero. This means that the DW is the instability that drives most of the SOL turbulent transport in the two plasma discharges considered herein, in agreement with the nonlinear results.

In order to disentangle the impact of resistivity and electron inertia on DWs, we simplify Eqs. (6.3)-(6.7) as follows. We first neglect the curvature terms to avoid coupling with BMs, together with the compressibility terms in the continuity and temperature equations. Then, assuming \( \gamma \gg k_Z, \) we remove the sound wave coupling from the model. The resulting system of equations is written as

\[
\gamma \delta n = -i k_Y \frac{R_0}{L_n} \delta \phi - \partial_Z \delta v_{\parallel e}, \tag{6.8}
\]

\[
\gamma \delta \omega = -\partial_Z \delta v_{\parallel e}, \tag{6.9}
\]

\[
\frac{m_e}{m_i} \gamma \delta v_{\parallel e} = \partial_Z (\delta \phi - \delta p_e - 0.71 \delta T_e) - \nu \delta v_{\parallel e}, \tag{6.10}
\]

\[
\gamma \delta T_e = -i k_Y \eta \frac{R_0}{L_n} \delta \phi - 1.71 \frac{2}{3} \partial_Z \delta v_{\parallel e}. \tag{6.11}
\]

Equations (6.8)-(6.11) constitute the minimal model necessary to describe the linear dynamics of RDWs and InDWs. RDWs and InDWs are removed from the model, Eqs. (6.8)-(6.11), by setting \( \nu = 0 \) and \( m_e/m_i = 0, \) respectively. Solving Eqs. (6.8)-(6.11) with the linear code discussed above, we obtain \( \gamma = 6.1,4.7 \) for \( \nu = 0 \) and \( \gamma = 3.1,1.9 \) for \( m_e/m_i = 0. \) Since the growth rates are approximatively a factor two smaller for \( m_e/m_i = 0 \) with respect to \( \nu = 0, \) we conclude that InDWs are driving most of the SOL...
turbulent transport in the two plasma discharges considered here, in agreement with the conclusions in Ref. [145].

We note that, while \( k_Y \) and \( L_n \), input of the linear code, can be obtained from the nonlinear simulation results, they can also be estimated semi-analytically. In fact, in the limit of a negligible \( \mathbf{E} \times \mathbf{B} \) flow, the saturation of the growth of BMs and DWs is usually determined by the gradient removal mechanism, i.e. the saturation of the mode is due to the nonlinear local flattening of the plasma pressure profile, thus removing the drive of the instability [100]. The main aspects of this theory are detailed in Appendix B and the main result is

\[
L_p = \frac{L_n}{1 + \eta} = \frac{q}{c_s} \left( \frac{\gamma}{k_Y} \right)_{\text{max}},
\]

with \( c_s = 1 \) because of the normalization employed. Equation (6.12) is an implicit equation for \( L_n \), that is solved by scanning \( \gamma \), solution of Eqs. (6.3)-(6.7), over the parameter space \((k_Y, L_n)\) and searching for the value of \( L_n \) and \( k_Y \) that satisfies Eq. (6.12). This procedure is applied to determine the equilibrium pressure gradient length of the two plasma discharges #38373 and #38413 for \( m_i/m_e = 800 \), obtaining \( L_p = 44.56, k_Y = 0.17, 0.17, \) and \( \gamma = 3.8, 3.1, \) respectively. The \( L_p \) values computed according to Eq. (6.12) are in qualitative agreement with the results obtained from the nonlinear simulations discussed in Section 6.2. Moreover, the wave number associated with the instability that drives most of the SOL turbulent transport is in good quantitative agreement with nonlinear results.

Equation (6.12) allows us to investigate the impact of the reduced ion to electron mass ratio on our results. This is necessary since performing nonlinear simulations with \( m_i/m_e = 3600 \) is too demanding in terms of computational resources. Imposing a realistic ion to electron mass ratio \( m_i/m_e = 3600 \), we obtain \( L_p = 39.52 \) and \( k_Y = 0.14, 0.16. \) We see that \( L_p \) and \( k_Y \) are only slightly affected by increasing the ion to electron mass ratio to a realistic value. Moreover, we note that the same turbulent regime obtained with \( m_i/m_e = 800 \) is found also for the experimental value \( m_i/m_e = 3600 \), i.e. the SOL turbulent transport is mainly driven by InDWs.

### 6.4 Validation of the GBS simulations against experimental measurements

In order to assess the reliability of the drift-reduced Braginskii model and of the GBS simulations, we now compare the nonlinear numerical results with RFX-mod experimental measurements. We remark that the plasma dynamics inside the LCFS is neglected in the simulations considered herein. Therefore, we expect a better agreement between simulation results and experimental measurements in the far SOL than in the near SOL. Note that the results illustrated in the present section are in SI units.

First, we present the experimental and simulation radial equilibrium profiles of \( n, T_e, \)
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Figure 6.5 – Experimental (blue circles) and simulation (red lines) radial equilibrium profiles of plasma density (first row), electron temperature (second row), ion saturation current density (third row), and floating potential (fourth row), for the two RFX-mod plasma discharges #38373 (left column) and #38413 (right column).

$j_{\text{sat}}$, and $V_{fl}$ for the two RFX-mod discharges discussed above in Fig. 6.5 (we evaluate $j_{\text{sat}} = en\xi_s/2$ and $V_{fl} = \phi - \Lambda T_e/e$ in the simulations). According to the results presented in Chapter 3, we assume a 20% relative numerical error affecting the simulation equilibrium profiles and we neglect other sources of uncertainties. We observe that the equilibrium radial profiles of $n$, $T_e$, and $j_{\text{sat}}$ obtained from the nonlinear simulations of both discharges are consistent with the experimental results within the estimated uncertainties. However, since the experimental uncertainties are rather large, it is not possible to reliably estimate the $n$ and $T_e$ equilibrium gradient lengths. Concerning $V_{fl}$, the simulation results do not agree with the experimental measurements, in particular in the proximity of the LCFS. We note that the uncertainty on the LCFS position is approximately 5 mm. However, this uncertainty is not sufficiently large to explain the discrepancy in the $V_{fl}$ radial equilibrium profile. This discrepancy is probably related to simulating only the open field line region of RFX-mod, since the plasma dynamics close to the LCFS plays an important role in setting $V_{fl}$ in the near SOL [162], and to neglecting ion temperature effects.
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Figure 6.6 – Experimental (blue circles) and simulation (red lines) radial profiles of $\delta j_{sat}^{RMS}/j_{sat}$ (first row), $j_{sat}$ skewness (second row), and $j_{sat}$ kurtosis (third row), for the two RFX-mod plasma discharges #38373 (left column) and #38413 (right column).

Figure 6.7 – Experimental (blue circles) and simulation (red lines) radial profiles of $\delta V_{fi}^{RMS}$ (first row), $V_{fi}$ skewness (second row), and $V_{fi}$ kurtosis (third row), for the two RFX-mod plasma discharges #38373 (left column) and #38413 (right column).
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Figure 6.8 – First row: Experimental (blue lines) and simulation (red lines) probability density function of $\delta j_{sat}$ (first and third column) and $\delta V_{fl}$ (second and fourth column) normalized to their standard deviation. Second row: Experimental (first and third panels) and simulation (second and fourth panels) joint probability of $\delta j_{sat}$ and $\delta V_{fl}$ normalized to their standard deviation. The results are evaluated approximately at 2 cm from the LCFS and are displayed for the two RFX-mod plasma discharges #38373 (first and second columns) and #38413 (third and fourth columns).

In Fig. 6.6 we compare the experimental root-mean-square (RMS) values of $\delta j_{sat}$, $\delta j_{sat}^{RMS}$, normalized to the equilibrium $j_{sat}$, with the simulation results. We observe that the simulations underestimate approximately by a factor of two the $j_{sat}$ fluctuations for both the considered discharges. In Fig. 6.6 we also display the skewness and the kurtosis related to the experimental and numerical $j_{sat}$ time traces. For these quantities the simulation results show a better agreement with the experimental measurements than for $\delta j_{sat}^{RMS}$. In particular, the simulation results display a $j_{sat}$ skewness close to zero in the proximity of the LCFS and monotonically increasing in the SOL, in agreement with previous experimental SOL investigations [163–165].

In Fig. 6.7 we present the radial profiles of the $\delta V_{fl}$ RMS values, $\delta V_{fl}^{RMS}$, and of the $V_{fl}$ skewness and kurtosis. Concerning the RMS values, we observe an almost radial constant level of fluctuations both in the simulations and in the experiment. However, while the numerical results display a quite good agreement with RFX-mod experimental measurements for the #38373 discharge, the agreement worsen considering the discharge with lower plasma collisionality. The $V_{fl}$ skewness monotonically decreases in the SOL both for the simulations and for the RFX-mod experimental measurements, with good quantitative agreements between the two quantities. Finally, concerning the $V_{fl}$ kurtosis, we observe good qualitative agreement for both discharges, with an almost constant value close to three, except for $R - R_{LCFS} > 2.5$ cm, where the kurtosis is larger. We note that a comparison of the $V_{fl}$ moments between simulations and experimental measurements is also discussed in Ref. [166], considering TORPEX plasma discharges. Considerably larger discrepancies between numerical results and experimental measurements...
Figure 6.9 – Experimental (blue lines) and simulation (red lines) profiles of the $j_{\text{sat}}$ (first row) and $V_{\text{fl}}$ (second row) power spectral densities, and of the phase shift (third row) and the coherence (fourth row) between $\delta j_{\text{sat}}$ and $\delta V_{\text{fl}}$, for the two RFX-mod plasma discharges #38373 (left column) and #38413 (right column).

were found in that case, probably due to the presence of fast electrons, resulting from the source operating at the electron cyclotron resonance.

Our observations on the agreement of $j_{\text{sat}}$ and $V_{\text{fl}}$ skewness and kurtosis are confirmed by comparing the numerical and experimental probability density functions (PDF) corresponding to $j_{\text{sat}}$ and $V_{\text{fl}}$ fluctuations normalized to their standard deviation in the far SOL, at approximately 2 cm from the LCFS, as shown in the first row of Fig. 6.8. We observe that the simulation results are in quite good agreement with experimental measurements for both physical quantities and for both discharges. The $j_{\text{sat}}$ PDF displays a positive skewness, while the $V_{\text{fl}}$ PDF is negatively skewed. We note that small differences are observed between experimental measurements and simulation results for the distribution tails, particularly for the plasma discharge #38373. This might be due to intermittent events occurring inside the LCFS, which are not taken into account in the simulations. However, these differences are too small to explain the different level of $j_{\text{sat}}$ fluctuations, and allow us to conclude that the different levels of fluctuations between
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Figure 6.10 – Experimental (first and third panels) and simulation (second and fourth panels) $S(k_\theta, f)$ spectra obtained from $V_{fl}$ time-traces for the two RFX-mod plasma discharges #38373 (first and second panels) and #38413 (third and fourth panels).

Simulations and experimental measurements are not related to coherent intermittent events, which would strongly affect the PDF tails. In Fig. 6.8 we also compare the experimental joint probabilities between $\delta j_{sat}$ and $\delta V_{fl}$ at approximately 2 cm from the LCFS, normalized to their standard deviation, with the simulation results. A good qualitative agreement between experimental measurements and simulation results is found, with $\delta j_{sat}/\sigma_{j_{sat}}$ and $\delta V_{fl}/\sigma_{V_{fl}}$ showing moderate anticorrelation.

For the analysis of the equilibrium profiles and fluctuation properties, it emerges that the major difference between experimental measurements and simulations lies in the level of $j_{sat}$ fluctuations. We explore the reason of the discrepancy in Fig. 6.9, where we display the numerical and experimental power spectral densities (PSD) related to $j_{sat}$ and $V_{fl}$. We observe that for both discharges and for both quantities the PSD monotonically decreases for $f \gtrsim 10$ kHz, in agreement with previous observations [149]. However, the simulation PSD is smaller than the experimental one, particularly for the #38413 discharge, whose plasma collisionality is smaller. We also see that the discrepancy between simulations and experimental measurements increases for $f \gtrsim 100$ kHz. In Fig. 6.9 we also display the phase shift and the coherence between $j_{sat}$ and $V_{fl}$ fluctuations. First, we note that the experimental measurements are noisier for the #38373 discharge because of the presence of sawtooth instabilities and of the resulting lower temporal statistics used for the analysis. We also observe that the phase shift resulting from the nonlinear simulations is in better agreement with experimental measurements for $f \gtrsim 20$ kHz than it is at low frequencies, where $P(\delta V_{fl}, \delta j_{sat}) > 0$ for the experimental measurements. This discrepancy at low frequencies seems related to incoherent experimental fluctuations, as shown in the last row of Fig. 6.9. In fact, the simulation results display a quite strong coherence between $j_{sat}$ and $V_{fl}$ at all frequencies, while the experimental measurements show a lower coherence, particularly at low frequencies. Overall, the results presented in Fig. 6.9 indicate a better agreement between simulations and experimental measurements in the frequency range $10$ kHz $\lesssim f \lesssim 100$ kHz, where the coherence between $\delta j_{sat}$ and $\delta V_{fl}$ is higher, while the agreement worsen at low and high frequencies, with the RFX-mod measurements dominated by incoherent structures.

To further investigate the discrepancies observed between simulations and experimental measurements, in Fig. 6.10 we display the $S(k_\theta, f)$ spectra obtained from the $V_{fl}$ time...
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traces at \( R - R_{LCFS} \approx 2 \) cm and related to the two plasma discharges \#38373 and \#38413. We note that, while the spectra obtained from the \( V_{fl} \) experimental measurements are evaluated according the two-point correlation technique describe in Ref. [167], the simulation results are obtained computing the Fourier transform of the \( V_{fl} \) time signals along \( t \) and \( y \). In Fig. 6.10 we observe that the modes are mainly rotating in the ion diamagnetic direction, both for the experiment and the simulations. However, while in the experiment the dominant modes have \( k_\theta \rho_{s0} \lesssim 0.03 \), for the simulations \( 0.1 \leq k_\theta \rho_{s0} \leq 0.2 \), as previously discussed. We note that, assuming a linear relation between \( k \) and \( f \), in the simulations we obtain \( k_\theta \gtrsim 1/\rho_{s0} \) for \( f \gtrsim 100 \) kHz. Since the drift approximation is not justified for \( k_\theta \rho_{s0} \gtrsim 1 \) and \( k_\theta \rho_{s0} = 1 \) corresponds approximately to the maximum wave number resolved by the grids used for the present simulations, we infer that the increasing discrepancy observed for \( f \gtrsim 100 \) kHz in the PSD may be related to the limits of the drift-reduced Braginskii model and to the simulation finite grid resolution.

In summary, the GBS model is able to qualitatively reproduce most of the RFX-mod experimental measurements, with the noteworthy exception of \( \delta j_{sat} \) and, in general, a better agreement for the RFX-mod plasma discharge \#38373, whose plasma collisionality is higher than in the \#38413 discharge. Since the \( \delta j_{sat} \) and \( \delta V_{fl} \) phase shift and joint probability agree between simulation results and experimental measurements at the frequencies where the fluctuations are more coherent, we conclude that the turbulent transport should be driven by InDWs both in simulations and in the experiment, with coherent structures having similar statistical properties.

The differences observed in the \( V_{fl} \) radial profile and in the level of \( j_{sat} \) fluctuations may be, at least in part, related to simulating only the tokamak SOL region, neglecting the plasma dynamics inside the LCFS. As a matter of fact, we note that previous tests performed considering GBS simulations of ISSTOK [168] indicate an increase of \( \delta j_{sat}^{RMS}/j_{sat} \) up to 30% when the plasma dynamics inside the LCFS is included in the simulations. In addition, sensitivity tests pointed out that \( \delta j_{sat}^{RMS} \) depends on the plasma resistivity, with \( \delta j_{sat}^{RMS} \) increasing by approximately 15% when increasing \( \nu \) by a factor ten.

6.5 Conclusions

In the present chapter GBS simulations based on two RFX-mod plasma discharges with low edge safety factors are discussed. The SOL turbulent regime in the two discharges is identified. Moreover, the GBS simulations are compared with experimental measurements, showing good qualitative and quantitative agreement for most of the considered quantities.

The nonlinear simulations, carried out with GBS, are based on the two RFX-mod plasma discharges \#38373 and \#38413. They point out that, for the two considered discharges, the turbulent transport is mostly driven by DWs. To disentangle the effect of resistivity and electron inertia on the RFX-mod SOL dynamics, a linear model is introduced. It is
found that plasma adiabaticity is mostly broken by electron inertia, resulting in InDWs. Moreover, assuming that the linear growth of BMs and DWs saturates because of the nonlinear local flattening of the plasma pressure profile, the equilibrium pressure gradient length and the wave number associated with the instability that drives most of the turbulence transport are estimated with a quasi-linear theory, showing good agreement with the nonlinear results. This theory is then employed to investigate the impact of the reduced ion to electron mass that is used in the nonlinear simulations. It is found that InDWs are expected to drive the SOL turbulence also for realistic $m_i/m_e = 3600$.

In order to expand the GBS validation parameter regime and assess the reliability of the GBS model at low safety factor values, the simulation results are carefully compared with RFX-mod experimental measurements. It is found that the numerical results are in good agreement with experimental radial equilibrium profiles, fluctuation measurements, and higher order moments of $j_{sat}$ and $V_{fl}$, except for the equilibrium profile of $V_{fl}$ and the level of fluctuations of $j_{sat}$. We infer that the observed discrepancies between simulations and experimental measurements are, at least in part, related to simulating only the tokamak SOL region, without including the plasma dynamics inside the LCFS, and to the limits of applicability of the drift reduced approximation.
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Despite the fact that the effects of plasma shaping on core turbulence have been extensively investigated, both experimentally and numerically (see e.g. Refs. [169–173]), the attempts to study the effects of plasma shaping on scrape-off layer (SOL) turbulence in limited geometry are only experimental (see e.g. Ref. [174]). This motivates the work discussed in the present chapter, where the impact of tokamak inverse aspect ratio ($\epsilon$), Shafranov’s shift ($\Delta$), elongation ($\kappa$), and triangularity ($\delta$) on the SOL dynamics is studied. The goal of our analysis is threefold. First, the main linear instability driving the SOL dynamics is identified, depending on the shape of the magnetic geometry. Second, an analytical model for the characteristic equilibrium gradient pressure length, $L_p = -p_e/\nabla p_e$, that features shaping effects is deduced. Finally, the model employed for investigating the impact of plasma shaping on the SOL plasma dynamics is rigorously validated against TCV [175] experimental measurements.

Our study is based on the drift-reduced Braginskii equations, which we express in arbitrary magnetic geometry in Section 7.1. Focusing on a limited SOL, this being the simplest configuration retaining the relevant effects of plasma shaping, we then use a simple analytical equilibrium model [176] to express the dependence of the magnetic field on $\epsilon$, $\Delta$, $\kappa$, and $\delta$. The impact of the magnetic geometry on the growth rate of ballooning modes (BMs) and drift waves (DWs) is analysed using a linearised model, as discussed in Section 7.2. Assuming that the linear instabilities saturate due to a nonlinear local flattening of the plasma gradient and the resulting removal of the instability drive [100], we determine the main instability driving SOL turbulence and express $L_p$ as a function of the shaping parameters, as illustrated in Section 7.3. Our theoretical findings are compared in Section 7.4 with the results of three-dimensional, global, flux-driven, nonlinear simulations of SOL turbulence carried out with GBS [20, 177]. Then, in Section 7.5 we present a possible physical interpretation of our results. Finally, the methodology used to perform a rigorous validation of a model against experimental measurements is dis-
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cussed and applied to validate the GBS model against TCV measurements in Section 7.6. Our conclusions follow in Section 7.7. Part of the results presented in this chapter are published in Ref. [178].

7.1 The model

The high plasma collisionality in the tokamak SOL allows neglecting kinetic effects and using a fluid approach to describe plasma dynamics. In this section we present the model we consider in the present chapter, used to analyse the impact of shaping effects on SOL turbulence and to investigate the TCV SOL plasma dynamics.

7.1.1 Fluid moment equations

The analysis of the SOL dynamics presented in this chapter is based on the use of the drift-reduced Braginskii equations discussed in Appendix A. Within the electrostatic and Boussinesq approximations, the GBS model, Eqs. (A.65)-(A.70), reduces to

\[
\frac{\partial n}{\partial t} = - \frac{R_0}{B} \{ \phi, n \} + \frac{2}{B} [C(p_e) - nC(\phi)] - \nabla \cdot \left( n v_{\parallel} b_0 \right) + D_n(n) + S_n, \tag{7.1}
\]

\[
\frac{\partial \omega}{\partial t} = - \frac{R_0}{B} \{ \phi, \omega \} + \frac{2B}{n} C(p_e + \tau p_i) - v_{\parallel} \nabla |\omega| + \frac{B^2}{n} \nabla \cdot \left( j_{\parallel} b_0 \right)
+ \frac{B}{3n} C(G_i) + D_\omega(\omega), \tag{7.2}
\]

\[
\frac{\partial v_{\parallel}}{\partial t} = - \frac{R_0}{B} \{ \phi, v_{\parallel} \} + \frac{m_i}{m_e} \left[ \nabla |\phi| - \nabla |p_e| n - 0.71 \nabla \nabla |T_e| + \frac{v_{\parallel}}{n} \nabla |G_e| \right]
- v_{\parallel} \nabla |v_{\parallel}| + D_{v_{\parallel}}(v_{\parallel}), \tag{7.3}
\]

\[
\frac{\partial T_e}{\partial t} = - \frac{R_0}{B} \{ \phi, T_e \} + \frac{4T_e}{3B} \left[ \frac{C(p_e)}{n} + \frac{5}{2} C(T_e) - C(\phi) \right] - v_{\parallel} \nabla |T_e| + S_{T_n}
+ \frac{2T_e}{3} \left[ \frac{0.71 \nabla \cdot (j_{\parallel} b_0)}{n} - \nabla \cdot (v_{\parallel} b_0) \right] + \nabla \left( \chi v_{\parallel} \nabla |T_e| \right) + D_{T_n}(T_e), \tag{7.5}
\]

\[
\frac{\partial T_i}{\partial t} = - \frac{R_0}{B} \{ \phi, T_i \} + \frac{4T_i}{3B} \left[ \frac{C(p_e)}{n} - \frac{5\tau}{2} C(T_i) - C(\phi) \right] - v_{\parallel} \nabla |T_i| + S_{T_i}
+ \frac{2T_i}{3} \left[ \frac{\nabla \cdot (j_{\parallel} b_0)}{n} - \nabla \cdot (v_{\parallel} b_0) \right] + \nabla \left( \chi v_{\parallel} \nabla |T_i| \right) + D_{T_i}(T_i), \tag{7.6}
\]

where \( \omega = \nabla \nabla |\phi| + \tau \nabla \nabla |T_i| \) is the plasma vorticity and we use the normalization detailed in Appendix A. As usual, the Poisson brackets are defined as \( \{ \phi, A \} = b_0 \cdot (\nabla \phi \times \nabla A) \), the curvature operator as \( C(A) = B/2 \left[ \nabla \times (b_0/B) \right] \cdot \nabla A \), the perpendicular Laplacian
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as \( \nabla^2 \perp A = -\nabla \cdot [b_0 \times (b_0 \times \nabla A)] \), and the parallel gradient reduces to \( \nabla \parallel A = b_0 \cdot \nabla A \) in the electrostatic limit, with \( A = n, \omega, \phi, v_{||i}, v_{||e}, T_e, T_i \). Equations (7.1)-(7.6) are completed by the set of boundary conditions describing the plasma dynamics at the magnetic pre-sheath entrance, Eqs. (A.75)-(A.81), detailed in Section A.3.3. With respect to the model used for the RFX-mod simulations, we remark that the present equations consider finite ion temperature effects, since typical charge exchange measurements indicate \( \tau \approx 1 \) in the proximity of the last close flux surface (LCFS) in TCV.

7.1.2 Coordinate systems and differential operators

We express here Eqs. (7.1)-(7.6) for arbitrary magnetic geometries. We note that the dependence on the magnetic field geometry enters in the model through: (i) the norm of the magnetic field \( B \), (ii) the direction of the unit vector \( b_0 \), and (iii) the differential operators \( \{ \phi, - \} \), \( C(-) \), \( \nabla \parallel (-) \), and \( \nabla^2 \perp (-) \), which are computed, having defined a magnetic geometry, by expressing the covariant and contravariant components of the magnetic field and of the metric tensor in the chosen coordinate system.

In the present chapter, we make use of the toric \( (\theta_*, r, \varphi) \) and the flux-tube \( (r, \alpha, \theta_*) \) coordinate systems, where \( r \) is a flux coordinate, \( \varphi \) is the toroidal angle, \( \alpha = \varphi - q(r)\theta_* \) is a field line label, and \( \theta_* \) is the straight field line angle defined as

\[
\theta_*(r, \theta) = \frac{1}{q(r)} \int_{0}^{\theta} \frac{B \cdot \nabla \varphi}{B \cdot \nabla \theta} d\theta',
\]

(7.7)

with \( \theta \) and \( \theta' \) the poloidal angle and

\[
q(r) = \frac{1}{2\pi} \int_{0}^{2\pi} \frac{B \cdot \nabla \varphi}{B \cdot \nabla \theta} d\theta
\]

(7.8)

the safety factor. We remark that, in the remainder of this chapter, we rescale the toric coordinate system as \( y = a\theta_*, x = r, \) and \( z = R_0 \theta_* \), where \( a \) is the tokamak minor radius in \( \rho_0 \) units. We also rescale the flux-tube coordinate system as \( X = r, Y = (a/q)\alpha, \) and \( Z = qR_0 \theta_* \), with \( q = q(a) \) the safety factor at the LCFS.

In the \( (y, x, z) \) coordinate system, the differential operators can be written in their advection form, obtaining

\[
\{ \phi, A \} = \mathcal{P}^{yz}\{ \phi, A \} + \mathcal{P}^{zx}\{ \phi, A \}, \quad \nabla \parallel A = D^y \frac{\partial A}{\partial y} + D^x \frac{\partial A}{\partial x} + D^z \frac{\partial A}{\partial z}, \quad \nabla \perp A = C^y \frac{\partial A}{\partial y} + C^x \frac{\partial A}{\partial x} + C^z \frac{\partial A}{\partial z}, \quad \nabla^2 \perp A = N^{yy} \frac{\partial^2 A}{\partial y^2} + N^{yx} \frac{\partial^2 A}{\partial y \partial x} + N^{zx} \frac{\partial^2 A}{\partial x \partial z} + N^{zz} \frac{\partial A}{\partial z} + N^x \frac{\partial A}{\partial z} + N^z \frac{\partial A}{\partial x},
\]

(7.9) \hfill (7.10) \hfill (7.11) \hfill (7.12)
with \( \{ \phi, A \}_yy = \partial_z A \partial_y \phi - \partial_y A \partial_z \phi \), while equivalent expressions are found considering the \((X, Y, Z)\) coordinate system. Assuming an axisymmetric magnetic field and that turbulence is characterized by \( \nabla_\perp A / \nabla_\parallel A \gg 1 \), one can compute the coefficients in Eqs. (7.9)-(7.12) (the details of the derivation are presented in Appendix C). The resulting nonzero coefficients are

\[
\begin{align*}
\mathcal{P}_{yx} &= \frac{a}{\mathcal{J} b^r}, \\
\mathcal{C}^x &= -\frac{R_0 B}{\mathcal{J}} \frac{\partial c_x}{\partial \theta_*}, \\
\mathcal{C}^y &= -\frac{R_0 B}{\mathcal{J}} \left[ \frac{\partial c_x}{\partial r} + \frac{1}{q} \left( \frac{\partial c_\alpha}{\partial r} - \frac{\partial c_\alpha}{\partial \theta_*} \right) \right], \quad (7.13) \\
\mathcal{N}^{xx} &= g_{rr}, \\
\mathcal{N}^{xy} &= 2ag_{\theta r}, \\
\mathcal{N}^{yy} &= a^2 \left( g_{\theta \phi} + \frac{g_{\phi \phi}}{q^2} \right), \quad (7.14) \\
\mathcal{N}^x &= \nabla^2 r, \\
\mathcal{N}^y &= a \nabla^2 \theta_* \quad (7.15)
\end{align*}
\]

for the \((y, x, z)\) coordinate system and

\[
\begin{align*}
\mathcal{P}^{XY} &= -\frac{b_\theta a}{\mathcal{J} q}, \\
\mathcal{D}^Z &= q R_0 b_\theta, \\
\mathcal{C}^X &= -\frac{R_0 B}{\mathcal{J} q} \frac{\partial c_\alpha}{\partial \theta_*}, \\
\mathcal{C}^Y &= -\frac{R_0 B}{\mathcal{J} q} \left( \frac{\partial c_x}{\partial r} - \frac{\partial c_\alpha}{\partial \theta_*} \right), \quad (7.17) \\
\mathcal{N}^{XX} &= g^{rr}, \\
\mathcal{N}^{XY} &= \frac{2g^{\alpha r} a}{q}, \\
\mathcal{N}^{YY} &= a^2 \frac{g_{\alpha \alpha}}{q^2}, \quad (7.18) \\
\mathcal{N}^X &= \nabla^2 r, \\
\mathcal{N}^Y &= \frac{a}{q} \nabla^2 \alpha \quad (7.19)
\end{align*}
\]

for the \((X, Y, Z)\) coordinate system.

### 7.1.3 Magnetic equilibrium

In the present chapter we consider the magnetic equilibrium that is obtained by solving the Grad-Shafranov equation in the \( r / R_0 \to 0 \) limit, taking into account elongation and...
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Nonzero triangularity [176], neglecting the plasma pressure contribution, and extrapolating the equilibrium to \( r = a \). The solution of the Grad-Shafranov equation, presented in Appendix D, leads to

\[
R_e(r, \theta) = R_0 \left\{ 1 + \frac{r}{R_0} \cos \theta + \frac{\Delta(r)}{R_0} + \frac{3}{2} \frac{S_m(r)}{R_0} \cos[(m-1)\theta] - \frac{P(r)}{R_0} \cos \theta \right\},
\]

(7.20)

\[
Z_e(r, \theta) = R_0 \left\{ \frac{r}{R_0} \sin \theta - \frac{3}{2} \frac{S_m(r)}{R_0} \sin[(m-1)\theta] - \frac{P(r)}{R_0} \sin \theta \right\},
\]

(7.21)

\[
F(r) = R_0 \left\{ 1 - \frac{r^2}{R_0^3} \frac{1}{q(r)} \left[ 2 + \frac{q - q_0}{q_0} \left( \frac{r}{a} \right)^2 \right] \right\},
\]

(7.22)

\[
\psi'(r) = \frac{F(r)}{2\pi q(r)} \int_0^{2\pi} \frac{\mathcal{J}_{trr}}{R_e(r, \theta)^2} d\theta,
\]

(7.23)

\[
q(r) = q_0 + \left( q - q_0 \right) \left( \frac{r}{a} \right)^2,
\]

(7.24)

where \( \Delta(r) \) is the Shafranov’s shift in the \( \beta_p \to 0 \) limit (being \( \beta_p \) the ratio of the plasma pressure to the poloidal magnetic pressure), \( S_2(r) \) and \( S_3(r) \) are shaping functions related to \( \kappa \) and \( \delta \) by \( \kappa = [a - S_2(a)]/[a + S_2(a)] \) and \( \delta = 4S_3(a)/a \), \( q_0 \) is the safety factor at the magnetic axis, and \( \mathcal{J}_{trr} = R_e(\partial_r R_e \partial_r Z_e - \partial_\theta R_e \partial_\varphi Z_e) \) is the Jacobian associated with the \( (\theta, r, \varphi) \) coordinate system. The analytical expressions of the functions \( S_2(r) \), \( S_3(r) \), \( \Delta'(r) \), and \( P(r) \) are given in Appendix D. Examples of magnetic surfaces resulting from this model are presented in Fig. 7.1.

Combining Eq. (7.7) with the expression of the axisymmetric field \( \mathbf{B} \), one obtains

\[
\theta_s(r, \theta) = \frac{F(r)}{q(r)\psi'(r)} \int_0^\theta \frac{\mathcal{J}_{trr}}{R_e(r, \theta)^2} d\theta'.
\]

(7.25)

We note that \( \theta_s = \theta = 0 \) and \( \theta_s = \theta = 2\pi \) correspond to the equatorial low-field side midplane and that, in general, Eq. (7.25) is not analytically integrable, but it is possible to find numerically the two functions \( \theta_s = \theta_s(r, \theta) \) and the inverse \( \theta = \theta(r, \theta_s) \). From these, all the coefficients of Eqs. (7.13)-(7.19) can be computed, and Eqs. (7.1)-(7.6) are completely defined. Finally, we note that in the limit \( \Delta(0) \to 0 \), \( \kappa \to 1 \), \( \delta \to 0 \), and neglecting \( P(r) \) and the \( r^2/R_0^2 \) term of Eq. (7.22), we obtain the circular magnetic equilibrium discussed in Ref. [179].

7.2 Linear instabilities

The turbulent transport observed in the tokamak SOL is due to the nonlinear development of linear modes that are destabilized by plasma gradients and unfavorable magnetic curvature in the presence of resistivity and electron inertia [180–184]. For typical SOL parameters, BMs and DWs are found to be the main instabilities driving plasma turbu-
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In the reminder of this section, focusing on the resistive branch of BMs and DWs, we discuss the properties of SOL linear instabilities and, in particular, the derivation of resistive BM (RBM) and resistive DW (RDW) dispersion relations in non-circular magnetic geometries. Following the procedure applied in Section 6.3.2, we linearise Eqs. (7.1)-(7.6) assuming that the equilibrium plasma profiles depend only on the radial coordinate \( X \) and we write the perturbation as \( \delta A(Y, Z, t) = \delta A(Z) \exp[i k_Y Y + \gamma t] \), with \( k_Y \) the poloidal wave number and \( \gamma \) the linear growth rate. In the cold ion limit (for a discussion of the impact of ion temperature on SOL instabilities we refer to Ref. [158]), i.e. for \( \tau = 0 \), the resulting system of equations writes

\[
\gamma \delta n = \frac{R_0}{L_n B} \mathcal{P}^L(\delta \phi) + \frac{2}{B} \mathcal{C}^L (\delta p_e - \delta \phi) + (\nabla_\parallel + \nabla \cdot \mathbf{b}_0) \left( \delta j_\parallel - \delta v_\parallel \right), \quad (7.26)
\]

\[
\frac{1}{B^2} \gamma \delta \omega = \frac{2}{B} \mathcal{C}^L (\delta p_e) + (\nabla_\parallel + \nabla \cdot \mathbf{b}_0) \delta j_\parallel, \quad (7.27)
\]

\[
\gamma \delta v_\parallel = \frac{R_0}{L_n B} \eta \mathcal{P}^L(\delta \phi) + \frac{4}{3 B} \mathcal{C}^L \left( \delta p_e + \frac{5}{2} \delta T_e - \delta \phi \right)
+ \frac{2}{3} \left( \nabla_\parallel + \nabla \cdot \mathbf{b}_0 \right) \left( 1.71 \delta j_\parallel - \delta v_\parallel \right), \quad (7.30)
\]

where \( \delta p_e = \delta n + \delta T_e, \delta j_\parallel = \delta v_\parallel - \delta v_\parallel, \delta \omega = (\nabla_\perp^2)^L \delta \phi, \eta = L_n/L_T_e \) and

\[
\mathcal{P}^L(A) = i \mathcal{P}^{XY} k_Y A, \quad \mathcal{C}^L(A) = i \mathcal{C}^{Y} k_Y A, \quad (\nabla_\perp^2)^L A = -\mathcal{N}^{YY} k_Y^2 A. \quad (7.31)
\]

Equations (7.26)-(7.30) determine the linear growth rate of SOL plasma instabilities in arbitrary magnetic geometry. Plasma shaping affects the growth rate through four terms: \( \nabla_\parallel \) that results from the plasma advection along magnetic field lines, \( \mathcal{P}^L(-)/B \) that represents the \( \mathbf{E} \times \mathbf{B} \) convection, \( \mathcal{C}^L(-)/B \) that introduces curvature drifts and plasma compressibility, and \( (\nabla_\perp^2)^L (-)/B^2 \), the vorticity operator.

To solve Eqs. (7.26)-(7.30) in arbitrary magnetic geometry, the numerical code detailed in Section 6.3.2 is generalized to evaluate \( \gamma \) as a function of the parameters \( R_0/L_n, m_i/m_e, \eta, \nu, q, k_Y, \epsilon, \kappa, \) and \( \delta \), with \( \epsilon = a/R_0 \). The coefficients of the differential operators are implemented according to Eqs. (7.16)-(7.19) at \( X = a \) as follows. First, Eq. (7.25) is solved numerically, using the trapezoidal rule to approximate the integral. Then, the relation \( \theta_\ast = \theta_\ast(r, \theta) \) is inverted using a linear interpolation scheme, to obtain the function \( \theta = \theta(r, \theta_\ast) \). The derivatives of the magnetic field components and of the metric coefficients appearing in Eqs. (7.16)-(7.19) are finally computed using second order finite difference schemes. We verified that the evaluation of the geometric coefficients is numerically converged, and that, in the limit of circular magnetic surfaces, we recover the analytical expressions given in Ref. [179].

In the following we focus our attention on the high plasma resistivity regime by setting \( \nu = 0.1 \) and describe the impact of plasma shaping on RBMs and RDWs. This value,
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larger than in usual tokamaks SOL plasma conditions, is chosen to completely decouple the resistive and the inertial branches of the BMs and DWs. As shown in the remainder of this chapter, plasma shaping mainly influences the RBMs growth rate, while the value of $\nu$ has only a minor impact in determining the linear growth rate and the wave number of the mode driving the turbulent transport. We note that we consider $q = 4$, $R_0 = 500$, and $\eta = 0.66$ for our linear studies ($\eta$ is obtained from nonlinear simulations, see Section 7.4, in agreement with Ref. [161] results). The small positive value of the magnetic shear in limited discharges is expected to stabilize DWs [146, 160] and should weakly affect BMs.

7.2.1 Resistive ballooning modes

Resistive BMs are interchange-like modes, driven unstable in the presence of finite resistivity when the plasma pressure gradient and the magnetic field line curvature point in the same direction [185–189]. Setting $\partial Z \to ik Z$ and neglecting the compressibility terms with respect to the advection terms, the parallel dynamics in the continuity and temperature equations, the diamagnetic term in the Ohm’s law to avoid coupling with DWs, as well as the coupling with sound waves (valid for $\gamma \gg k Z, k Z \sim 1/q$ for RBMs), Eqs. (7.26)-(7.30) can be simplified to obtain

$$\gamma \delta p_e = \frac{R_0}{L_p} \frac{1}{B} P^L(\delta \phi), \quad (7.32)$$

$$\frac{1}{B^2} \gamma \left( \nabla^2 \right)^L \delta \phi = \frac{2}{B} C^L(\delta p_e) + \left( i D^Z k Z + \nabla \cdot b_0 \right) \delta j_{\parallel}, \quad (7.33)$$

$$0 = \nu \delta j_{\parallel} + i D^Z k Z \delta \phi, \quad (7.34)$$

where $L_p = L_n/(1 + \eta)$. Equations (7.32)-(7.34) constitute the minimal model describing the linear properties of RBMs. Considering Eqs. (7.32)-(7.34) in a circular magnetic geometry in the $\epsilon \to 0$ limit, it was shown [146] that the peak growth rate, $\gamma \sim \gamma_b$, with $\gamma_b = \sqrt{2R_0/L_p}$ being the ideal BM growth rate, occurs for $k Y \sim k_b$, where $k_b = 1/\sqrt{q^2 \nu \gamma_b}$. Imposing $k Y = k_b$, we compute the ratio $\gamma/\gamma_b$ as a function of $\kappa$ and $\delta$ for $\epsilon \simeq 0.25$ and $\Delta(0) \simeq 7$. The results are presented in Fig. 7.2 (left panel). We observe that RBMs are stabilized for $\kappa > 1$ and for $\delta < 0$, while their growth rate is enhanced for $\delta > 0$. To isolate the different shaping effects on the linear growth rate, we perform the same analysis for $\epsilon = 0$ and $\Delta(0) = 0$. The results are presented in Fig. 7.2 (right panel). While the same trends are recovered, the ratio $\gamma/\gamma_b$ is larger for $\epsilon = 0$ and $\Delta(0) = 0$ than for $\epsilon \simeq 0.25$ and $\Delta(0) \simeq 7$. This suggests that aspect ratio and Shafranov’s shift effects stabilize RBMs, in agreement with the observations in Ref. [179]. We note that these results are independent of $L_p$.

A detailed analysis of the linear growth rate shows that the curvature operator affects the RBM growth rate the most. As a matter of fact, assuming $P^{XY} = -1$, $N^{YY} = 1$, $D^Z = 1$, $\nabla \cdot b_0 = 0$, $B = 1$, and $C^Y = -\partial R(r, \theta)|_{\theta_*}$, where $|_{\theta_*}$ indicates that the $r$ derivative is computed at fixed $\theta_*$, the results of Fig. 7.2 are recovered, within an error.
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Figure 7.2 – Value of $\gamma/\gamma_b$ as a function of $\kappa$ and $\delta$, obtained considering RBMs and solving Eqs. (7.32)-(7.34) for $k_Y = k_b$. The left panel is obtained for $\epsilon \simeq 0.25$ and $\Delta(0) \simeq 7$, while the right panel is computed for $\epsilon = 0$ and $\Delta(0) = 0$.

on $\gamma/\gamma_b$ typically less than 20%.

This observation allows to simplify Eqs. (7.32)-(7.34) assuming a strongly ballooned mode around $\theta_\ast = 0$, $k_Z = 1/q$, $P^{XY} = -1$, $N^{XY} = 1$, $D_Z = 1$, $\nabla \cdot b_0 = 0$, $B = 1$, and $C^Y = -\partial_r R(r, \theta)|_{\theta_\ast = 0}$. In fact, one can write the RBMs dispersion relation as

$$\bar{\gamma}^2 + 2 \gamma_D \bar{\gamma} - \bar{\gamma}^2 = 0,$$

where $\gamma_D = -1/(2\nu q^2 k_Z^2 \gamma_b)$, $\gamma_I = \sqrt{\partial_r R(r, \theta)|_{\theta_\ast = 0}}$, and $\bar{\gamma} = \gamma/\gamma_b$. Equation (7.35) shows that the RBM has a growth rate $\gamma = \gamma_I \gamma_b$ and it is stabilized by finite $k_Z$ effects through the $\gamma_D$ term.

7.2.2 Resistive drift waves

Resistive DWs are instabilities driven by the $E \times B$ plasma convection and destabilized when electron adiabaticity is broken by finite resistivity [190–194]. Assuming $\gamma \gg k_Z$ as for the RBMs, we can neglect sound wave coupling in Eqs. (7.26)-(7.30). Moreover, the curvature term in the vorticity equation can be neglected (to avoid coupling with BMs), together with the compressibility terms in the continuity and temperature equations. Consequently, we obtain a reduced system of equations describing the RDWs dynamics, which writes

$$\gamma \delta n = \frac{R_0}{L_n B} \mathcal{P}^L (\delta \phi) + \left(i D_Z k_Z + \nabla \cdot b_0\right) \delta j_\parallel,$$

$$\frac{1}{B^2} \gamma \delta \omega = \left(i D_Z k_Z + \nabla \cdot b_0\right) \delta j_\parallel,$$

$$0 = i D_Z k_Z (\delta \phi - \delta p_e - 0.71 \delta T_e) + \nu \delta j_\parallel,$$

$$\gamma \delta T_e = \frac{R_0}{L_n B} \mathcal{P}^L (\delta \phi) + 1.71 \frac{2}{3} \left(i D_Z k_Z + \nabla \cdot b_0\right) \delta j_\parallel.$$
7.3. Estimate of the pressure gradient length

Equations (7.36)-(7.39) are solved as a function of $k_Y$, $\kappa$, and $\delta$, by using the linear solver previously described. For each magnetic shape, the growth rate is maximized over all possible $k_Y$ values, and the maximum value $\gamma_{\text{max}}$ and the corresponding $k_Y$, denoted as $k_{Y,\text{max}}$, are presented in Fig. 7.3 for $\epsilon \simeq 0.25$ and $\Delta(0) \simeq 7$. We note that $\gamma_{\text{max}}$ normalized to $R_0/L_n$, i.e. $\frac{\gamma_{\text{max}}}{L_n/R_0}$, is independent of $L_n$. We see that $\gamma_{\text{max}}$ associated with the RDWs decreases both by increasing $\kappa$ and $|\delta|$, suggesting that RDWs are most unstable in a circular magnetic geometry. However, the effect of plasma shaping on the RDW growth rate is considerably weaker than on RBMs. We also note that $k_{Y,\text{max}}$ decreases with $\kappa$ and $|\delta|$. The analysis of the impact of aspect ratio and Shafranov’s shift effects on RDWs growth rate shows a small influence on $\gamma_{\text{max}}$ and $k_{Y,\text{max}}$, in agreement with the observations in Ref. [179].

Finally, we note that, considering a circular magnetic geometry in the infinite aspect ratio limit and setting $\partial Z \to ik_Z$, we simplify Eqs. (7.36)-(7.39) to write the dispersion relation of RDWs as

$$\frac{1}{2} \dot{\gamma}^2 + ab \dot{\gamma} + i\alpha = 0,$$

(7.40)

where $\alpha = k_Z^2 L_n/[2k_Y R_0 \nu(1+1.71)]$, $b = 1/k_Y + k_Y (1+1.71 \cdot 2/3)$, and $\dot{\gamma} = \gamma L_n/[R_0(1+1.71)\eta]$. We remark that Eq. (7.40) has to be solved over all the possible $k_Y$ and $k_Z$ values. In fact, $k_Z$ is a priori unknown for RDWs and depends on $\nu$, $R_0/L_n$, and $\eta$. Solving Eq. (7.40) numerically, it results that $\text{Re}(\dot{\gamma}_{\text{max}}) \simeq 0.0874$ for $k_Y \simeq 0.582$ and $\alpha \simeq 0.0412$, where $\text{Re}(A)$ indicates the real part of $A$.

7.3 Estimate of the pressure gradient length

The time-averaged plasma pressure gradient length $L_p$ in the tokamak SOL originates from a balance between the turbulent perpendicular transport of particles and heat, resulting from the nonlinear development of the unstable modes, and the parallel losses.
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Figure 7.4 – Value of $L_p$ as a function of $\kappa$ and $\delta$ that are solution of Eq. (7.41). The left panel is obtained for $\epsilon \approx 0.25$ and $\Delta(0) \approx 7$, while the right panel is computed for $\epsilon = 0$ and $\Delta(0) = 0$.

at the end of the magnetic field lines. In the limit of a negligible $E \times B$ shear flow and for typical SOL parameters, we assume that the gradient removal turbulence saturation mechanism, i.e. the local nonlinear flattening of the plasma pressure profile and the resulting removal of the instability drive, is the mechanism that regulates the amplitude of SOL turbulence [100]. Our estimates of $L_p$ based on the gradient removal theory in circular magnetic flux surface geometries show agreement with nonlinear simulations and experimental observations [24,113].

The main features of the theory are summarized in Appendix B, where the equality

$$L_p = \frac{q}{c_s} \left( \frac{\gamma}{k_Y} \right)_{\text{max}}$$

is deduced. Since Eq. (7.41) is an implicit equation in $L_p$, it must be approached numerically. We follow the same procedure detailed in Section 6.3.2. In particular, we solve Eqs. (7.26)-(7.30) for $\gamma$ over the parameter space $(k_Y, L_p)$ in search for the value of $L_p$ that satisfies Eq. (7.41). We note that in the remainder of this section we assume $c_s = 1$ (i.e. that the reference temperature corresponds to the one at the LCFS) and we consider $m_i/m_e = 2000$, $\eta = 0.66$, $q = 4$, and $R_0 = 500$.

The values of $L_p$ that satisfy Eq. (7.41) for $\epsilon \approx 0.25$ and $\Delta(0) \approx 7$ are presented in Fig. 7.4 (left panel) as a function of $\kappa$ and $\delta$. Several observations can be made based on these results: (i) triangularity has a weak impact on $L_p$ when $\kappa = 1$; (ii) for $\delta = 0$, $L_p$ is reduced by increasing $\kappa$, suggesting that turbulence is suppressed by elongation; (iii) for $\kappa > 1$, $L_p$ is reduced for $\delta < 0$, indicating that turbulence is suppressed by negative triangularity; and (iv) for $\kappa > 1$, $L_p$ is increased for $\delta \gtrsim 0$, the effect becoming more relevant at $\delta \gtrsim 0.3$, meaning that turbulence is enhanced by large positive triangularity.

To isolate the different shaping effects on the SOL width, we perform a $L_p$ scan on $\kappa$ and $\delta$ with $\Delta(0) = 0$ and $\epsilon = 0$. The results are presented in Fig. 7.4 (right panel). While the same trends previously observed for $\epsilon \approx 0.25$ and $\Delta(0) \approx 7$ are recovered, $L_p$ is larger, suggesting that Shafranov’s shift and $\epsilon$ effects stabilize plasma turbulence. This is in agreement with the observations presented in Section 7.2.
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Figure 7.5 – Ratio between $\gamma_{\text{RBM}}$ and $\gamma_{\text{RDW}}$ as a function of $\kappa$ and $\delta$, obtained solving Eqs. (7.32)-(7.34) and (7.36)-(7.39) with the linear code imposing the $L_p$ and $k_Y$ values that are solution of Eq. (7.41). The left panel is obtained for $\epsilon \simeq 0.25$ and $\Delta(0) \simeq 7$, while the right panel is computed for $\epsilon = 0$ and $\Delta(0) = 0$. The black lines indicate the transition between $\gamma_{\text{RDW}} > \gamma_{\text{RBM}}$ and $\gamma_{\text{RDW}} < \gamma_{\text{RBM}}$.

We note that the solution of Eq. (7.41) provides also the $k_Y$ value of the mode that leads to most of the transport. An analysis of $k_Y$ as a function of $\kappa$ and $\delta$ has been performed, showing that plasma shaping has a small impact on its value.

To investigate the impact of the plasma shaping on the turbulent regimes, and therefore to gain a deeper insight on the turbulence properties, we compute the growth rate associated with RBMs ($\gamma_{\text{RBM}}$) and RDWs ($\gamma_{\text{RDW}}$) at the $L_p$ and $k_Y$ solutions of Eq. (7.41), as a function of $\kappa$ and $\delta$. This is done by solving Eqs. (7.32)-(7.34) and (7.36)-(7.39) with the linear solver presented in Section 7.2. The ratio between $\gamma_{\text{RBM}}$ and $\gamma_{\text{RDW}}$ as a function of $\kappa$ and $\delta$ for $\epsilon \simeq 0.25$ and $\Delta(0) \simeq 7$ is presented in Fig. 7.5 (left panel).

We observe that: (i) the RBM is the dominant instability for positive values of the triangularity; (ii) the RDW dominates when negative $\delta$ values are considered; (iii) a combination of the two instabilities characterizes the plasma dynamics for $\kappa \simeq 1$ and for $\delta \simeq 0.2 - 0.3$. This is in agreement with the observations in Section 7.2, where it is shown that RDWs are only slightly affected by plasma shaping, while RBMs are strongly stabilized by elongation and negative triangularity.

We also study the impact of Shafranov’s shift and $\epsilon$ effects on RBMs and RDWs by performing the same analysis for $\epsilon \simeq 0$ and $\Delta(0) = 0$. The results (see Fig. 7.5, right panel) show that Shafranov’s shift and $\epsilon$ effects stabilize the RBMs, leading to a decrease of the equilibrium pressure gradient length, as discussed earlier.

We now deduce an analytical scaling of $L_p$ as a function of $\kappa$ and $\delta$. Since RBMs are strongly affected by plasma shaping, while the $(\gamma/k_Y)_{\text{max}}$ ratio associated with RDWs depends weakly on the magnetic shape [variation of $(\gamma/k_Y)_{\text{max}}$ less than 30% for $1 \leq \kappa \leq 1.8$ and $-0.5 \leq \delta \leq 0.5$], we derive the analytical scaling of $L_p$, considering the RBM dispersion relation only, and we assume that the resulting scaling breaks down if $L_{p,a} < L_{p,\text{RDW}}$, where $L_{p,a}$ is the result of the RBM analytical scaling and $L_{p,\text{RDW}}$ is the equilibrium pressure gradient length associated with RDWs deduced from Eqs. (7.40) and (7.41) for a circular magnetic geometry ($L_{p,\text{RDW}} = 27.7$ for $\nu = 0.1$, $q = 4$, $R_0 = 500$, and $\eta = 0.66$).
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Figure 7.6 – Value of $L_p$ as a function of $\kappa$ and $\delta$, obtained from Eq. (7.44) for $q = 4$, $\nu = 0.1$, and $R_0 = 500$. The black line indicates $L_p(\kappa, \delta) = L_{p,RDW}$. We note that in the top-left corner we impose $L_p = L_{p,RDW}$.

Having observed that magnetic shape affects the RBM growth rate mostly through the curvature operator, we assume a strongly ballooned mode around $\theta^* = 0$, $k_Z \sim 1/q$, and $C_Y \approx -\partial_r R(r, \theta)|_{\theta^* = 0}$ to simplify Eqs. (7.32)-(7.34). Moreover, imposing $\epsilon = 0$ and $\Delta(0) = 0$ for the sake of simplicity, we evaluate $\partial_{k_Y}(\gamma/k_Y) = 0$ to identify the largest $\gamma/k_Y$ ratio, obtaining

$$\gamma^2 = \gamma_b^2 \frac{C(\kappa, \delta, q)}{3}, \quad k_Y^2 = \sqrt{3} \frac{k_b^2}{2} C(\kappa, \delta, q)^{-1/2}, \quad (7.42)$$

where

$$C(\kappa, \delta, q) = \partial_r R_c(r, \theta)|_{\theta^* = 0} = 1 + \frac{\delta q}{1 + q} + \frac{\delta^2(7q - 1)}{16(1 + q)} - \frac{\kappa - 1}{2(\kappa + 1)} - \frac{(\kappa - 1)(5q - 2)}{(\kappa + 1)^2(2 + q)}, \quad (7.43)$$

as deduced in Appendix E. Plugging these values into Eq. (7.41), we derive

$$L_{p,a} = \frac{2^{5/7}}{3^{3/7}} C(\kappa, \delta, q)^{3/7} \rho^{2/7} q^{8/7} R_0^{3/7}. \quad (7.44)$$

Equation (7.44) is a generalization of the scaling deduced in Refs. [24,100,113] to include non-circular magnetic geometries and allows us to predict the SOL width of inner-wall limited discharges from first-principle arguments when elongation and nonzero triangularity are considered. In Fig. 7.6 we present the result of this scaling. We recover the same trends observed in Fig. 7.4 and the transition between RDWs and RBMs, taking place at $L_{p,a} = L_{p,RDW}$ and indicated by the black line, in good agreement with the condition $\gamma_{RBM}/\gamma_{RDW} = 1$ of Fig. 7.5 (right panel). However, we notice two main differences between the analytical scaling and the numerical results: (i) for $\kappa = 1$ the analytical scaling shows that $L_p$ depends on $\delta$ while $L_p$ is almost independent of $\delta$ in Fig. 7.4; and (ii) for $\delta > 0.3$ the value of $L_p$ decreases by increasing the plasma elongation, while the opposite behavior is observed in the results of Fig. 7.4. By solving Eq. (7.41) within each assumption made in the derivation of Eq. (7.44), we observe that
the differences between the analytical scaling and the numerical results are mainly due
to the approximation $C^Y \approx C^Y|_{\theta^* = 0}$. In fact, the global magnetic geometry has an effect
on RBMs that cannot be correctly captured by the modification of the curvature at the
outer midplane.

7.4 Nonlinear simulations

In this section we carry out a set of nonlinear simulations of the SOL plasma dynamics
using the GBS code [20] and compare these with the results presented in Sections 7.2 and
7.3. We first describe the numerical scheme implemented in GBS, focusing on the mod-
ifications introduced to generalize the magnetic geometry of the code. We then present
the nonlinear simulation results and their comparison with our theoretical findings.

7.4.1 Implementation and numerics

The model presented in Section 7.1 is now implemented in the GBS code [20]. A detailed
description of the code can be found in Appendix A.

While the implementation of the differential operators $\{\phi, A\}, C(A)$, and $\nabla_{||}A$ does
not present any conceptual difficulty, the computation of the $\nabla^2_{\perp}$ operator in arbitrary
geometry is not straightforward. In fact, the discretization of the operator $\nabla^2_{\perp}$ can
introduce numerical instabilities with positive growth rate if $\nabla^2_{\perp}$ is represented with a
non-symmetric real matrix $D$. To ensure the self-adjointness of $D$, we write

$$\nabla^2_{\perp} A = \frac{\partial}{\partial x} \left( N^{xx} \frac{\partial A}{\partial x} + \frac{N^{xy}}{2} \frac{\partial A}{\partial y} \right) + \frac{\partial}{\partial y} \left( N^{yy} \frac{\partial A}{\partial y} + \frac{N^{yx}}{2} \frac{\partial A}{\partial x} \right) + N^{xe} \frac{\partial A}{\partial x} + N^{ye} \frac{\partial A}{\partial y}, \tag{7.45}$$

with $N^{xe} = N^x - \partial_x N^{xx} - \partial_y N^{xy}/2$ and $N^{ye} = N^y - \partial_y N^{yy} - \partial_x N^{yx}/2$, and we neglect
the $N^{xe}$ and $N^{ye}$ terms with respect to the $N^{xx}, N^{xy},$ and $N^{yy}$ terms, since the first two
terms are usually a times smaller than the last three, and they are therefore expected to
have a negligible impact on the simulation results. Finally, we note that the geometric
coefficients in Eqs. (7.13)-(7.15) are computed with the same numerical scheme presented
in Section 7.2 and used for the coefficients in Eqs. (7.16)-(7.19).

7.4.2 Simulation results

Two sets of four nonlinear simulations with $(\kappa, \delta) = (1, 0), (1.8, 0), (1.8, -0.3), (1.8, 0.3)$
are carried out with GBS, considering in one case $\epsilon \simeq 0.25$ and $\Delta(0) \simeq 7$, and in the
other $\epsilon = 0$ and $\Delta(0) = 0$. Other relevant physical parameters are $q = 4, \nu = 0.1,$
$R_0 = 500, m_i/m_e = 200, \tau = 0, L_y = 800,$ and $L_x = 150,$ being $L_x$ the radial size of
the domain, extending from $x_i = a - 50$ to $x_o = a + 100$. The particle and electron
temperature sources, used to mimic the plasma outflow from the core, are modelled as $S_{n,T_e} \propto \exp \left[-(x-a)^2/\sigma^2\right]$, with $\sigma = 2.5$. Since most of the particles coming from the core are lost at the limiter plates, preventing them from reaching the vessel wall, the conditions applied at $x = x_o$, the outer edge of the simulation domain, should not significantly impact turbulence. Therefore, a buffer region is located between $x = a + 90$ and $x = x_o$, and ad hoc boundary conditions (Dirichelet for $\phi$ and $\omega$, and Neumann for $n$, $v_{\parallel i}$, $v_{\parallel e}$, and $T_e$) are applied at $x = x_o$. On the other hand, at the LCFS, the plasma outflow from the core is mimicked by the source terms. These sources are located at a distance of 50 units from the inner boundary of the computational domain, and the domain between $x = x_i$ and $x = a$ is used as buffer region and it is not taken into account for turbulence analysis. Consequently, also at $x = x_i$, ad hoc boundary conditions (the same applied at $x_o$) are used, and we verified that their impact on turbulence properties is not significant.

As $\gamma m_e/m_i < \nu$, we expect that the unphysical value of the mass ratio does not influence the results [146]. The simulations are carried out with the following numerical parameters: $N_x = 192$, $N_y = 512$, $N_z = 64$, $\eta_i \approx \eta_e \approx 2$, $\chi_{\parallel,T_e} = 0.2$, and all the perpendicular diffusion coefficients are in the range $5-10$. We remark that the value of the dissipative coefficients does not affect significantly the simulation results (simulations carried out with $\chi_{\parallel,T_e} = 100$ show a $\sim 20\%$ steeper $L_p$.) In Fig. 7.7 we present typical poloidal
Figure 7.8 – Poloidal cross sections of the electron pressure plasma profile resulting from nonlinear simulations carried out for $\epsilon \simeq 0.25$ and $\Delta(0) \simeq 7$, extending from $x = a$ to $x = a + 90$. The four magnetic geometries considered are characterized by $\kappa = 1$ and $\delta = 0$ (top left panel), $\kappa = 1.8$ and $\delta = 0$ (top right panel), $\kappa = 1.8$ and $\delta = -0.3$ (bottom left panel), and $\kappa = 1.8$ and $\delta = 0.3$ (bottom right panel). The limiter is indicated by a blue line at the inner midplane.

snapshots of the plasma pressure for $\epsilon = 0$ and $\Delta(0) = 0$. One observes the presence of turbulent eddies that transport plasma radially outward. In the two simulations with $(\kappa, \delta) = (1.8, 0), (1.8, -0.3)$ plasma turbulence penetrates considerably less in the SOL with respect to a circular magnetic geometry. This is consistent with Section 7.3 results, which show that elongation and negative triangularity decrease $L_p$. In these two simulations, turbulence results to be suppressed in particular at the outer midplane, in agreement with the findings in Section 7.2, which shows that RBMs are stabilized by elongation and negative triangularity. On the other hand, plasma turbulence appears to have similar amplitude in a circular magnetic geometry and for $\kappa = 1.8$ and $\delta = 0.3$, in agreement with Section 7.3 results.

We note that the four simulations carried out with $\epsilon \simeq 0.25$ and $\Delta(0) \simeq 7$ (see Fig. 7.8) display the same trends, but their differences are less pronounced than in the $\epsilon = 0$ and $\Delta(0) = 0$ case. Therefore, in the following we focus our attention on the four simulations with $\epsilon = 0$ and $\Delta(0) = 0$, where the differences are larger, and we briefly discuss the results of the simulations with $\epsilon \simeq 0.25$ and $\Delta(0) \simeq 7$.

To investigate the nature of the turbulence present in the nonlinear simulations, we apply the same procedure described in Section 6.3.1 to compute the probability distribution function of the phase shift between the electron pressure and the potential fluctuations.
Figure 7.9 – Probability distribution function of the phase shift between the electron pressure and the potential fluctuations resulting from nonlinear simulations carried out for $\epsilon = 0$ and $\Delta(0) = 0$. The four magnetic geometries considered are characterized by $\kappa = 1$ and $\delta = 0$ (top left panel), $\kappa = 1.8$ and $\delta = 0$ (top right panel), $\kappa = 1.8$ and $\delta = -0.3$ (bottom left panel), and $\kappa = 1.8$ and $\delta = 0.3$ (bottom right panel).

and the joint probability of $\delta p_e$ and $\delta \phi$ normalized to their standard deviation. This is done for $\theta_* \in [-\pi, \pi]$ and at $x - a = L_p \ln 2$, over a time interval of approximately 30 units, for each of the four simulations with $\epsilon = 0$ and $\Delta(0) = 0$. The results thus obtained are presented in Figs. 7.9 and 7.10. In the simulations with $(\kappa, \delta) = (1, 0), (1.8, 0.3)$ the phase shift is closer to $\pi/2$ and electron pressure and potential fluctuations are less correlated, with a correlation coefficient of 0.66 and 0.73, respectively, indicating that RBMs contribute to the SOL dynamics. On the other hand, for $\kappa = 1.8$ and $\delta = -0.3$, the phase shift is close to 0 and the electron pressure and potential fluctuations are more correlated, with a correlation coefficient of 0.84, suggesting that RDWs are the turbulence drive. For $\kappa = 1.8$ and $\delta = 0$ it is not possible to clearly discriminate between RBMs and RDWs, since the electron pressure and potential fluctuations have a correlation coefficient of 0.82, similar to the simulation preformed for $\kappa = 1.8$ and $\delta = -0.3$, but the phase shift is larger than 0. We note that, performing the same analysis for the four simulations with $\epsilon \simeq 0.25$ and $\Delta(0) \simeq 7$, we find that RDWs drive turbulence except for $\kappa = 1$ and $\delta = 0$, where a combination of RBMs and RDWs is responsible of the turbulent dynamics. These results are in agreement with Sections 7.2 and 7.3 findings.

Finally, to perform a quantitative comparison between the estimate of $L_p$ given by Eq. (7.41), the analytical scaling in Eq. (7.44), and the nonlinear simulation results, we time-average the pressure profiles provided by GBS over an interval of approximately 30 time units, and over four time subdomains, each of about 7.5 time units. The results are then averaged over the toroidal angle and the averages fitted at the outer midplane assuming $p_e(x) \propto \exp \left[-(x - a)/L_p\right]$. The fit over the interval of 30 time units provides
Figure 7.10 – Joint probability of the electron pressure and the potential fluctuations normalized to their standard deviation resulting from nonlinear simulations carried out for $\epsilon = 0$ and $\Delta(0) = 0$. The four magnetic geometries considered are characterized by $\kappa = 1$ and $\delta = 0$ (top left panel), $\kappa = 1.8$ and $\delta = 0$ (top right panel), $\kappa = 1.8$ and $\delta = -0.3$ (bottom left panel), and $\kappa = 1.8$ and $\delta = 0.3$ (bottom right panel).

$L_p$, while the difference between the $L_p$s obtained over the four subdomains gives an estimate of its uncertainty. Applying this methodology, and computing the $L_p$ given by Eq. (7.41) and Eq. (7.44), we obtain the results listed in Table 7.1. We note that, since Eq. (7.44) gives $L_p = 23.4$ for $\kappa = 1.8$ and $\delta = -0.3$, we replace this value with $L_{p, RDW}$ in Table 7.1. Several observations can be made based on these results: (i) Eq. (7.41) is in fairly good agreement with the results obtained from the nonlinear simulations, indicating that the gradient removal theory is able to predict $L_p$ even when non-circular magnetic geometries are considered; and (ii) if $\epsilon = 0$ and $\Delta(0) = 0$, Eq. (7.44) provides an estimate of $L_p$ that is in good agreement with Eq. (7.41), meaning that the analytical scaling correctly describes the dependence of $L_p$ on $\kappa$ and $\delta$. We remark that the results

<table>
<thead>
<tr>
<th>$(\kappa, \delta)$</th>
<th>$\epsilon \simeq 0.25, \Delta(0) \simeq 7$</th>
<th>$\epsilon = 0, \Delta(0) = 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(1.0, 0.0)$</td>
<td>$25 \pm 1$</td>
<td>$27.4 \pm 2$</td>
</tr>
<tr>
<td>$(1.8, 0.0)$</td>
<td>$20 \pm 1$</td>
<td>$20 \pm 1$</td>
</tr>
<tr>
<td>$(1.8, -0.3)$</td>
<td>$15 \pm 1$</td>
<td>$18.1 \pm 3$</td>
</tr>
<tr>
<td>$(1.8, 0.3)$</td>
<td>$23 \pm 1$</td>
<td>$26.8 \pm 3$</td>
</tr>
</tbody>
</table>
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Figure 7.11 – Magnetic field lines in the $\varphi - \theta$ plane, at $x = a$, for $\epsilon = 0$ and $\Delta(0) = 0$. The four magnetic geometries considered are characterized by $\kappa = 1$ and $\delta = 0$ (top left panel), $\kappa = 1.8$ and $\delta = 0$ (top right panel), $\kappa = 1.8$ and $\delta = -0.3$ (bottom left panel), and $\kappa = 1.8$ and $\delta = 0.3$ (bottom right panel).

for the nonlinear simulations in Table 7.1 are obtained at the outer midplane. However, we note that similar results are obtained also when considering the poloidally averaged plasma pressure profile.

7.5 Discussion of the theoretical results

To intuitively explain the impact of plasma shaping on SOL turbulence, we represent in Fig. 7.11 the magnetic field lines that characterize the four simulations with $\epsilon = 0$ and $\Delta(0) = 0$ in the $\varphi - \theta$ plane and at fixed radial position $x = a$. We observe that for the two simulations with $(\kappa, \delta) = (1, 0), (1.8, 0.3)$, magnetic field lines are almost straight and their slope is close to $1/q = 0.25$ at the outer midplane. On the other hand, the two simulations with $(\kappa, \delta) = (1.8, 0), (1.8, -0.3)$ are characterized by magnetic field lines that are stretched in the poloidal direction and their slope strongly increases close to $\theta = 0$. A detailed investigation of the impact of $\kappa$ and $\delta$ on the magnetic field lines indicates that values of $\kappa > 1$ and $\delta < 0$ stretch the magnetic field lines in the poloidal direction near $\theta = 0$, while they are compressed for large positive triangularities. This suggests that particle trajectories lie longer in the bad curvature region in a circular magnetic geometry, or for $\delta > 0$, with respect to the case of $\kappa > 1$ or $\delta < 0$. Since BMs are strongly destabilized at the outer midplane, i.e. in the proximity of $\theta = 0$, elongation and negative triangularity result in a stabilization of BMs, as observed in the
simulation results previously discussed. The same argument can be used to explain the impact of $\Delta$ and $\epsilon$. As a matter of fact, magnetic field lines are even more stretched in the proximity of $\theta = 0$ when Shafranov’s shift and finite aspect ratio effects are included. We remark that in Sections 7.1.3 we computed the Shafranov’s shift neglecting the plasma pressure contribution. Since $\Delta(0)$ usually increases almost linearly with $\beta_p$, we expect that including the plasma pressure contribution in the magnetic equilibrium stabilizes the RBMs and decreases $L_p$.

We would like to point out that plasma shaping seems to have a similar impact both on core and SOL turbulence. In fact, Refs. [169–172] pointed out that core turbulence is (i) usually stabilised by elongation, except for large positive triangularities, for which it is enhanced, (ii) stabilised by negative triangularity, and (iii) destabilised by large positive triangularity.

### 7.6 Rigorous validation against TCV measurements

In Section 7.1 we discuss an analytical equilibrium model to account for plasma shaping effects, which we use to investigate theoretically the impact of $\epsilon$, $\Delta$, $\kappa$, and $\delta$ on the SOL turbulence dynamics. While our theoretical results are in qualitative agreement with previous experimental investigations (Ref. [174] shows that $L_p$ decreases with $\kappa$), an accurate quantitative comparison between simulations and experiments is needed in order to assess the reliability of our theoretical results and confirm that the implementation of a non-circular magnetic geometry in Eqs. (7.1)-(7.6) actually improves our modeling capabilities of the SOL plasma dynamics. An experimental campaign was carried out on TCV [175] for this purpose, providing experimental measurements that can be compared with GBS simulation results by employing a rigorous validation methodology. This comparison allows us to rigorously quantify the improvement of the agreement between GBS simulations and non-circular TCV discharges when plasma shaping effects are taken into account according to Eqs. (7.1)-(7.6).

In the present section we first discuss how to perform a rigorous validation of a physical model against experimental measurements. Then, considering three TCV plasma discharges with different equilibrium magnetic shapes, we validate against experimental measurements (i) the three-dimensional GBS model in Eqs. (7.1)-(7.6), (ii) the three-dimensional GBS model in Eqs. (7.1)-(7.6) in circular magnetic geometry and in the infinite aspect ratio limit, and (iii) the two-dimensional version of the GBS model illustrated in Chapter 4. Note that the results discussed in the following of the present section are in SI units.
7.6.1 Validation methodology

The methodology to perform a rigorous validation of the simulation results is discussed in Refs. [39-41] and was applied for the first time to TORPEX simulations [104]. Herein we briefly present the key elements of the methodology.

Simulations and experiments have to be compared considering a number of physical quantities, common to the experimental measurements and simulation results, and analysed using the same techniques. These physical quantities are denoted as validation observables. In order for an observable to be considered for the validation, it should satisfy the following criteria. First, the observable should be physically relevant. This means that focus should be put on observables containing the most important theoretical predictions and being more sensitive to the model assumptions. Second, each observable should be independent of the other observables. Third, if an observable depends on space or time, its resolution should be sufficient to describe its variation along all dimensions. Once the observables are defined and evaluated, the agreement between experiments and simulations relative to each observable has to be quantified. We denote with \( e_j \) and \( s_j \) the values of the \( j \)-th observable used in the comparison, as coming from the experimental measurement and the simulation results, respectively. Most of the observables depend on space and time, and are typically given on a discrete number of points, denoted as \( N_j \). We denote with \( e_{j,i} \) and \( s_{j,i} \) the values of the \( j \)-th observable at points \( i = 1, 2, ..., N_j \) (the present notation can therefore be used for zero-, one-, two-, etc., dimensional observables). For the \( j \)-th observable, we normalize the distance \( d_j \) between experiments and simulations with respect to the uncertainty related to these quantities as

\[
d_j = \sqrt{\frac{1}{N_j} \sum_{i=1}^{N_j} (e_{j,i} - s_{j,i})^2 \left( \frac{\Delta e_{j,i}^2 + \Delta s_{j,i}^2}{\Delta e_{j,i}^2 + \Delta s_{j,i}^2} \right)},
\]

where \( \Delta e_{j,i} \) and \( \Delta s_{j,i} \) are the uncertainties affecting \( e_{j,i} \) and \( s_{j,i} \). Since simulations and experiments can be considered to agree if their difference is smaller than their uncertainties, we define the level of agreement between experiments and simulations with respect to the observable \( j \) as

\[
R_j = \tanh\left[\frac{(d_j - 1/d_j - d_0)/\lambda + 1}{2}\right]
\]

with \( R_j \lesssim 0.5 \) corresponding to agreement (experiment and simulation results agree within uncertainties), while \( R_j \gtrsim 0.5 \) denoting disagreement (experiment and simulation results are outside the uncertainties). Here, we choose \( d_0 = 1 \) and \( \lambda = 0.5 \). Our tests show that the conclusions of a validation exercise are not affected by the specific choices of the parameters \( d_0 \) and \( \lambda \) if these parameters are within a reasonable range. Some authors prefer to normalize the distance between experimental and simulation results to the actual value of the observables, rather than to their uncertainty [26]. We believe that the normalization to the uncertainty is the most appropriate choice in the present case, as we are interested in understanding if the basic physics mechanisms at play in
the system are well captured by the model under consideration. The normalization to
the actual value of the observable is instead preferable in the case that the predictive
capabilities of the code are tested.
Since the distance between experiments and simulations is normalized to their uncer-
tainties, particular attention should be paid in evaluating $\Delta e_{j,i}$ and $\Delta s_{j,i}$. In the case
of the experiments, we can identify three main uncertainty sources. First, a measuring
device is typically modelled to evaluate the physical quantities of interest (e.g. from
the $I - V$ curve of a Langmuir probe one can deduce $n$ and $T_e$). Since experimental
measurements typically do not follow perfectly the model predictions, a fit has to be
made in order to evaluate the relevant physical parameters, introducing an uncertainty
that we denote with $\Delta e_{j,i}^{fit}$. Second, a source of uncertainty is due to properties of the
measuring device that are often difficult to evaluate accurately (e.g. geometry and sur-
face condition of a Langmuir probe). Thus, measurements should be performed with
different tools (e.g. Langmuir probes that differ in dimension, surface condition, and
electronics). The quantity $\Delta e_{j,i}^{prb}$ denotes the uncertainty related to the probe properties.
Finally, the plasmas are not perfectly reproducible due to control parameters difficult
to set or know precisely (e.g. the vacuum pressure). Experiments should be repeated
in order to check the reproducibility of the plasma, while measurements are taken with
different measurement devices. The quantity $\Delta e_{j,i}^{rep}$ is the uncertainty due to the plasma
reproducibility, averaged over the different measuring devices. The total experimental
uncertainty is given by $\Delta e_{j,i}^2 = (\Delta e_{j,i}^{fit})^2 + (\Delta e_{j,i}^{prb})^2 + (\Delta e_{j,i}^{rep})^2$.

As discussed in Chapters 3 and 4, simulations are also affected by uncertainties. These
result from two sources: (i) errors due to the numerics $\Delta s_{j,i}^{num}$ and (ii) uncertainties due
to unknown or imprecise input parameters $\Delta s_{j,i}^{inp}$. As in the case of the experimental error
bars, the two sources of error should be added, such that $\Delta s_{j,i}^2 = (\Delta s_{j,i}^{num})^2 + (\Delta s_{j,i}^{inp})^2$.

We note that the error bars should not take into account the uncertainties related to
model assumptions and/or to combinations of measurements, which are often needed to
deduce the validation observables from the simulation results and the raw experimental
data [166]. Evaluating rigorously those uncertainties is usually very challenging. The
idea is to take them into account approximately by organizing the observables into a
hierarchy, which is based on the number of model assumptions and combinations of
measurements necessary to obtain each observable and indicates how stringent each ob-
servable is for comparison purposes. More specifically, the higher the hierarchy level of
an observable is, the lower the importance of the observable in the comparison metric.
The overall level of agreement between simulations and experiments can be measured by
considering a composite metric, which should take into account the level of agreement
of each observable, $R_j$, and weight it according to how constraining each observable is
for comparison purposes. This means that the hierarchy level of each observable and the
level of confidence characterizing the measurement or the simulation of each observable
have to be considered. The higher the level in the primacy hierarchy and the larger
the error affecting the observable measurement, the smaller the weight of the observable
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should be. We thus define the metric $\chi$ as

$$\chi = \frac{\sum_j R_j H_j S_j}{\sum_j H_j S_j},$$

(7.48)

where $H_j$ and $S_j$ are functions defining the weight of each observable according to its hierarchy level and the precision of the measurement, respectively. Thanks to the definition of $R_j$, $\chi$ is normalized in such a way that perfect agreement is observed for $\chi = 0$, while simulation and experiment disagree completely for $\chi = 1$.

The definition of $H_j$ and $S_j$ is somewhat arbitrary. $H_j$ should be a decreasing function of the hierarchy level. The definition we adopt is $H_j = 1/h_j$, where $h_j$ is the combined experimental/simulation primacy hierarchy level, which takes into account the number of assumptions or combinations of measurements used in evaluating the observable both from the experiments and from the simulations. In practice, if no assumptions or combinations of measurements are used for obtaining an observable, $h_j = 1$, any assumption or combination of measurement leads $h_j$ to increase of a unity (see Ref. [166] for examples of observables and related $h_j$ values). The quantity $S_j$ should be a decreasing function of the experimental and simulation uncertainty, and we define it as

$$S_j = \exp \left( -\frac{\sum_i \Delta e_{j,i} + \sum_i \Delta s_{j,i}}{\sum_i |e_{j,i}| + \sum_i |s_{j,i}|} \right),$$

(7.49)

such that $S_j = 1$ in the case of zero uncertainty.

The validation metric should be complemented by an index, $Q$, that assesses the “quality” of the comparison. The idea is that a validation is more reliable with a larger number of independent observables, particularly if they occupy a low level in the primacy hierarchy and the measurement and simulation uncertainties are low. The quality of the comparison $Q$ can thus be defined as

$$Q = \sum_j H_j S_j.$$  

(7.50)

7.6.2 Experimental setup

The TCV experiment is a tokamak with major and minor radii $R = 0.88$ m and $a = 0.25$ m [175]. By being equipped with sixteen independent set of shaping and positioning coils, TCV has unique capabilities of exploring a wide range of magnetic geometries, including negative triangularities, second-order X points, and more exotic plasma shapes [195]. For this reason TCV is an ideal test bed for validating the plasma shaping model discussed in the present chapter against experimental measurements. An experimental campaign was carried out on TCV for this purpose.

In the following we consider three TCV inner-wall limited plasma discharges: #54147, #55391, and #55394. The experimental parameters measured for the three discharges are summarized in Table 7.2 and the poloidal cross sections of their magnetic surfaces
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Table 7.2 – Parameters for the three TCV plasma discharges #54147, #55391, and #55394 used for the present validation.

<table>
<thead>
<tr>
<th>Discharge</th>
<th>q</th>
<th>κ</th>
<th>δ</th>
<th>ε</th>
<th>(n_0) [10^{18} m^{-3}]</th>
<th>(T_{e0}) [eV]</th>
<th>(\nu)</th>
</tr>
</thead>
<tbody>
<tr>
<td>#54147</td>
<td>3.3</td>
<td>1.57</td>
<td>-0.19</td>
<td>0.34</td>
<td>6 ± 2</td>
<td>37 ± 15</td>
<td>0.0036</td>
</tr>
<tr>
<td>#55391</td>
<td>3.4</td>
<td>1.07</td>
<td>0.00</td>
<td>0.30</td>
<td>4 ± 1</td>
<td>36 ± 16</td>
<td>0.0025</td>
</tr>
<tr>
<td>#55394</td>
<td>3.2</td>
<td>1.53</td>
<td>0.00</td>
<td>0.30</td>
<td>5 ± 1</td>
<td>41 ± 14</td>
<td>0.0023</td>
</tr>
</tbody>
</table>

Figure 7.12 – Poloidal cross sections of the magnetic surfaces for the three TCV plasma discharges #54147 (left panel), #55391 (middle panel), and #55394 (right panel). The blue lines indicate the LIUQE reconstruction, with thin continuous lines denoting the core flux surfaces, thick continuous lines denoting the LCFS, and dashed lines denoting the open field line region. The red dashed lines represent the reconstruction of the LCFS with the model discussed in Section 7.1.

are shown in Fig. 7.12. The plasma has an almost circular magnetic equilibrium in the discharge #55391, an elongated equilibrium in the discharge #55394, and an elongated equilibrium with negative triangularity in the discharge #54147. Comparing the thick blue continuous lines, representing the LIUQE [196] reconstruction of the LCFS, with the red dashed lines, indicating the LCFS obtained by best fitting the LIUQE reconstruction with the model discussed in Section 7.1, we observe that the results are in good agreement. We also see that the three discharges have similar safety factors, \(q\), densities, \(n_0\), and temperatures, \(T_{e0}\), at the LCFS. It results that they have also similar normalized plasma resistivities. This allows to decouple the influence of plasma shaping on the SOL dynamics from other effects, as shown, for example, in Eq. (7.44).

The experimental measurements discussed in the following of the present chapter are obtained with a horizontal reciprocating manipulator located at the tokamak outer mid-plane. This diagnostic provides high spatial resolution measurements of equilibrium and fluctuating physical quantities. It is equipped with a probe head having ten electrostatic pins (two are used as a swept double probe and provide measurements of \(I_{sat}\), \(n\), and \(T_e\), one is used to obtain direct measurements of \(I_{sat}\), five are used as floating Langmuir probes to measure \(V_{fl}\), and the last two are used to measure the poloidal Mach number). Moreover, taking the difference of two of the \(V_{fl}\) pins, it is possible to obtain measurements related to the poloidal electric field \(E_θ\). Radial profiles related to these quantities
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Figure 7.13 – Plasma density profiles for the TCV discharge #54147. The measurements obtained from the $I_{sat}$ (blue and yellow lines) and the double (red and purple lines) probes are shown, both for the horizontal manipulator entering (blue and red lines) and exiting (yellow and purple lines) the plasma. The averaged profile and the corresponding uncertainties are represented in black.

are obtained sampling the measured time traces in intervals of 1 ms. A detailed description of the reciprocating probe is presented in Ref. [197].

As an example, the measurements of the time-averaged density profile for the TCV plasma discharge #54147 are shown in Fig. 7.13, where we present the results obtained by using the $I_{sat}$ (blue and yellow lines) and the double probes (red and purple lines), both for the horizontal manipulator entering (blue and red lines) and exiting (yellow and purple lines) the plasma. Assuming that the plasma equilibrium and fluctuating properties are approximately constant throughout the two probe reciprocations, we take the average between the four profiles as the measure of the plasma density (black line). Moreover, we obtain an estimate of the experimental uncertainty $\Delta e_{n,i}$ by computing the maximum difference between this averaged profile and the four measured profiles. To ensure a safe estimation of $\Delta e_{n,i}$, we take the maximum of the relative uncertainty over the radial position, $\max_i(\Delta e_{n,i}/e_{n,i})$, as the relative uncertainty affecting the experimental results. This is represented by the black error bars in Fig. 7.13. Since we use two different probes to evaluate $n$, and we repeat twice the measurements, the two uncertainty contributions $\Delta e_{n,i}^{prb}$ and $\Delta e_{n,i}^{rep}$ are taken into account by $\Delta e_{n,i}$. We note that we neglect $\Delta e_{n,i}^{fit}$.

The procedure illustrated to evaluate $n$ and $\Delta e_{n,i}$ is also applied to compute the time-averaged $I_{sat}$ profile and its uncertainty. On the other hand, since the five $V_{fl}$ pins are not simultaneously located on the same flux surface, it is not justified to average the experimental measurements of the different $V_{fl}$ probes. Therefore, the time-averaged $V_{fl}$ profile is evaluated by averaging a single $V_{fl}$ pin measurement over the data provided by the reciprocating probe entering and exiting the plasma. The uncertainty affecting the $V_{fl}$ profile are then obtained computing the maximum difference between this averaged profile and the two measurements, which corresponds to neglecting the $\Delta e_{V_{fl},i}^{prb}$ and
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Figure 7.14 – Radial profiles of time-averaged (first row) and fluctuating quantities (second row) for the TCV discharge #54147. The results displayed are obtained from experimental measurements (black lines), from the two-dimensional model (yellow), from the three-dimensional model and considering circular magnetic surfaces in the infinite aspect ratio limit (red lines), and from the full GBS model (blue lines).

\[ \Delta e_{\text{fit}}^{V_{fl}},i \] contributions.

7.6.3 GBS simulations and validation results

We assess the reliability of the model illustrated in Section 7.1 by rigorously validating nonlinear GBS simulations based on the three TCV plasma discharges discussed above against experimental TCV measurements. For each TCV plasma discharge under consideration we perform: (i) a three-dimensional GBS simulation that includes shaping effects, (ii) a three-dimensional GBS simulation considering a circular magnetic geometry in the infinite aspect ratio limit, and (iii) a two-dimensional GBS simulation solving Eqs. (4.51)-(4.53). To carry out the simulations we consider \( \Lambda = 3.2 \), the normalized perpendicular diffusion coefficients \( D_A = 5 \), and we adjust the value of \( n_0 \) within the experimental uncertainties reported in Table 7.2 such that the simulated plasma densities agree with the experimental measurements at the LCFS. For the three-dimensional simulations we also consider an ion to electron temperature ratio \( \tau = 1 \). The radial domain extends from the inner radius \( x_i = a - 30 \) to the outer radius \( x_o = 70 \). We remark that, since the three-dimensional simulations require three rather large numerical grids \((N_x, N_y, N_z) = (128, 1280, 196), (128, 1280, 188), (128, 1280, 200)\), a reduced mass ratio \( m_i/m_e = 800 \) and a reduced parallel electron thermal conductivity \( \chi_{||e} = 10 \) are used to considerably decrease the computational cost. For the two-dimensional simulations we consider \( \sigma = R/L_{||} \approx 1/(2\pi q) \) and we use the numerical grid \((N_x, N_y) = (128, 512)\), with
For the three plasma discharges considered here we compute $L_p$ according to Eq. (7.41), thus obtaining $L_p \simeq 40, 49, 42 \rho_0 \simeq 2.4, 2.9, 2.8$ cm. Moreover, fitting the three-dimensional simulation results at the outer midplane by assuming $p_e(x) \propto p_{e0} \exp\left[-(x-a)/L_p\right]$, we obtain $L_p \simeq 18, 23, 19 \rho_0 \simeq 1.1, 1.4, 1.2$ cm. The $L_p$ estimate given by Eq. (7.41), approximately a factor two larger than for the three-dimensional simulations, retrieves the same qualitative behavior given by the nonlinear results, with $\kappa$ and $\delta$ stabilizing the SOL plasma turbulence. Performing the same analysis, but neglecting plasma shaping effects, we obtain $L_p \simeq 49, 51, 47 \rho_0 \simeq 3.0, 3.0, 3.0$ cm and $L_p \simeq 41, 39, 45 \rho_0 \simeq 2.5, 2.3, 2.8$ cm, for the nonlinear simulations and the solution of Eq. (7.41), respectively. As expected, the value of $L_p$ increases when $\epsilon$ effects are neglected. However, plasma shaping effects in nonlinear simulations have a stronger impact on $L_p$ than for the quasi-linear theory. Following the procedure described in Sections 6.3.2 and 7.3, we also investigate linearly the regime of the instability that drives most of the SOL turbulent transport in TCV. It results that TCV SOL turbulence is driven by InDWs. This is in agreement with the results in Ref. [145].

To validate the GBS model against experimental measurements, we consider the following observables: (i) the radial time-averaged profiles of $n$, $T_e$, $V_{fl}$, and $j_{sat}$, (ii) the radial profile of $\delta j_{sat}^RMS/j_{sat}$, (iii) the radial profiles of $\delta V_{fl}^RMS$ and $\delta j_{fl}^RMS$, and (iv) the equilibrium density gradient length $L_n = -\langle n \rangle / \partial_x \langle n \rangle$. The time-averaged and fluctuation radial profiles are used as validation observables since they are at the lowest available resolution.
7.6. Rigorous validation against TCV measurements

Table 7.3 – Values of $L_n$ [cm] obtained from the experimental measurements, from the three-dimensional GBS simulations with and without shaping effects (Full and $\epsilon = 0$ columns, respectively), and from the two-dimensional simulations.

<table>
<thead>
<tr>
<th>Experimental</th>
<th>Full</th>
<th>$\epsilon = 0$</th>
<th>Two-dimensional</th>
</tr>
</thead>
<tbody>
<tr>
<td>54147</td>
<td>1.8 ± 0.6</td>
<td>1.8 ± 0.1</td>
<td>3.7 ± 0.3</td>
</tr>
<tr>
<td>55391</td>
<td>4.0 ± 1.0</td>
<td>2.5 ± 0.3</td>
<td>4.3 ± 0.3</td>
</tr>
<tr>
<td>55394</td>
<td>1.5 ± 0.6</td>
<td>2.0 ± 0.1</td>
<td>4.1 ± 0.4</td>
</tr>
</tbody>
</table>

For the time-averaged radial profiles, we neglect the two contributions $\Delta L_{n,\text{num}}$ and $\Delta L_{n,\text{rep}}$, since they are expected to be considerably smaller than $\Delta e_{L_n}$. Concerning the GBS simulations, the $j_{\text{sat}}$ and $V_{fl}$ profiles are obtained assuming $j_{\text{sat}} = \epsilon n_0 / 2$ and $V_{fl} = \phi - [A - \ln(1 + T_i / T_e)] / 2 T_e / \epsilon$. To obtain the radial profiles, we toroidally-average the numerical results at the outer midplane for the three-dimensional simulations, while we perform an average of the numerical results along $y$ and $t$ for the two-dimensional simulations. Moreover, we define $\Delta s_{j,i}^{\text{num}} = 0.2 s_{j,i}$, as discussed in Chapter 3, for all the time-averaged quantities, except for $V_{fl}$ that is typically affected by a larger numerical error (we assume $\Delta s_{V_{fl},i} = 0.4 s_{V_{fl},i}$). For the input parameter uncertainty propagation, we note that typical GBS simulations indicate variations of the time-averaged radial profiles smaller than 10% due to a tenfold increase of $\nu$. Therefore, for the time-averaged radial profiles we neglect the $\Delta s_{j,i}^\text{imp}$ contribution. Moreover, typical GBS simulations also indicate that the numerical error affecting $\delta j_{\text{sat}}$, $\delta V_{fl}$, and $\delta E_\theta$ is approximately 10% − 15%, and that the fluctuation level increases approximately by 15% when increasing $\nu$ by a factor of ten. Therefore, for $\delta j_{\text{sat}}$, $\delta V_{fl}$, and $\delta E_\theta$ we assume $\Delta s_{j,i} = [(\Delta s_{j,i}^\text{num})^2 + (\Delta s_{j,i}^\text{imp})^2]^{1/2} \approx 0.2 s_{j,i}$. Finally, we note that the same procedure used to evaluate $L_n$ from the time-averaged experimental density profile is employed for the simulations.

The resulting radial profiles, together with the corresponding uncertainties, are displayed for the three TCV discharges #54147, #55391, and #55394 in Figs. 7.14, 7.15, and 7.16, respectively, while the equilibrium density gradient lengths are presented in Table 7.3. The plasma shaping has a stronger impact on the simulation results for the two plasma discharges #54147 and #55394. In these cases, we see that the radial time-averaged profiles of $n$, $T_e$ and $j_{\text{sat}}$, simulated with the full GBS model, present a better agreement with the experimental measurements with respect to those obtained with the circular and two-dimensional models. The same conclusions are obtained for the results presented.
Figure 7.16 – Radial profiles of time-averaged (first row) and fluctuating quantities (second row) for the TCV discharge #55394. The results displayed are obtained from experimental measurements (black lines), from the two-dimensional model (yellow), from the three-dimensional model and considering circular magnetic surfaces in the infinite aspect ratio limit (red lines), and from the full GBS model (blue lines).

in Table 7.3. For the TCV discharge #55391, the radial time-averaged profiles of $n$, $T_e$ and $j_{\text{sat}}$ simulated with the three-dimensional models are quite similar, and in better agreement with the experimental measurements than the results obtained with the two-dimensional model. Concerning the radial profiles of $V_{fl}$, $\delta j_{\text{sat}}^{\text{RMS}} / j_{\text{sat}}$, and $\delta E_{\theta}^{\text{RMS}}$, we see that none of the models is able to correctly predict the experimental measurements. This might be due to simulating only the open field line region, as discussed in Chapter 6. Finally, we note that the two-dimensional model is in better agreement with the $\delta V_{fl}^{\text{RMS}}$ experimental measurements than the three-dimensional models.

To assess quantitatively the agreement between the three models with experimental measurements, we apply the methodology discussed in Section 7.6.1. This is done by assuming $h_j = 2$ for all the observables considered herein [166], except for $\delta E_{\theta}^{\text{RMS}}$ and $L_n$, for which we assume $h_j = 3$. The resulting validation parameters $\chi$ and $Q$ are illustrated in Table 7.4. Concerning the full GBS model, we see that $\chi \leq 0.4$ for all the considered TCV discharges, while the agreement between experimental measurements and simulations decreases by assuming a circular magnetic geometry in the infinite aspect ratio limit for the two TCV discharges #54147 and #55394. This indicates that the shaping model implemented in GBS significantly improves the description of SOL plasma turbulence taking into account the impact of elongation and triangularity. Moreover, considering the two-dimensional model, we observe that $\chi \geq 0.6$ for all the three plasma discharges. This indicates that the hypothesis $k_1 = 0$ is not justified in the present experimental scenario. This result is consistent with the fact that, for the three considered discharges, the SOL turbulent transport is mostly driven by DWs. Finally, we note that $Q \approx 2.5$
Table 7.4 – Validation metric, \( \chi \), and validation quality, \( Q \), computed according to Eqs. (7.48) and (7.50), respectively, for the validation of the three-dimensional GBS simulations with and without shaping effects (Full and \( \epsilon = 0 \) columns, respectively), and the two-dimensional simulations, against experimental measurements.

<table>
<thead>
<tr>
<th></th>
<th>Full</th>
<th>( \epsilon = 0 )</th>
<th>Two-dimensional</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \chi )</td>
<td>54147</td>
<td>0.34</td>
<td>0.46</td>
</tr>
<tr>
<td>( Q )</td>
<td>2.46</td>
<td>2.46</td>
<td>2.76</td>
</tr>
<tr>
<td>( \chi )</td>
<td>55391</td>
<td>0.40</td>
<td>0.39</td>
</tr>
<tr>
<td>( Q )</td>
<td>2.51</td>
<td>2.50</td>
<td>0.62</td>
</tr>
<tr>
<td>( \chi )</td>
<td>55394</td>
<td>0.34</td>
<td>0.51</td>
</tr>
<tr>
<td>( Q )</td>
<td>2.46</td>
<td>2.49</td>
<td>0.85</td>
</tr>
</tbody>
</table>

for all the comparisons considered herein.

7.7 Conclusions

In the present chapter, the effects of plasma shaping on SOL turbulence are discussed. Depending on the magnetic geometry, the SOL turbulence regime is identified, and the impact of Shafranov’s shift, finite aspect ratio, elongation, and triangularity on \( L_p \) is investigated. The results obtained from the linear theory are compared with nonlinear simulations, which are rigorously validated against TCV experimental measurements.

The drift-reduced Braginskii equations are written in an arbitrary magnetic geometry and, using the flux-tube and the toric coordinate systems, the coefficients characterizing the differential operators entering the model equations are computed. An analytical equilibrium model is used to express the dependence of the magnetic equilibrium on \( \epsilon, \Delta, \kappa, \) and \( \delta \). This model allows us to isolate the different shaping effects that affect SOL turbulence and to investigate their impact on SOL instabilities.

First, the influence of the plasma shaping on RBMs and RDWs and the effect of \( \epsilon, \Delta, \kappa, \) and \( \delta < 0 \) on their growth rate are discussed. It turns out that plasma shaping strongly impacts the RBM growth rate, while RDWs are considerably less affected. In particular, it is observed that \( \epsilon, \Delta, \kappa, \) and \( \delta < 0 \) effects stabilize RBMs, while these are enhanced for \( \delta > 0 \).

Second, a nonlinear saturation theory of the growth of the unstable linear modes is presented, and it is used to estimate the SOL width from a linear analysis of the main instability driving the SOL turbulence. It is found that \( L_p \) decreases for \( \kappa > 1 \) and \( \delta < 0 \), while it increases for \( \delta > 0.2 \). This result is used to identify the turbulent regime depending on the shaping parameters. It turns out that, for \( \kappa > 1 \) and \( \delta < 0 \), RDWs drive the SOL dynamics, while RBMs dominate for large positive \( \delta \) values, or if \( \kappa = 1 \) and aspect ratio effects are neglected. Moreover, assuming that RBMs are mainly affected by plasma shaping through the curvature operator, an analytical scaling for \( L_p \) is deduced, taking into account \( \kappa \) and \( \delta \) effects. This analytical scaling generalizes the scaling presented in Refs. [24,100,113] by including non-circular magnetic geometries.

Third, the results obtained from the linear theory are compared with nonlinear simu-
lations carried out with the flux-driven fluid code GBS, showing good qualitative and quantitative agreement. An intuitive explanation for the strong impact of $\kappa$ and $\delta$ on the RBMs growth rate is also given, showing that elongation and negative triangularity result in a stabilization of RBMs.

Finally, in order to assess the reliability of our shaping model, we compare nonlinear simulations of SOL plasma turbulence with TCV experimental measurements. We consider: (i) three-dimensional GBS simulations carried out with $\epsilon$, $\Delta$, $\kappa$, and $\delta$ effects, (ii) the three-dimensional GBS model with circular magnetic geometry in the infinite aspect ratio limit, and (iii) the two-dimensional GBS model. A rigorous validation methodology is applied to assess the global agreement between the three simulation models and the experimental measurements. It is found that the model used to express the dependence of the magnetic equilibrium on $\epsilon$, $\Delta$, $\kappa$, and $\delta$ is able to significantly improve the agreement of simulation results with the experimental measurements. Moreover, confirming the DW nature of the instability driving the SOL transport in the considered TCV discharges, we find that the hypothesis $k_\parallel = 0$ is not justified in the present experimental scenario, also in agreement with previous theoretical investigations [145].
Conclusions and outlook

The present thesis is devoted to the development and the application of V&V procedures to numerical simulations that are used to investigate the plasma dynamics in basic plasma physics experiments and in the tokamak SOL. While these procedures allow us to increase the reliability of numerical simulations, ultimately they also lead to an improvement of our understanding of the phenomena at play in the SOL region. Developing and applying rigorous V&V methodologies is now crucial in the fusion community. In fact, with the design and the construction of increasingly larger experiments, errors affecting simulation codes that are used to predict the performances of future fusion devices can have far reaching consequences.

The general methodology to perform a rigorous plasma simulation code verification is presented in Chapter 2. First, focusing on grid-based simulation codes, we propose to use the method of manufactured solutions to assess the correct implementation of a physical model in a simulation code. The procedure requires choosing a manufactured solution that satisfies some reasonable conditions, adding the resulting source terms to the model equations, and performing a number of simulations to verify that the numerical solution converges to the manufactured one at the rate expected for the considered algorithm. If it is the case, the code is verified. The methodology is then generalized to PIC codes, accounting for the intrinsic statistical nature of PIC simulations and providing a measure between continuous analytical distribution functions and finite samples of computational particles. Since the proposed methodology might become very demanding in terms of computational resources, several norms of the numerical error are investigated, providing a procedure that is easily generalized to a six-dimensional phase-space with a limited computational cost. The proposed code verification methodology is then successfully applied to verify GBS and a one-dimensional, electrostatic, collisionless PIC code, considerably increasing the reliability of the numerical results obtained with these two simulation codes.

In Chapter 3 we present a solution verification procedure to rigorously estimate the statistical and discretization errors affecting plasma simulations. The statistical uncertainty
is quantified by repeating the simulation with different pseudorandom number generator seeds, while the discretization error is evaluated by approximating the exact solution with the Richardson extrapolation. Since simulations belonging to the asymptotic regime are required to compute the Richardson extrapolation, condition which might require extremely expensive simulations, the GCI is also introduced for estimating the discretization uncertainty. The total numerical error affecting the simulation results is then computed by summing up the different error contributions. The proposed methodology is applied to quantify the numerical error affecting GBS SOL turbulence simulation results and the two-stream instability growth rate evaluated from a PIC simulation. We remark that estimating the numerical error affecting a simulation is important not only to ensure their reliability, but also to perform a rigorous validation of the considered physical models against experimental data.

The impact of input parameter variations on the results of a plasma turbulence model is investigated in Chapter 4, providing a framework for studying uncertainty propagation and avoiding the use of a large number of expensive simulations. To reduce the computational cost of the uncertainty propagation analysis, a general and simple to apply methodology to approximate the model equation solution with a semi-analytic expression that depends explicitly on time, spatial coordinates, and input parameters is proposed. The procedure is based on decomposing the model equation solution in terms of Chebyshev polynomials. By employing a WRM, a set of nonlinear algebraic equations for the coefficients appearing in the Chebyshev decomposition is then obtained. The methodology is applied to a two-dimensional Braginskii model to study the impact of the input parameter that describes the parallel losses on the simulation results. Assuming that this input parameter is distributed according to a Gaussian probability density function, the standard deviation that characterizes the corresponding distribution of equilibrium density gradient lengths is evaluated. It results that a reasonable estimate of the standard deviation can be obtained with a small number of Chebyshev polynomials, i.e. with reduced-cost simulations.

The blob dynamics in the TORPEX device is investigated in Chapter 5. Five different models are used to carry out seeded blob simulations, which are compared with each other and validated against experimental measurements. The models differ because of a number of assumptions used to simplify the drift-reduced Braginskii equations, such as the hypothesis of cold ions, isothermal electrons, or negligible electron inertia. Both two-dimensional and three-dimensional models are considered. The comparison between numerical and experimental results allows us to identify the most important physics elements that play a role in setting the blob velocity. It results that parallel currents are important in setting the radial velocity of blobs in typical TORPEX hydrogen plasmas, in agreement with previous experimental observations, while their vertical motion is mostly governed by the vertical background $E \times B$ flow.

In Chapter 6 we investigate the RFX-mod SOL plasma dynamics considering low edge safety factors. First, we identify the inertial DW as the instability driving most of the turbulence transport in the considered RFX-mod plasma discharges, both from nonlinear results and from a linear investigation of SOL instabilities. Then, we compare the
nonlinear simulations with RFX-mod experimental measurements, showing qualitatively and quantitatively good agreement, except for the $V_{\text{sat}}$ equilibrium radial profile and the level of $j_{\text{sat}}$ fluctuations. The observed discrepancies are attributed to events occurring inside the LCFS, which are not correctly described by GBS simulations.

Finally, in Chapter 7 we investigate the impact of shaping effects on the SOL plasma dynamics. The drift-reduced Braginskii equations are written in arbitrary geometry, and an analytical model is employed to express the dependence of the magnetic equilibrium on aspect ratio ($\epsilon$), Shafranov’s shift ($\Delta$), elongation ($\kappa$), and triangularity ($\delta$). The influence of plasma shaping effects on the growth rate of RBMs and RDWs is analysed. It results that $\epsilon$, $\Delta$, $\kappa$, and $\delta < 0$ strongly stabilizes RBMs, while RDWs are considerably less affected. Assuming that the linear growth rate of SOL instabilities saturates because of the gradient removal mechanism, the impact of shaping effects on the equilibrium pressure scale length is investigated. It is found that $L_p$ decreases for $\kappa > 1$ and $\delta < 0$, while it increases for $\delta > 0$. The nature of the SOL turbulent regime, depending on the considered magnetic geometry, is also identified. It turns out that RDWs drive the SOL plasma dynamics for $\kappa > 1$ and $\delta < 0$, while RBMs dominate for large positive values of $\delta$. An analytical scaling for $L_p$, which depends on $\kappa$ and $\delta$, is also deduced. These linear results are then compared with nonlinear simulations, finding good agreement. Finally, the simulation results are validated against TCV experimental measurements, considering three plasma discharges with different magnetic geometries. For this purpose, three-dimensional GBS simulations with shaping effects, three-dimensional GBS simulations in circular geometry and in the infinite aspect ratio limit, and two-dimensional GBS simulations are considered. It is found that the model used to express the dependence of the equilibrium magnetic geometry on $\epsilon$, $\Delta$, $\kappa$, and $\delta$ significantly improves the agreement of the simulation results with the experimental measurements. The DW nature of the instability driving the TCV SOL turbulence dynamics is also confirmed.

While in the present thesis rigorous methodologies to effectively increase the reliability of the numerical tools used to investigate the tokamak plasma dynamics are proposed, a number of issues remains open. First, since the manufactured solutions should be smooth, we note that the proposed code verification methodology cannot be applied to numerical codes that are used to simulate shocks or discontinuities. Techniques to rigorously verify these codes are still under debate. Using the MMS to verify finite element and fully spectral codes constitutes also an open issue, since adding the source terms to the model equations modifies the behaviour of the numerical error affecting the simulations. In addition, the requirement that the degree of mesh refinement is solely represented by the parameter $h$ prevents the use of the proposed methodology to the verification of simulation codes involving local mesh refinement or mesh adaptation. Moreover, we note that the verification of numerical code packages, for which different simulation codes are coupled together, also represents an open issue. In fact, while the methodology presented in the present thesis can be used to verify independently each block of the package, it is not straightforward to apply it to rigorously verify the interfaces among the different codes. In general, additional work is needed to develop a
Chapter 8. Conclusions and outlook

rigorous methodology for the verification of these simulation packages. Concerning the solution verification procedure presented in this thesis, we note that the proposed methodology based on the Richardson extrapolation requires simulations in the asymptotic regime, which might be very expensive. This can represent a serious problem for the application of such a methodology. At the same time, while the GCI allows to evaluate the discretization error also for less expensive simulations, a discussion of its generality and its reliability is still ongoing. Therefore, progress is still necessary to develop a reliable solution verification methodology based on less expensive simulations. The study of uncertainty propagation through a physical model is a general and extremely interesting problem, which is being investigated in a number of scientific domains. In Chapter 4 we propose a rigorous methodology to carry out uncertainty propagation studies. However, the proposed approach requires the development of new fully spectral codes. In general, the evaluation of uncertainties affecting simulation results due to uncertainties on input parameters remains an outstanding scientific problem and a number of techniques might be explored and applied to plasma physics simulations (see e.g. Ref. [198] for a more complete discussion of this subject).

In the present thesis we discuss the validation of plasma simulations against experimental measurements, reporting on three validation exercises. More precisely, we investigate SOL phenomena in a basic plasma physics experiments and in two tokamaks, improving our understanding of the SOL plasma dynamics. Our work shows that, to improve the reliability of the physical models used to investigate the plasma dynamics, it is important to design and execute dedicated validation experiments that allow testing individually the different phenomena at play in the system (an example is the blob motion in TORPEX). Consequently, it would be useful to develop a database of experimental measurements, accessible by the whole plasma physics community, containing the information necessary to carry out rigorous validation exercises. Since the physical quantities obtained from simulations typically do not coincide with the physical quantities measured in experiments, additional work in developing synthetic diagnostics is required. At the same time, an effort should be made to provide accurate measurements of observables. This will decrease the uncertainties, thus increasing the quality factor of the validation.

The final target of V&V procedures is to increase the reliability of simulations in describing the tokamak plasma dynamics. This ultimately leads to an improvement of our understanding of plasma physics phenomena and, at the same time, allows more reliable predictions of the performances of future fusion devices. For this purpose, a rigorous methodology to assess the predictive capabilities of plasma simulation codes should be developed. This requires, for example, estimating the uncertainties on the model results introduced by the model assumptions.

Based on the work in the present thesis it is our hope that all numerical tools used to investigate the tokamak plasma dynamics and design fusion devices will be rigorously verified, and the simulation results rigorously validated against experimental measurements.
The SOL model and the GBS code

In the tokamak SOL the plasma is relatively cold, with temperatures usually lower than 100 eV, and the mean free path of electrons and ions between two Coulomb collisions is typically shorter than the parallel connection length. It follows that the SOL plasma is characterized by a relatively high collisionality, which allows the plasma to reach a local thermodynamic equilibrium. Consequently, it is usually justified to model the SOL plasma dynamics with only a few fluid moments.

The three lowest-order fluid moments of the $\alpha$ species distribution function $f_\alpha$ are the plasma density $n_\alpha$, fluid velocity $v_\alpha$, and temperature $T_\alpha$, which are defined as

$$n_\alpha(x, t) = \int_{\mathbb{R}^3} f_\alpha(x, v, t) dv,$$

$$v_\alpha(x, t) = \frac{1}{n_\alpha} \int_{\mathbb{R}^3} v f_\alpha(x, v, t) dv,$$

$$T_\alpha(x, t) = \frac{1}{n_\alpha} \int_{\mathbb{R}^3} \frac{m_\alpha}{3} (v - v_\alpha)^2 f_\alpha(x, v, t) dv.$$

In order to express the evolution of the fluid moments, one has to start from the Boltzmann equation, which describes the time evolution of $f_\alpha$ as

$$\frac{\partial f_\alpha}{\partial t} + v \cdot \frac{\partial f_\alpha}{\partial x} + \frac{q_\alpha}{m_\alpha} (E + v \times B) \cdot \frac{\partial f_\alpha}{\partial v} = S_\alpha + \sum_\beta C(f_\alpha, f_\beta),$$

where $S_\alpha$ is a source/sink of particles and $C(f_\alpha, f_\beta)$ the collisional operator describing Coulomb collisions between the $\alpha$ and $\beta$ plasma species. Equation (A.4) can be properly integrated over the velocity space, thus obtaining a set of equations able to describe the evolution of the fluid moments. It turns out that the time evolution of each moment depends on a moment that is one order higher. To avoid solving for an infinite number of moments, a closure has to be introduced, i.e. an assumption on the moment one order higher than the highest order evolved moments.

Among the different two-fluid models derived to describe the plasma dynamics, we con-
Appendix A. The SOL model and the GBS code

Consider here the one that was introduced by Braginskii in 1965 [13]. This model was deduced assuming that the electron and ion distribution functions are close to a Maxwellian, which is justified for strongly collisional plasmas, thus obtaining a closed set of equations for \( n_\alpha, v_\alpha, \) and \( T_\alpha. \)

Because of the wide range of spatial and temporal scales covered by these equations, which makes their numerical simulation extremely challenging, several approximations were introduced to obtain more suitable models, which have been implemented in a number of simulation codes. In particular, the drift approximation of the Braginskii model [14] was implemented into GBS, a simulation code developed in the last few years to simulate plasma turbulence in the open field region of basic plasma physics experiments and magnetic confinement devices, evolving the full plasma profiles without any separation between equilibrium and perturbation quantities [20, 177].

In this appendix we present the physical model that is implemented in GBS and the details of this code. The Braginskii equations are illustrated in Section A.1, and their drift-reduced limit is deduced in Section A.2. The main features of the GBS code are then summarized in Section A.3.

A.1 Braginskii equations

It is a general result of statistical mechanics that the particles of any gas in thermal equilibrium have a Maxwellian distribution [13]

\[
f_0^\alpha = n \left( \frac{m_\alpha}{2\pi T_\alpha} \right)^{3/2} e^{-\frac{m_\alpha}{2T_\alpha}(v-v_\alpha)^2}
\]  \hspace{1cm} (A.5)

and, as stated by the H-theorem, if a distribution function evolves only by virtue of collisions, it will approach a Maxwellian regardless of the initial condition. This process, called relaxation, occurs on a time-scale of the order of the collision time. In a plasma the electron and ion collision times can be written as

\[
\tau_e = \frac{3\sqrt{m_e T_e^{3/2}}}{4\sqrt{\pi}\lambda e^4 Z^2 n_i}, \quad \tau_i = \frac{3\sqrt{m_i T_i^{3/2}}}{4\sqrt{\pi}\lambda e^4 Z^4 n_i}, \hspace{1cm} (A.6)
\]

where \( \lambda \) is the Coulomb logarithm and we define \( q_i = Ze \) the ion electric charge.

We focus our attention on phenomena occurring on time scales larger than the collision times and on spatial scales longer than both the Larmor radius and the distance traversed by particles between two Coulomb collisions. More precisely, we consider a plasma for which

\[
\tau \gg \tau_\alpha, \quad L_\perp \gg \rho_\alpha, \quad L_\parallel \gg \lambda_\alpha^{mfp}, \hspace{1cm} (A.7)
\]

where \( \lambda_\alpha^{mfp} = v_{th,\alpha} \tau_\alpha \) is the mean free path between two Coulomb collisions, \( \rho_\alpha = v_{th,\alpha}/\omega_{\alpha} \) the Larmor radius, \( v_{th,\alpha} = \sqrt{T_\alpha/m_\alpha} \) the thermal velocity, \( \omega_{\alpha} = q_\alpha B/m_\alpha \)
A.1. Braginskii equations

the cyclotron frequency, \( \tau \), \( L_\parallel \) and \( L_\perp \) are the characteristic time and lengths for the variation of macroscopic quantities, and the symbols \( \parallel \) and \( \perp \) refer to the direction parallel and perpendicular to the magnetic field, respectively. In this case, it results that the solution of the Boltzmann equation, Eq. (A.4), is locally close to a Maxwellian. In addition, we focus on strongly magnetized plasmas, i.e. \( \omega_c \tau \gg 1 \). In this scenario, the equations that describe the behaviour of the macroscopic quantities \( n_\alpha \), \( v_\alpha \), and \( T_\alpha \), which are called transport equations, were obtained by Braginskii in 1965 as described in the following. First, the distribution functions \( f_\alpha \) are written as \( f_\alpha = f_\alpha^0 + f_\alpha^1 \), where it is assumed \( |f_\alpha^1|/f_\alpha^0 \ll 1 \) and \( f_\alpha^1 \) is treated as a small perturbation on the Maxwellian distribution function \( f_\alpha^0 \). Second, the Boltzmann equation, Eq. (A.4), is linearised around \( f_\alpha^0 \). Finally, multiplying the linearised Boltzmann equation by 1, \( v \), and \( v^2 \), respectively, and integrating over velocities, one obtains

\[
\frac{\partial n_\alpha}{\partial t} + \nabla \cdot (n_\alpha v_\alpha) = S_{n,\alpha}, \quad (A.8)
\]

\[
m_\alpha n_\alpha \frac{d_n v_\alpha}{dt} = -\nabla p_\alpha - \nabla \cdot \pi_\alpha + q_\alpha n_\alpha (E + v_\alpha \times B) + R_\alpha, \quad (A.9)
\]

\[
3 \frac{\partial T_\alpha}{\partial t} = -p_\alpha \nabla \cdot v_\alpha - \nabla \cdot q_\alpha - \pi_\alpha : \nabla v_\alpha + Q_\alpha + S_{Q,\alpha}. \quad (A.10)
\]

Here \( p_\alpha = n_\alpha T_\alpha \) is the scalar pressure, \( \pi_\alpha \) the stress tensor, \( q_\alpha(x,t) = m_\alpha f_\alpha v_\alpha(x,v,t) \text{dv}/2 \) the heat flux, \( S_{n,\alpha} \) and \( S_{Q,\alpha} \) are sources and/or sinks of particles and heat for the \( \alpha \) species, \( A : B \) the Frobenius inner product between the two tensors \( A \) and \( B \), and

\[
\frac{d_n}{dt} = \frac{\partial}{\partial t} + v_\alpha \cdot \nabla \quad (A.11)
\]

the material derivative. Equation (A.8) is the continuity equation and it ensures mass conservation. Equation (A.9) states the conservation of momentum, where \( R_e = -R_i \) represents the transfer of momentum due to the collisional friction between electrons and ions. Finally, Eq. (A.10) is an energy conservation equation, where \( -\pi_\alpha : \nabla v_\alpha \) and \( Q_\alpha \) represent the viscous heat losses and the heat generated because of collisions between particles of different species, respectively. The set of equations (A.8)-(A.10) is closed by providing an expression for \( R_\alpha \), \( \pi_\alpha \), \( q_\alpha \), and \( Q_\alpha \) as function of \( n_\alpha \), \( v_\alpha \), and \( T_\alpha \), which Braginskii obtained by assuming that the plasma is made by electrons and one single ion species, and that the plasma is quasi-neutral, i.e. \( n_e = Z n_i \). In the following, we illustrate the expressions of \( R_\alpha \), \( \pi_\alpha \), \( q_\alpha \), and \( Q_\alpha \), and we briefly discuss the underlying physics. For a detailed discussion we refer to Ref. [13].

The term \( R_e = R_u + R_T \) is the sum of the two contributions

\[
R_u = e n_e \left( \frac{j_\parallel}{\sigma_\parallel} + \frac{j_\perp}{\sigma_\perp} \right), \quad (A.12)
\]

\[
R_T = -0.71 n_e \nabla T_e b - \frac{3}{2} \frac{n_e}{\omega_c \tau_e} b \times \nabla T_e, \quad (A.13)
\]
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where \( \mathbf{j}_\parallel = e n_e (v_{\parallel i} - v_{\parallel e}) \) b and \( \mathbf{j}_\perp = e n_e (v_{\perp i} - v_{\perp e}) \) are the parallel and perpendicular current densities, \( \sigma_\parallel = 1.96 \sigma_\perp \) and \( \sigma_\perp = e^2 n_e \tau_e / m_e \) are the parallel and perpendicular electrical conductivities, and \( \mathbf{b} \) is the unit vector parallel to the magnetic field. Here \( \mathbf{R}_u \) and \( \mathbf{R}_T \) represent the force of friction due to a nonzero relative velocity \( \mathbf{u} = \mathbf{v}_e - \mathbf{v}_i \) and due to the presence of electron temperature gradients, respectively.
The electron heat flux is made of two analogous terms: \( \mathbf{q}_e = \mathbf{q}_{e,u} + \mathbf{q}_{e,T} \), where

\[
\mathbf{q}_{e,u} = 0.71 n_e T_e \mathbf{u} + \frac{3 n_e T_e}{2 \omega_e \tau_e} \mathbf{b} \times \mathbf{u}, \quad (A.14)
\]

\[
\mathbf{q}_{e,T} = -\chi_{\parallel e} \nabla_{\parallel} T_e - \chi_{\perp e} \nabla_{\perp} T_e - \frac{5 n_e T_e}{2 eB} \mathbf{u} \times \nabla T_e, \quad (A.15)
\]

with \( \nabla_{\perp} = \nabla - (\mathbf{b} \cdot \nabla) \) and \( \nabla_{\parallel} = \mathbf{b} \cdot \nabla \) the perpendicular and parallel gradients. Here \( \chi_{\parallel e} = 3.16 n_e T_e \tau_e / m_e \) and \( \chi_{\perp e} = 4.66 n_e T_e / (m_e \omega_e^2 \tau_e) \) are the parallel and perpendicular electron thermal conductivities, respectively. The first term, \( \mathbf{q}_{e,u} \), is related to the friction force \( \mathbf{R}_u \), whereas the second one, \( \mathbf{q}_{e,T} \), is related to the presence of electron temperature gradients.
The ion heat flux is defined in a similar way. However, since the ion momentum loss characteristic time for collisions against electrons is very large, it is justified to neglect the term \( \mathbf{q}_{i,u} \). Thus, we obtain

\[
\mathbf{q}_i = \mathbf{q}_{i,T} = -\chi_{\parallel i} \nabla_{\parallel} T_i - \chi_{\perp i} \nabla_{\perp} T_i + \frac{5 n_i T_i}{2 Z_i eB} \mathbf{b} \times \nabla T_i, \quad (A.16)
\]

where \( \chi_{\parallel i} = 3.9 n_i T_i \tau_i / m_i \) and \( \chi_{\perp i} = 2 n_i T_i / (m_i \omega_i^2 \tau_i) \) are the parallel and perpendicular ion thermal conductivities.

Choosing a coordinate system with the \( z \) axis along the magnetic field, the components of the stress tensor \( \pi_{\alpha \beta} \) for a given species write

\[
\pi_{zz} = -\eta_0 W_{zz}, \quad (A.17)
\]

\[
\pi_{xx} = -\frac{\eta_0}{2} (W_{xx} + W_{yy}) - \frac{\eta_1}{2} (W_{xx} - W_{yy}) - \eta_3 W_{xy}, \quad (A.18)
\]

\[
\pi_{yy} = -\frac{\eta_0}{2} (W_{xx} + W_{yy}) - \frac{\eta_1}{2} (W_{xx} - W_{yy}) + \eta_3 W_{xy}, \quad (A.19)
\]

\[
\pi_{xy} = \pi_{yx} = -\eta_1 W_{xy} + \frac{\eta_3}{2} (W_{xx} - W_{yy}), \quad (A.20)
\]

\[
\pi_{xz} = \pi_{zx} = -\eta_2 W_{xz} - \eta_4 W_{yz}, \quad (A.21)
\]

\[
\pi_{yz} = \pi_{zy} = -\eta_2 + \eta_4 W_{xz}, \quad (A.22)
\]

where

\[
W_{jk} = \frac{\partial v_j}{\partial x_k} + \frac{\partial v_k}{\partial x_j} - \frac{2}{3} \delta_{jk} \nabla \cdot \mathbf{v} \quad (A.23)
\]
A.2 Drift-reduced Braginskii equations

are the components of the rate-of-strain tensor,

\[
\eta_{0e} = 0.73 n_e T_e \tau_e, \quad (A.24)
\]

\[
\eta_{1e} = 0.51 \frac{n_e T_e}{\omega_{ce} \tau_e}, \quad \eta_{2e} = 4 \eta_{1e}, \quad (A.25)
\]

\[
\eta_{3e} = -0.5 \frac{n_e T_e}{\omega_{ce}}, \quad \eta_{4e} = 2 \eta_{3e} \quad (A.26)
\]

the electron viscosity coefficients, and

\[
\eta_{0i} = 0.96 n_i T_i \tau_i, \quad (A.27)
\]

\[
\eta_{1i} = 0.3 \frac{n_i T_i}{\omega_{ci} \tau_i}, \quad \eta_{2i} = 4 \eta_{1i}, \quad (A.28)
\]

\[
\eta_{3i} = 0.5 \frac{n_i T_i}{\omega_{ci}}, \quad \eta_{4i} = 2 \eta_{3i} \quad (A.29)
\]

the ion viscosity coefficients.

Finally, the heat exchanged through collisions is expressed as

\[
Q_i = \frac{3 m_e n_e}{m_i \tau_e} (T_e - T_i) \quad (A.30)
\]

for ions and

\[
Q_e = -R_e \cdot u - Q_i \quad (A.31)
\]

for electrons, where the Joule heating is neglected for ions since it is about \(m_e/m_i\) times smaller than \(-R_i \cdot u\).

A.2 Drift-reduced Braginskii equations

Although much simpler than the kinetic equation, the Braginskii equations, Eqs. (A.8)-(A.10), still cover an extremely wide range of spatial and temporal scales. It is therefore necessary to simplify the Braginskii equations to obtain a model suitable for the numerical investigation of SOL plasma turbulence. This is achieved by adopting the drift ordering, according to which [14]

\[
\frac{d}{dt} \ll \omega_{ci}. \quad (A.32)
\]

This is equivalent to assume that \(\rho_s / L_\perp \ll 1\) and that \(\partial / \partial t \ll \omega_{ci}\), since

\[
\mathbf{v}_\alpha \cdot \nabla \sim \frac{v_{E\times B}}{L_\perp} \sim \frac{\rho_s^2}{L_\perp} \omega_{ci}, \quad (A.33)
\]
where $\rho_s = c_s/\omega_{ci}$ is the ion sound Larmor radius, $c_s = \sqrt{T_e/m_i}$ the sound speed, and $v_{E \times B}$ the equilibrium $E \times B$ drift. These assumptions are justified for the study of the SOL plasma dynamics, since SOL turbulence occurs on timescales much slower than the fast gyromotion and it is usually characterized by spatial variations that occur on scale lengths longer than $\rho_s$. The drift-reduced approximation allows us to split the particle dynamics into parallel and perpendicular directions with respect to the magnetic field, and avoids to evolve a momentum equation to evaluate the ion and electron perpendicular velocities. Formally, it expresses the electron and ion velocities as

$$v_e = v_{\parallel}b + v_{\perp e},$$  \hspace{1cm} (A.34)  

$$v_i = v_{\parallel}b + v_{\perp i}. \hspace{1cm} (A.35)$$  

The perpendicular (to $B$) electron and ion velocities, $v_{\perp e}$ and $v_{\perp i}$, are obtained by crossing Eq. (A.9) with $B/\left(en_\alpha B^2\right)$. Assuming that the viscous terms are small and applying the ordering in Eq. (A.32), it is found that the leading order contribution to $v_{\perp \alpha}$ is given by

$$v_{\perp \alpha 0} = v_{E \times B} + v_{\alpha}, \hspace{1cm} (A.36)$$

with $v_{E \times B} = E \times B/B^2$ the $E \times B$ velocity and $v_{\alpha} = B \times \nabla p_\alpha/\left(q_\alpha n_\alpha B^2\right)$ the diamagnetic drift velocity. The first-order correction on $v_{\perp \alpha 0}$, of order $\rho_\alpha^2/L_\perp^2$ or proportional to $\eta_0$, constitutes the polarization velocity, $v_{pol, \alpha}$. To compute $v_{pol, \alpha}$, it is useful to simplify Eq. (A.9) as follows. First, the perpendicular momentum transfer vector $R_{\perp \alpha}$ is neglected. Second, the stress tensor $\pi_{\alpha} = \pi_{\alpha}^{FLR} + \pi_{\alpha}^{vis}$ is split into a finite Larmor radius (FLR) part and a viscous part, such that

$$\nabla \cdot \pi_{\alpha}^{FLR} = -m_\alpha n_\alpha \left(v_{\alpha} \cdot \nabla\right)v_\alpha + p_\alpha \left[\left(\nabla \times \frac{b}{\omega_{c\alpha}}\right) \cdot \nabla\right]v_\alpha$$

$$+ \nabla_\perp \left[\frac{p_\alpha}{2\omega_{c\alpha}} \left(b \times v_\alpha\right)\right] + b \times \nabla \left[\frac{p_\alpha}{2\omega_{c\alpha}} \nabla_\perp \cdot v_\alpha\right] \hspace{1cm} (A.37)$$

and

$$\nabla \cdot \pi_{\alpha}^{vis} = G_\alpha \kappa - \frac{1}{3} \nabla G_\alpha + B \left(b \cdot \nabla\right) \left(\frac{G_\alpha}{B}\right), \hspace{1cm} (A.38)$$

where $\kappa = b \cdot \nabla b$ is the field line curvature and $G_\alpha = -3\eta_0 \left(\nabla ||v_\alpha - \kappa \cdot v_\alpha - \nabla \cdot v_\alpha/3\right)$ is the stress function (a complete derivation of these terms is discussed in Ref. [182] and references therein). The polarization velocity is finally evaluated as the leading terms in

---
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where \( \rho_s = c_s/\omega_{ci} \) is the ion sound Larmor radius, \( c_s = \sqrt{T_e/m_i} \) the sound speed, and \( v_{E \times B} \) the equilibrium \( E \times B \) drift. These assumptions are justified for the study of the SOL plasma dynamics, since SOL turbulence occurs on timescales much slower than the fast gyromotion and it is usually characterized by spatial variations that occur on scale lengths longer than \( \rho_s \). The drift-reduced approximation allows us to split the particle dynamics into parallel and perpendicular directions with respect to the magnetic field, and avoids to evolve a momentum equation to evaluate the ion and electron perpendicular velocities. Formally, it expresses the electron and ion velocities as

\[
    v_e = v_{\parallel}b + v_{\perp e},
    \\
    v_i = v_{\parallel}b + v_{\perp i}.
\]  \hspace{1cm} (A.34)  

The perpendicular (to \( B \)) electron and ion velocities, \( v_{\perp e} \) and \( v_{\perp i} \), are obtained by crossing Eq. (A.9) with \( B/(en_\alpha B^2) \). Assuming that the viscous terms are small and applying the ordering in Eq. (A.32), it is found that the leading order contribution to \( v_{\perp \alpha} \) is given by

\[
    v_{\perp \alpha 0} = v_{E \times B} + v_{\alpha}, \hspace{1cm} (A.36)
\]

with \( v_{E \times B} = E \times B/B^2 \) the \( E \times B \) velocity and \( v_{\alpha} = B \times \nabla p_\alpha/(q_\alpha n_\alpha B^2) \) the diamagnetic drift velocity. The first-order correction on \( v_{\perp \alpha 0} \), of order \( \rho_\alpha^2/L_\perp^2 \) or proportional to \( \eta_0 \), constitutes the polarization velocity, \( v_{pol, \alpha} \). To compute \( v_{pol, \alpha} \), it is useful to simplify Eq. (A.9) as follows. First, the perpendicular momentum transfer vector \( R_{\perp \alpha} \) is neglected. Second, the stress tensor \( \pi_{\alpha} = \pi_{\alpha}^{FLR} + \pi_{\alpha}^{vis} \) is split into a finite Larmor radius (FLR) part and a viscous part, such that

\[
    \nabla \cdot \pi_{\alpha}^{FLR} = -m_\alpha n_\alpha \left(v_{\alpha} \cdot \nabla\right)v_\alpha + p_\alpha \left[\left(\nabla \times \frac{b}{\omega_{c\alpha}}\right) \cdot \nabla\right]v_\alpha
    \\
    + \nabla_\perp \left[\frac{p_\alpha}{2\omega_{c\alpha}} \left(b \times v_\alpha\right)\right] + b \times \nabla \left[\frac{p_\alpha}{2\omega_{c\alpha}} \nabla_\perp \cdot v_\alpha\right] \hspace{1cm} (A.37)
\]

and

\[
    \nabla \cdot \pi_{\alpha}^{vis} = G_\alpha \kappa - \frac{1}{3} \nabla G_\alpha + B \left(b \cdot \nabla\right) \left(\frac{G_\alpha}{B}\right), \hspace{1cm} (A.38)
\]

where \( \kappa = b \cdot \nabla b \) is the field line curvature and \( G_\alpha = -3\eta_0 \left(\nabla ||v_\alpha - \kappa \cdot v_\alpha - \nabla \cdot v_\alpha/3\right) \) is the stress function (a complete derivation of these terms is discussed in Ref. [182] and references therein). The polarization velocity is finally evaluated as the leading terms in
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\( \mathbf{v}_{\perp \alpha} - \mathbf{v}_{\perp \alpha 0} \), i.e.

\[
\mathbf{v}_{\text{pol}, \alpha} = \frac{\mathbf{b}}{\omega_{c\alpha}} \times \frac{d_{\alpha 0}}{dt} \mathbf{v}_{\perp \alpha 0} + \frac{1}{n_{\alpha} m_{\alpha} \omega_{c\alpha}} \left\{ \mathbf{b} \times \left[ p_{\alpha} \left( \nabla \times \frac{\mathbf{b}}{\omega_{c\alpha}} \right) \cdot \nabla \mathbf{v}_{\perp \alpha 0} \right] \right.

+ \left. \mathbf{b} \times \nabla_{\perp} \left[ \frac{p_{\alpha}}{2 \omega_{c\alpha}^2} \nabla \cdot \left( \mathbf{b} \times \mathbf{v}_{\perp \alpha 0} \right) \right] - \nabla_{\perp} \left( \frac{p_{\alpha}}{2 \omega_{c\alpha}^2} \nabla \cdot \mathbf{v}_{\perp \alpha 0} \right) \right) + \mathbf{b} \times \left( G_{\alpha} \kappa - \frac{\nabla G_{\alpha}}{3} \right) \right\},
\]

(A.39)

where

\[
\frac{d_{\alpha 0}}{dt} = \partial_t + (\mathbf{v}_{E \times B} + v_{\parallel \alpha} \mathbf{b}) \cdot \nabla
\]

(A.40)

[\( \mathbf{v}_{\text{pol}, \alpha} \) is dropped because of the drift ordering, while the diamagnetic drift contribution is cancelled out by the first term of Eq. (A.37)]. To further simplify the model, it is possible to neglect \( \mathbf{v}_{\text{pol}, e} \) with respect to \( \mathbf{v}_{\text{pol}, i} \), since \( m_e/m_i \ll 1 \). Moreover, as detailed in Ref. [182], it is possible to neglect the second, the third, and the fourth terms of Eq. (A.39), thus obtaining the final expressions of the perpendicular electron and ion velocities,

\[
\mathbf{v}_{\perp e} = \mathbf{v}_{E \times B} + \mathbf{v}_{se},
\]

(A.41)

\[
\mathbf{v}_{\perp i} = \mathbf{v}_{E \times B} + \mathbf{v}_{si} + \mathbf{v}_{\text{pol}, i},
\]

(A.42)

with

\[
\mathbf{v}_{\text{pol}, i} = \frac{\mathbf{b}}{\omega_{ci}} \times \frac{d_{i 0}}{dt} \mathbf{v}_{\perp i 0} + \frac{1}{n_{i} m_{i} \omega_{ci}} \mathbf{b} \times \left( G_{i} \kappa - \frac{\nabla G_{i}}{3} \right).
\]

(A.43)

As pointed out earlier, the transport coefficients used in the Braginskii equations are derived under the assumption that the plasma is quasi-neutral. This is justified since the typical characteristic scale lengths for the turbulence are much larger than the Debye length \( \lambda_D = \sqrt{\varepsilon_0 T_e/(e^2 n_e)} \). In the following of this appendix we consider singly charged ions, i.e. we set \( Z = 1 \), and we write \( n = n_e = n_i \) and \( q_i = -q_e = e \).

A.2.1 The semi-electrostatic limit

It is useful to remove the compressional Alfvén wave dynamics from a turbulence model, as the timescale of this mode is considerably faster than the turbulent timescales of interest. This is achieved by assuming the perpendicular component of the electric field as electrostatic, thus writing \( \mathbf{E}_{\perp} = -\nabla_{\perp} \phi \), with \( \phi \) the electrostatic potential. In other terms, we assume that the perturbed potential vector is parallel to the background magnetic field, \( \delta \mathbf{A} = -\psi \mathbf{b}_0 \), where \( \mathbf{b}_0 \) is the unit vector parallel to the unperturbed magnetic field. In fact, within the assumptions that the plasma to magnetic pressure ratio is small, i.e. \( \beta = 2 \mu_0 (p_e + p_i)/B^2 \ll 1 \), that \( L_{\perp} \ll L_{\parallel} \), and neglecting the displacement...
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current, the perturbed magnetic field is written as
\[ \delta B = -\nabla \times (\psi b_0) \simeq b_0 \times \nabla \perp \psi. \]  
(A.44)

The electric field is consequently given by
\[ \mathbf{E} = -\nabla \phi + b_0 \frac{\partial \psi}{\partial t}, \]  
(A.45)

where the perturbed poloidal flux \( \psi \) satisfies Ampère’s law,
\[ \nabla^2 \psi = \mu_0 j. \]  
(A.46)

We note that, besides entering in Eq. (A.45), magnetic fluctuations play also a role in the evaluation of the parallel gradient
\[ \nabla \| = \mathbf{b} \cdot \nabla = b_0 \cdot \nabla + \frac{b_0}{B} \times \nabla \perp \psi \cdot \nabla, \]  
(A.47)

where \( B \) denotes the norm of the equilibrium magnetic field. Finally, we also note that, within the semi-electrostatic approximation, the \( \mathbf{E} \times \mathbf{B} \) velocity can be approximated as
\[ \mathbf{v}_{E \times B} = \frac{b_0 \times \nabla \phi}{B} \]  
(A.48)

and the diamagnetic drift velocities as
\[ v_{*e} = -\frac{b_0 \times \nabla p_e}{enB}, \quad v_{*i} = \frac{b_0 \times \nabla p_i}{enB}. \]  
(A.49)

A.2.2 Continuity and vorticity equations

Within the drift-reduced approximation considered above, the continuity equation, Eq. (A.8), for the electron and ion species is written as
\[ \frac{\partial n}{\partial t} + \nabla \cdot \left[ n \left( \mathbf{v}_{E \times B} + \mathbf{v}_{*e} + v_{\|i} b_0 \right) \right] = S_n, \]  
(A.50)
\[ \frac{\partial n}{\partial t} + \nabla \cdot \left[ n \left( \mathbf{v}_{E \times B} + \mathbf{v}_{*i} + \mathbf{v}_{\text{pol},i} + v_{\|i} b_0 \right) \right] = S_n, \]  
(A.51)

where we use \( n = n_e = n_i \) and we assume \( S_{n,e} = S_{n,i} = S_n \) because of quasi-neutrality. By subtracting Eq. (A.50) from Eq. (A.51), we obtain the so-called vorticity equation,
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written as

\[
\frac{1}{3m_i\omega_{ci}} (b_0 \times \kappa) \cdot \nabla G_i + \nabla \cdot \left[ n (v_{ei} - v_{se}) \right] + \nabla \cdot \left( \frac{j_i b_0}{e} \right) - \frac{1}{B\omega_{ci}} \nabla_\perp \cdot \left[ n \frac{d\phi}{dt} (\nabla_\perp \phi + \frac{1}{en} \nabla_\perp p_i) \right] = 0, \tag{A.52}
\]

where we neglect the inhomogeneity of the magnetic field in computing the divergence of \(\mathbf{v}_{pol,i}\), we assume \(j_\parallel \approx j \cdot b_0\), valid within the semi-electrostatic approximation, and we use

\[
\nabla \cdot \left[ \frac{b_0}{B} \times (G_i \kappa - \frac{\nabla G_i}{3}) \right] \simeq \frac{b_0 \times \kappa}{3B} \cdot \nabla G_i, \tag{A.53}
\]

which is justified when local current densities are negligible. Within these assumptions, the gyroviscous terms reduce to

\[
G_i = -\eta_0 \left[ 2\nabla_\parallel v_{ei} - \kappa \cdot \mathbf{v}_\perp \right],
\tag{A.54}
\]

\[
G_e = -\eta_{0e} \left[ 2\nabla_\parallel v_{ie} - \kappa \cdot \mathbf{v}_\perp \right]. \tag{A.55}
\]

Equation (A.52) ensures charge conservation, and it is equivalent to a current continuity equation \(\nabla \cdot \mathbf{j} = 0\), where we account for parallel, diamagnetic, and polarization currents. A common approximation typically employed to further simplify Eq. (A.52) is the Boussinesq approximation (the validity of this assumption in modelling the SOL plasma dynamics is discussed in Refs. [91–93]), which states

\[
\nabla_\perp \cdot \left[ n \frac{d\phi}{dt} (\nabla_\perp \phi + \frac{1}{en} \nabla_\perp p_i) \right] \simeq n \frac{d\phi}{dt} (\nabla_\perp^2 \phi + \frac{1}{en} \nabla_\perp^2 p_i). \tag{A.56}
\]

In several cases this approximation allows us to considerably decrease the computational cost of solving the drift-reduced Braginskii equations. While sometimes useful for simplifying Eq. (A.52), and used in all the simulations described in the present thesis, in the following of the present appendix we do not make use of this approximation.

A.2.3 Generalized Ohm’s law and parallel momentum equation

The parallel component of the electron momentum equation, Eq. (A.9), yields the generalized Ohm’s law

\[
m_e n \frac{d\phi_{\parallel e}}{dt} = -\nabla_\parallel p_e + en \nabla_\parallel \phi - 0.71 n \nabla_\parallel T_e + en \frac{j_\parallel}{\sigma_\parallel} - \frac{2}{3} \nabla_\parallel G_e - en \frac{\partial \psi}{\partial t}. \tag{A.57}
\]

Here we use \(\mathbf{b} \cdot (\nabla \cdot \mathbf{E}_L) \approx -m_e n (\mathbf{v}_{se} \cdot \nabla) v_{\parallel e}\) and \(\mathbf{b} \cdot (\nabla \cdot \mathbf{E}_R) \approx 2\nabla_\parallel G_e / 3\), assuming that the modulus of \(\mathbf{B}\) varies slowly along \(\mathbf{b}\). We remark that the evolution of \(\psi\), appearing in Eq. (A.57), is described by Ampère’s law, Eq. (A.46).
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To deduce the parallel momentum equation, we sum the parallel ion and electron momentum equations. Neglecting electron inertia and the FLR contribution of electrons, since they are lighter with respect to ions by a factor $m_i/m_e,$ as well as the viscous contribution in the electron stress tensor, which is smaller by a factor $\sqrt{m_i/m_e}$ with respect to the ion contribution, we obtain

$$m_i \frac{d a_i}{dt} = -\nabla_\parallel (p_e + p_i) - \frac{2}{3} \nabla_\parallel G_i,$$  \hfill (A.58)

where again we assume that the modulus of $B$ varies slowly along $b$ and we neglect the $v_{pol,i}$ contribution to the material derivative because of the drift-ordering.

A.2.4 Temperature equations

The ion temperature equation is derived within the drift-reduced approximation from Eq. (A.10) by assuming $\omega_{ci} \tau_i \gg 1$ and neglecting the electron-ion collisional heating term $Q_i$ and the viscous heat losses, thus obtaining

$$\frac{3}{2} n d T_i}{dt} + p_i \nabla \cdot \mathbf{v}_i - \nabla \cdot \left( \chi_\parallel \nabla_\parallel T_i \right) + \frac{5}{2e} \nabla \cdot \left( \frac{p_i b_0}{B} \times \nabla T_i \right) = S_{Q,i}.$$  \hfill (A.59)

Because of the drift ordering, Eq. (A.59) is simplified neglecting the $v_{pol,i} \cdot \nabla T_i$ term. On the other hand, the term $\nabla \cdot v_{pol,i}$ should be retained in the model. Therefore, using the electron and ion continuity equations, we eliminate this term by writing $p_i \nabla \cdot \mathbf{v}_i \approx p_i \nabla \cdot \mathbf{v}_e + T_i (v_{e,i} - v_{e,i}) \cdot \nabla_\parallel n + T_i (v_{se} - v_{si}) \cdot \nabla n,$ thus obtaining

$$\frac{3}{2} n d T_i}{dt} + \frac{d T_i}{dt} (n v_{se}) + p_i \nabla \cdot \left( \mathbf{v}_{E \times B} + v_{e,i} b_0 \right) - T_i \frac{J_{\parallel}}{en} \cdot \nabla_\parallel n$$

$$- \nabla \cdot \left( \chi_\parallel \nabla_\parallel T_i \right) + \frac{5p_i}{2e} \left( \nabla \times \frac{b_0}{B} \right) \cdot \nabla T_i = S_{Q,i},$$  \hfill (A.60)

where we use $v_{se} \cdot \nabla p_e = 0$ to express $n v_{se} \cdot \nabla T_e = -T_e v_{se} \cdot \nabla n.$

The electron temperature equation is obtained within the drift-reduced approximation in the limit $\omega_{ce} \tau_e \gg 1$ by neglecting the viscous heat losses, the frictional heating related to $R_u,$ and the electron-ion heat transfer, and it is written as

$$\frac{3}{2} n d T_e}{dt} + \frac{d T_e}{dt} (n v_{se}) + p_e \nabla \cdot \left( \mathbf{v}_{E \times B} + v_{e,i} b_0 \right) - 0.71 \frac{T_e}{e} \nabla \cdot \left( j_{\parallel} b_0 \right)$$

$$- \nabla \cdot \left( \chi_\parallel \nabla_\parallel T_e \right) - \frac{5p_e}{2e} \left( \nabla \times \frac{b_0}{B} \right) \cdot \nabla T_e = S_{Q,e},$$  \hfill (A.61)

where, similarly to the ion temperature equation, we use $v_{se} \cdot \nabla p_e = 0$ to express $n v_{se} \cdot \nabla T_e = -T_e v_{se} \cdot \nabla n.$
A.3 The GBS code

The GBS code makes use of the set of drift-reduced Braginskii equations described above, which are valid for high collisional plasmas. To develop GBS, increasingly complex magnetic configurations were considered. First, the code was developed to describe the plasma dynamics in basic plasma physics experiments, in particular linear devices such as LAPD [199] and simple magnetized toroidal devices such as TORPEX [161, 200, 201]. GBS was then extended to the tokamak geometry, and it is now able to model the tokamak SOL region in limited plasmas [100, 113, 145, 157]. In this section we discuss the model implemented in GBS and the algorithm used to numerically solve the GBS equations.

A.3.1 The GBS differential operators

In order to express the drift-reduced Braginskii equations discussed above in an easy-to-implement form, we introduce here two differential operators. The curvature operator $C(\cdot)$ is introduced to simplify the expressions of $\nabla B$ and curvature drifts, and of plasma compressibility, and it is written as

$$C(A) = \frac{B}{2} \left( \nabla \times \frac{b_0}{B} \right) \cdot \nabla A,$$  \hspace{2cm} (A.62)

with $A$ a scalar field. On the other hand, the $E \times B$ convection is introduced in the equation by defining the Poisson’s brackets operator

$$\{ \phi, A \} = b_0 \cdot (\nabla \phi \times \nabla A).$$  \hspace{2cm} (A.63)

With these definitions it is possible to write

$$\nabla \cdot (n\mathbf{v} + \alpha) = \frac{2}{q_\alpha B} C(p_\alpha), \quad \nabla \cdot (n\mathbf{v}_{E \times B}) = \frac{1}{B} \{ \phi, n \} + \frac{2n}{B} C(\phi).$$  \hspace{2cm} (A.64)
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#### A.3.2 The GBS model

Making use of the curvature and Poisson’s brackets operators, the drift-reduced Braginskii equations are written in normalized units as

\[
\frac{\partial n}{\partial t} = -\frac{R_0}{B} \{ \phi, n \} + \nabla \cdot \left( m \nabla e \right) + \frac{2}{B} \left[ C(p_e) - nC(\phi) \right] + \mathcal{D}_n(n) + S_n, \tag{A.65}
\]

\[
\frac{\partial \Omega}{\partial t} = -\frac{R_0}{B} \text{\nabla} \cdot \{ \phi, \omega \} - \nabla \cdot \left[ \nabla \cdot \left( -\frac{2}{3n} \nabla \cdot G \right) \right] + \mathcal{D}_G(\Omega), \tag{A.66}
\]

\[
\frac{\partial U_{||e}}{\partial t} = -\frac{R_0}{B} \{ \phi, v_{||e} \} - v_{||e} \nabla \cdot v_{||e}
+ \frac{m_e}{m_i} \left[ \frac{\nu_{\parallel}}{n} + \nabla \cdot \phi - \frac{\nabla \cdot p_e}{n} - 0.71 \nabla \cdot T_e - \frac{2}{3n} \nabla \cdot G \right] + \mathcal{D}_{\nu_{||e}}(v_{||e}), \tag{A.67}
\]

\[
\frac{\partial v_{||i}}{\partial t} = -\frac{R_0}{B} \{ \phi, v_{||i} \} - v_{||i} \nabla \cdot v_{||i}
- \frac{2}{3n} \nabla \cdot G_i - \frac{1}{n} \nabla \cdot (p_e + \tau p_i) + \mathcal{D}_{\nu_{||i}}(v_{||i}), \tag{A.68}
\]

\[
\frac{\partial T_e}{\partial t} = -\frac{R_0}{B} \{ \phi, T_e \} - v_{||e} \nabla \cdot T_e
+ \frac{4T_e}{3B} \left[ \frac{C(p_e)}{n} + \frac{5}{2} C(T_e) - C(\phi) \right]
+ \frac{2T_e}{3} \left[ 0.71 \nabla \cdot \left( j_0 b_0 \right) - \nabla \cdot \left( v_{||e} b_0 \right) \right] + \nabla \cdot \left( \chi_e \nabla \cdot T_e \right) + \mathcal{D}_{T_e}(T_e) + S_{T_e}, \tag{A.69}
\]

\[
\frac{\partial T_i}{\partial t} = -\frac{R_0}{B} \{ \phi, T_i \} - v_{||i} \nabla \cdot T_i
+ \frac{4T_i}{3B} \left[ \frac{C(p_e)}{n} - \frac{5}{2} C(T_i) - C(\phi) \right]
+ \frac{2T_i}{3} \left[ \nabla \cdot \left( j_0 b_0 \right) - \nabla \cdot \left( v_{||i} b_0 \right) \right] + \nabla \cdot \left( \chi_i \nabla \cdot T_i \right) + \mathcal{D}_{T_i}(T_i) + S_{T_i}. \tag{A.70}
\]

Here \( \Omega = \nabla \cdot \omega = \nabla \cdot (n \nabla \cdot \phi + \nabla \cdot p_t) \) is the scalar vorticity, \( j_0 = n(v_{||i} - v_{||e}) \) the parallel current, \( U_{||e} = v_{||e} + \beta_0 m_i \psi / (2m_e) \) the sum of electron inertial and electromagnetic flutter contributions, \( \psi \) is the normalized plasma resistivity, and \( \nabla \cdot A = b_0 \cdot \nabla + R_0 \beta_0 \{ \psi, A \} / (2B) \) the parallel derivative of \( A \), with \( A \) a scalar field. The system is closed by the Poisson and Ampère’s equations, which are respectively written as

\[
\nabla \cdot (n \nabla \cdot \phi) = \Omega - \nabla \cdot \left( \frac{\beta \alpha}{m_i} n v_{||e} \right), \tag{A.71}
\]

\[
\left( \nabla^2 - \frac{\beta \alpha}{2} \frac{m_i}{m_e} \right) v_{||e} = \nabla^2 \left( \frac{1}{2} U_{||e} - \frac{\beta \alpha}{2} \frac{m_i}{m_e} n v_{||e} \right), \tag{A.72}
\]

with the magnetic flux deduced from \( \psi = \beta \alpha m_i (U_{||e} - v_{||e}) / (2m_e) \) and \( \nabla^2 = -\nabla \cdot [b_0 \times (b_0 \times \nabla)] \) the perpendicular Laplacian operator.

The source terms \( S_n, S_{T_e} = 2S Q_e / (3n), \) and \( S_{T_i} = 2S Q_i / (3n) \) are used to mimic the outflow of hot plasma from the closed flux surface into the SOL region. These sources are assumed poloidally and toroidally constant, with a Gaussian shape in the radial
direction. Small perpendicular diffusion terms of the form $D_A(A) = D_A \nabla^2 A$, with $D_A$ a constant coefficient, are added for the numerical solution of the equations. The quantities appearing in the present section are normalized according to (tilde denotes a physical quantity in SI units): $t = t/\hat{R}/\tilde{c}_0$, $n = n/\tilde{n}_0$, $T_e = \tilde{T}_e/\tilde{T}_e$, $T_i = T_i/\tilde{T}_0$, $\phi = \phi/\tilde{T}_0$, $v_{||} = \tilde{v}_{||}/\tilde{c}_0$, $U_{||} = (\tilde{v}_{||} + e\psi/m_e)/\tilde{c}_0$, $v_{\perp} = \tilde{v}_{\perp}$, $B = \tilde{B}/\tilde{B}_0$, $\psi = 2ev/\tilde{B}_0$, $R_0 = \tilde{R}/\tilde{\rho}_0$, $\nu = (e^2\tilde{n}_0\tilde{R})/\left(m_i\tilde{\sigma}_||\tilde{c}_0\right)$, where $\tilde{\sigma}_||$ is the parallel conductivity, $\tilde{n}_0$, $\tilde{T}_e$, $\tilde{T}_0$, $\tilde{\rho}_0$, and $\tilde{B}_0$ are reference density, electron temperature, ion temperature, and magnetic field, $\tilde{R}$ is the tokamak major radius, and $\tilde{\rho}_0$ are given by $\tilde{c}_0 = \sqrt{T_0/m_i}$ and $\tilde{\rho}_0 = \tilde{c}_0 m_i/(e\tilde{B}_0)$. Distances perpendicular to $B$ are normalized to $\tilde{\rho}_0$, while parallel and toroidal distances are normalized to $\tilde{R}$. Moreover, we have $\tau = \tilde{T}_0/\tilde{T}_0$ and $\beta_0 = 2\mu_0\tilde{n}_0\tilde{T}_0/\tilde{B}_0^2$. Finally, the gyroviscous terms are written

\begin{align}
G_v &= -\eta_{0e}\left[2\nabla_{||} v_{||} + \frac{1}{B} C(\phi) + \frac{\tau}{nB} C(p_i)\right], \\
G_e &= -\eta_{0e}\left[2\nabla_{||} v_{\perp} + \frac{1}{B} C(\phi) - \frac{1}{nB} C(p_e)\right],
\end{align}

with $\eta_{0e} = 0.96\tilde{T}_0\tilde{\tau}_e/(m_i\tilde{R}_0\tilde{c}_0)$ and $\eta_{0e} = 0.73\tilde{T}_e\tilde{\tau}_e/(m_e\tilde{R}_0\tilde{c}_0)$. We note that, while a discussion of plasma-neutral interactions is outside the scope of the present thesis, a model that includes ionization, charge-exchange, and recombination processes, and couples plasma and neutral physics, is implemented in GBS, as detailed in Ref. [202].

### A.3.3 Boundary conditions

Equations (A.65)–(A.70) are completed by a set of boundary conditions at the magnetic pre-sheath (MP) entrance, where the validity of the drift approximation breaks down. Their derivation is detailed in Refs. [94, 158, 177] and the results are summarized here for completeness.

Since at the MP entrance plasma gradients in the direction normal to the walls dominate with respect to other directions, the plasma dynamics can be approximated as one dimensional. Under this condition, one obtains that at the MP entrance

\begin{align}
&v_{||} = \pm c_s \sqrt{F_T}, \\
&v_{\perp} = \pm c_s \exp \left(\Lambda - \frac{\phi}{T_e}\right), \\
&\partial_s n = \mp \frac{n}{c_s \sqrt{F_T}} \partial_s v_{||}, \\
&\partial_s \phi = \mp \frac{c_s}{\sqrt{F_T}} \partial_s v_{||}, \\
&\Omega = \mp c_s n \sqrt{F_T} \cos^2 \chi \partial_s^2 v_{||}, \label{eq:boundary}\end{align}

\begin{align}
&\partial_s T_e \approx 0, \\
&\partial_s T_i \approx 0,
\end{align}
where the upper (lower) sign refers to the case of a magnetic field directed towards (away from) the wall, $c_s = \sqrt{T_e}$ is the ion sound speed, $F_T = 1 + \tau T_i/T_e$, $\Lambda = \log \sqrt{m_i/(2\pi m_e)} \approx 3$ for hydrogen plasmas, and $s$ is a coordinate normal to the wall, which coincides with the poloidal angle in the infinite aspect ratio limit. Here we neglect the drift corrections from radial plasma gradients. The symbol $\chi$ represents the angle between the magnetic field lines and the wall, with $\cos \chi \approx 1$ for a toroidal limiter in the infinite aspect ratio limit. Finally, we note that electromagnetic effects are intrinsically three-dimensional, and therefore costly full kinetic simulations would be required to apply the boundary conditions to $\psi$. These simulations have not been performed yet and we impose $\psi = 0$ at the MP entrance.

### A.3.4 Geometry

The differential operators used to express the GBS model equations are written for arbitrary magnetic geometries. Therefore, in order to implement the drift-reduced Braginskii equations in GBS, one has to express the magnetic field in a chosen coordinate system, and compute the corresponding metric tensor coefficients.

The GBS code makes use of the toric $(\theta_*, r, \varphi)$ coordinate system, where $r$ is a flux coordinate, $\varphi$ is the toroidal angle, and $\theta_*$ is the straight field line angle defined as

$$\theta_*(r, \theta) = \frac{1}{q(r)} \int_0^\theta \frac{B \cdot \nabla \varphi}{B \cdot \nabla \theta} d\theta', \quad (A.82)$$

with $\theta$ and $\theta'$ the poloidal angle and

$$q(r) = \frac{1}{2\pi} \int_0^{2\pi} \frac{B \cdot \nabla \varphi}{B \cdot \nabla \theta} d\theta \quad (A.83)$$

the safety factor. This toric coordinate system is rescaled as $y = a\theta_*$, $x = r$, and $z = R_0 \varphi$, where $a$ is the tokamak minor radius in $\tilde{\rho}_0$ units.

For a toroidal limiter at the high field side, with circular magnetic flux surfaces in the infinite aspect ratio limit, the differential operators used in GBS in normalized units are written as

$$\{ \phi, A \} = \partial_\theta \phi \partial_x A - \partial_x \phi \partial_\theta A, \quad (A.84)$$

$$C(A) = \sin \theta_* \partial_\theta A + \cos \theta_* \partial_x A, \quad (A.85)$$

$$\nabla_\perp^2 A = \partial_\theta^2 A + \partial_x^2 A, \quad (A.86)$$

$$\nabla_\parallel A = \partial_z A + \frac{a}{q} \partial_\theta A + \beta_\alpha \{ \psi, A \} / (2B), \quad (A.87)$$

where $\theta_* = y/a$ and $\theta_* = -\pi$ and $\theta_* = \pi$ at the inner midplane. Here the magnetic geometry is treated with the approximation of being radially local, i.e. geometric coefficients are assumed not to depend on $x$ in the simulated domain. This approximation corresponds to assume a constant safety factor $q$ in the radial direction and that $L_p \ll a$, page 152
A.3. The GBS code

with \( L_p \) the SOL width. We note that magnetic shear effects are included in GBS by performing the change of coordinate \( \hat{\theta}_* = \theta_* + \hat{s} \theta_*(r - a)/a \), with \( \hat{s} = (r/q) dq/dr \) the magnetic shear, and assuming \( \partial_{\theta_*} \simeq \partial_{\theta} \), as detailed in Ref. [179]. We also note that GBS is able to handle circular magnetic geometries with finite aspect ratios, as detailed in Ref. [179], and that we illustrate the work done to generalize the GBS magnetic geometry to non-circular plasma shapes in Chapter 7.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure_A.1.png}
\caption{Snapshot of a section of the three-dimensional \( p_e \) profile obtained from a nonlinear GBS simulation. The domain evolved by GBS is shown, together with the toroidal limiter on the high-field side (in blue).}
\end{figure}

A.3.5 Numerics

Herein we summarize the main aspects of the numerical implementation of the GBS model within the GBS code, whereas for a more detailed description we refer to Ref. [177]. The GBS model equations are integrated in time with a fourth order Runge-Kutta algorithm. The toroidal coordinates are discretized on a Cartesian grid, with spatial derivatives on the right-hand side of Eqs. (A.65)-(A.70) evaluated using second order finite difference schemes, except for the Poisson’s brackets, which are computed using the Arakawa scheme [132]. In order to take advantage of the strong anisotropy of SOL turbulence, the grid is aligned to the magnetic field and the parallel gradient is computed along the field line using a second order finite difference approach. The Poisson and Ampère’s equations can be solved using second order sparse matrix methods, or using a second order stencil-based multigrid solver, as detailed in Ref. [177] (the multigrid is necessary to avoid the use of the Boussinesq approximation and to perform electromagnetic simulations). The numerical grid where \( (U_{\parallel e}, v_{\parallel e}, U_{\parallel i}, \psi) \) are evaluated is displaced by half a grid point in the toroidal direction with respect to the \( (n, \Omega, \phi, T_e, T_i) \) grid for numerical
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stability. The code is parallelized using a domain decomposition technique based both on Message Passing Interface (MPI) and OpenMP approaches, allowing to run a simulation on thousands of CPUs.

An example of the results obtained from a GBS simulation is shown in Fig. A.1. The domain evolved by GBS, together with the toroidal limiter (in blue) are shown. The hot plasma outflowing from the core into the SOL is transported radially outwards because of turbulence, while flowing along the magnetic field and being ultimately lost at the limiter plates. Since a set of boundary conditions describing the plasma interaction with the outer wall and the plasma dynamics at the core does not exist yet, ad hoc boundary conditions are applied at the inner and outer radial boundaries of the simulated domain.
Estimate of the equilibrium pressure gradient length

The time-averaged plasma pressure gradient scale length $L_p = -p_e/\nabla p_e$ in the tokamak SOL originates from a balance between the turbulent perpendicular transport of particles and heat, resulting from the nonlinear development of the unstable modes, and the parallel losses at the end of the magnetic field lines. In the limit of a negligible $\mathbf{E} \times \mathbf{B}$ shear flow and for typical SOL parameters, it is justified to assume that the gradient removal turbulence saturation mechanism, i.e. the local nonlinear flattening of the plasma pressure profile and the resulting removal of the instability drive, is the mechanism that regulates the amplitude of SOL turbulence [100].

The main features of the theory are summarized here. Note that in the following of the present appendix all the equations are expressed in normalized units. The fundamental hypothesis is that the saturation of the growth rate of the linear modes occurs when these are able to remove their own drive, namely, the amplitude of the gradient associated with the fluctuation, $k_X \delta p_e$, is comparable to the gradient of the background pressure, $p_{e0}/L_p$ ($k_X \sim \sqrt{k_Y/L_p}$ is the radial extension of BMs or DWs obtained from a non-local linear theory [160,161]). This provides an estimate for the amplitude of the fluctuations $\delta p_e$, given by

$$\delta p_e = \frac{p_{e0}}{\sqrt{k_Y L_p}}.$$  \hspace{1cm} (B.1)

Then, the leading terms in the linearised pressure continuity equation,

$$\gamma \delta p_e + R_0 k_Y \delta \phi \frac{p_{e0}}{L_p} \simeq 0,$$  \hspace{1cm} (B.2)
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provide an estimate of the electromagnetic potential fluctuations

$$\delta \phi \sim \frac{\gamma \delta p_e L_p}{R_0 p_e_0 k_Y} \quad \text{(B.3)}$$

and therefore of the turbulent $E \times B$ flux,

$$\Gamma = k_Y \delta \phi \delta p_e \sim \frac{p_e_0}{R_0 k_Y} \quad \text{(B.4)}$$

Finally, the balance between the perpendicular turbulent transport,

$$R_0 \partial_X \Gamma \sim R_0 \frac{\Gamma}{L_p} \sim \frac{p_e_0 c_s}{k_Y L_p} \quad \text{(B.5)}$$

and the parallel losses at the end of magnetic field lines,

$$\nabla_\parallel (p_e v_\parallel) \sim \frac{p_e_0 c_s}{q} \quad \text{(B.6)}$$

gives

$$L_p = \frac{q}{c_s} \left( \frac{\gamma}{k_Y} \right)_{\text{max}} \quad \text{(B.7)}$$

where $\gamma/k_Y$ should be maximized over the unstable modes present in the system. As detailed in Ref. [150], Eq. (B.7) was validated against a large number of inner-wall limited tokamak discharges, showing good agreement between theoretical predictions and experimental measurements. We finally remark that $\gamma$ and $k_Y$ depend on $L_p$ and, therefore, Eq. (B.7) is an implicit equation in $L_p$ that, in most cases, has to be solved numerically.
To obtain the coefficients of the differential operators presented in Section 7.1.2, we proceed as follows. First, we define the covariant basis $\nabla \xi^i$, being $\{\xi^i\} = \{\xi^1, \xi^2, \xi^3\}$ an arbitrary set of coordinates, and we write $\mathbf{B} = B_i \nabla \xi^i$, where $B_i$ are the covariant components of $\mathbf{B}$ and the Einstein’s summation convention is employed. Note that the contravariant components of the vector $\mathbf{B}$ are evaluated as $B^i = \mathbf{B} \cdot \nabla \xi^i$, the covariant components as $B_i = g_{ij} B^j$, the contravariant components of the metric tensor associated with the covariant basis $\nabla \xi^i$ as $g^{ij} = \nabla \xi^i \cdot \nabla \xi^j$, and the covariant metric tensor is defined as the inverse of the contravariant metric tensor. The Jacobian associated with the coordinate transformation $\{\xi^i\}$ is $J_{\xi^i \xi^j} = 1/\sqrt{\det(g^{ij})}$, where $\det(g^{ij})$ is the determinant of the contravariant metric tensor $g^{ij}$.

Then, to compute the contravariant metric tensor $g^{ij}$ of the toroidal and flux tube coordinate systems, we introduce the standard cylindrical coordinate system $(R_c, \phi, Z_c)$, with the $Z_c$ axis coinciding with the tokamak symmetry axis and $R_c$ the distance from this axis. Assuming axisymmetry, that is $R_c = R_c(r, \theta)$ and $Z_c = Z_c(r, \theta)$, the components of the covariant metric tensor associated with the coordinate system $(\theta, r, \phi)$ are defined as

$$
\begin{align*}
g_{\theta\theta} &= \left(\frac{\partial R_c}{\partial \theta}\right)^2 + \left(\frac{\partial Z_c}{\partial \theta}\right)^2, \\
g_{\theta r} &= \frac{\partial R_c}{\partial r} \frac{\partial R_c}{\partial \theta} + \frac{\partial Z_c}{\partial r} \frac{\partial Z_c}{\partial \theta}, \\
g_{rr} &= \left(\frac{\partial R_c}{\partial r}\right)^2 + \left(\frac{\partial Z_c}{\partial r}\right)^2, \\
g_{\phi\phi} &= R_c^2, \\
g_{r\phi} &= g_{\theta\phi} = 0.
\end{align*}
$$

(C.1)
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These expressions allow us to express the contravariant metric tensor components associated with the toric and flux-tube coordinate systems, which are

\[ g^\theta\theta = \left( \frac{\partial \theta_*}{\partial \theta} \right) g^{\theta \theta} + 2 \frac{\partial \theta_*}{\partial \theta} \frac{\partial \theta_*}{\partial r} g^{\theta r} + \left( \frac{\partial \theta_*}{\partial r} \right)^2 g^{rr}, \]

\[ g^{\theta r} = \frac{\partial \theta_*}{\partial r} g^{rr} + \frac{\partial \theta_*}{\partial \theta} g^{\theta r}, \]

\[ g^{\theta r} = 0, \]

\[ g^{\alpha \alpha} = -\hat{s}(r) \theta_* \frac{q(r)}{r} g^{\theta r} - q(r) g^{\alpha \theta_*}, \]

\[ g^{r \alpha} = -\hat{s}(r) \theta_* \frac{q(r)}{r} g^{rr} - q(r) g^{r \theta_*}, \]

\[ g^{\alpha \alpha} = g^{rr} + q(r)^2 g^{\alpha \theta_*} + 2 \hat{s}(r) \theta_\alpha \frac{q(r)}{r} g^{\theta r} + \left[ \hat{s}(r) \theta_* \right]^2 \frac{q(r)^2}{r^2} g^{rr}, \]  

where \( \hat{s}(r) = r \partial_r q(r) / q(r) \) is the magnetic shear.

Writing the axisymmetric magnetic field as \( B = F(\psi) \nabla \varphi + \nabla \psi \times \nabla \varphi \), where \( \psi \) is the poloidal flux and \( F(\psi) \) is the current function, in the toric coordinate system one can write \( B = B^\theta \nabla \varphi + B^r \nabla r \times \nabla \varphi \). While in flux-tube coordinates \( B = J B^\theta \nabla r \times \nabla \alpha \), with \( J = J_{\theta r \varphi} = J_{r \theta \alpha} \). The contravariant components of the magnetic field are then given by

\[ B^\theta = \frac{\psi'(r)}{J}, \quad B^r = 0, \quad B^\varphi = \frac{F(\psi)}{R_c(r, \theta_\alpha)^2}, \]

in toric coordinates, while they write as

\[ B^r = B^\alpha = 0, \quad B^\theta = \frac{\psi'(r)}{J} \]

in flux-tube coordinates. Moreover, the norm of the magnetic field is computed as

\[ B(r, \theta_\alpha) = \frac{F(\psi)}{R_c(r, \theta_\alpha)} \sqrt{1 + \frac{\psi'(r)^2}{F(\psi)^2} g^{rr}}. \]
The coefficients in Eqs. (7.9)-(7.12) are then given by

\[
\begin{align*}
\mathcal{P}_{yx} &= \frac{b_x a}{J}, \quad \mathcal{P}_{xz} = \frac{b_y}{J}, \quad \mathcal{P}_{zy} = \frac{b_z a}{J}, \\
\mathcal{D}^y &= a R_0 b^\theta, \quad \mathcal{D}^z = 0, \quad \mathcal{D}^r = R_0 b^\phi, \\
\mathcal{C}^z &= -\frac{R_0 B \partial c_{\phi}}{2J \partial \theta_*}, \quad \mathcal{C}^y = \frac{a R_0 B \partial c_{\phi}}{2J \partial \theta_*}, \\
\mathcal{N}^{xx} &= g^{rr}, \quad \mathcal{N}^{xy} = 2 a g^{r \theta_*}, \quad \mathcal{N}^{yy} = a^2 \left[ g^{\theta_* \theta_*} - (b^r)^2 \right], \\
\mathcal{N}^{zz} &= g^{\phi \phi} - (b^\phi)^2, \\
\mathcal{N}^{yz} &= -2 a b^\theta b^\phi, \quad \mathcal{N}^{xy} = a \left\{ \nabla^2 \theta_* - \frac{1}{J \partial \theta_*} \left[ J (b^\phi)^2 \right] \right\}, \\
\mathcal{N}^{y} &= \nabla^2 r, \quad \mathcal{N}^{x} = a \nabla^2 \theta^*, \quad \mathcal{N}^{z} = 0, \\
\mathcal{N}^{yz} &= \mathcal{N}^{zz} = 0.
\end{align*}
\]

where \( c_i = b_i / B, b_i = B_i / B, \) and \( b^i = B^i / B \). Since turbulence is characterized by \( \nabla \perp A / \nabla \parallel A \gg 1 \), it is possible to make the following approximations when evaluating the \( z \) derivatives

\[
\begin{align*}
\frac{\partial}{\partial z} &= \frac{1}{R_0 b^\phi} \nabla \parallel - \frac{a}{q} \frac{\partial}{\partial y} \nabla \parallel \approx \frac{a}{q} \frac{\partial}{\partial y}, \\
\frac{\partial^2}{\partial y \partial z} &= \frac{1}{R_0 b^\phi} \nabla \parallel - \frac{a R_0 (b^r)^2}{q R_0 (b^r)^2} \partial \theta_* \nabla \parallel - \frac{a}{q} \frac{\partial^2}{\partial y^2} \approx \frac{q}{a} \frac{\partial^2}{\partial y^2}, \\
\frac{\partial^2}{\partial z^2} &= \left( \frac{1}{R_0 b^\phi} \right)^2 \nabla \parallel + \frac{a^2}{q^2} \frac{\partial^2}{\partial y^2} + \frac{b^\phi}{q} \frac{\partial b^\phi}{\partial \theta_*} \nabla \parallel - 2 \frac{a b^\phi}{R_0 (b^r)^2} \frac{\partial b^\phi}{\partial y} \nabla \parallel \approx \frac{a^2}{q^2} \frac{\partial^2}{\partial y^2}.
\end{align*}
\]

where we neglect the parallel derivatives with respect to the \( y \) derivatives. Consequently, the coefficients of Eq. (C.6) can be simplified into

\[
\begin{align*}
\mathcal{P}_{yx} &= \frac{a}{J b^\phi}, \quad \mathcal{P}_{xz} = \mathcal{P}_{zy} = 0, \\
\mathcal{C}^z &= -\frac{R_0 B \partial c_{\phi}}{2J \partial \theta_*}, \quad \mathcal{C}^y = \frac{a R_0 B \partial c_{\phi}}{2J \partial \theta_*} \left[ \frac{\partial c_{\phi}}{\partial r} + \frac{1}{q} \left( \frac{\partial c_{\theta_*}}{\partial r} - \frac{\partial c_{\phi}}{\partial \theta_*} \right) \right], \quad \mathcal{C}^z = 0, \\
\mathcal{N}^{xx} &= g^{rr}, \quad \mathcal{N}^{xy} = 2 a g^{r \theta_*}, \quad \mathcal{N}^{yy} = a^2 \left( g^{\theta_* \theta_*} + \frac{g^{\phi \phi}}{q^2} \right), \\
\mathcal{N}^{xz} &= \mathcal{N}^{yz} = \mathcal{N}^{zz} = 0.
\end{align*}
\]
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For the \((X, Y, Z)\) coordinate system, the geometric coefficients are

\[
\begin{align*}
P_{XY} &= \frac{b_\theta a}{J q}, \quad P_{YZ} = -\frac{a b_r}{J}, \quad P_{ZX} = -\frac{q b_\alpha}{J}, \\
D_X = D_Y = 0, \quad D_Z = q R_0 b_\theta^*, \\
C_X &= -\frac{R_0 B \partial c_\alpha}{2J \partial \theta^*}, \quad C_Y = a R_0 B \left( \frac{\partial c_r}{2J q} - \frac{\partial c_\theta^*}{\partial r} \right), \quad C_Z = q R_0 B \frac{\partial c_\alpha}{2J \partial r}, \\
N_{XX} &= g^{rr}, \quad N_{XY} = \frac{2 g^{ar} a}{q}, \quad N_{YY} = a^2 \frac{g^{\alpha \alpha}}{q^2}, \\
N_X &= \nabla^2 r, \quad N_Y = \frac{a}{q} \nabla^2 \alpha, \quad N^Z = q R_0 \left\{ \nabla^2 \theta^* - \frac{1}{J \partial \theta^*} \left[ J (b_\alpha)^2 \right] \right\}, \\
N_{YZ} &= 2 a g^{\theta \alpha}, \quad N_{XZ} = 2 q g^{\theta r}, \quad N_{ZZ} = q^2 \left[ g^{\theta \theta^*} - (b_\alpha)^2 \right].
\end{align*}
\]

(C.9)

Assuming \(\nabla_{\perp} A / \nabla_{\parallel} A \gg 1\), it is possible to simplify the coefficients listed in Eq. (C.9) and neglect the \(Z\) derivatives with respect to the \(X\) and \(Y\) derivatives.
Derivation of a shaped magnetic equilibrium

The magnetic equilibrium presented in Section 7.1.3 is obtained by solving the Grad-Shafranov equation in the $\bar{\epsilon} \to 0$ limit, being $\bar{\epsilon} = r/R_0$ the local inverse aspect ratio. The main steps of the derivation are summarized here, while for a detailed discussion we refer to Ref. [176]. Note that in the remainder of this appendix we work in SI units.

The magnetic surfaces $(R_c, Z_c)$ are modelled by

$$R_c(r, \theta) = R_0 \left\{ 1 + \bar{\epsilon} \cos \theta + \frac{\Delta(r)}{R_0} + \sum_{m=2}^{3} \frac{S_m(r)}{R_0} \cos[(m-1)\theta] - \frac{P(r)}{R_0} \cos \theta \right\},$$  \hspace{1cm} (D.1)

$$Z_c(r, \theta) = R_0 \left\{ \bar{\epsilon} \sin \theta - \sum_{m=2}^{3} \frac{S_m(r)}{R_0} \sin[(m-1)\theta] - \frac{P(r)}{R_0} \sin \theta \right\},$$  \hspace{1cm} (D.2)

where $\Delta(r)$ is the Shafranov’s shift, being $\Delta(a) = 0$, $S_2(r)$ and $S_3(r)$ shaping coefficients related to $\kappa$ and $\delta$ according to $\kappa = [a - S_2(a)]/[a + S_2(a)]$ and $\delta = 4S_3(a)/a$, and $P(r)$ is a correction factor used to ensure $\psi'(r)/F(\psi) = \bar{\epsilon}/q(r) + O(\bar{\epsilon}^4)$. Assuming $\Delta(r)/R_0 \sim S_m(r)/R_0 \sim P(r)/r \sim O(\bar{\epsilon}^2)$, with $m = \{2, 3\}$, we expand $J_{\theta r c}/R_c^2 = (\partial_r R_c \partial_Z_c - \partial_Z_c \partial_r Z_c)/R_c$ to third order in $\bar{\epsilon}$, and, imposing $\psi'(r) = \bar{\epsilon} F(\psi)/q(r) + O(\bar{\epsilon}^4)$, we obtain

$$\frac{P(r)}{R_0} = \bar{\epsilon} \left( \frac{\bar{\epsilon}^2}{8} - \frac{\Delta(r)}{2R_0} \right) + \sum_{m=2}^{3} \frac{1-m}{2\bar{\epsilon}} \left( \frac{S_m(r)}{R_0} \right)^2 + O(\bar{\epsilon}^4).$$  \hspace{1cm} (D.3)

In cylindrical coordinates $(R_c, \varphi, Z_c)$, the Grad-Shafranov operator $\Delta^*$ is given by

$$\Delta^* \psi = R_c^2 \nabla \cdot \left( \frac{\nabla \psi}{R_c^2} \right)$$  \hspace{1cm} (D.4)
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and, using the \((\theta, r, \phi)\) coordinate system, it can be written as

\[
\Delta^* \psi = \frac{R_c(r, \theta)^2}{J_{\theta r \phi}} \left[ \frac{\partial}{\partial r} \left( \frac{\psi'(r)g_{\theta \phi}}{J_{\theta r \phi}} \right) - \frac{\partial}{\partial \theta} \left( \frac{\psi'(r)g_{\theta \phi}}{J_{\theta r \phi}} \right) \right]. \tag{D.5}
\]

Combining Eqs. (D.1)-(D.2) with Eq. (D.5), expanding the result to first order in \(\bar{\epsilon}\), and writing separately each one of the \(m\) Fourier components, we obtain

\[
\begin{align*}
\frac{1}{2\bar{\epsilon}^2} \left[ r^2 \psi'(r)^2 \right]' + \mu_0 R_0^2 p'(\psi) + F(\psi)F'(\psi) &= 0, \\
\Delta''(r) + \Delta'(r) \left[ 2\frac{\psi''(r)}{\psi'(r)} + \frac{1}{r} \right] + \frac{1}{R_0} - \frac{2R_0 r p'(\psi)}{\psi'(r)^2} &= 0, \\
S_m''(r) + \left[ 2\frac{\psi''(r)}{\psi'(r)} + \frac{1}{r} \right] S_m'(r) + \frac{1}{r} - m^2 S_m &= 0,
\end{align*}
\tag{D.6}
\]

where \(p(\psi)\) is the plasma pressure at the flux surface \(\psi\). Assuming \(F(r) = B_0 R_0 [1 + F_2(r)]\), where \(F_2(r) \sim \bar{\epsilon}^2\), and expanding Eq. (D.6) to first order in \(\bar{\epsilon}\), we obtain

\[
F_2'(r) = \mu_0 \frac{p'(r)}{B_0^2} - \frac{r}{R_0^2} \frac{2 - \bar{s}(r)}{q(r)^2},
\]

\[
\Delta'(r) = -\bar{\epsilon} \left( \beta_p(r) + \frac{l_i(r)}{2} \right),
\]

\[
r^2 S_m''(r) + r [3 - 2\bar{s}(r)] S_m'(r) + (1 - m^2) S_m = 0,
\]

with

\[
l_i(r) = \frac{2q(r)^2}{r^4} \int_0^r \frac{\bar{r}^3}{q(\bar{r})^2} d\bar{r}, \quad \beta_p(r) = -\frac{2\mu_0 R_0^2 q(r)^2}{r^4 B_0^2} \int_0^r p'(\bar{r}) \bar{r}^2 d\bar{r}. \tag{D.8}
\]

Equation (D.7) is solved assuming a safety factor with parabolic profile and neglecting the plasma pressure contribution, i.e assuming \(q(r) = q_0 + (q - q_0)(r/a)^2\) and \(p'(r) = 0\). This gives

\[
F_2(r) = -\frac{r^2}{q(r)^2 R_0^2} \left[ 2 + \frac{q - q_0}{q_0} \left( \frac{r}{a} \right)^2 \right],
\]

\[
l_i(r) = \frac{a^2 q(r)^2}{r^2 (q - q_0)} \left[ \frac{a^2}{r^2 (q - q_0)} \log \left( \frac{q(r)}{q_0} \right) - 1 \right], \tag{D.9}
\]

\[
S_m(r) = S_m(a) \left( \frac{r}{a} \right)^{m-1} \frac{q(r)\bar{s}(r) + 2q_0^{m+1}}{q\bar{s} + 2q_0^{m+1}}.
\]

The Shafranov’s shift is therefore

\[
\Delta(r) = -\frac{1}{2R_0} \int_a^r \bar{r} l_i(\bar{r}) d\bar{r}. \tag{D.10}
\]

Equations (D.1)-(D.3), (D.9)-(D.10), and (7.23)-(7.24) define the magnetic equilibrium used in Chapter 7.
To obtain an analytical expression for the curvature operator \(C(A) = B[\nabla \times (b_0/B)] \cdot \nabla A/2\) that takes into account shaping effects in the \(\epsilon = 0\) limit, we simplify the \(C^Y\) coefficient in Eq. (7.17) as follows. First, we assume \(C^Y \approx -\partial_r R_c(r, \theta)|_{\theta_*}\), according to a numerical investigation of the leading order term in the curvature operator. Second, having observed that BMs are mainly destabilized at \(\theta_* = 0\) (as discussed in Section 7.2), we assume \(C^Y \approx -\partial_r R_c(r, \theta)|_{\theta_*=0}\). Third, combining Eq. (D.1) with Eq. (D.3), expanding the result in \(\epsilon\), and retaining \(\epsilon\) zeroth and first order terms only, we obtain

\[
R_c(r, \theta) = R_0 \left\{ 1 + \frac{r}{R_0} \cos \theta + \sum_{m=2}^{3} \frac{S_m(r)}{R_0} \cos((m-1)\theta) - \sum_{m=2}^{3} \frac{1-m}{2rR_0} |S_m(r)|^2 \cos \theta \right\}. \tag{E.1}
\]

Fourth, expressing \(\partial_r R_c(r, \theta)|_{\theta_*=0} = \partial_r R_c(r, 0) + \partial_\theta R_c(r, 0) \partial_r \theta|_{\theta_*=0}\) and noting that \(\partial_r \theta|_{\theta_*=0} = 0\) for \(\epsilon = 0\), we have

\[
\partial_r R_c(r, \theta)|_{\theta_*=0} = 1 + \sum_{m=2}^{3} S'_m(a) - \sum_{m=2}^{3} \frac{1-m}{a} \left[ S_m(a)S'_m(a) - \frac{S_m(a)^2}{2a} \right]. \tag{E.2}
\]

Finally, substituting the \(S_m(r)\) expression given in Eq. (D.9) into Eq. (E.2) and using the definition of \(\kappa\) and \(\delta\), we deduce

\[
\partial_r R_c(r, \theta)|_{\theta_*=0} = 1 + \frac{\delta q}{1+q} + \frac{\delta^2(7q-1)}{16(1+q)} - \frac{\kappa - 1}{2(\kappa + 1)} - \frac{(\kappa - 1)(5q-2)}{(\kappa + 1)^2(2+q)}. \tag{E.3}
\]

This is the result presented in Eq. (7.43).
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