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## Abstract

In modern automated assembly lines, part feeders play an important role to separate and sort parts. Agility and flexibility are required to achieve a good yield for different types of parts. The common working principle is to vibrate a working plate driven by electromagnetic actuators in order to orient or separate parts on it. Then, a vision system will help a robotic arm to pick up the parts if they are correctly placed. However, the vibration can only create a random movement for the parts. Hence, a new design of working plate using piezoelectric actuators has been proposed to solve this problem.
This thesis presents the modelling of the piezoelectric actuator driven working plate in order to provide a theoretical tool to explore the full potential of this new design. Despite of directly using eigenmodes to create non-homogeneous vibrations, it is also possible to use the piezoelectric actuator to detect the position of parts or to create a vibration at a specific position. An overview of possible technics which can achieve these tasks is presented. Among all solutions, the time-reversal method shows it is the best candidate.

According to the time-reversal method, an excitation pulse response is the key element to establish the theoretical study. Firstly, the expression of vibration amplitude on a plate due to an excitation pulse has been given. A damping term is added to the result, which can be determined by impedance measurement thanks to the modelling of the electrical characteristics of the coupled piezoelectric-mechanical system.
The second part deals with the detection. After the modelling of the interaction between the piezoelectric actuator and the plate, the complete time-reversal process modelling can be achieved. An example of its application on a beam is given, which shows the restored vibration amplitude has one main peak at the original position of the excitation and several smaller associated peaks elsewhere. This result demonstrates it is sufficient to detect a part dropping position with the time-reversal method.
The third part focuses on the pulse generation. The associated peaks can be removed by a combination of several excitation pulse responses. The position of piezoelectric actuators should also meet conditions predicted by theoretical analysis. The damping term is equally taken into consideration to improve the pulse reconstruction.
In parallel, the design of an electric drive for such piezoelectric system is also a challenge, due
to the great capacitance of the piezoelectric actuator, high supply voltage and wide dynamic frequency range. A solution based on self-oscillating class-D amplifiers has been proposed because it allows reaching nearly the frequency limit of the switching components. The theoretical study gives a complete modelling of the system and it implies a stability condition for the choice of the parameters. The output of this drive is a non-periodic PWM (Pulse Width Modulation) signal. An original method is proposed to give a theoretical estimation of the frequency spectrum, which is useful to determine the cutoff frequency of the output low-pass filter.
At the end, simulations and experiments are given to verify the theoretical results and to show the effectiveness to detect excitation pulse positions and the possibility to create a pulse vibration at a specific position.

Keywords: Piezoelectric actuator, Vibration, Part feeder, Working plate, Time-reversal method, Acoustic emission source detection, Self-oscillating, Class-D amplifier, Non-periodic PWM.

## Résumé

Dans une ligne d'assemblage automatisée moderne, l'alimentation de pièces joue un rôle important pour séparer et trier les pièces. Agilité et flexibilité sont nécessaires pour obtenir une bonne efficacité pour différents types de pièces. Un principe de fonctionnement courant est de faire vibrer une plaque de travail entraînée par des actionneurs électromagnétiques afin d'orienter ou de séparer les pièces sur celle-ci. Un bras robotisé est utilisé pour saisir les pièces, aidé d'un système de vision pour autant qu'elles aient été correctement placées. Cependant, la vibration ne peut créer qu'un mouvement aléatoire des pièces. Par conséquent, une nouvelle conception de plaque de travail utilisant des actionneurs piézoélectrique a été proposée pour résoudre ce problème.

Dans le cadre de cette thèse, la modélisation de la plaque de travail entraînée par des actionneurs piézoélectriques est présentée. Ceci permet de fournir un outil théorique pour étudier le potentiel de cette nouvelle conception. Outre l'utilisation directe des modes propres pour créer des vibrations non homogènes, il est également possible d'utiliser des actionneurs piézoélectriques pour détecter la position de chute des pièces ou pour créer une vibration à une position spécifique. Un état de l'art sur les techniques permettant de réaliser ces fonctionnements est présenté. Parmi toutes les solutions possibles, on montre que la méthode de retournement temporel est la meilleure candidate.
D'après la méthode de retournement temporel, l'étude de la réponse due à une impulsion est la clé pour élaborer une analyse théorique. Dans un premier temps, l'expression de l'amplitude de vibration sur une plaque due à une impulsion a été donnée. Un terme d'amortissement est introduit dans le résultat et il peut être déterminé par une mesure d'impédance grâce à la modélisation de caractéristique électrique du système piézo-mécanique.
Deuxèmement, pour le cas de la détection, la modélisation de l'interaction entre les actionneurs piézoélectriques et la plaque est établie. Puis, l'étude porte sur la modélisation complète du retournement temporel. L'application sur une barre est donnée comme exemple. Il montre que l'amplitude de vibration restaurée possède un pic principal à la position originale de l'excitation, mais plusieurs pics associés plus faibles se trouvent ailleurs. Ce résultat démontre qu'il suffit de détecter la position de chute d'une pièce avec cette méthode de retournement temporel.

Troisièment, la génération d'impulsions est présentée. Les pics associés peuvent être éliminés par une combinaison de plusieurs réponses impulsionnelles. La position des actionneurs piézoélectriques devrait également répondre aux conditions prédites par l'analyse théorique. Le terme d'amortissement est également pris en compte pour améliorer le résultat de reconstruction des impulsions.
Parallèlement, la conception d'une alimentation électrique pour le système piézoélectrique est également entreprise pour satisfaire le besoin d'alimenter la capacité de grande valeur de l'actionneur piézoélectrique, de fournir une haute tension d'alimentation ainsi qu'une grande dynamique pour la variation de fréquences. Une solution basée sur un amplificateur de classe $D$ à auto-oscillation a été proposée car elle permet d'approcher la limite de fréquence des composants de commutation. L'étude théorique donne une modélisation complète du système et indique une condition de stabilité pour les paramètres. Le signal de sortie est de type de PWM(MLI) non-périodique. Une méthode originale dédiée à l'analyse spectrale est proposée. Elle peut être utilisée pour déterminer la fréquence de coupure du filtre passe-bas à la sortie.
Finalement, des simulations et des expériences sont données pour vérifier les résultats théoriques et pour montrer la faisabilité de détection des positions d'excitation et de créer une vibration d'impulsion à un endroit donné.

Mots clefs : Actionneur piézoélectrique, Vibration, Alimentation de pièces, Plaque de travail, Retournement temporel, Detection de source acoustique, Auto-oscillation, Amplificateur de classe D, MLI non-périodique.
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## 1 Introduction

### 1.1 Assembly automation for mass production

The assembly automation aims to create standard parts and to reduce the requirement of manpower in a manufacturing line for mass production in order to improve the scalability and efficiency.

The first attempt of this idea can be dated back to 1798. One of the pioneers in mass production, Eli Whitney, applied the concept of interchangeable parts for the manufacturing of muskets during the Quasi-War [15]. His idea achieved a great success in that days. In his blueprint, the machines were used during the manufacturing, which guaranteed the quality of the parts. In this way, the parts do not need to be worked to fit in with the other parts and the assembly process could be significantly simplified. All of this resulted in the improvement of the efficiency and allowed his company to finish the contract of 10,000 muskets.

In the nineteenth century, the method for mass production spread out to private factories in the U.S.. Eli Terry's improved the assembly and large production problem. David Hinman and Elisha K. Root invented axe-manufacturing machinery and changed both the process and the product. William K. Jenne and Jefferson Clough redesigned the Sholes \& Glidden typewriter to adapt the mass production in his factory [44]. These talent inventors and mechanicians joined the trend to improve the technology. They redesigned their products and assembly lines in the way to adapt the mass production. The innovation helped them not only for success in the market but also to create new concepts.

Another well-known millstone for the assembly automation in mass production is Ford's Model T manufacturing line in 1908. His major principles can be concluded: the standardisation of product, the use of special-purpose equipment and the elimination of skilled labour in direct production [6]. Although he is not the first man who proposed and applied all these rules, but he is the first one who showed the full potential of such continuous assembly line with a record of 15 million cars sold by the end of 1926 [6].

In 1961, George Devol published the "Programmed Article Transfer" patent [27] which is considered as the very first step which granted the robotic arm in manufacturing lines [5]. It allowed replacing workers from dangerous conditions or repetitious tasks. Furthermore, it described indeed a general purpose machine which made modern assembly lines more flexible and with less human intervention.

Since 1970s, different robotic arms have been developed for assembly purpose: the PUMA (Programmable Universal Machine for Assembly) was developed for General Motors and was based on a design from the Stanford University [9]. The SCARA ( Selective Compliance Assembly Robot Arm) was designed in the Yamanashi University [74]. An other parallel robot, the Delta robot, was created at EPFL[24]. All of these robot arms use different kind of mechanical structures but with the same objective: to handle parts in the 3D space. They can all be used in production lines to pick up and move parts from one position to another, which is considered as the elementary operation in assembly processes.

Nowadays, automated assembly production lines have been widely applied for different types of part. A typical system for small parts is shown in Fig. 1.1. It normally contains a feeding system, a convoy system, a vision-based robotic arm and the box for part placing. The main objective is to sort the parts and place them in oder for the next operations.


Figure 1.1 - Assembly robot [83]

### 1.2 Part feeders

Part feeders are devices used in manufacturing lines for the assembly or packaging process. It permits to handle the position or orientation of the parts in order to achieve certain assembling operations. Together with the development of the mass production method, the evolution of part feeders facilitate the automation, improve the efficiency and reduce the cost for the production.

The most common part feeder is the bowl feeder. As shown in Fig. 1.2, the unsorted parts can be put inside the bowl. The electromagnet actuator will vibrate the bowl so that the parts will
move up through the spiral track at the interior edge of the bowl. With specific designs of the motion filter on the track, the parts will drop back to the centre of the bowl if they are in an undesirable orientation. Only the ones in predefined orientation can come out from the outlet [19][11][46].


Figure 1.2 - Bowl feeder [16]

In modern manufacture lines, the flexibility becomes more and more important. As the bowl feeder requires specific mechanical filter designed for each kind of parts, it cannot be quickly reconfigured to adapt different types of part or to agilely handle the change of the design of a part. After the introduction of robotic arms and computer vision systems, the way of feeding parts has changed a lot. The system parameters can be reconfigured depending on different kind of parts. It can not only work with parts fed in order [83], but also with multiple ones fed at the same time [87]. The latter can help avoid the complex sorting system, which is especially useful for small parts difficult to be sorted.


Figure 1.3 - Flexible assembly system [87]

The working plate shown in Fig. 1.3 is the place where the manipulator picks up the parts. According to the computer vision algorithm used for the position recognition, it is important to have parts separated from each other. Multiple designs can be found to satisfy this requirement. Two passive solutions are shown in Fig. 1.4. They use either a ramp or free drop to separate parts before they enter into the vision area. However, if the parts are not initially separated or well oriented, they will have no chance to be put in a correct way and should be then sent


Figure 1.4 - Passive flexible feeding system
back with a return conveyor.
In order to improve the yield of the part feeding system and to facilitate the operations based on vision system, a vibratory working plate has been applied for the part separation purpose. Fig. 1.5 shows a typic design of this solution. The working plate is driven by a linear electromagnetic actuator, which can vibrate vertically the plate and the parts [17]. According to the size and shape of the parts, the vibration frequency and amplitude can be adjusted to separate or flip the parts. More operations can also be realised by adding more degrees of freedom to the working plate, as presented in [78].

(a) System diagram

(b) Working plate and the linear actuator

Figure 1.5 - Vibratory flexible feeding system [17]

The vibratory working plate can reposition the parts while they are inside the vision area. However, with the electromagnetic actuator working at relative low frequencies, the plate is considered as a solid body. The parts laying on it will receive nearly the same impact from the plate and jump up in almost the same way. Due to the random nature of movement, two parts stuck together can still be separated from each other after several vibration cycles. But, it is not the most efficient method.

### 1.3 Working plate using eigen modes

If the plate vibrates at its resonant frequency, the eigen modes will be excited and the distribution of displacement along the plate will be no more uniform. The parts at different positions receive different impacts. In general, parts tend to move toward the nearest node of the eigen mode, thus, it allows repositioning the parts to specific places on a plate. A study on the part positioning using eigen modes is reported in [14]. As shown in Fig. 1.6, an electromagnetic shaker has been used. The mentioned working frequency is between 20 Hz and 100 Hz for a thin and large working plate, which is in the range of the vibration frequency of an electromagnetic vibrator.


Figure 1.6 - Working plate using eigen mode [17]

The eigen frequency is related to the size of the plate. The smaller the plate is, the higher its eigen frequencies are. In recent studies [90], piezoelectric actuators have been applied to overcome the limitation of electromagnetic shakers: the miniaturisation problem and the frequency range. This innovation makes part feeders using eigen modes more compact and flexible.

By switching between different eigen modes consequently, the parts on the working plate can be displaced in a specific direction. Besides, because the horizontal velocity of a moving part depends on the distance between itself and the nearest node, with a well selected combination


Figure 1.7 - The using of an eigen mode on a working plate excited by piezoelectric actuators [90]
of eigen modes, the separation operation based on vibration is no longer a fully random process. Thus, the part feeder becomes more controllable and efficient[90].

Thanks to the properties of the piezoelectric actuator, the part feeder based on such devices can still be improved in different directions: the piezoelectric actuators can also work as sensors, which makes it possible to detect the parts on the tooling plate; it has a fast reaction time to the input signal, which allows using not only a sinusoidal input signal but also an arbitrary input signal to create specific waves on the plate.

### 1.4 Scope of this study

According to the previous studies, working plates driven by piezoelectric actuators become quite interesting for parts separation and related operations. As it is still a new technology introduced to assembly systems, this thesis intends to fully study its mechanism and to propose new potential operating principles for working plates. As a result, this work will focus on the following themes:

Wave creation mechanism of the working plate driven by piezoelectric actuators The modelling of the system is essential to understand the mechanism for waves creation. The piezoelectric actuator is indeed an acoustic emission source to generate waves. The theoretical study can also help optimise the parameters for the system design and select the position for the actuators.

Initial part dropping position detection Dropping of the parts on the plate will generate impacts on the plate. The piezoelectric actuator can also be used as a sensor to detect the wave caused by this impact. The good understanding of the mechanism is the key point to achieve a precise result. According to the system model established in previous themes, information can be extracted more efficiently. Non-trivial cases such as multiple parts dropping will also be studied.

Customised impact generation Eigen modes will create a non-uniform displacement field on the working plate. All the parts placed at the non-node positions of an eigen mode will receive the impact. However, for two parts stuck together at a position, a displacement at that specific position will be sufficient to separate them. Thus, it will be interesting to create an impact at one position and do not affect the parts at other positions. According to the wave generation mechanism, this operation could be realisable.

Piezoelectric actuator driving technology Piezoelectric actuators can be considered as capacitive loads for the driver. Due to the wide range of working frequencies from several kHz
to several tens of kHz and at a relative high voltage ( 150 V ), available commercial drivers do not meet such requirements and it can be a challenge to develop a new design of piezoelectric actuator drives working at these conditions.

This thesis consists of the themes mentioned previously. Each subject contains new ideas or new theoretical developments and the whole work is intended for in innovative part feeder design in assembly automation.

### 1.5 Structure of this work

This work is organised as follows:
In chapter 2, the state of the art for the related subjects is investigated. According to the objectives of this study, three different topics will be mentioned including position detection on a surface using acoustic source emission detection methods, pulse wave generation and the possible designs for the piezoelectric actuator drive.

Chapter 3 discusses firstly the theory for piezoelectric actuators modelling and for vibratory plates will also be introduced. Then, the wave generation with a pulse excitation will be studied with the consideration of damping effect.

In chapter 4, according to the plate vibration theory, the emission source detection can be applied to calculate the position of the parts dropped on the plate. Thanks to the nature of time reversal effect, multiple parts dropped at the same time can be detected as well.

In chapter 5, using the piezoelectric stacks as actuator, it is also possible to create a pulse on the plate at a specific position. The time-reversal effect will be used again to prove this method be also used to generate an pulse. Because of the damping phenomena, it should be weighted in order to obtain a better result.

The piezoelectric actuator drive design is given in chapter 6. A self-oscillating class-D amplifier is proposed as the most appreciated solution. The complete modelling compares the first order and the second order configuration. It can also predict the stability criteria for the second order configuration, which provides a reference for the design. The theoretical harmonic analysis of the non-periodic Pulse Width Modulation (PWM) can help for the parameter selection of the output filter.

Chapter 7 shows the experimental results for different applications using the principle proposed in this study. A keyboard application demonstrates the impact position detection using piezoelectric actuators as sensors. The pulse creation experiment shows the effectiveness of the proposed method.

Finally, a conclusion of the thesis is given in chapter 8.

## 2 State of the art
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In this chapter, three major subjects will be investigated. Firstly, the wave propagation theory will be discussed. It can serve to detect the impact source or objects on the plate. The inverse effect can also help to create specific waves according to the eigenmode superposition or time-reversal theory. Secondly, the equivalent circuit of piezoelectric actuator will be reviewed. A well defined model can better represent the characteristics of the piezoelectric actuators and its coupled system. Finally, different solutions for the piezoelectric actuation will be presented. A comparison will be made in oder to select the best possible solution for the application on the working plate.

### 2.1 Introduction

This study aims to improve the vibrating plate for the part feeders of assembly systems. Our current experimental system replaces electromagnetic vibrators by piezoelectric actuators and only eigenmodes have been used for the operations. As the piezoelectric actuator is a more advanced vibration source, non-eigenmode waves will also be interesting to provide more possible operations for the part feeder. Meanwhile, piezoelectric actuators can also be used as sensors, which gives the possibility to detect the parts position on the plate. In this chapter, the existing theory and methods will be investigated as references for our application.

A brief discussion about the model of piezoelectric actuator will be presented, which will help the modelling of the coupled mechanical system. The actuator used in our application requires about 150 V for the power supply. Because of the range of swept frequencies (from 100 to 20 kHz ), the design of the driving circuit becomes a challenge. As a result, possible types of drives for piezoelectric actuators will be investigated at the end of this chapter.

### 2.2 Wave propagation

### 2.2.1 Waves

According to previous studies and existing theories [8], most waves created by piezoelectric actuators can be classified into two categories: Rayleigh waves and Lamb waves. These two types of waves can be both deduced from two dimensional wave equations of an elastic body.

The Rayleigh wave is a surface acoustic wave (SAW). It is one of the solutions of the two dimensional wave equations. The solution shows that the particles on the top of the surface (shown in Fig. 2.1) follow an elliptical motion and the amplitude attenuates exponentially in the vertical direction. According to the solution of Rayleigh characteristic equation, the phase velocity of the Rayleigh wave depends only on the value of the Poisson's ratio of the material [8].

The Lamb wave is another solution of the wave equations for a thin layer. It contains a series of symmetric and antisymmetric modes. Fig. 2.2 shows the zero order symmetric mode and the zero order antisymmetric mode of a thin layer. The phase velocity of each modes is a function of frequency and it varies with the frequency during the propagation.

### 2.2.2 Position detection using piezoelectric actuator

In most common part feeders, the position detection of parts is currently carried out using a camera and an image processing system. As the piezoelectric actuator-based system can move parts to specific places [90], it will be interesting if the position detection could be done with only piezoelectric devices in order to make the part feeder free of camera, which could reduce the complexity of the system and avoid problems caused by camera base system (lighting


Figure 2.1 - Rayleigh wave in an elastic medium [59]


Figure 2.2 - Lamb wave modes detected by Piezoelectric Wafer Active Sensors (PWAS) [34]
problem, robot arm vision blocking problem). The position detection can be either active or passive. Through the active way, if a part is found on the working plate, a transducer can emit waves on the plate. The reflection of the waves due to the presence of the object can help determining its position. For passive waves, according to the common vibratory flexible part feeding system (as shown in Fig. 1.5), the parts drop on the working plate from a conveyor. From the contact point, acoustic waves will be emitted, which allows determining the source of the waves, thus the position of the part.

The active detection of objects on the surface of a plate normally uses Rayleigh wave. An early study employed single-phase array electrodes on a piezoelectric ZnO film to create surface waves on an aluminium single crystal block [40]. The generation and measurement of waves can also be made by bulk piezoelectric transducers. An example using such transducer with Poly-methyl methacrylate (PMMA) wedge is reported in [99] for the measurement of the acoustoelastic coefficients of a 316L stainless steel plate. The interdigital transducer (IDT) uses one pair of comb-like electrodes deposited on a piezoelectric substrate. Studies shows that it becomes more and more popular for creating surface acoustic waves [91][59]. Given an alternate voltage for the IDT, it will distort the substrate that can created Rayleigh wave.
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Because the direction of propagation of Rayleigh wave can be well defined by the orientation of the electrodes, the position of a obstacle on the propagation path can be detected. This phenomenon has been used for a surface wave touch screen [86]. As shown in Fig. 2.3, two pairs of SAW transducers are placed at the corner of the screen for X and Y direction detection. The SAW mirrors are made on the edge of the screen with a $45^{\circ}$ angle, which could let the travelling wave reflect and cover the whole surface. If an obstacle is on one path, its position can be determined depending on the travelling wave energy density and the delay detected by the receiver.


Figure 2.3 - Finger position detection using SAW (Rayleigh wave) [94]

For the passive detection, indeed, it is related to the acoustic emission source detection problem which is well studied in structure health monitoring. The objective of this field is mainly to find cracks inside the material [34]. In the case of pulse excitation, lamb waves are created and spread in all directions. Several methods based on signal temporal proprieties analysis can help find the acoustic emission source. The time-of-arrival (ToA) method is the most common one. As shown in Fig. 2.4, it measures the signal arrival time at at least three places and then the emission source position can be solved by their geometric relations [58]. Alternatively, it can be noticed that the acoustic emission wave contains two components: the asymmetric mode and the symmetric one. Their group velocities are slightly different from each other. According to the time-difference-of-arrival (TDoA) method, one can also calculate the acoustic emission source based on the difference of the arrival time of these waves[45][7]. Another method using time-reversal effect is reported in [29]. If the signal collected by the sensors can be resent in a time-reversal way, according to simulations, the position of maximum displacement on the plate is actually the position of the acoustic emission source. The advantage of this method is that it can detect more than one emission source simultaneously.


Figure 2.4 - Emission source detection using time-of-arrival method with three sensors [58]

According to the principle of ToA and TDoA methods, the lag detection is important to guarantee a good precision. One possible method is to compare the received signal with a referential elementary wave using the cross-correlation method [81]. This method extracts information of a given frequency from the original received signal. More complete analysis can also be done with other methods which transform the signal into time-frequency domain such as in [3], where the short-time Fourier transform has been used. In [38], the author chose the continuous wavelet transform for the analysis of the lag. The averaged frequency has been used to estimate the arrival time of the wave. The matching pursuit decomposition is a method which predefines a waveform dictionary based on Gabor functions [67] and can extract useful wave patterns from noise. It can be useful to separate overlapping multimodal reflections for when processing the wave signals [84]. The Hilbert-Huang transform is also reported in literature thanks to its advantage in varying frequency detection [95].

Small errors or noises will affect the precision of the position estimation. Some studies take into account the uncertainty of sensors and the system. The Extended Kalman Filter was discussed in the work of [73]. Statistical methods using Bayesian framework [30] and Gaussian process [41] have also been applied to estimate the distribution of the possible positions.

### 2.2.3 Wave creation

Despite the stationary waves, travelling waves or arbitrary waves are also interesting for the working plate to interact with the parts on it.

A metal bar is often used to study the one dimensional travelling wave in an elastic medium. The most intuitive solution is to put one actuator at one end of the bar to create waves and put another one at the other end to absorb the waves [39]. Due to the elliptical movement of the particle on the surface of the plate, objects can be moved to the opposite direction of the travelling wave. Miniaturisation has been reported thanks to the piezoelectric actuators [56]. The principle of creating travelling waves can also be the superposition of two standing
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waves at the same frequency with $90^{\circ}$ phase shift both in time and space domain [64][97]. However, it works only locally, because it does not exist eigenmodes which have the same eigenfrequency and the perfect phase shift everywhere on a bar. Another solution based on a ring-type structure has been proposed to solve this problem [42]. A well designed structure results in two orthogonal eigenmodes which can be used to create stable travelling waves, but the drawback is the bulky size of the structure.

The planar wave creation is similar to one dimensional waves. The basic concept is either to superpose two standing waves [93] or to absorb reflected waves [33]. As reported in [89], based on force distribution calculation, 32 actuators have been used to generate waves on a membrane. The time-reversal method can also be used to produce a pulse on a plate. Fig. 2.5 shows an example of creating a pulse excitation on a silicon wafer[31]. One transducer generates the original excitation. Another one detects the signal and records it. If the signal is replayed in a reversal way at the position of the second transducer, the original pulse excitation will be restored. In this way, the plate can interact with parts at a specific place on its surface.


Figure 2.5 - Pulse creation using time-reversal method [31]

### 2.2.4 Comparison

The previous investigation shows the possible directions on how we can improve the working plate based on wave detection and wave generation using vibratory actuators. Summaries of these two subjects are given in Table 2.1 and Table 2.2. The major factors of different methods have been compared. The preferred ones are marked in green and the total score at the bottom is counted by the number of preferred factors.

The time-reversal method has the best score in both subjects. It requires minimum one bulk piezoelectric actuator and can complete multi-tasks. For the wave creation, although the only

Table 2.1 - Position detection comparison (Green: 1 point; yellow: 0.5 point)

| Method | ToF | TDoF | Time-reversal |
| :---: | :--- | :--- | :--- |
| Reflector array |  |  |  |
| Wave type |  | Passive (Lamb wave) |  |
| Actuator type | Bulk piezo-element |  | Active (Rayleigh wave) |
|  | Wedge transducer | IDT |  |
| Actuator number |  | $\geq 3$ | $\geq 1$ |
| Frequency | $<100 \mathrm{kHz}$ (Sensing) |  | $\geq 4$ |
| Multi-position detection | No | Yes | $>1 \mathrm{MHz}$ (Emitter) |
| Special requirement | No | Simulation | Acoustic mirror |
| Score | 3 | 3.5 | 2 |

Table 2.2 - Wave generation comparison (Green: 1 point; yellow: 0.5 point)

| Method | Emitter-absorber | Eigenmodes <br> superposition | Actuator <br> matrix | Time-reversal |
| :---: | :--- | :--- | :--- | :--- |
| Wave type | Travelling wave | Pulse |  |  |
| Subtrate | Aluminium bar <br> / rare for plate | Aluminium <br> bar/plate | Membrane | Silicon plate |
| Actuator number | $\geq 2$ | $\geq 2$ | many | $\geq 1$ |
| Available zone | Everywhere | Non <br> homogeneous | Everywhere | Everywhere |
| Score | 1.5 | 1 | 1 | 2 |

experiment was on a silicon plate, further studies can be carried out to adapt aluminium plate (material of the working plate).

### 2.3 Piezoelectric actuators

### 2.3.1 Piezoelectric effect

The piezoelectric effect is the electromechanical interaction between mechanical and electrical state in materials such as lead zirconate titanate (called PZT also). The direct effect corresponds to the internal generation of electrical charges resulting from an applied mechanical tensile or compressive forces (or stresses). Conversely, a mechanical strain appears when the ceramic is polarised by an external electrical field [88]. The constitutive equations to describe piezoelectricity are:

$$
\begin{align*}
\mathbf{S} & =\mathbf{s}^{\mathbf{E}} \mathbf{T}+\mathbf{d}^{T} \mathbf{E}  \tag{2.1}\\
\mathbf{D} & =\mathbf{d T}+\epsilon^{T} \mathbf{E} \tag{2.2}
\end{align*}
$$

where $\mathbf{S}$ is the strain vector, $\mathbf{s}^{\mathbf{E}}$ is the elastic compliance matrix, $\mathbf{T}$ is the stress vector, $\mathbf{d}$ is the piezoelectric matrix, $\mathbf{E}$ is the electric field vector, $\mathbf{D}$ is the electric displacement field, $\epsilon$ is the permittivity[69].

### 2.3.2 Piezoelectric Ceramics

Two main kinds of piezoelectric ceramics are discussed in literature: the soft doped piezoelectric ceramics and the hard doped piezoelectric ceramics. Usually, the soft doped piezoelectric ceramics are suitable for sensing applications and low power transducers because of large piezoelectric constants and high relative permittivity. The hard doped piezoelectric ceramics are suitable for high power applications because of low dielectric constant, low mechanical losses and high electrical stresses[76].

### 2.3.3 Mono-layer and multi-layer

Mono-layer actuators are a single layer piezoelectric actuators made of bulk piezoelectric ceramics. Multi-layer piezoelectric actuators are composed of few piezoelectric layers for a total thickness of 2-3 mm. Single piezoelectric ceramics usually have low piezoelectric charge constants. To obtain a given electric field with the same total thickness of piezoelectric material, a mono-layer piezoelectric actuator needs a much higher voltage. Therefore, it needs a higher drive voltage to achieve the same displacement compared to multi-layer piezoelectric actuators.

### 2.3.4 Piezoelectric actuator equivalent circuit

The capacitance is a quantity dependent upon the material and its dimensions. As shown in Eq.2.4, the capacitance (in Farads) can be calculated by multiplying the relative dielectric constant $\varepsilon_{r}$ by the permittivity of vacuum space $\varepsilon_{0}\left(\varepsilon_{0}=8.9 \times 10^{-12} \mathrm{Fm}^{-1}\right)$ and electrode surface area $A$, then divided by the thickness $d$ separating the two electrodes.

$$
\begin{equation*}
C_{p}=\frac{\varepsilon_{r} \varepsilon_{0} A}{d} \tag{2.4}
\end{equation*}
$$

Piezoelectric actuators with many thin dielectric layers connected in parallel (multilayers) can have quite high capacitance [75]. Normally, manufacturers provide the capacitance as a reference. Meanwhile, it can also be determined using an impedance meter. By introducing a piezoelectric model, its electrical parameters can be better described.

According to the IEEE Standard on piezoelectricity [69], the impedance properties of unloaded piezoelectric ceramic near an isolated resonance can be represented by Van Dyke model [96] as shown in Fig. 2.6, where $C_{0}$ is the electrostatic capacitance, $C_{1}, R_{1}$ and $L_{1}$ are terms related to the self resonance. Indeed, the capacitor $C_{0}$ stands for its property in the non-resonant


Figure 2.6 - Van Dyke model of an unloaded piezoelectric element
frequency range. The resonant frequency of a piezoelectric actuator itself is normally from several tens of kHz to hundreds of kHz . However, in practical applications, the actuator often works at a quite low frequency (below several kHz especially for mechanically coupled applications).

In certain cases, the simple $C_{0}$ parameter is not sufficient to model the piezoelectric actuator's behaviour which does not take into account the real part of its impedance. Several researches pointed out this problem and proposed a few equivalent circuits. Park introduced a frequency dependent resistor (in Fig. 2.7b) which follows a power-law function [77]. He found when it is in series with the capacitor $C_{0}$ the result fits well the measured data. Guan et al. proposed a circuit (in Fig. 2.7c) which combines the behaviour of the parallel model at low frequency and that of the series model at high frequency [37]. Later, Kim et al. mentioned a simplified model (in Fig. 2.7a) with a constant value resistor in series with the capacitor [54] but it only worked at a high frequency range ( $>10 \mathrm{kHz}$ ).


Figure 2.7 - Unloaded piezoelectric ceramic models

Within the resonant frequency range, there are several methods to fit the charateristic curve [96] [57]. However, an accurate model inside the non-resonant frequency range is more interesting because the actuator works in a more stable way in this range and the resonance of the full system (piezoelectric actuators plus the dedicated mechanical part) is often present in this range.

In the mentioned articles, only models are proposed, but unfortunately, there is no discussion neither about the method to estimate the parameters nor on the quantitative comparison with
other methods. As a result, special attention should be paid when choosing the equivalent circuit of the piezoelectric actuator.

### 2.4 Drive

The piezoelectric actuator drive is the device which controls the movement of piezoelectric actuators. Different drives have been developed according to the type of the piezoelectric actuator such as bimorph actuators [52], multilayer actuators [63], mechanically amplified actuators [32][71]. In general, piezoelectric actuators require specific drive circuits with highspeed and high-voltage capabilities. These circuits can be implemented using voltage inverter, operational amplifiers [70] or bridge based inverter to meet specific requirements.

### 2.4.1 Voltage converter

Due to the nature of the piezoelectric actuator and in order to have a sufficient deformation, an important voltage is required from the power supply. The voltage converter can be used to solve this problem. The boost converter can achieve this task with a direct current (DC), low voltage power supply. Fig. 2.8a shows this circuit: The MOSFET S is used as a switch with a PWM control signal. Its "on" state ratio determines the ratio between input voltage $V_{D C}$ and the output voltage for the piezoelectric actuator $C$.

Given an alternating current (AC) supply, the voltage multiplier can be used to have a more important voltage. But it requires an AC supply which varies between a negative value and a positive value. Supposing the minimal and the maximal voltages are $-V_{\max }$ and $V_{\max }$, thanks to the diodes which block negative current, the output voltage is equal to the number of stage times $V_{\max }$. In the case of Fig. 2.8b, it has 4 stages, thus, one will find $4 V_{\max }$ at the output to supply the piezoelectric actuator.

The similar result can also be achieved by using a transformer. With a basic configuration, the input should be AC and the direct output is also AC with the same frequency as the input. One can also use a DC supply and a switch circuit (MOSFET for example) to replace the AC source so that the switching frequency can be variable according to the switch control. The output wave is normally sinusoidal while it is in resonance. If a DC output is required, a full-wave rectifier can be added to the second stage of the transformer.

Mixed solutions can also be found in articles. As shown in Fig. 2.9, the author combined a transformer and a boost converter to achieve a better voltage amplification and increase the power density [51]. In another work, the three methods above have been used to create the piezoelectric actuator drive in a small space [18].

The voltage converter can significantly amplify the voltage, however, if the load requires an important current, the power source should provide a extremely important current too, which makes this solution sometimes impossible to apply.


Figure 2.8 - Voltage converter circuits


Figure 2.9 - Mixed converter with a transformer and a boost converter [51]

### 2.4.2 Amplifier drive (class-A/B)

The amplifier solution (class-A/B) is the simplest one because amplifiers are the easiest structures to integrate into an electrical circuit. Fig. 2.10 gives a typical schematic of an inverting amplifier drive [48]. The most commonly used implementation contains one or two amplifier stages. It depends on the bandwidth, the input source and output voltage requirements.

The advantages of amplifier-based solutions are the low signal distortion, good static performances, the high integration level, the simple structure and low electromagnetic interferences [72]. They can also adapt the synchronisation signal of our displacement measurement equipment. As a result, it is suitable for flexible tests. The amplifier and surrounded circuits are not complicated, but, a well designed cooling system is necessary due to the fact of driving a pure capacitive load. For example, the PA93 from APEX ${ }^{\mathrm{TM}}$ is a power amplifier which can fulfil the requirements for driving a piezoelectric actuator at above 150 V . It has a maximal power dissipation of 125 W while working at limit conditions [4]. A heat sink is necessary to guarantee the performance of the amplifier. Since the PA93 is of class-B [4], its theoretical


Figure 2.10 - Schematic of an amplifier drive
maximum power efficiency is $78.5 \%$ [92].
Otherwise, as the piezoelectric actuator is considered as a capacitive load, overshoot and oscillations may occur especially when using amplifier drives [13]. A number of considerations must be taken into account when selecting an appropriate circuit in order to keep the feedback system stable.

### 2.4.3 Bridge Drive

The bridge drive is an electronic circuit using transistors to convert DC to AC or DC. In order to obtain better performances around 150 V and a working frequency about several kHz , MOSFET is suitable for this application [12].

Fig. 2.11 shows the basic configuration of a half-bridge drive topology [48], the $S_{1}$ and $S_{2}$ are switches controlled by a PWM signal to generate square signals. The inductor and the piezoelectric load ( $C$ ) constitute a second order filter, which can remove the high frequency components of the PWM. A hybrid bridge based converter is presented in [49]. A feedback system using a complex programmable logic device (CPLD) will take into account the voltage and the current of the load. Their drive could work at $200 \mathrm{~V}, 12 \mathrm{~A}$ and 500 Hz with an efficiency of $95 \%$. However, due to the relative slow slew rate, it takes about 0.3 ms to climb up from 0 to 200 V. A half-bridge drive can only work in the positive range, while a H-bridge can work on both directions.

A more complicated configuration using a multi-level bridge is reported in [62]. The inverter topology in Fig. 2.13 consists of an hybrid three-level PWM inverter. The left leg of the inverter is composed of four MOSFETs $\left(\mathrm{S}_{1}-\mathrm{S}_{4}\right)$, supplied by a 105 kHz PWM, which is three times of the fundamental frequency. S 5 and S 6 of the right leg of the inverter operate only at the fundamental frequency. According to electrical simulations, a LLCC filter is added to the output of the bridge drive, which allows a working frequency range from 20 to 60 kHz [62].

An experimental inverter prototype of 1.5 kW power was built up to verify the operating principle. The output is $270 \mathrm{~V}\left(U_{C p}\right)$ at a frequency of 35 kHz with a root mean square current
(RMS) of 4.2 A .
Kauczor et al. [53] discussed also the output filter design. A LC resonant filter, a LLCC resonant filter or a low-pass filter could be applied between the load and the drive. The corresponding schematics are presented in Fig. 2.12. The output transformer is needed to ensure an electrical insulation and the adjustment for the required level of the output voltage [53]. The LC filter is a second order band-pass filter whose resonant frequency is selected near the resonance frequency of the mechanical system of the transducer. The LLCC filter is a topology composed of two inductors, one capacitor and the piezoelectric load. The advantage of LLCC filters is that the system can work in a larger operating range around the system resonant frequency. The drawback is that high currents cause the inductors and the capacitors to be bulky, heavy and expensive. The PWM filter mentioned in Fig. 2.12 is a RC low-pass filter. Because the output of the H -bridge can be considered as a superposition of the harmonics and the fundamental, a RC low-pass filter could be applied by choosing properly the cutoff frequency. The last filter is mainly suitable for a higher frequency application. The proposed solution of [53] is valid for piezoelectric actuators with a high mechanical Q-factor (hard doped piezoelectric ceramics). It shows that the converter with a low-pass filter is the most suitable solution, because of its flexibility, dynamics and potential of miniaturisation.

### 2.4.4 Class-D amplifiers

The class-D amplifier is normally based on a half or full bridge converter which contains two or four transistors. The input signal, on/off for each transistor, is generated by the control logic. The output of the inverter is filtered by a low-pass filter and then applied to the piezoelectric actuator. The quality of the output signal depends on the method to modulate the input signal, the electrical characteristic of the circuit and the output circuit [1]. In order to generate the control signal, the most common way is to use a triangle wave carrier. By comparing the input signal level with the carrier, a fixed frequency PWM is generated and its duty cycle is thus equal to the ratio of the signal voltage level to triangle signal amplitude [20]. $\Sigma-\Delta$ Modulation is another possible way to generate the input signal [23]. The idea is to limit the integration of


Figure 2.11 - Schematic of a half-bridge drive


Figure 2.12 - Schematic of a H-bridge drive [53]


Figure 2.13 - Schematic of a three levels bridge drive [62]
the error between the output signal and the input signal. In case of open-loop, for high voltage and high frequency applications, important distortions appear because of the electric system properties such as the MOSFET response characteristic and the minimal pulse resolution. An example of such effect in a simulation can be found in [35]. For the objective of reducing distortions, closed-loop solutions are employed. Either current feedback or voltage feedback is possible [22][66].

In the class-D amplifier family, self-oscillating class-D amplifiers became a popular architecture frequently seen in audio amplifier designs [80][47]. It has some advantages compared to other configurations. On the one hand, because it avoids using a high precision triangle wave generator and a $\Sigma-\Delta$ modulator, it can reduce the complexity of the amplifier architecture. On the other hand, the variable frequency can solve the minimal pulse resolution problem when the signal is close to the maximal or the minimal values [82]. Furthermore, the self-oscillating class-D amplifier can be divided into two categories: hysteresis and delay based configurations [10]. Many articles about the audio self-oscillating class-D amplifier are destined for integrated circuit (IC) [79][60] [65] where electric propagation delays are often ignored, thus, hysteretic design has been mainly applied. In contrary to their application, for high power and printed circuit board (PCB) based designs, the delay based configuration will be simpler and more interesting.

Table 2.3 - Driving technology comparison for piezoelectric actuator

|  | Power converter | Amplifier <br> (class-A/B) | Bridge based converter |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Other | Class-D |  |  |
|  |  |  |  | Periodic PWM | Software controled | Self-oscillating <br> (Non periodic PWM) |
| Output power | Low | Low to medium | Low to high |  |  |  |
| Output wave | Pulse/Sinusoidal | Arbitrary | Pulse/Sinusoidal | Arbitrary |  |  |
| Frequency limits |  | Load capacity Output power |  | Components delay | Control unit timer Components delay | Components delay |
| Estimated Frequency range with 300 uF load at 150 V | 0 to 100 kHz | 0 to 20 kHz | 0 to 100 kHz | 0 to 10 kHz | 0 to 20 kHz | 0 to 20 kHz |
| Complexity | Low | Low | Low | Low | High | Low |

### 2.4.5 Comparison

In order to drive a capacitive load, the piezoelectric actuator drive can be built based on converter circuits, operational amplifiers or switching bridges.

- The converter allows to achieve a high voltage with a low power source, but the output current and output power are limited.
- The amplifier solution is a simple way to build a highly linear, low distortion drive and it works well with small signals generated by measurement equipments. Despite of the relative low efficiency, this is an ideal solution for piezoelectric tests and quick developments.
- The bridge drives have a high variety of topologies. In general, they are more efficient and cheaper than high power amplifier. They can work at a significant voltage range (up to 4 kV [25]). But the topology is more complicated, especially for the multi-level bridge drive and the filter design. The components should also be selected carefully in consideration of the high current and the high voltage.

Table 2.3 shows the comparison of the different driving methods. The red marks indicate the reasons why they are not suitable for our application compared to others. Finally, the amplifier and the self-oscillating class-D amplifier can be the candidates for our application. Nevertheless, due to the capacitive nature of the load, for an arbitrary signal, the system contains a lot of reactive power. The class-A/B amplifier should dissipate the power itself, while the class-D amplifier dissipates most of its power on the filter stage. As a result, the class-D amplifier is easier for the power dissipation design.
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This chapter focuses on the common theoretical aspects for both the wave detection and the wave creation. The plate motion equation is established according to the Kirchhoff's thin plate theory. Further development of the equation gives the response due to an excitation pulse. Damping ratios are also important parameters to be determined. An alternative method for its measurement is proposed, which is based on the piezoelectric actuator impedance measurement. Nevertheless, this method requires an accurate equivalent circuit of the piezoelectric actuator. New models are proposed and compared with other models by experiments. Finally, an application of the damping ratio measurement using the proposed method will be reported.

## Chapter 3. System and modelling

### 3.1 Introduction

The vibrating plate is the key element both for the wave detection and for the wave creation. They share several common points in the modelling. Thus the modelling of the vibrating plate will be presented in this chapter.

As damping effect cannot be ignored in practical applications, it is important to take it into account in the vibration equations. As the damping ratio varies with frequency, it is time consuming to measure the whole surface displacement for each eigenmode. However, the relation between the electric measurement of the piezoelectric actuator and the surface displacement can be established, providing an efficient and innovative method to deduce the damping ratio.

### 3.2 Vibration of a plate

The motion of a vibratory plate can be modelled by the Kirchhoff's plate theory [85]. The thickness of the plate is assumed to be small enough compared to the plate characteristic size and significant enough compared to the lateral deflection. Moreover, it consists of three assumptions:
i. Straight lines normal to the mid-surface remain straight after deformation
ii. The thickness of the plate does not experience elongation during deformation.
iii. Straight lines normal to the mid-surface rotate such a way that they remain normal to the mid-surface after deformation.

Considering a thin plate featuring uniform thickness $h$ as shown in Fig. 3.1, in a Cartesian coordinate system, one can denote $\mathbf{u}(x, y, z)=\left(u_{x}, u_{y}, u_{z}\right)$ the displacement of a particle of the plate at position $(x, y, z)$. Upon bending, the rotation angle is noted as $\theta_{x}$ for the $x$ direction and $\theta_{y}$ for the $y$ direction.


Figure 3.1 - Deformed thin plate which satisfies the Kirchhoff hypothesis

According to the Kirchhoff's plate assumptions, the rotation angles can be represented by
variation of the vertical displacement of the mid-surface as given in (3.1):

$$
\begin{equation*}
\theta_{x}=-\frac{\partial u_{z}}{\partial x}, \quad \theta_{y}=-\frac{\partial u_{z}}{\partial y} \tag{3.1}
\end{equation*}
$$

Due to the small deflection, the rotation angle is also small. The particle displacement can then be obtained by approximated expressions. Because all the expressions depend on the vertical displacement, by convention, we denote $w(x, y)$ the vertical displacement of the mid-surface at the position $(x, y)$. The displacement can then be expressed as in (3.2):

$$
\begin{equation*}
u_{x} \approx-z \theta_{x}=-z \frac{\partial u_{z}}{\partial x}=-z \frac{\partial w}{\partial x}, \quad u_{y} \approx-z \theta_{y}=-z \frac{\partial u_{z}}{\partial y}=-z \frac{\partial w}{\partial y}, \quad u_{z}=w(x, y)=w \tag{3.2}
\end{equation*}
$$

The strains $S$ associated with these displacements can be obtained from the elasticity equations:

$$
\begin{align*}
S_{x x} & =\frac{\partial u_{x}}{\partial x}=-z \frac{\partial^{2} w}{\partial x^{2}} \\
S_{y y} & =\frac{\partial u_{y}}{\partial y}=-z \frac{\partial^{2} w}{\partial y^{2}} \\
S_{z z} & =\frac{\partial u_{z}}{\partial z}=\frac{\partial w}{\partial z}=0 \\
2 S_{x y} & =2 S_{y x}=\frac{\partial u_{x}}{\partial y}+\frac{\partial u_{x}}{\partial y}=-2 z \frac{\partial^{2} w}{\partial x \partial y}  \tag{3.3}\\
2 S_{y z} & =\frac{\partial u_{y}}{\partial z}+\frac{\partial u_{z}}{\partial y}=-\frac{\partial w}{\partial y}+\frac{\partial w}{\partial y}=0 \\
2 S_{z x} & =\frac{\partial u_{z}}{\partial x}+\frac{\partial u_{x}}{\partial z}=\frac{\partial w}{\partial x}-\frac{\partial w}{\partial x}=0
\end{align*}
$$

In (3.3), all the strains having $z$ components are zero. Only the components of $x x, y y, x y$ and $y x$ should be considered. Applying Hook's law for the thin plate, (3.4) shows the matrix form of plane stresses $\sigma_{i j} . E_{i j}$ are Young's modulus.

$$
\left[\begin{array}{c}
\sigma_{x x}  \tag{3.4}\\
\sigma_{y y} \\
\sigma_{x y}
\end{array}\right]=\left[\begin{array}{lll}
E_{11} & E_{12} & E_{13} \\
E_{21} & E_{22} & E_{23} \\
E_{31} & E_{32} & E_{33}
\end{array}\right]\left[\begin{array}{c}
S_{x} \\
S_{y} \\
2 S_{x y}
\end{array}\right]=-z\left[\begin{array}{lll}
E_{11} & E_{12} & E_{13} \\
E_{21} & E_{22} & E_{23} \\
E_{31} & E_{32} & E_{33}
\end{array}\right]\left[\begin{array}{c}
\frac{\partial^{2} w}{\partial x^{2}} \\
\frac{\partial^{2} w}{\partial y^{2}} \\
2 \frac{\partial^{2} w}{\partial x \partial y}
\end{array}\right]
$$

According to (3.4), the stress distribution is rotational symmetric with respect to the midsurface as shown in Fig. 3.2a, which results in a moment on each surface of the small volume element.

Supposing each small volume element's size is $d x \times d y \times h$, the elementary moment $M_{i j}$ can

(a) Normal stresses and shear stresses ( $\sigma_{y x}$ not presented)

(b) Bending moments
( $M_{y x}$ not presented)

Figure 3.2 - Stress and bending moments illustration
be calculated by the integral over $z: M_{i j}=\int_{-\frac{h}{2}}^{\frac{h}{2}}-\sigma_{i j} d z$. Then we obtain:

$$
\left[\begin{array}{l}
M_{x x}  \tag{3.5}\\
M_{y y} \\
M_{x y}
\end{array}\right]=\frac{h^{3}}{12}\left[\begin{array}{lll}
E_{11} & E_{12} & E_{13} \\
E_{21} & E_{22} & E_{23} \\
E_{31} & E_{32} & E_{33}
\end{array}\right]\left[\begin{array}{c}
\frac{\partial^{2} w}{\partial x^{2}} \\
\frac{\partial^{2} w}{\partial y^{2}} \\
2 \frac{\partial^{2} w}{\partial x \partial y}
\end{array}\right]
$$

For an isotropic material of elastic modulus $E$ and Poisson's ratio $v$, (3.5) becomes:

$$
\left[\begin{array}{l}
M_{x x}  \tag{3.6}\\
M_{y y} \\
M_{x y}
\end{array}\right]=D\left[\begin{array}{ccc}
1 & v & 0 \\
v & 1 & 0 \\
0 & 0 & \frac{1}{2}(1-v)
\end{array}\right]\left[\begin{array}{c}
\frac{\partial^{2} w}{\partial x^{2}} \\
\frac{\partial^{2} w}{\partial y^{2}} \\
2 \frac{\partial^{2} w}{\partial x \partial y}
\end{array}\right]
$$

where $D=\frac{1}{12} \frac{E h^{3}}{1-v^{2}}$ which is the isotopic plate rigidity coefficient.


Figure 3.3 - Bending moments and shear forces on the surface of a small volume element

The shear forces (per unit length) on a small volume element are presented in Fig. 3.3b. The sum of $Q$ in $z$ direction is equal to the external force applied on it. Supposing that $q$ is the force per unit area and applying the Newton's second law, the force equilibrium equation is
given in (3.7).

$$
\begin{equation*}
\frac{\partial Q_{x}}{\partial x}+\frac{\partial Q_{y}}{\partial y}+q=\rho h \frac{\partial w}{\partial t} \tag{3.7}
\end{equation*}
$$

where $\rho$ is the density of the material.
In order to calculate the shear force, one can use the moment equilibrium equation for a small volume element. As shown in Fig. 3.3a, for $Q_{y}$ and $Q_{x}$, we have:

$$
\begin{equation*}
\frac{\partial M_{x x}}{\partial x}+\frac{\partial M_{y x}}{\partial y}=-Q_{x}, \quad \frac{\partial M_{x y}}{\partial x}+\frac{\partial M_{y y}}{\partial y}=-Q_{y} \tag{3.8}
\end{equation*}
$$

Knowing that $M_{x y}=M_{y x}$ and taking (3.8) into (3.7), it can be obtained:

$$
\begin{equation*}
\frac{\partial^{2} M_{x x}}{\partial x^{2}}+2 \frac{\partial M_{x y}}{\partial y \partial x}+\frac{\partial^{2} M_{y y}}{\partial y^{2}}+\rho h \frac{\partial w}{\partial t}=q \tag{3.9}
\end{equation*}
$$

According to (3.6), the moments can be replaced by functions of $w$. The final motion equation of a vibratory plate is obtained:

$$
\begin{equation*}
D \nabla^{2} \nabla^{2} w+\rho h \frac{\partial^{2} w}{\partial t^{2}}=q \tag{3.10}
\end{equation*}
$$

where $\nabla^{2} \nabla^{2}$ is an operator defined as $\nabla^{2} \nabla^{2}=\frac{\partial^{4}}{\partial x^{4}}+2 \frac{\partial^{4}}{\partial x^{2} \partial y^{2}}+\frac{\partial^{4}}{\partial y^{4}}$.

### 3.3 Vibration created by an excitation pulse

Supposing a pulse force is applied at a point $A$ on a thin plate as shown in Fig. 3.4, and point $X$ being the position where the vibration is observed. It would be interesting to predict the vibration through the calculation.


Figure 3.4 - Excitation at point $A$ and detection at point $X$

According to the motion equation (3.10), one can replace $q$ by a time-position dependent
function to adapt this case:

$$
\begin{equation*}
\left(D \nabla^{2} \nabla^{2}+\rho h \frac{\partial^{2}}{\partial t^{2}}\right) w(x, y, t)=F(x, y, t) \tag{3.11}
\end{equation*}
$$

where $w(x, y, t)$ is the displacement at position $(x, y)$ and at instant $t, F(x, y, t)$ is an excitation force function. As $F(x, y, t)$ is a pulse excitation, then it can be written in the form of $F(x, y, t)=$ $\rho h F \delta\left(x-A_{x}\right) \delta\left(y-A_{y}\right) \delta(t)$, where $F$ is a constant function and $\delta$ is a Dirac function.

In order to find a solution, we suppose $w(x, y, t)$ can be represented by the sum of separated variables as in (3.12):

$$
\begin{equation*}
w(x, y, t)=\sum_{n} \phi_{n}(t) \psi_{n}(x, y) \tag{3.12}
\end{equation*}
$$

where $\phi_{n}(t)$ are the time-only dependent components. $\psi_{n}(x, y)$ are the spatial orthogonal eigenmodes of the plate which satisfy

$$
\begin{equation*}
\nabla^{2} \nabla^{2} \psi_{n}=\omega_{n}^{2} \frac{\rho h}{D} \psi_{n} \tag{3.13}
\end{equation*}
$$

where $\omega_{n}$ are the eigenfrequencies. Taking (3.12) and (3.13) into (3.11), it can be obtained:

$$
\begin{equation*}
\sum_{n} \rho h \psi_{n}(x, y)\left(\frac{\partial^{2}}{\partial t^{2}} \phi_{n}(t)+\omega_{n}^{2} \phi_{n}(t)\right)=\rho h F \delta\left(x-A_{x}\right) \delta\left(y-A_{y}\right) \delta(t) \tag{3.14}
\end{equation*}
$$

For each $m \in \mathbb{Z}^{+}$, if we multiply by $\psi_{m}$ on both side of the equation and calculate the integral on the spatial field, equation (3.14) becomes:

$$
\begin{equation*}
\iint \psi_{m}(x, y) \sum_{n} \psi_{n}(x, y)\left(\frac{\partial^{2}}{\partial t^{2}} \phi_{n}(t)+\omega_{n}^{2} \phi_{n}(t)\right) d x d y=\iint \psi_{m}(x, y) \delta\left(x-A_{x}\right) \delta\left(y-A_{y}\right) F \delta(t) d x d y \tag{3.15}
\end{equation*}
$$

As the $\psi_{n}$ and $\psi_{m}$ are orthogonal, we have $\iint \psi_{m} \psi_{n} d x d y=\delta_{m n}$ and $\iint \psi_{m} \delta(x-A) \delta(y-$ $\left.A_{y}\right) d x d y=\psi_{m}\left(A_{x}, A_{y}\right)=\psi_{m}(\mathbf{A})$. As a result, according to (3.15), for each $\phi_{m}(t)$, we can obtain its second order differential equation:

$$
\begin{equation*}
\frac{\partial^{2}}{\partial t^{2}} \phi_{m}(t)+\omega_{m}^{2} \phi_{m}(t)=F \psi_{m}(\mathbf{A}) \delta(t) \tag{3.16}
\end{equation*}
$$

The general solution of (3.16) is as follows:

$$
\begin{equation*}
\phi_{m}(t)=A(t) e^{i \omega_{m} t}+B(t) e^{-i \omega_{m} t}+C e^{i \omega_{m} t}+D e^{-i \omega_{m} t} \tag{3.17}
\end{equation*}
$$

where $A(t)$ and $B(t)$ correspond to its particular solution. They are easy to be obtained with
the help of its Wronskian, thus:

$$
\begin{align*}
A(t) & =\frac{F \psi_{m}(\mathbf{A})}{2 i \omega_{m}} H(t)  \tag{3.18}\\
B(t) & =-\frac{F \psi_{m}(\mathbf{A})}{2 i \omega_{m}} H(t) \tag{3.19}
\end{align*}
$$

where $H(t)$ is the unit step function. Because the system is causal, $\psi_{m}(t)$ should be zero for all $t<0$. Bringing (3.18) and (3.19) to (3.17), thus $C$ and $D$ should be zero to satisfy this condition. Finally, we obtain the following solution:

$$
\begin{equation*}
\phi_{m}(t)=\frac{F \psi_{m}(\mathbf{A})}{\omega_{m}} \sin \left(\omega_{m} t\right) H(t) \tag{3.20}
\end{equation*}
$$

Taking the damping ratio $\zeta_{m}$ into consideration and supposing it is much smaller than one, then we can suppose the amplitude of the vibration decreases exponentially. Equation (3.20) can be rewritten as:

$$
\begin{equation*}
\phi_{m}(t)=\frac{F \psi_{m}(\mathbf{A})}{\omega_{m}} \sin \left(\omega_{m} t\right) e^{-\zeta_{m} \omega_{m} t} H(t) \tag{3.21}
\end{equation*}
$$

The displacement at point $\mathbf{X}(x, y)$ due to an unity excitation pulse $(F=1)$ can be written as:

$$
\begin{equation*}
w_{A}(\mathbf{X}, t)=\sum_{n} \frac{\psi_{n}(\mathbf{A}) \psi_{n}(\mathbf{X})}{\omega_{n}} \sin \left(\omega_{n} t\right) e^{-\zeta_{n} \omega_{n} t} H(t) \tag{3.22}
\end{equation*}
$$

### 3.4 Damping ratio

The damping ratio is an important parameter for vibratory systems. It determines the duration and characteristics of a free vibration. According to [55], the quality factor $Q$ (and the damping ratio $\zeta$ ) can be determined by the displacement curve with the half-power bandwidth.


Figure 3.5 - Displacement curve
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As shown in Fig. 3.5, supposing $f_{1}$ and $f_{2}$ are the frequencies where the vibration amplitude is 3 dB lower than the maximum amplitude $\left(\frac{A_{\max }}{\sqrt{2}}\right)$ and $f_{m}$ is the frequency for maximum amplitude. The formula for the damping ratio is:

$$
\begin{equation*}
\zeta=\frac{1}{2 Q}=\frac{f_{2}-f_{1}}{2 f_{m}} \tag{3.23}
\end{equation*}
$$

Because the damping ratio is frequency-dependent, measurements should be carried out for each eigenmode. Traditional measurements can be performed by a direct displacement measurement of the plate surface, for example, with a laser doppler vibrometer. The disadvantage is that for each mode, it is necessary to relocate the measurement position on the plate, because the amplitude of vibration is maximal only at antinodes. The antinode position for one eigenmode could be a node for another eigenmode, where the amplitude is nearly zero. As a result, it will be interesting to obtain all damping ratios when performing a single measurement.

The modelling of the piezoelectrically actuated system shows that the relation between the impedance of the actuator and the vibration amplitude can be established. It allows to make only the impedance measurement instead of displacement measurements to calculate the damping ratio.

### 3.4.1 Power aspect modelling

A piezoelectrically actuated system electric equivalent circuit can be divided into a part representing piezoelectrical ceramic and a part representing the coupled mechanical system. The modelling of the two parts is necessary for the study of the power aspects. Applying the principle of the conservation of energy, the relation between piezoelectric equivalent circuit parameters and mechanical parameters can be obtained, which will lead to the relation between the impedance of the actuator and the displacement of the plate.

(a) Unmounted piezoelectric actuator

(b) Mounted piezoelectric actuator with coupled mechanical part

Figure 3.6 - Equivalent circuit for unmounted and mounted actuator

Supposing the power supply condition $U$ is unchanged, in the free piezo (unmounted) case (Fig. 3.6a), the electrical power represents the power consumption of the actuator itself. When attached to the mechanical part, the electric power represents the total power consumption of both parts (Fig. 3.6b). Supposing the influence of the change of thermal conditions and deformation are negligible, the power consumption of the actuator is identical in both cases, and thus the power difference between the two cases is the power transferred to the mechanical part.

In the mounted case, we note $\bar{Z}_{t}$ as the total impedance of the load, thus $\bar{Z}_{t}=\bar{Z}_{p} \| \bar{Z}_{m}$. The power transferred to the mechanical part is:

$$
\begin{equation*}
P_{t}=\frac{1}{2}\left(\left|\frac{\hat{U}}{\bar{Z}_{t}}\right|^{2} \Re\left(\bar{Z}_{t}\right)-\left|\frac{\hat{U}}{\bar{Z}_{p}}\right|^{2} \Re\left(\bar{Z}_{p}\right)\right) \tag{3.24}
\end{equation*}
$$

The piezoelectric actuator is powered by a sinusoidal signal. We suppose that the actuator can give a deformation proportionnal to the supply voltage, which means it can generate a perfect sinusoidal excitation for the mechanical part. When the system enters in steady state, the structure follows a sinusoidal vibration as well. The power consumption of the mechanical part is only due to the dissipation of energy within the material. By introducing the quality factor $Q$ or the damping ratio $\zeta[36]$, this dissipation can be expressed as in (3.25):

$$
\begin{equation*}
P_{d}=\frac{2 \pi f}{Q} E_{t}=4 \pi \zeta f E_{t} \tag{3.25}
\end{equation*}
$$

where $E_{t}$ is the total energy due to vibration.
According to the conservation of energy of the system, the power transferred to the mechanical part is equal to this dissipated power. Thus, (3.24) is equal to the (3.25). Then we have:

$$
\begin{equation*}
\frac{1}{2}\left(\left|\frac{\hat{U}}{\bar{Z}_{t}}\right|^{2} \Re\left(\bar{Z}_{t}\right)-\left|\frac{\hat{U}}{\bar{Z}_{p}}\right|^{2} \Re\left(\bar{Z}_{p}\right)\right)=4 \pi \zeta f E_{t} \tag{3.26}
\end{equation*}
$$

### 3.4.2 Piezoelectric actuator

In order to develop the right part of the (3.25), the first task is to measure the piezoelectric actuator's impedance when unmounted. Then, we will compare it to the after-mounted measurement data.

Because the actuator has a relative large capacitance, its reactance value is much greater than its resistance value. The equivalent resistance measurement results are very sensitive to the noise. That is one of the reasons we prefer to choose a model to get a smooth curve to describe its property. Another reason is to avoid recording many redundant data. The detail of the modelling of the piezoelectric actuator will be presented in Section 3.5.
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When observing the measured impedance values, in both mounted and unmounted cases, the imaginary part of impedance is much larger than their real part. Furthermore, their imaginary parts share nearly the same value. If we accept the hypothesis that $\left|\bar{Z}_{t}\right| \approx\left|\bar{Z}_{p}\right|$, equation (3.24) can be rewritten as:

$$
\begin{equation*}
P_{t}=\frac{1}{2}\left|\frac{\hat{U}}{\bar{Z}_{t}}\right|^{2}\left(\Re\left(\bar{Z}_{t}\right)-\Re\left(\bar{Z}_{p}\right)\right) \tag{3.27}
\end{equation*}
$$

In (3.27), the $\Re\left(\bar{Z}_{t}\right)$ becomes the only parameter that we need to determine.

### 3.4.3 Plate vibration amplitude

The piezoelectric actuators are used to excited the eigenmodes of the plate. According to (3.10), natural vibration modes of the plate are governed by the (3.28):

$$
\begin{equation*}
D \nabla^{2} \nabla^{2} w+\rho h \frac{\partial^{2} w}{\partial t^{2}}=0 \tag{3.28}
\end{equation*}
$$

The mode shape solution for one mode is given in the form of (3.29)

$$
\begin{equation*}
w(x, y)=\phi_{n}(t) \psi_{n}(x, y)=A \sin \left(\omega_{n} t+\beta_{n}\right) \psi_{n}(x, y) \tag{3.29}
\end{equation*}
$$

where $A$ is a constant for the amplitude of mode $n . \psi_{n}(x, y)$ is the midsurface displacement related to mode $n$.

Taking (3.29) into (3.2), we can obtain the displacement function of the particles of the plate at $(x, y, z)$ :

$$
\mathbf{u}(x, y, z, t)=\left[\begin{array}{c}
-z \frac{\partial w(x, y)}{\partial x}  \tag{3.30}\\
-z \frac{\partial w(x, y)}{\partial y} \\
w(x, y)
\end{array}\right]=\phi_{n}(t)\left[\begin{array}{c}
-z \frac{\partial \psi_{n}(x, y)}{\partial x} \\
-z \frac{\partial \psi_{n}(x, y)}{\partial y} \\
\psi_{n}(x, y)
\end{array}\right]
$$

The velocity of each point can be represented by the following equation:

$$
\mathbf{v}(x, y, z, t)=\frac{\partial \mathbf{u}(x, y, z, t)}{\partial t}=\frac{d \phi_{n}(t)}{d t}\left[\begin{array}{c}
-z \frac{\partial \psi_{n}(x, y)}{\partial x}  \tag{3.31}\\
-z \frac{\partial \psi_{n}(x, y)}{\partial y} \\
\psi_{n}(x, y)
\end{array}\right]=A \omega_{n} \cos \left(\omega_{n} t+\beta_{n}\right)\left[\begin{array}{c}
-z \frac{\partial \psi_{n}(x, y)}{\partial x} \\
-z \frac{\partial \psi_{n}(x, y)}{\partial y} \\
\psi_{n}(x, y)
\end{array}\right]
$$

The energy density depends on the potential and kinetic energy of each particle in the structure. Considering the non-deformed instant $t_{n d}$, similar to a spring, all the potential energy
transforms into kinetic energy. The energy density expression can be written as follows:

$$
\begin{equation*}
\varepsilon(x, y, z)=\frac{1}{2} \rho \mathbf{v}^{2}\left(x, y, z, t=t_{n d}\right) \tag{3.32}
\end{equation*}
$$

The total energy of the vibratory plate of an eigenmode is:

$$
\begin{equation*}
E_{t}=\iiint_{V_{\text {plate }}} \varepsilon(x, y, z) d x d y d z=2 \rho \pi^{2} f_{n}^{2} A^{2} \Psi_{n} \tag{3.33}
\end{equation*}
$$

where $\Psi_{n}=\iiint_{V_{\text {plate }}}\left(\left(z \frac{\partial \psi_{n}(x, y)}{\partial x}\right)^{2}+\left(z \frac{\partial \psi_{n}(x, y)}{\partial y}\right)^{2}+\psi_{n}^{2}(x, y)\right) d x d y d z$ which depends only on the plate geometry. Thus, it is constant for each mode. Its exact value can be determined either by simulation or by experiments.

As the total energy is known, (3.25) can be used to calculate the dissipated power:

$$
\begin{equation*}
P_{d}=\frac{4 \pi^{3} \rho f_{n}^{3} A^{2} \Psi_{n}}{Q}=8 \pi^{3} \rho \zeta f_{n}^{3} A^{2} \Psi_{n} \tag{3.34}
\end{equation*}
$$

The developments for our specific application have been given and the rest is to combine them together via the conservation condition. Replacing (3.26) by (3.27) and (3.34), we can obtaine:

$$
\begin{equation*}
A=\left|\frac{\hat{U}}{\bar{Z}_{t}}\right| \sqrt{\frac{\Re\left(\bar{Z}_{t}\right)-\Re\left(\bar{Z}_{p}\right)}{16 \pi^{3} \rho \zeta f_{n}^{3} \Psi_{n}}} \tag{3.35}
\end{equation*}
$$

For one eigenmode, the damping ratio $\zeta$ and the eigenmode depending variable $\Psi_{n}$ can be considered unchanged within a small interval. If the supply voltage amplitude is constant, it is easy to conclude that the square of vibration amplitude $A^{2}$ is proportional to $\Re\left(\bar{Z}_{t}\right)-\Re\left(\bar{Z}_{p}\right)$. According to the condition of (3.23), the frequencies $f_{1}$ and $f_{2}$ can be found while $\Re\left(\bar{Z}_{t}\right)-\Re\left(\bar{Z}_{p}\right)$ becomes half of its maximum value. Then, the damping ratio and the quality factor can be easily deduced.

Furthermore, if all the parameters are determined, the amplitude can then be predicted only by the knowing input voltage $\hat{U}$.

### 3.5 Piezoelectric actuator modelling

The amplitude expression obtained in the previous section requires to know the real part of $\bar{Z}_{p}$ for the calculation. The direct measurement in a large frequency range will contain a big data set and interpolation may be used to make it usable at any frequencies. Furthermore the measurement noise will also affect the accuracy if we pick up only one single measurement point at a time. Therefore, a piezoelectric actuator model can help to represent its value more
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accurately, reduce the required memory space and calculation resources.
The coupled mechanical part resonance occurs in a low frequency range and the piezoelectric actuator's resonance occurs at a relative high frequency range. As a result, we are mainly interested in finding a more accurate model of the piezoelectric actuator among the nonresonant frequency range.

### 3.5.1 Parameters regression method

The parameters of an equivalent circuit can be determined by impedance analysis and the most common way is to study the magnitude-phase diagram. However, in non-resonant frequency range, noticing that a piezoelectric element is almost equivalent to a capacitor, the magnitude of impedance depends mainly on its imaginary part, but the real part is more useful for the vibration amplitude calculation. Supposing the equivalent circuit of non-resonant part takes the form of (3.36) whose resistance and reactance are independent with each other, one can study its real part and imaginary part respectively.

$$
\begin{equation*}
\bar{Z}(\omega, \mathbf{k})=R(\omega, \mathbf{k})+j X(\omega, \mathbf{k}) \tag{3.36}
\end{equation*}
$$

where $\bar{Z}$ is the impedance, $R$ is the resistance, $X$ is the reactance, $\omega$ is the angular frequency and $\mathbf{k}=\left\{k_{1}, \ldots, k_{q}\right\}$ is a vector of parameters not depending on the frequency.

Supposing vector $\mathbf{R}_{\mathbf{m}}$ and vector $\mathbf{X}_{\mathbf{m}}$ are measured data of dimension $n \times 1$ at frequencies $\omega_{\mathbf{m}}$, the objective is to find a parametric function in $\omega$ and $k_{1}, \ldots, k_{q}$ which fits the data by the means of the least-square roots method. Then the problem for finding the resistance can be written as in (3.37) where a function written in bold letter $\mathbf{F}\left(\boldsymbol{\omega}_{\mathbf{m}}, \mathbf{k}\right)$ is defined as a vector function $\left[F\left(\omega_{m, 1}, \mathbf{k}\right) \ldots F\left(\omega_{m, n}, \mathbf{k}\right)\right]^{T}$ and $\mathbf{F}$ here could be replaced by $\mathbf{R}, \mathbf{X}$ or other functions depending on the context. The coefficients $k_{j}$ for the function $R(\omega, \mathbf{k})$ (named $R(\omega)$ later) can be obtained by solving the system of equations formed by partial derivatives of (3.37). For the imaginary part, as it is usually equivalent to a capacitor, we can use a standard method to find its value [96].

$$
\begin{equation*}
\underset{k_{1}, \ldots, k_{q}}{\arg \min }\left(\mathbf{R}_{\mathbf{m}}-\mathbf{R}\left(\boldsymbol{\omega}_{\mathbf{m}}\right)\right)^{T}\left(\mathbf{R}_{\mathbf{m}}-\mathbf{R}\left(\boldsymbol{\omega}_{\mathbf{m}}\right)\right) \tag{3.37}
\end{equation*}
$$

### 3.5.2 Novel piezoelectric actuator models

This section will introduce two new equivalent circuits in order find a best model to represent the piezoelectric actuator. Including the models mentioned in the state of the art (Section 2.3.4), all these equivalent models will be examined in the next subsection.

Park's model (Fig. 2.7b) used a power-law function. According to his experimental results [77], $k_{p}$ is around -1 , therefore, it can be naturally found to use an inversely proportional function in order to simplify the expression. Thus, one of the proposed equivalent models can

(a) Inversely proportional to frequency model of an unloaded piezoelectric element

(b) Inversely proportional to frequency model with a resistor in series of an unloaded piezoelectric element

Figure 3.7 - Proposed unloaded piezoelectric ceramic models
be described by (3.38). The corresponding circuit is given in Fig. 3.7a.

$$
\begin{equation*}
\bar{Z}_{i}(\omega)=\frac{k_{i}}{\omega}-j \frac{1}{\omega C_{0}} \tag{3.38}
\end{equation*}
$$

As we are mostly interested in the real part, the value of $k_{i}$ should be evaluated. Applying the least-squares method given in (3.37), $k_{i}$ can be expressed in (3.39).

$$
\begin{equation*}
k_{i}=\frac{\mathbf{R}_{\mathbf{m}}^{T} \boldsymbol{\omega}_{\mathbf{m}}^{\{-1\}}}{\boldsymbol{\omega}_{\mathbf{m}}^{\{-1\}}{ }^{T} \boldsymbol{\omega}_{\mathbf{m}}^{\{-1\}}} \tag{3.39}
\end{equation*}
$$

where $\boldsymbol{\omega}^{\{x\}}=\left[\omega_{1}^{x} \ldots \omega_{n}^{x}\right]^{T}$.
According to the concept of Guan's model and Kim's model, a small resistor can be added to the initial equivalent circuit to correctly represent the piezo within a high frequency range. By applying the same principle, the model in Fig. 3.7a can then be extended to Fig. 3.7b. Thus, the real part model becomes:

$$
\begin{equation*}
R_{i r}(\omega)=k_{i r, 1}+\frac{k_{i r, 2}}{\omega} \tag{3.40}
\end{equation*}
$$

The parameter expressions are given in (3.41).

$$
\begin{gather*}
k_{i r, 2}=\frac{\mathbf{V}_{1}^{T} \mathbf{R}_{\mathbf{m}} \mathbf{V}_{1}^{T} \boldsymbol{\omega}_{\mathbf{m}}^{\{-1\}}-n \mathbf{R}_{\mathbf{m}}^{T} \boldsymbol{\omega}_{\mathbf{m}}^{\{-1\}}}{\mathbf{V}_{1}^{T} \boldsymbol{\omega}_{\mathbf{m}}^{\{-1\}} \mathbf{V}_{1}^{T} \boldsymbol{\omega}_{\mathbf{m}}^{\{-1\}}-n \boldsymbol{\omega}_{\mathbf{m}}^{\{-1\}^{T}} \boldsymbol{\omega}_{\mathbf{m}}^{\{-1\}}}  \tag{3.41a}\\
k_{i r, 1}=\frac{\mathbf{V}_{1}^{T} \mathbf{R}_{\mathbf{m}}-k_{i r, 2} \mathbf{V}_{1}^{T} \boldsymbol{\omega}_{\mathbf{m}}^{\{-1\}}}{n} \tag{3.41b}
\end{gather*}
$$

where $\mathbf{V}_{1}=[1 \ldots 1]^{T}$ is a vector of $n$ constant elements.
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### 3.6 Experimental results and discussion

### 3.6.1 Unmounted piezoelectric actuator measurements

Experiments have been carried out by measuring a commercial multilayer piezoelectric actuator (NAC2025 from Noliac) with an impedance analyser (Agilent 4294A). As its unloaded resonant frequency is above 250 kHz and in order to study its behaviour within a non-resonant frequency range, the measurement data are collected by sweeping the frequency from 100 Hz to 30 kHz with 4005 samples. On the instrument, the "resistance-reactance" mode was used and the equivalent capacitance could be quickly obtained and lead to $C_{0}=74.3 \mathrm{nF}$. We will then focus on the real part.

Table 3.1 - Parameters of each model after regression using least-squares method applied on the first piezo sample. The expressions $R$ as a function of parameters $k$ for different models are given in Appendix A.

| Model | Expression | Parameters | Equation | Value |
| :---: | :---: | :---: | :---: | :---: |
| Kim | $R_{k}=k_{k}$ | $k_{k}$ | (A.2) | 1.21 |
|  | $R_{p}=k_{p, 1} \omega^{k_{p, 2}}$ | $k_{p, 1}$ | (A.5b) | $6.48 \times 10^{4}$ |
|  |  | $k_{p, 2}$ | (A.5a) | -1.08 |
|  | $k_{p l, 1}$ | (A.7) | $1.22 \times 10^{4}$ |  |
| Guan | $k_{p l, 2}=k_{g, 1}\left(1+\frac{k_{g, 2}}{\omega^{2}}\right)$ | $k_{g, 1}$ | (A.7) | -0.91 |
|  |  | (A.12b) | 0.8545 |  |
| Inverse 1 | $R_{i}=\frac{k_{i}}{\omega}$ | $k_{i}$ | (3.39) | $3.60 \times 10^{4}$ |
| Inverse 2 | $R_{i r}=k_{i r, 1}+\frac{k_{i r, 2}}{\omega}$ | $k_{i r, 1}$ | (3.41b) | -0.09 |
|  |  | $k_{i r, 2}$ | $(3.41 \mathrm{a})$ | $3.62 \times 10^{4}$ |

Applying the formulas of different equivalent models introduced in Section 3.5 and in Appendix A, the parameters can be calculated using measurement data. Table 3.1 shows the resulting parameters values. For the Park's model, two methods have been adopted: an approximative method (noted Park log, with index $p l$ ) and an exact method (with index $p$ ). The latter does not have an explicit solution and should be solved numerically. The $k_{p, 1}$ is about five times greater than $k_{p l, 1}$. For the two proposed inversely proportional models, we find a very close value for both inversely proportional coefficient. However, in the model with a resistor in series, a negative resistance is found. Fortunately, its value is very small and nearly negligible, meaning it is not necessary to add a supplementary resistor in the equivalent model.

The regression curves are plotted in Fig. 3.8. For readability reason, curves are respectively zoomed in the low frequency range ( 0 to 2 kHz , head part) and in the high frequency range (18 to 20 kHz , tail part). Results shows that the Park's model and inversely proportional models fit better the measurement data. The comparison of its error and variance is given in Table
3.2. The experiment is also repeated for a second identical actuator in order to compare the reliability of these methods and different samples do not change too much the models' results. From the analysis of variance, the Park's model fits better the measured data, but it depends on how to estimate the parameters: if we transform it into a linear regression problem, it has almost the same performance as Guan's model. With the confirmation of previous result analysis, the two inversely proportional models have nearly the identical performance according to the results indicated in Table 3.2.

Table 3.2 - Comparison of error and variance of each model

| Model | Sample | Variance | Error max | Error min | $R^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Kim | 1st | 12.42 | 1.14 | -63.5 | 0 |
|  | 2nd | 12.01 | 1.09 | -68.0 | 0 |
| Park | 1st | 0.083 | 3.57 | -3.13 | 0.993 |
|  | 2nd | 0.083 | 3.36 | -8.05 | 0.992 |
| Park log | 1st | 1.64 | 2.03 | -28.9 | 0.865 |
|  | 2nd | 1.83 | 1.72 | -35.2 | 0.846 |
| Guan | 1st | 1.89 | 20.7 | -9.66 | 0.848 |
|  | 2nd | 1.72 | 17.97 | -10.11 | 0.857 |
| Inverse 1 | 1st | 0.15 | 4.1 | -7.46 | 0.985 |
|  | 2nd | 0.17 | 4.08 | -12.84 | 0.986 |
| Inverse 2 | 1st | 0.15 | 4.08 | -7.09 | 0.988 |
|  | 2nd | 0.17 | 4.06 | -12.4 | 0.986 |

The sensitivity analysis is used to study the coefficient variation with regard to the variation of measurement data set. In this case, two data set are applied: the low frequency range measurement data set (from 100 Hz to 10 kHz ) and the high frequency range data set (from 10 kHz to 20 kHz ).


Figure 3.8 - Regression results of the models

Table 3.3 - Model sensitivity with reduced data sets of different frequency ranges

| Model | Parameters | With low $f$ set | Diff \% | With high $f$ set | Diff \% |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Kim | $k_{k}$ | 2.49 | $106 \%$ | 0.38 | $-69 \%$ |
|  | $k_{p, 1}$ | $6.96 \times 10^{4}$ | $7.4 \%$ | 290 | $-99.6 \%$ |
|  | $k_{p, 2}$ | -1.09 | $0.93 \%$ | -0.58 | $-46 \%$ |
|  | $k_{p l, 1}$ | $4.2 \times 10^{4}$ | $-35 \%$ | 139 | $-99 \%$ |
|  | $k_{p l, 2}$ | -1.03 | $13 \%$ | -0.52 | $-43 \%$ |
| Guan | $k_{g, 1}$ | 1.63 | $91 \%$ | 0.27 | $-68 \%$ |
|  | $k_{g, 2}$ | $2.0 \times 10^{7}$ | $-49 \%$ | $3.1 \times 10^{9}$ | $7958 \%$ |
| Inverse 1 | $k_{i}$ | $3.60 \times 10^{4}$ | $0 \%$ | $3.42 \times 10^{4}$ | $-4.8 \%$ |
| Inverse 2 | $k_{i r, 1}$ | -0.26 | $192 \%$ | 0.16 | - |
|  | $k_{i r, 2}$ | $3.67 \times 10^{4}$ | $1.5 \%$ | $2.0 \times 10^{4}$ | $-45 \%$ |



Figure 3.9 - Regression sensitivity test with a high frequency range data set

Results in Table 3.3 give the new estimated parameters and its relative difference compared to their values in Table 3.1. It shows that the proposed inversely proportional model is the most robust one, which means the model coefficient is nearly unchanged versus the change of data set and it can be extrapolated without lack of accuracy. The Park's model is not very sensitive to low frequency range data set, but it does not work properly for the case with the high frequency range data set. The other models are not suitable at all in term of sensitivity with different frequency ranges. Fig. 3.9 shows the extrapolation of each model in the low frequency range with only high frequency data to perform the regression. It can be noticed the inversely proportional model (in triangle) fits best the real data.

### 3.6.2 Plate damping ratio results

The inversely proportional model of piezoelectric actuators has been found to be the most suitable to present the real part of the actuator's impedance. According to (3.34), the square
of vibration amplitude is proportional to $\Re\left(\bar{Z}_{t}\right)-\Re\left(\bar{Z}_{p}\right)$. One can determine the half-power frequency with the curve of $\Re\left(\bar{Z}_{t}\right)$ and $\Re\left(\bar{Z}_{p}\right)$. Then the damping ratio can be obtained with (3.23).


Figure 3.10 - A rectangular plate with two piezoelectric actuators (PC and PX1). The size of the plate is $160 \times 120 \times 5 \mathrm{~mm}^{3}$. The size of piezoelectric actuators is $10 \times 10 \times 2 \mathrm{~mm}^{3}$.


Figure 3.11 - Impedance of piezoelectric actuators in different conditions (mounted/unmounted/modelled)

The experiments have been carried out for a plate sizing $160 \times 120 \times 5 \mathrm{~mm}^{3}$ with two identical piezoelectric actuators (PC and PX2 in Fig. 3.10) glued on one side and powered up with a 100 V sinusoidal signal. The experiment is firstly achieved with the method proposed. The
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measurement of the impedance is given in Fig. 3.11. It can be found that eigenmodes appear at frequencies where peaks of $\Re\left(\bar{Z}_{t}\right)$ are present. Because the position of the piezoelectric actuator can be at the node of a mode, not every eigenmodes of the plate can be respectively excited by two actuators [90]. In order to compare the results and to study the effectiveness of the method, we have chosen two eigenmodes which can be created both by the actuators. Then an accurate measurement process, using a Doppler Laser Vibrator (CLV from Polytec ${ }^{\mathrm{TM}}$ ), have been performed. the comparison of the results is given in Table 3.4.

It can be noticed at 1500 Hz , the amplitude results give a maximum relative error of $4 \%$. However, for the 4760 Hz mode, the relative error goes up to $25 \%$. It is due to the influence of the next eigenmode nearby at 4820 Hz . Although, the result is not as accurate as the result obtained by the direct displacement measurement, it is still acceptable and can help to give an estimation of the system properties.

Table 3.4 - Estimated and measured plate damping ratios comparison

| Frequency (Hz) | Piezo name | $\zeta_{\text {est }}$ | $\zeta_{m}$ | Error $(\Delta \zeta \%)$ |
| :---: | :---: | :---: | :---: | :---: |
| 1500 | PC | $4.76^{-3}$ | $4.96 \times 10^{-3}$ | $-4 \%$ |
|  | PX1 | $5.13^{-3}$ | $5.21 \times 10^{-3}$ | $-1.5 \%$ |
| 4760 | PC | $4.55^{-3}$ | $4.13 \times 10^{-3}$ | $10 \%$ |
|  | PX1 | $4.63^{-3}$ | $3.70 \times 10^{-3}$ | $25 \%$ |

### 3.7 Conclusion

The modelling of the vibratory plate is based on the Kirchhoff plate theory. The classical motion equation have been applied for the case with a pulse excitation. The response at another point of the plate has been calculated. The result depends on the eigenmode pattern, the eigenfrequency and the damping ratio. This expression provides a reference of the wave shape for the wave detection and is useful for the theoretical analysis of the wave creation.

Knowing the piezoelectric element equivalent circuit is important to predict the behaviour of a system. For our applications, the real part of its impedance within a non-resonanant frequency range is the most interesting one, therefore an accurate model is necessary. Five models have been reviewed in this chapter. Their analytical expressions are given with the estimation of parameters by using the least-squares method. The Park's model fits better the piezo measurement data and it has the lowest error variance compared to other models. However, sensitivity tests showed its parameters are not robust enough. A proposed inversely proportional model has a low variance and the best performance in sensitivity analysis. Moreover, this latter is possible to be solved with an analytical expression.

Using this accurate actuator impedance model and mechanical model, the vibration ampli-
tude can be determined analytically, which can be used to calculate the damping ratio. The advantage of this method is that it avoids using a bulky machine for the test. The efficiency of the test has been greatly improved, because only electrical measurements are sufficient to estimate the damping ratio/quality factor and the vibration amplitude.

## Relative publications to the chapter

- X. Liu, Y. Civet and Y. Perriard, "Quality factor and vibration amplitude estimation of a piezoelectricactuated system using impedance measurements," 2015 18th International Conference on Electrical Machines and Systems (ICEMS), Pattaya, 2015, pp. 1993-1996.
- X. Liu, Y. Civet and Y. Perriard, "Equivalent piezoelectric actuator circuits and comparison," 2014 IEEE/ASME International Conference on Advanced Intelligent Mechatronics, Besaçon, 2014, pp. 222-226.


## 4 Acoustic emission source position detection

## Contents

4.1 Introduction ..... 46
4.2 Piezoelectric sensor principle ..... 47
4.3 Piezoelectric actuator principle ..... 49
4.4 Time reversal process ..... 51
4.4.1 Mathematical development for the time reversal principle ..... 52
4.4.2 Spatial amplitude properties ..... 54
4.5 Case study: application on an ideal beam ..... 57
4.5.1 Eigenmodes of a beam ..... 58
4.5.2 Verification of the hypotheses ..... 58
4.5.3 Conditional distributions ..... 62
4.5.4 Normalised amplitude ..... 65
4.5.5 Numerical application ..... 68
4.5.6 Guidelines for the excitation pulse position detection of a beam ..... 70
4.6 Conclusion ..... 71

This chapter presents the theoretical analysis of the time reversal effect used for position detection through a pulse excitation. Firstly, the modelling of interactions between a plate and a piezoelectric sensor glued on the bottom is introduced. Secondly, the reciprocal effect is studied for the creation of vibrations on the plate through a piezoelectric actuator. The two parts of modelling allow to find out expressions for a restored vibration amplitude via the time reversal method. Then, the study focuses on the calculation of the exact amplitude for each position using these expressions. An application on an ideal beam provides an example for the application of the theory. The calculation of the amplitude can help to establish a guideline for the detection of pulse excitation sources.

## Chapter 4. Acoustic emission source position detection

### 4.1 Introduction

The acoustic emission sources identification can help to detect part dropping positions on a working plate. According to the state of the art, the basic principle is to collect vibration signals, mirror and resend them to an actuator at the same position of the sensor. It is said a maximum amplitude will be restored at the original excitation position, but without any proof.

Indeed, in practice, one can find multiple peaks after applying the time reversal method. The questions are "How can we guarantee that maximum peak being always at the right excitation position?" and "is there any rule to determine the position of the other peaks?". These questions are crucial for the application of the time reversal method, because if a case exists where the restored peak cannot stand for the excitation position, a false detection information will be given.

Therefore, a theoretical analysis is necessary to study the properties of the results obtained by time reversal process. It can help to predict the details of the waveform and can describe the patterns of signals which can be used for the detection.

According to previous studies [29] and [31], the direct displacement was used as the vibration signal for the time reversal process. However, the study of a plate given in previous chapter (reference to (3.22)) shows the projection of displacement on an eigenmode is inversely proportional to its eigenfrequency, which will cause the loss of information for high frequency modes. In our application, piezoelectric sensor and actuator will be adopted. It will be interesting to study the influence of this configuration and to see whether it is a better choice for the time reversal process or more concretely, if it can cancel the negative effect of the inversely proportional coefficient. As a result, at the beginning of the chapter, the modelling of the interaction between the plate and the sensor/actuator will be introduced.

The expression of the obtained amplitude after time reversal process is a weighted sum of infinite eigenmodes. It becomes difficult to calculate the exact amplitude for all positions on a plate. This chapter will propose an innovative mathematical method to deal with the infinity problem. We will define the hypotheses and transform the eigenmodes to normalised ones. Then the distribution of eigenmode amplitude values will be used to calculate an averaged amplitude instead of adding them one by one. This method permits to obtain relative amplitudes on the plate for different positions.

The applications on an ideal beam will then be discussed in order to evaluate the theoretical modelling. After proving the hypothesis and calculations, we can find the time reversal process will give not only a pulse peak at original excitation position, but also three affiliate peaks elsewhere with a smaller amplitude. This result is then verified by a numerical simulation.

### 4.2 Piezoelectric sensor principle

In order to determine the position of an acoustic emission source, the vibrations measurement of a working plate is a key step to collect displacement information. As introduced in previous chapters, piezoelectric sensors will be used to perform this task. It will be interesting to know how the piezoelectric sensors interact with a plate. In this section, the modelling of the sensing mechanism will be presented, which can help to give the relation between the deformation and the generated electrical signal.

Compared to the size of a working plate, piezoelectric sensors are much smaller and thiner. When glued on a working plate, it can be considered as a small elementary segment on the surface of a working plate. Because of the size difference, we assume the deformation of the plate will not be influenced by the stress created by the sensor. The plate is also assumed to meet all Kirchhoff's plate assumptions.

Fig. 4.1 gives an illustration of the deformed plate in the xOz plane. As the piezoelectric sensor is an elementary segment, we designate its length by $a$, and horizontal deformation of the piezoelectric element is equal to the deformation of the plate bottom surface.


Figure 4.1 - Undeformed and deformed plate (section in plane $x O z$ ) with a piezoelectric sensor glued on the bottom surface

The distance between the middle plane and the bottom surface is $\frac{h}{2}$. According to (3.2), the displacement of the bottom surface at position $x$ in direction $x$ is:

$$
\begin{equation*}
\Delta l(x)=-\frac{h}{2} \frac{\partial w}{\partial x} \tag{4.1}
\end{equation*}
$$

The strain $S$ of the piezoelectric sensor glued at position $x$ is then:

$$
\begin{equation*}
S(x)=\frac{\Delta l(x+a)-\Delta l(x)}{a}=-\frac{h}{2} \frac{\partial w(x+a)-\partial w(x)}{\partial x a} \approx-\left.\frac{h}{2} \frac{\partial w^{2}(x)}{\partial x^{2}}\right|_{(a \rightarrow 0)} \tag{4.2}
\end{equation*}
$$

In the $y$ direction, the result is similar to (4.2). In the $z$ direction, no stress is applied on the sensor. The deformation is only caused by Poisson's effect. Because of the small thickness, we suppose the shear strains in $x$ and $y$ directions can be ignored (very limited contribution for the calculation afterwards). The strain vector expression for a piezoelectric sensor at position
$(x, y)$ on the bottom surface of a deformed plate becomes:

$$
\mathbf{S}(x, y)=-\frac{h}{2}\left[\begin{array}{c}
S_{x x}  \tag{4.3}\\
S_{y y} \\
S_{z z} \\
S_{y z} \\
S_{z x} \\
S_{x y}
\end{array}\right]=-\frac{h}{2}\left[\begin{array}{c}
\frac{\partial w^{2}(x, y)}{\partial x^{2}} \\
\frac{\partial w^{2}(x, y)}{\partial y^{2}} \\
0\left(\frac{\partial w^{2}(x, y)}{\partial y^{2}}+\frac{\partial w^{2}(x, y)}{\partial x^{2}}\right) \\
0 \\
0 \\
2 \frac{\partial w^{2}(x, y)}{\partial x \partial y}
\end{array}\right]
$$

where $v$ is the Poisson's ratio.
As the piezoelectric element is used as a sensor, it is connected to a voltmeter which can be considered as an open circuit. Thus, the electric displacement field $\mathbf{D}$ is equal to 0 . According to (2.2), the stress $\mathbf{T}$ can be expressed by the electric field $\mathbf{E}$ :

$$
\begin{equation*}
\mathbf{T}=-\mathbf{d}^{-1} \epsilon^{T} \mathbf{E} \tag{4.4}
\end{equation*}
$$

Bringing (4.4) to (2.1), we can finally obtain the relation between electric field and strain:

$$
\begin{equation*}
\mathbf{E}=\left(\mathbf{d}^{T}-\mathbf{d}^{-1} \epsilon^{T}\right)^{-1} \mathbf{S}=\mathbf{h} \mathbf{S} \tag{4.5}
\end{equation*}
$$

For simplification purpose, we note $\mathbf{h}=\left(\mathbf{d}^{T}-\mathbf{d}^{-1} \epsilon^{T}\right)^{-1}$. The poling direction of the piezoelectric sensor is supposed to be parallel to $z$-axis. Then $\mathbf{d}$ and $\epsilon$ take the following forms [43]:

$$
\mathbf{d}=\left[\begin{array}{cccccc}
0 & 0 & 0 & 0 & d_{15} & 0  \tag{4.6}\\
0 & 0 & 0 & d_{24} & 0 & 0 \\
d_{31} & d_{32} & d_{33} & 0 & 0 & 0
\end{array}\right], \quad \epsilon=\left[\begin{array}{ccc}
\epsilon_{11} & 0 & 0 \\
0 & \epsilon_{22} & 0 \\
0 & 0 & \epsilon_{33}
\end{array}\right]
$$

According to the definition [43], the $\mathbf{h}$ matrix should also be in the form of:

$$
\mathbf{h}=\left[\begin{array}{cccccc}
0 & 0 & 0 & 0 & h_{15} & 0  \tag{4.7}\\
0 & 0 & 0 & h_{24} & 0 & 0 \\
h_{31} & h_{32} & h_{33} & 0 & 0 & 0
\end{array}\right]
$$

The electrodes are placed on the top and the bottom of the piezoelectric ceramic. Supposing the hight of the piezoelectric layer is $d_{p}$. The voltage difference between the electrodes is:

$$
\begin{equation*}
V_{p}=E_{z z} d_{p}=-\frac{h d_{p}}{2}\left[\left(h_{31}-v h_{33}\right) \frac{\partial w^{2}(x, y)}{\partial x^{2}}+\left(h_{32}-v h_{33}\right) \frac{\partial w^{2}(x, y)}{\partial y^{2}}\right] \tag{4.8}
\end{equation*}
$$

If the actuator is isotropic in $x$ and $y$-directions, we have $h_{31}=h_{32}$ and the voltage generated
is proportional to the spatial Laplacian of the displacement.

$$
\begin{equation*}
V_{p}=k_{s} \nabla^{2} w(x, y) \tag{4.9}
\end{equation*}
$$

where $k_{s}=-\frac{h d_{p}}{2}\left(h_{31}-v h_{33}\right)$ and $\nabla^{2}$ is the Laplace operator defined as $\nabla^{2}=\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}$.
For the piezoelectric sensor, the electric voltage signal due to an unity excitation pulse at point A can be obtained by bringing (3.22) into (4.9):

$$
\begin{equation*}
V_{p}=k_{s} \sum_{n} \frac{\psi_{n}(\mathbf{A}) \nabla^{2} \psi_{n}(\mathbf{P})}{\omega_{n}} \sin \left(\omega_{n} t\right) e^{-\zeta_{n} \omega_{n} t} H(t) \tag{4.10}
\end{equation*}
$$

where $\mathbf{P}=\left(x_{p}, y_{p}\right)$ denotes the position of the piezoelectric sensor.
The sensing voltage expression is valid only if half wavelength of an eigenmode of the plate is larger than the size of the piezoelectric element. If not, the sign of $\Delta l(x)$ will change more than once inside the interval $[x, x+d x]$ where the sensor is present as shown in Fig. 4.1, which will cause the sensor partly compressed and partly stretched. The above modelling will no longer be valid. Normally, in that case, the voltage created by compressed parts and stretched parts will be mostly cancelled out. The result voltage becomes much smaller than the voltage obtained from (4.10).

### 4.3 Piezoelectric actuator principle

When applying a voltage, piezoelectric elements can be used to create vibrations. Using the time-reversal method, these vibrations can help to "restore" the original excitation pulse, which permits to identify the emission source position. Thus, it is necessary to carry out a modelling on the interaction between a piezoelectric actuator and a plate.

The piezoelectric element is supposed to be very small as described in the previous section. In $x$ and $y$ direction, the strain is assumed to be very small compared to the corresponding components of $\mathbf{s}^{\mathbf{E}} \mathbf{T}$ and $\mathbf{d}^{T} \mathbf{E}$, therefore, the influence caused by the deformation of a plate for the actuator is not considered.

Given a voltage $V_{p}$ applied on the top electrode of the piezoelectric actuator and supposing the bottom electrode is connected to the ground potential, the electric field applied across the piezoelectric element is only in $z$ direction so that $E_{z z}=\frac{V_{p}}{d_{p}}$ :

$$
\begin{equation*}
\mathbf{T}=-\mathbf{s}^{\mathbf{E}^{-1}} \mathbf{d}^{T} \mathbf{E}=-\mathbf{e}^{T} \mathbf{E} \tag{4.11}
\end{equation*}
$$

where $\mathbf{e}^{T}=\mathbf{s}^{\mathbf{E}^{-1}} \mathbf{d}^{T}$.
Because the piezoelectric actuator is glued on the bottom of the plate, it has no constraint generated from the plate in the $z$ direction. The only interactions between the plate and the
actuator are $T_{x x}$ and $T_{y y}$, which are proportional to the supply voltage (reference to (4.11)). Here we note $k_{e}$ as the proportional coefficient and we have $T_{x x}=T_{y y}=k_{e} V_{p}$.

(a) Horizontal forces created by the piezoelectric actuator are equivalent to moments applied on the plate

(b) Equivalent perpendicular forces replacing the moments

Figure 4.2 - Interaction between a piezoelectric actuator and a working plate in the xOz plane

The force created by the piezoelectric actuator applies also on the bottom of the plate. According to the Kirchhoff's assumptions, a surface point ( $\mathrm{x}, \mathrm{y}$ ) rotates around the corresponding point on the middle line. For two dimensional case shown in Fig. 4.2a, the forces $\frac{T_{x x}}{2}$ on both ends of the piezoelectric element can be replaced by two equivalent moments at the middle line. The value of the equivalent moment is $M_{x}=\frac{T_{x x} h}{4}$.

Supposing the middle point of the piezoelectric actuator is $x_{p}$, the moments at $x_{p}-\frac{a}{2}$ and $x_{p}+\frac{a}{2}$ can also be replaced by the forces shown in Fig. 4.2b.

$$
\begin{equation*}
F=\frac{M_{x}}{\frac{a}{2}}=\frac{h}{2} \frac{T_{x x}}{a}=\frac{h}{2} \frac{k_{e} V_{d}}{a} \tag{4.12}
\end{equation*}
$$

One can use a pulse voltage as the input signal for the actuator. Supposing $V_{d}(t)=V_{0} \delta(t)$, the three equivalent forces applied vertically on the plate are:

$$
\begin{align*}
& F_{1}(x, t)=\frac{h}{2} \frac{k_{e} V_{0}}{a} \delta(t) \delta\left(x-\left(x_{p}-\frac{a}{2}\right)\right)  \tag{4.13a}\\
& \quad F_{2}(x, t)=-2 \frac{h}{2} \frac{k_{e} V_{0}}{a} \delta(t) \delta\left(x-x_{p}\right)  \tag{4.13b}\\
& F_{3}(x, t)=\frac{h}{2} \frac{k_{e} V_{0}}{a} \delta(t) \delta\left(x-\left(x_{p}+\frac{a}{2}\right)\right) \tag{4.13c}
\end{align*}
$$

Each force in (4.13) will lead to a deformation on the plate indicated in (3.22). As the plate is
supposed to be made of a linear material, the total deformation becomes the sum of these deformations. The displacement along $x$-axis can then be written as:

$$
\begin{align*}
w_{p}(x, t)= & \frac{k_{f}}{\left(\frac{a}{2}\right)^{2}} V_{0} \sum_{n} \frac{\psi_{n}\left(x_{p}-\frac{a}{2}\right) \psi_{n}(x)}{\omega_{n}} \sin \left(\omega_{n} t\right) e^{-\zeta_{n} \omega_{n} t} H(t)  \tag{4.14}\\
& -2 \frac{k_{f}}{\left(\frac{a}{2}\right)^{2}} V_{0} \sum_{n} \frac{\psi_{n}\left(x_{p}\right) \psi_{n}(x)}{\omega_{n}} \sin \left(\omega_{n} t\right) e^{-\zeta_{n} \omega_{n} t} H(t) \\
& +\frac{k_{f}}{\left(\frac{a}{2}\right)^{2}} V_{0} \sum_{n} \frac{\psi_{n}\left(x_{p}+\frac{a}{2}\right) \psi_{n}(x)}{\omega_{n}} \sin \left(\omega_{n} t\right) e^{-\zeta_{n} \omega_{n} t} H(t) \\
= & k_{f} V_{0} \sum_{n} \frac{\left[\psi_{n}\left(x_{p}+\frac{a}{2}\right)-\psi_{n}\left(x_{p}\right)\right]-\left[\psi_{n}\left(x_{p}\right)-\psi_{n}\left(x_{p}-\frac{a}{2}\right)\right]}{\left(\frac{a}{2}\right)^{2}} \frac{\psi_{n}(x)}{\omega_{n}} \sin \left(\omega_{n} t\right) e^{-\zeta_{n} \omega_{n} t} H(t) \\
\approx & \left.k_{f} V_{0} \sum_{n} \frac{\partial^{2} \psi_{n}\left(x_{p}\right)}{\partial x^{2}} \frac{\psi_{n}(x)}{\omega_{n}} \sin \left(\omega_{n} t\right) e^{-\zeta_{n} \omega_{n} t} H(t)\right|_{(a \rightarrow 0)}
\end{align*}
$$

where $k_{f}=\frac{k_{e} a}{8 \rho}$ which is a coefficient depending on the plate density, the actuator's piezoelectric proprieties and its length. An approximation has been made in (4.14) under the condition that the size of the piezoelectric actuator should be smaller than the half spatial wavelength of the eigenmodes.

The analysis in the $y$ direction is similar to the one in the $x$ direction. In a three-dimensional case, one can notice the amplitude expression for each direction depends on the length of the actuator in the considered direction. A rectangular actuator can create a directional vibration thanks to a large ratio between its length and width. A square piezoelectric actuator, it will create a same displacing effect in both directions, the displacement under unity voltage ( $V_{0}=1$ ) can be written as:

$$
\begin{equation*}
w_{p}(\mathbf{X}, t)=k_{f} \sum_{n} \frac{\psi_{n}(\mathbf{X}) \nabla^{2} \psi_{n}(\mathbf{P})}{\omega_{n}} \sin \left(\omega_{n} t\right) e^{-\zeta_{n} \omega_{n} t} H(t) \tag{4.15}
\end{equation*}
$$

If an arbitrary voltage signal $V_{d}(t)$ is applied across the piezoelectric actuator, one can transform it into the sum of a series of Dirac functions: $V_{d}(t)=\int_{-\infty}^{\infty} V_{d}(\tau) \delta(t-\tau) d \tau$. According to the linearity behaviour of the system, the displacement due to $V_{d}$ is given in (4.16).

$$
\begin{equation*}
w(\mathbf{X}, t)=\int_{-\infty}^{\infty} V_{d}(\tau) w_{p}(\mathbf{X}, t-\tau) d \tau=w_{p}(\mathbf{X}, t) * V_{d}(t) \tag{4.16}
\end{equation*}
$$

where $*$ is the convolution operator.

### 4.4 Time reversal process

According to the time reversal method presented in Section 2.2.2, an excitation pulse can be restored at the same place it is applied. Thus, this phenomenon can be used to detect the excitation position. Fig. 4.3 shows the basic operation principle. Given an excitation on a plate,
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one can collect the vibration signal by a displacement sensor. Then a FEM (Finite Element Method) simulation can be conducted for the plate. In the simulation, the piezoelectric actuator powered up with the reversal signal will create vibrations on the plate. The displacement of surface nodes will be saved. Finally, the maximal value among all saved values corresponding to the position where the emission has occured.

(a) An excitation pulse is applied at point A. A piezoelectric sensor is used to record the displacement information at point $P$.

(b) The FEM model of the system is created. The reversed calculation of the signal obtained in previous step is applied on the piezoelectric actuator to simulate the plate vibration. The resulting surface displacement according to the simulation will be saved.

Figure 4.3 - Principle of detection process using the reversal effect

As mentioned in the state of the art, [29] and [31] discussed the modelling of the time reversal effect. They used directly the surface displacement (using a laser doppler vibrometer for example) to restore the original signal. The signal they obtained should be in form of (3.22), in which the amplitude of each mode is inversely proportional to its angular frequency. Due to this effect, high frequency components will be filtered out, resulting in a loss of accuracy when restoring the original signal. However, the use of piezoelectric sensors will overcome this problem, which can be demonstrated with an analytical study of the problem.

### 4.4.1 Mathematical development for the time reversal principle

In this section, we will establish the analytical model of the time reversal process using piezoelectric sensors in order to reveal its proprieties and application constraints.

According to the principle of time reversal process, the signal measured at point $P$ by the piezoelectric sensor will be recorded during a period $T$. Then it will be mirrored and replayed as an input voltage at the same point $P$ through a piezoelectric actuator. As we are waiting for the reproduction of the original signal at instant zero, the reversed signal should begin at instant $-T$. Equation (4.10) is the formula for the response at P due to a Dirac input force at A .

Here we note the measured voltage as follows:

$$
\begin{equation*}
V_{p, \mathbf{A}}(\mathbf{P}, t)=k_{s} \sum_{n} \frac{\psi_{n}(\mathbf{A}) \nabla^{2} \psi_{n}(\mathbf{P})}{\omega_{n}} \sin \left(\omega_{n} t\right) e^{-\zeta_{n} \omega_{n} t} H(t) \tag{4.17}
\end{equation*}
$$

Supposing the reversed signal $V_{p, \mathbf{A}}^{T}(\mathbf{P}, t)$ begins at $-T$, its expression is then:

$$
\begin{equation*}
V_{p, \mathbf{A}}^{T}(\mathbf{P}, t)=V_{p, \mathbf{A}}(\mathbf{P},-t) H(t+T) \tag{4.18}
\end{equation*}
$$

Then the reversed signal will be used as the voltage input for a piezoelectric actuator. Bringing (4.18) to (4.16), the resulting displacement can be written as:

$$
\begin{equation*}
w_{\mathbf{A}, \mathbf{P}}(\mathbf{X}, t)=w_{p}(\mathbf{X}, t) * V_{p, \mathbf{A}}^{T}(\mathbf{P}, t) \tag{4.19}
\end{equation*}
$$

Taking (4.15), (4.17) and (4.18) into (4.19), we have:

$$
\begin{align*}
w_{\mathbf{A}, \mathbf{P}}(\mathbf{X}, t) & =\int_{-\infty}^{\infty} w_{p}(\mathbf{X}, t-\tau) * V_{p, \mathbf{A}}^{T}(\mathbf{P}, \tau) d \tau=\int_{0}^{T} w_{p}(\mathbf{X}, t+\tau) * V_{p, \mathbf{A}}^{T}(\mathbf{P},-\tau) d \tau \\
& =k_{s} k_{f} \sum_{n} \sum_{m} \frac{\psi_{n}(\mathbf{X}) \nabla^{2} \psi_{n}(\mathbf{P})}{\omega_{n}} \frac{\psi_{m}(\mathbf{A}) \nabla^{2} \psi_{m}(\mathbf{P})}{\omega_{m}} I_{n m} \tag{4.20}
\end{align*}
$$

where:

$$
\begin{align*}
I_{n m} & =\int_{0}^{T} \sin \left(\omega_{n}(t+\tau)\right) \sin \left(\omega_{m} \tau\right) e^{-\zeta_{n} \omega_{n}(t+\tau)} e^{-\zeta_{m} \omega_{m} \tau} d \tau \\
& =e^{-\zeta_{n} \omega_{n} t} \int_{0}^{T} \sin \left(\omega_{n}(t+\tau)\right) \sin \left(\omega_{m} \tau\right) e^{-\left(\zeta_{n} \omega_{n}+\zeta_{m} \omega_{m}\right) \tau} d \tau \\
& =\frac{e^{-\zeta_{n} \omega_{n} t}}{2}\left[e ^ { - ( \zeta _ { n } \omega _ { n } + \zeta _ { m } \omega _ { m } ) \tau } \left(\frac{\left(\omega_{n}-\omega_{m}\right) \sin \left(\omega_{n} t+\left(\omega_{n}-\omega_{m}\right) \tau\right)}{\left(\omega_{n}-\omega_{m}\right)^{2}+\left(\zeta_{n} \omega_{n}+\zeta_{m} \omega_{m}\right)^{2}}\right.\right. \\
& -\frac{\left(\zeta_{n} \omega_{n}+\zeta_{m} \omega_{m}\right) \cos \left(\omega_{n} t+\left(\omega_{n}-\omega_{m}\right) \tau\right)}{\left(\omega_{n}-\omega_{m}\right)^{2}+\left(\zeta_{n} \omega_{n}+\zeta_{m} \omega_{m}\right)^{2}} \\
& \left.\left.+\frac{\left(\zeta_{n} \omega_{n}+\zeta_{m} \omega_{m}\right) \cos \left(\omega_{n} t+\left(\omega_{n}+\omega_{m}\right) \tau\right)}{\left(\omega_{n}+\omega_{m}\right)^{2}+\left(\zeta_{n} \omega_{n}+\zeta_{m} \omega_{m}\right)^{2}}-\frac{\left(\omega_{n}+\omega_{m}\right) \sin \left(\omega_{n} t+\left(\omega_{n}+\omega_{m}\right) \tau\right)}{\left(\omega_{n}+\omega_{m}\right)^{2}+\left(\zeta_{n} \omega_{n}+\zeta_{m} \omega_{m}\right)^{2}}\right)\right]_{0}^{T} \tag{4.21}
\end{align*}
$$

For the cases where two modes have significant different frequencies, $\omega_{n}-\omega_{m}$ and $\omega_{n}+\omega_{m}$ are relatively great, thus $I_{n m} \approx 0$. Otherwise, if $\omega_{n}-\omega_{m} \ll \omega_{n}+\omega_{m}$, the last two terms of (4.21) can be ignored. Then $I_{n m}$ becomes:

$$
\begin{align*}
& I_{n m}=\frac{e^{-\zeta_{n} \omega_{n} t}}{2}\left[e^{-\left(\zeta_{n} \omega_{n}+\zeta_{m} \omega_{m}\right) \tau}\left(\frac{\sin \left(\omega_{n} t+\left(\omega_{n}-\omega_{m}\right) \tau-\theta\right)}{\sqrt{\left(\omega_{n}-\omega_{m}\right)^{2}+\left(\zeta_{n} \omega_{n}+\zeta_{m} \omega_{m}\right)^{2}}}\right)\right]_{0}^{T} \\
& =e^{-\zeta_{n} \omega_{n} t} \frac{e^{-\left(\zeta_{n} \omega_{n}+\zeta_{m} \omega_{m}\right) T} \sin \left(\omega_{n} t+\left(\omega_{n}-\omega_{m}\right) T-\theta\right)-\sin \left(\omega_{n} t-\theta\right)}{2 \sqrt{\left(\omega_{n}-\omega_{m}\right)^{2}+\left(\zeta_{n} \omega_{n}+\zeta_{m} \omega_{m}\right)^{2}}} \tag{4.22}
\end{align*}
$$

where $\theta=\arcsin \left(\frac{\left(\zeta_{n} \omega_{n}+\zeta_{m} \omega_{m}\right)^{2}}{\sqrt{\left(\omega_{n}-\omega_{m}\right)^{2}+\left(\zeta_{n} \omega_{n}+\zeta_{m} \omega_{m}\right)^{2}}}\right)$. Considering the case when $T \rightarrow \infty$, the asymptotic value of $I_{n m}$ can be found.

$$
\begin{equation*}
I_{n m}^{T_{\infty}}=e^{-\zeta_{n} \omega_{n} t} \frac{\sin \left(\theta-\omega_{n} t\right)}{2 \sqrt{\left(\omega_{n}-\omega_{m}\right)^{2}+\left(\zeta_{n} \omega_{n}+\zeta_{m} \omega_{m}\right)^{2}}} \tag{4.23}
\end{equation*}
$$

Noticing that the partial derivative of (4.23) with respect to $\left(\omega_{n}-\omega_{m}\right)$ is of the form $\left(\omega_{n}-\omega_{m}\right)$. $f\left(\left(\omega_{n}-\omega_{m}\right)\right)$, it will be zero if $\left(\omega_{n}-\omega_{m}\right)=0$. As a result, $I_{n m}^{T_{\infty}}$ have their maximal values at diagonal ( $\mathrm{m}=\mathrm{n}$ ). Then, if $T$ is significant enough, it is natural to make an approximation of $w_{\mathbf{A}, \mathbf{P}}(\mathbf{X}, t)$ using only $I_{n n}$.

$$
\begin{equation*}
w_{\mathbf{A}, \mathbf{P}}(\mathbf{X}, t) \approx k_{s} k_{f} \sum_{n} \psi_{n}(\mathbf{X}) \psi_{n}(\mathbf{A})\left(\frac{\nabla^{2} \psi_{n}(\mathbf{P})}{\omega_{n}}\right)^{2} \frac{1-e^{-2 \zeta_{n} \omega_{n} T}}{4 \zeta_{n} \omega_{n}} \cos \left(\omega_{n} t\right) e^{-\zeta_{n} \omega_{n} t} \tag{4.24}
\end{equation*}
$$

According to the expression of (4.24), the final displacement has a maximum at $t=0$ which corresponds to the applied moment of the original pulse input. The total amplitude is related to the amplitude of eigenmodes at $X, A$ and $P$ which can be determined by the geometry of the object.

### 4.4.2 Spatial amplitude properties

The spatial eigenmode coefficients in (4.24) determine the maximal vibration amplitude at position $X$ on the plate. It will be interesting to study the roles of these coefficients.
$k_{s}$ and $k_{f}$ are constant coefficients inherited from the coupling effect between the piezoelectric actuator and the plate introduced in Section 4.2 and Section 4.3. Once the material and the dimensions of the actuator is chosen, these coefficients become constant and they do not depend on the position of the sensor/actuator. The part $\frac{1-e^{-2 \zeta_{n} \omega_{n} T}}{4 \zeta_{n} \omega_{n}}$ of (4.24) is related to the damping effect for each mode, normally it varies depending on the frequency. It depends also on the reversal signal duration and will attenuate the amplitude of each mode with different critical times. The detail effect of this term will be discussed in next chapter.

Now we consider an ideal case where the damping term for each frequency has the same numerical value. Thus one can move this term outside the sum and put it with the $k_{s} k_{f}$ coefficients. As a result, we can concentrate only on the spatial eigenmode part.

$$
\begin{equation*}
M_{\mathbf{A}, \mathbf{P}}(\mathbf{X})=\sum_{n} \psi_{n}(\mathbf{X}) \psi_{n}(\mathbf{A})\left(\frac{\nabla^{2} \psi_{n}(\mathbf{P})}{\omega_{n}}\right)^{2} \tag{4.25}
\end{equation*}
$$

Eigenmodes $\psi_{n}$ form an orthogonal basis which can generate a Hilbert space $\mathscr{H}$ with an inner product defined as $\left\langle\psi_{n}, \psi_{m}\right\rangle=\int_{S} \psi_{n} \psi_{m} d s$ where $S$ is the surface of the plate. Given a pulse displacement $\delta(\mathbf{X}-\mathbf{A})$ at position A , we can make a decomposition in the space $\mathscr{H}$ on this
orthogonal basis.

$$
\begin{equation*}
\delta(\mathbf{X}-\mathbf{A})=\sum_{n} \int_{S} \delta(\mathbf{X}-\mathbf{A}) \psi_{n}(\mathbf{X}) d s \psi_{n}(\mathbf{X})=\sum_{n} \psi_{n}(\mathbf{X}) \psi_{n}(\mathbf{A}) \tag{4.26}
\end{equation*}
$$

According to (4.26), at all positions where $\mathbf{X}$ is different from $\mathbf{A}$, we have $\sum_{n} \psi_{n}(\mathbf{A}) \psi_{n}(\mathbf{X})=0$. If we compare (4.25) and (4.26), the only difference is $\left(\frac{\nabla^{2} \psi_{n}(\mathbf{P})}{\omega_{n}}\right)^{2}$. The latter plays the role of weighting term for different eigenmode components in (4.26).

## Reduction of $\omega_{n}$

For a Kirchhoff plate, $\psi_{n}$ are solutions of (3.13). Its general solution form is a sum of sinusoidal functions and hyperbolic functions whose spatial angular frequency is $\beta=\sqrt[4]{\omega_{n}^{2} \frac{\rho h}{D}}$. We note $\psi_{n}=\psi_{n, s}+\psi_{n, h}$, where $\psi_{n, s}$ is the sinusoidal part and $\psi_{n, h}$ is the hyperbolic part. The Laplacian of $\psi_{n}$ can then be written as:

$$
\begin{equation*}
\nabla^{2} \psi_{n}=\nabla^{2} \psi_{n, s}+\nabla^{2} \psi_{n, h}=\omega_{n} \sqrt{\frac{\rho h}{D}}\left(-\psi_{n, s}+\psi_{n, h}\right) \tag{4.27}
\end{equation*}
$$

Bringing (4.27) into (4.25), the expression of $M_{\mathbf{A}, \mathbf{P}}(\mathbf{X})$ is indeed not explicitly depending on eigen-frequencies.

$$
\begin{equation*}
M_{\mathbf{A}, \mathbf{P}}(\mathbf{X})=\frac{\rho h}{D} \sum_{n} \psi_{n}(\mathbf{A}) \psi_{n}(\mathbf{X})\left(\psi_{n, s}(\mathbf{P})-\psi_{n, h}(\mathbf{P})\right)^{2} \tag{4.28}
\end{equation*}
$$

This property shows the advantage of using piezoelectric sensors and actuators for the application of time reversal process. In contrary to other studies using directly vertical displacement information as input signal, our application using the Laplacian of the displacement can cancel the attenuation effect of eigenfrequencies.

## Amplitude estimation

Due to the attenuation term, the amplitude of each eigenmodes will be weighted by the amplitude where the piezoelectric element is placed. We want to estimate the resulting amplitude in oder to evaluate the effect of this term. Because there are infinite eigenmodes whose sum results to an infinite value at position A , it is difficult to analyse the value of the amplitude.

In order to solve this problem, we have to create a new measure to evaluate the amplitude. As $n$ can be considered great enough, a distribution of the eigenmodes' amplitude values could be adopted. First of all, we suppose $\psi_{n}$ can satisfy following hypotheses:
i. For all $\mathbf{X}$, the value of $\psi_{n, s}(\mathbf{X}) \pm \psi_{n, h}(\mathbf{X})$ is almost bounded, which can be defined as $\exists M$, $\forall \varepsilon>0, \exists N, \forall n>N$ such that $\psi_{n, s}(\mathbf{X}) \pm \psi_{n, h}(\mathbf{X}) \in[-M-\varepsilon, M+\varepsilon]$.
ii. Given a position $X$, supposing $n_{m_{1}, m_{2}}$ is the number of eigenmodes whose value at position X is between $m_{1}$ and $m_{2}\left(-M<m_{1}<m_{2}<M\right)$, the series $\frac{n_{m_{1}, m_{2}}}{n}$ converges while $n$ tends towards infinity.
iii. Given a position $X$, the series $\frac{n_{m_{1}, m_{2}}}{n}$ for $\psi_{n, s}(\mathbf{X})+\psi_{n, h}(\mathbf{X})$ and $\psi_{n, s}(\mathbf{X})-\psi_{n, h}(\mathbf{X})$ converge to the same value.

According to hypothesis i., we assume the value of $\psi_{n, s}(\mathbf{X}) \pm \psi_{n, h}(\mathbf{X})$ is between $-M$ and $M, M \in \mathbb{R}$. The amplitude of each eigenmode can be divided by $M$ to obtain a normalised amplitude. Then we can define a function $\mathscr{D}_{\mathbf{x}}(x):[-1,1] \rightarrow \mathbb{R}$ which satisfies:

$$
\begin{equation*}
\mathscr{D}_{X}(x)=\left.\frac{n_{M x, M(x+d x)}}{n d x}\right|_{d x \rightarrow 0} \tag{4.29}
\end{equation*}
$$

Indeed, $\mathscr{D} \mathbf{x}(x)$ is a distribution function of normalised amplitude. It is easy to see that the integration of $\mathscr{D}_{\mathbf{X}}(x)$ on the whole interval of $[-1,1]$ tends to one. According to (4.26), the new amplitude at position A can be presented by the second order moment of the distribution $\mathscr{D}_{\mathbf{A}}(x)$ :

$$
\begin{equation*}
w_{\left.\mathbf{A}\right|_{\mathbf{A}}}=\int_{-1}^{1} x^{2} \mathscr{D}_{\mathbf{A}}(x) d x \tag{4.30}
\end{equation*}
$$

Given a $n$ great enough, the amplitude obtained from (4.30) is equal to its original amplitude divided by $n M$.

Given a set of all eigenmodes who have a same amplitude $y M$ at position A , they will spread apart at other positions. Supposing its distribution at position Y can also converge to a distribution function. We note this function as $\mathscr{D}_{\mathbf{X} \mid \mathbf{A}(y)}(X)$ and it can deduce the following relations:

$$
\begin{equation*}
\int_{-1}^{1} \mathscr{D}_{\mathbf{A}}(y) \mathscr{D}_{\mathbf{X} \mid \mathbf{A}(y)}(x) d y=\mathscr{D}_{\mathbf{X}}(x) \tag{4.31}
\end{equation*}
$$

We call $\mathscr{D}_{\mathbf{X} \mid \mathbf{A}(y)}(x)$ the conditional distribution at position X for all eigenmodes passing by $y$ at position A. The amplitude related to the expression in (4.26) can the be written as:

$$
\begin{equation*}
w_{\left.\mathbf{X}\right|_{\mathbf{A}}}=\iint_{-1}^{1} x y \mathscr{D}_{\mathbf{A}}(y) \mathscr{D}_{\mathbf{X} \mid \mathbf{A}(y)}(x) d x d y \tag{4.32}
\end{equation*}
$$

In order to introduce the attenuation term, we have to define a new conditional distribution $\mathscr{D}_{\mathbf{X} \mid \mathbf{A}(y), \mathbf{P}(p)}(x)$ for the eigenmodes passing both by normalised value $y$ at position $A$ and by $p$ at position $P$. Thus, we can obtain a measure for the displacement taking into account the
attenuation term:

$$
\begin{equation*}
w_{\mathbf{X}_{\mathbf{A}}^{\mathbf{P}}}=\iiint_{-1}^{1} x y p^{2} \mathscr{D}_{\mathbf{A}}(y) \mathscr{D}_{\mathbf{P} \mid \mathbf{A}(y)}(p) \mathscr{D}_{\mathbf{X} \mid \mathbf{A}(y), \mathbf{P}(p)}(x) d y d p d x \tag{4.33}
\end{equation*}
$$

For example, the displacement at A can be noted as $w_{\mathbf{A}_{A}^{p}}$. The conditional distribution of $\mathscr{D}_{\mathbf{A} \mid \mathbf{A}(y), \mathbf{P}(p)}(x)$ is equal to 1 if x is equal to y and to 0 if x is not equal to y , because, according to its definition, it represents all eigenmodes passing by $y$ at $A$. Then, one can obtain:

$$
\begin{align*}
w_{\mathbf{A}_{\mathbf{A}}^{\mathbf{P}}} & =\iiint_{-1}^{1} x y p^{2} \mathscr{D}_{\mathbf{A}}(y) \mathscr{D}_{\mathbf{P} \mid \mathbf{A}(y)}(p) \mathscr{D}_{\mathbf{A} \mid \mathbf{A}(y), \mathbf{P}(p)}(x) d y d p d x  \tag{4.34}\\
& =\iint_{-1}^{1} y^{2} p^{2} \mathscr{D}_{\mathbf{A}}(y) \mathscr{D}_{\mathbf{P} \mid \mathbf{A}(y)}(p) d y d p
\end{align*}
$$

If the distribution function and conditional distribution function are obtained, one can calculate the averaged normalised amplitude analytically.

### 4.5 Case study: application on an ideal beam

There are three reasons why we choose an ideal beam as our case study target. The first reason is that it is sufficient to give a typical example to apply and to verify the theoretical analysis. The second reason is that in an ideal case, we have to treat an infinite number of eigenmodes. In reality, given certain calculation resources, the reduction of dimension allows us to achieve a better numerical approximation. The third reason is related to simulation constraints. According to the modelling of the interaction between a plate and a piezoelectric sensor, the minimal spatial wavelength of eigenmodes depends on the size of the piezoelectric element. In a FEM simulation, the mesh should be dense enough to guarantee the effectiveness of presenting these eigenmodes, which means once the size of the piezoelectric sensor is given, the number of nodes in a simulation is proportional to the surface of the plate. Due to the limit of memory and computation time, the use of a 3D beam becomes a reasonable choice for the FEM study.

In this case study, we will firstly give the eigenmode expressions and prove they can satisfy the hypotheses proposed in Section 4.4.2. Then, the estimation of amplitudes will show the result of amplitudes predicted by the mathematical approach. Finally, a brief guideline for the detection of the original pulse positions using the pattern obtained in previous steps will be given.

### 4.5.1 Eigenmodes of a beam

Given a normalised uniform beam of length $L=1$ and height $h$, supposing it is under free vibration boundary conditions, according to [28], its eigenmodes are:

$$
\begin{equation*}
\psi_{n}(x)=\sinh \left(k_{n} x\right)+\sin \left(k_{n} x\right)+\frac{\sin \left(k_{n}\right)-\sinh \left(k_{n}\right)}{\cosh \left(k_{n}\right)-\cos \left(k_{n}\right)}\left(\cos \left(k_{n} x\right)+\cosh \left(k_{n} x\right)\right), \quad x \in[0,1] \tag{4.35}
\end{equation*}
$$

where $k_{n}$ are the solutions of:

$$
\begin{equation*}
\cos \left(k_{n}\right) \cosh \left(k_{n}\right)=1 \tag{4.36}
\end{equation*}
$$

Because (4.36) is a transcendental equation, normally, its roots can be obtained only by numerical methods. However, we can still give approximate solutions thanks to its property. One can notice that $\cos \left(k_{n}\right)=\frac{1}{\cosh \left(k_{n}\right)}$. If we consider only positive solutions of $k_{n}$ and we supposed $k_{n}$ increases as its index $n$ increases, $\frac{1}{\cosh \left(k_{n}\right)}=\frac{2}{e^{k_{n}}+e^{-k_{n}}}$ will tend to zero. Thus, the solution of (4.36) should be in form of $k_{n}=\left(n+\frac{1}{2}\right) \pi+\mathscr{O}\left(e^{-\frac{n}{2}}\right)$ where $\mathscr{O}$ is the big O notation. If approximate values $k_{n}^{\prime}=\left(n+\frac{1}{2}\right)$ are used instead of the exact solution $k_{n}$, for all $x \in[0,1]$ we have:

$$
\begin{align*}
& \sin \left(k_{n}^{\prime} x\right)=\sin \left(k_{n} x\right)+\mathscr{O}\left(e^{-\frac{n}{2}}\right)  \tag{4.37a}\\
& \cos \left(k_{n}^{\prime} x\right)=\cos \left(k_{n} x\right)+\mathscr{O}\left(e^{-\frac{n}{2}}\right) \tag{4.37b}
\end{align*}
$$

### 4.5.2 Verification of the hypotheses

## Almost bounded amplitude

In this section, the objective is to prove that the eigenmodes of a beam can satisfy the first hypothesis proposed in Section 4.4.2. Concretely, we will demonstrate that while $x \in(0,1), \exists M$, $\forall \varepsilon>0, \exists N, \forall n>N$ such that $\psi_{n, s}(x) \pm \psi_{n, h}(x) \in[-M-\varepsilon, M+\varepsilon]$. Because of the free vibration boundary conditions, the amplitude at two ends of the beam (at $\mathrm{x}=0$ and $\mathrm{x}=1$ ) is always equal to 2 . That is why we eliminate this two points from the range of $x$.

Proof. In order to prove $\psi_{n}(x)$ is almost bounded, we have to reformulate it and divide it into its sinusoidal part and its hyperbolical part.

$$
\begin{equation*}
\psi_{n}(x)=\psi_{n, s}(x)+\psi_{n, h}(x) \tag{4.38}
\end{equation*}
$$

where

$$
\begin{align*}
\psi_{n, s}(x) & =\sin \left(k_{n} x\right)+\frac{\sin \left(k_{n}\right)-\sinh \left(k_{n}\right)}{\cosh \left(k_{n}\right)-\cos \left(k_{n}\right)} \cos \left(k_{n} x\right)  \tag{4.39}\\
& =\sqrt{1+\left(\frac{\sin \left(k_{n}\right)-\sinh \left(k_{n}\right)}{\cosh \left(k_{n}\right)-\cos \left(k_{n}\right)}\right)^{2}} \sin \left(k_{n} x+\theta\right)
\end{align*}
$$

$$
\begin{align*}
\psi_{n, h}(x) & =\sinh \left(k_{n} x\right)+\frac{\sin \left(k_{n}\right)-\sinh \left(k_{n}\right)}{\cosh \left(k_{n}\right)-\cos \left(k_{n}\right)} \cosh \left(k_{n} x\right)  \tag{4.40}\\
& =\left(1+\frac{\sin \left(k_{n}\right)-\sinh \left(k_{n}\right)}{\cosh \left(k_{n}\right)-\cos \left(k_{n}\right)} \sqrt{1+\frac{1}{\sinh ^{2}\left(k_{n} x\right)}}\right) \sinh \left(k_{n} x\right)
\end{align*}
$$

Then, we can write the coefficients containing $k_{n}$ with big O notation. The common term of these two coefficients is:

$$
\begin{align*}
\frac{\sin \left(k_{n}\right)-\sinh \left(k_{n}\right)}{\cosh \left(k_{n}\right)-\cos \left(k_{n}\right)} & =\frac{\sin \left(k_{n}\right)-\sinh \left(k_{n}\right)}{\cosh \left(k_{n}\right)-\frac{1}{\cosh \left(k_{n}\right)}}=\frac{\sin \left(k_{n}\right) \cosh \left(k_{n}\right)}{\sinh ^{2}\left(k_{n}\right)}-\frac{\cosh \left(k_{n}\right)}{\sinh \left(k_{n}\right)}  \tag{4.41}\\
& =\mathscr{O}\left(e^{-n}\right)-\left(1+\mathscr{O}\left(e^{-2 n}\right)\right)
\end{align*}
$$

The results of related coefficients are given as follows:

$$
\begin{align*}
& \sqrt{1+\left(\frac{\sin \left(k_{n}\right)-\sinh \left(k_{n}\right)}{\cosh \left(k_{n}\right)-\cos \left(k_{n}\right)}\right)^{2}}=\sqrt{2+\mathscr{O}\left(e^{-n}\right)}=\sqrt{2}+\mathscr{O}\left(e^{-n}\right)  \tag{4.42}\\
& \begin{aligned}
1+\frac{\sin \left(k_{n}\right)-\sinh \left(k_{n}\right)}{\cosh \left(k_{n}\right)-\cos \left(k_{n}\right)} \sqrt{1+\frac{1}{\sinh ^{2}\left(k_{n} x\right)}} & =1+\left[-1+\mathscr{O}\left(e^{-n}\right)\right]\left[1+\mathscr{O}\left(e^{-2 n x}\right)\right] \\
& =\mathscr{O}\left(e^{-n}\right)+\mathscr{O}\left(e^{-2 n x}\right)
\end{aligned} \tag{4.43}
\end{align*}
$$

In (4.40), the governing asymptotic function of $\sinh \left(k_{n} x\right)$ is $\mathscr{O}\left(e^{n x}\right)$. It can be multiplied by the coefficient given in (4.43) to obtain the corresponding result for the hyperbolical part.

$$
\begin{equation*}
\psi_{n, h}(x)=\left(\mathscr{O}\left(e^{-n}\right)+\mathscr{O}\left(e^{-2 n x}\right)\right) \mathscr{O}\left(e^{n x}\right)=\mathscr{O}\left(e^{-n(1-x)}\right)+\mathscr{O}\left(e^{-n x}\right) \tag{4.44}
\end{equation*}
$$

On the one hand, according to the definition of big O notation, for $\psi_{n, h}(x), \exists M_{1}, M_{2}, N_{1}$ and $N_{2}, \forall n>\max \left(N_{1}, N_{2}\right)$, there is $\left|\psi_{n, h}(x)\right|<M_{1} e^{-n(1-x)}+M_{2} e^{-n x}$. If $n>\max \left(\frac{\log \frac{\varepsilon}{4 M_{1}}}{1-x}, \frac{\log \frac{\varepsilon}{4 M_{2}}}{x}\right)$, we have $\left|\psi_{n, h}(x)\right|<\frac{\varepsilon}{2}$.

On the other hand, for $\psi_{n, h}(x), \exists M_{3}$ and $N_{3}, \forall n>N_{3}$, there is $\left|\psi_{n, s}(x)\right|<\sqrt{2}+M_{3} e^{-n}$. If $n>\log \frac{\varepsilon}{2 M_{3}}$, we have $\left|\psi_{n, s}(x)\right|<\sqrt{2}+\frac{\varepsilon}{2}$.
Then we can combine these two parts, for any $\varepsilon>0, \forall n>\max \left(N_{1}, N_{2}, N_{3}, \frac{\log \frac{\varepsilon}{1-M_{1}}}{1-x}, \frac{\log \frac{\varepsilon}{4 M_{2}}}{x}, \log \frac{\varepsilon}{2 M_{3}}\right)$, we have $\left|\psi_{n, s}(x) \pm \psi_{n, s}(x)\right| \leq\left|\psi_{n, s}(x)\right|+\left|\psi_{n, h}(x)\right|<\sqrt{2}+\varepsilon$. As a result, the bound $M$ is equal to $\sqrt{2}$ and the hypothesis $i$ is satisfied.

## Chapter 4. Acoustic emission source position detection

Convergence of $\frac{n_{m_{1}, m_{2}}}{n}$ and $\mathscr{D}_{\mathbf{X}}(x)$
We will use the previous asymptotic results to prove hypotheses ii. and iii.. As $x$ is a real number on $(0,1)$, firstly, we will analyse the case while $x$ is a rational number. Then the other case while $x \in(0,1) \cap \mathbb{R} \backslash \mathbb{Q}$ will be studied.

Proof. Case one: while $x \in(0,1) \cap \mathbb{Q}$, we note $x=\frac{a}{b}$ and $a, b \in \mathbb{Z}$. In (4.39), the phase parameter $\theta$ is equal to $\arctan \left(\frac{\sin \left(k_{n}\right)-\sinh \left(k_{n}\right)}{\cosh \left(k_{n}\right)-\cos \left(k_{n}\right)}\right)$. Its value can be obtained by Taylor's expansion around -1 . Thus, it becomes $\theta=\arctan \left(-1+\mathscr{O}\left(e^{-n}\right)\right)=-\frac{\pi}{4}+\mathscr{O}\left(e^{-n}\right)$.

Taking into account (4.37a) and (4.37b) and replacing $k_{n}$ by $k_{n}^{\prime}$, (4.39) becomes:

$$
\begin{align*}
\psi_{n, s}(x) & =\left(\sqrt{2}+\mathscr{O}\left(e^{-n}\right) \sin \left(\left[\left(n+\frac{1}{2}\right) \pi+\mathscr{O}\left(e^{-\frac{n}{2}}\right)\right] x-\frac{\pi}{4}+\mathscr{O}\left(e^{-n}\right)\right)\right.  \tag{4.45}\\
& =\sqrt{2} \sin \left(\left(n+\frac{1}{2}\right) \pi x-\frac{\pi}{4}\right)+\mathscr{O}\left(e^{-\frac{n}{2}}\right)
\end{align*}
$$

Because $x$ is in form of $\frac{a}{b}, \sin \left(\left(n+\frac{1}{2}\right) \pi \frac{a}{b}-\frac{\pi}{4}\right)$ is periodic as a function of $n$ with a period of $2 b$. According to (4.45), $\forall \varepsilon>0, \exists N_{4}, \forall n>N_{4},\left|\psi_{n, s}(x)-\sin \left(\left((n \bmod 2 b)+\frac{1}{2}\right) \pi \frac{a}{b}-\frac{\pi}{4}\right)\right|<$ $\frac{\varepsilon}{2}$. According to (4.44), $\exists N_{5}, \forall n>N_{5}$, there is $\left|\psi_{n, h}(x)\right|<\frac{\varepsilon}{2}$. As a result, at position $x=\frac{a}{b}$, $\exists N_{4}, N_{5}, \forall n>\max \left(N_{4}, N_{5}\right)$, we have:

$$
\begin{equation*}
\left|\psi_{n, s}\left(x=\frac{a}{b}\right) \pm \psi_{n, h}\left(x=\frac{a}{b}\right)-\sin \left(\left((n \bmod 2 b)+\frac{1}{2}\right) \pi \frac{a}{b}-\frac{\pi}{4}\right)\right|<\varepsilon \tag{4.46}
\end{equation*}
$$

Thus, within a given interval $[m-\varepsilon, m+\varepsilon], \frac{n_{m-\varepsilon, m+\varepsilon}}{n}$ tends either to a fixed value while $m=$ $\sin \left(\left(i+\frac{1}{2}\right) \pi \frac{a}{b}-\frac{\pi}{4}\right), i \in \llbracket 1,2 b \rrbracket$ or to 0 for the $m$ elsewise and it is valid both for $\psi_{n, s}(x)+\psi_{n, h}(x)$ and $\psi_{n, s}(x)-\psi_{n, h}(x)$.

The distribution of $x \in \mathbb{Q}$ can also be deduced:

$$
\mathscr{D}_{\mathbf{X}=\frac{a}{b} \in \mathbb{Q}}(x)=\left\{\begin{array}{lll}
\frac{1}{2 b} & \text { or } & \frac{1}{b}  \tag{4.47}\\
0 & x=\sin \left(\left(i+\frac{1}{2}\right) \pi \frac{a}{b}-\frac{\pi}{4}\right), i \in \llbracket 1,2 b \rrbracket \\
\text { Elsewise }
\end{array}\right.
$$

Because a sinusoidal function is not monotonic within one period, it is possible that $\exists i_{1} \neq i_{2}$ and they satisfy $\sin \left(\left(i_{1}+\frac{1}{2}\right) \pi \frac{a}{b}-\frac{\pi}{4}\right)=\sin \left(\left(i_{2}+\frac{1}{2}\right) \pi \frac{a}{b}-\frac{\pi}{4}\right)$. The value of the distribution at that position should be replaced by $\frac{1}{b}$ instead of $\frac{1}{2 b}$.

Case two: while $x \in(0,1) \cap R \backslash \mathbb{Q},\left(n+\frac{1}{2}\right) \pi x$ are the points on the real axis with equal distance between them. We make a projection from $\mathbb{R}$ to $[0,2 \pi]$ by subtracting a multiplication of $2 \pi$ to construct a new number set $S=\left\{\left.\left(n+\frac{1}{2}\right) \pi x-2 p \pi-\frac{\pi}{4} \right\rvert\, n \in \mathbb{Z}, p=\left\lfloor\frac{\left(n+\frac{1}{2}\right) x}{2}-\frac{\pi}{4}\right\rfloor\right\}$ where $\lfloor x\rfloor$ is the floor function which takes the greatest integer less or equal to $x$. Thanks to its linearity, if there are two elements $s_{1}, s_{2} \in S$ and noting $\Delta s=s_{2}-s_{1}, \forall s_{3} \in S$, if $s_{3}+\Delta s \in[0,2 \pi]$, it also belongs to $S$. Then it can also be proved that if there are two segments with a same length on $[0,2 \pi]$, a bijection can be established between elements in $S$ on these two intervals. It implies one can
use the length of the interval as a measure for the number of elements inside this interval. In order to verify the hypothesis ii., given $m_{1}$ and $m_{2}$, we have

$$
\begin{align*}
& m_{1} \leq \sqrt{2} \sin \left(\left(n+\frac{1}{2}\right) \pi x-\frac{\pi}{4}\right)+\mathscr{O}\left(e^{-\frac{n}{2}}\right) \leq m_{2}  \tag{4.48}\\
& \frac{m_{1}}{\sqrt{2}}+\mathscr{O}\left(e^{-\frac{n}{2}}\right) \leq \sin \left(\left(n+\frac{1}{2}\right) \pi x-\frac{\pi}{4}-2 p \pi\right) \leq \frac{m_{2}}{\sqrt{2}}+\mathscr{O}\left(e^{-\frac{n}{2}}\right)  \tag{4.49}\\
& \arcsin \left(\frac{m_{1}}{\sqrt{2}}\right)+\mathscr{O}\left(e^{-\frac{n}{2}}\right) \leq s \leq \arcsin \left(\frac{m_{2}}{\sqrt{2}}\right)+\mathscr{O}\left(e^{-\frac{n}{2}}\right), s \in S \tag{4.50}
\end{align*}
$$

The result given by (4.50) presents only the case while $0<\arcsin \left(\frac{m_{2}}{\sqrt{2}}\right)<\arcsin \left(\frac{m_{2}}{\sqrt{2}}\right)<\frac{\pi}{2}$ and we can obtain similar results for other monotonic intervals on $\left[\frac{\pi}{2}, \frac{3 \pi}{2}\right]$ and $\left[\frac{3 \pi}{2}, 2 \pi\right]$. When combining all these solutions, due to the symmetry of the sinusoidal function, the total length of the interval satisfying (4.48) is $2\left(\arcsin \left(\frac{m_{2}}{\sqrt{2}}\right)-\arcsin \left(\frac{m_{1}}{\sqrt{2}}\right)\right)+\mathscr{O}\left(e^{-\frac{n}{2}}\right)$. And finally, $\frac{n_{m_{1}, m_{2}}}{n}=$ $\frac{\left(\arcsin \left(\frac{m_{2}}{\sqrt{2}}\right)-\arcsin \left(\frac{m_{1}}{\sqrt{2}}\right)\right)+\mathscr{O}\left(e^{-\frac{n}{2}}\right)}{\pi}$. Similar to previous results, the hyperbolical part is $\mathscr{O}\left(e^{-n(1-x)}\right)+$ $\mathscr{O}\left(e^{-n x}\right)$, which is less than any $\frac{\varepsilon}{2}>0$ while $n$ is great enough. Thus, $\forall \varepsilon>0, \exists N_{6}, \forall n>N_{6}$,

$$
\begin{equation*}
\left|\frac{n_{m_{1}, m_{2}}}{n}-\frac{\left(\arcsin \left(\frac{m_{2}}{\sqrt{2}}\right)-\arcsin \left(\frac{m_{1}}{\sqrt{2}}\right)\right)}{\pi}\right|<\varepsilon \tag{4.51}
\end{equation*}
$$

According to the definition of $\mathscr{D}_{\mathbf{X}}(x)$ in (4.29). Its value can be obtained by calculating the derivative of $\arcsin (x)$ :

$$
\begin{equation*}
\mathscr{D}_{\mathbf{X} \in(0,1) \cap \mathbb{R} \backslash \mathbb{Q}}(x)=\frac{\arcsin (x+d x)-\arcsin (x)}{\pi d x}=\frac{1}{\pi \sqrt{1-x^{2}}} \tag{4.52}
\end{equation*}
$$

Until now, the convergence of $\frac{n_{m_{1}, m_{2}}}{n}$ is proved for all $x \in(0,1)$ on $\mathbb{R}$ for both $\psi_{n, s}(x) \pm \psi_{n, h}(x)$.

The form of $\mathscr{D}_{\mathbf{X}}(x)$ depends on the nature of the position $X$, but we still want to have an uniform representation of $\mathscr{D}_{\mathbf{X}}(x)$. We will prove in an integration $\int_{-1}^{1} f(x) \mathscr{D}_{\mathbf{X}=\frac{a}{b} \in(0,1) \cap \mathbb{Q}}(x) d x$ can be replaced by $\int_{-1}^{1} f(x) \frac{1}{\pi \sqrt{1-x^{2}}} d x$ while $b \rightarrow \infty$.

Proof. According to (4.47), as $\mathscr{D}_{\mathbf{X}}(x)$ is a discrete distribution, one can also discretise the integration.

$$
\begin{equation*}
\int_{-1}^{1} f(x) \mathscr{D}_{\mathbf{X}=\frac{a}{b} \in(0,1) \cap \mathbb{Q}}(x) d x=\left.\sum_{n=1}^{2 b} f\left(x_{n}\right) \frac{1}{2 b}\right|_{x_{n}=\sin \left(\frac{n}{b} \pi+\frac{\pi}{2 b}-\frac{\pi}{4}\right)} \tag{4.53}
\end{equation*}
$$

Now, replacing $\frac{1}{b}$ by $\frac{\Delta y}{\pi}$ and noting $y_{n}=n \Delta y, y_{n}$ takes values form 0 to $2 \pi$. As it covers an
entire period of a $\sin$ function, while $\Delta y=\frac{1}{b} \rightarrow 0$, its value is equal to 2 times the value on one monotonic interval of the sin function.

$$
\begin{align*}
\int_{-1}^{1} f(x) \mathscr{D}_{\mathbf{X}=\frac{a}{b} \in(0,1) \cap \mathbb{Q}}(x) d x & =\sum_{n=1}^{2 b} f\left(\sin \left(y_{n}+\frac{1}{2} \Delta y-\frac{\pi}{4}\right)\right) \frac{\Delta y}{2 \pi}  \tag{4.54}\\
& \stackrel{\Delta y \rightarrow 0}{=} \frac{1}{2 \pi} \int_{0}^{2 \pi} f\left(\sin \left(y-\frac{\pi}{4}\right)\right) d y \\
& =\frac{1}{\pi} \int_{\frac{3 \pi}{4}}^{\frac{7 \pi}{4}} f\left(\sin \left(y-\frac{\pi}{4}\right)\right) d y \\
& \stackrel{x=\sin \left(y-\frac{\pi}{4}\right)}{=} \frac{1}{\pi} \int_{-1}^{1} f(x) d\left(\arcsin (x)+\frac{\pi}{4}\right) \\
& =\int_{-1}^{1} f(x) \frac{1}{\pi \sqrt{1-x^{2}}} d x
\end{align*}
$$

As a result, $\mathscr{D}_{\mathbf{X}}(x)=\frac{1}{\pi \sqrt{1-x^{2}}}$ can be used to calculate the approximate value when it is used in an integration.

### 4.5.3 Conditional distributions

The normalised vibration amplitude formula for the time-reversal method is given by (4.33). The position where the pulse excitation applies is noted as $A$ and the position of the piezoelectric sensor is noted as $P$. In order to calculate the normalised amplitude, we have to first calculate the conditional distributions.

## Conditional distribution $\mathscr{D}_{\mathbf{X} \mid \mathbf{A}(y)}(x)$

The conditional distribution presents the value distribution of eigenmodes which have a certain value at an other position. For example, $\mathscr{D}_{\mathbf{X} \mid \mathbf{A}(y)}(x)$ is the distribution of $\psi_{n^{\prime}}(\mathbf{X})$ for all $n^{\prime}$ such that the normalised value of $\psi_{n^{\prime}}(\mathbf{A})$ is equal to $y$.

According to (4.45) and (4.44), while $n$ is great enough, as proved previously, the error terms in big O will be inferior to a certain level. For simplicity reasons, we will ignore these terms in the following analysis. The normalised (in the meaning of distribution analysis) eigenmodes are:

$$
\begin{equation*}
\bar{\psi}_{n}(x)=\sin \left(\left(n+\frac{1}{2}\right) \pi x-\frac{\pi}{4}\right) \tag{4.55}
\end{equation*}
$$

Noting $x_{A}$ the position of point $A, x_{X}$ the position of $X$ and $\Delta x=x_{X}-x_{A}$. Because at $x_{A}, \sin \left(\left(n+\frac{1}{2}\right) \pi x_{A}-\frac{\pi}{4}\right)=y$, its cosine form has equal probability to be $\pm \sqrt{1-y^{2}}$. Let $\theta=$ $\arcsin (y)$, the term inside the sin function: $\left(n+\frac{1}{2}\right) \pi x_{A}-\frac{\pi}{4}$ is either equal to $\theta+2 k \pi$ or $\pi-\theta+2 k \pi$
where $k \in \mathbb{Z}$. The normalised amplitude at position $X$ can be written in:

$$
\bar{\psi}_{n}\left(x_{X}\right)=\sin \left(\left(n+\frac{1}{2}\right) \pi\left(x_{A}+\Delta x\right)-\frac{\pi}{4}\right)=\left\{\begin{array}{l}
\sin \left(\left(n+\frac{1}{2}\right) \pi \Delta x+\theta\right)  \tag{4.56}\\
\sin \left(\left(n+\frac{1}{2}\right) \pi \Delta x+\pi-\theta\right)
\end{array}\right.
$$

$\psi_{n}\left(x_{X}\right)$ has an equal probability to take one of the above expressions. The development of each expression to calculate its value distribution is similar to the method used in the proof of convergence of $\frac{n_{m_{1}, m_{2}}}{n}$ and $\mathscr{D}_{\mathbf{X}}(x)$. It is necessary to discuss the cases whether $\Delta x$ is a rational number or not and it will deduce the same result. Finally, combining the two possibilities and taking into account only the integration approximation form, we have:

$$
\begin{equation*}
\mathscr{D}_{\mathbf{X} \mid \mathbf{A}(y)}(x)=\frac{1}{\pi \sqrt{1-x^{2}}} \tag{4.57}
\end{equation*}
$$

## Conditional distribution $\mathscr{D}_{\mathbf{X} \mid \mathbf{A}(y), \mathbf{P}(p)}(x)$

The index $\mathbf{A}(y), \mathbf{P}(p)$ means the eigenmodes have a normalised amplitude of y at position A and a normalised amplitude of p at position P. Noting $s_{n}(x)=\left(n+\frac{1}{2}\right) \pi x-\frac{\pi}{4}$, according to (4.55), the conditions for the conditional distribution can be translated into the following equations:

$$
\begin{array}{ll}
\sin \left(\left(n+\frac{1}{2}\right) \pi x_{A}-\frac{\pi}{4}\right)=\sin \left(s_{n}\left(x_{A}\right)\right)=y, & \cos \left(s_{n}\left(x_{A}\right)\right)= \pm \sqrt{1-y^{2}} \\
\sin \left(\left(n+\frac{1}{2}\right) \pi x_{P}-\frac{\pi}{4}\right)=\sin \left(s_{n}\left(x_{P}\right)\right)=p, & \cos \left(s_{n}\left(x_{P}\right)\right)= \pm \sqrt{1-p^{2}} \tag{4.58b}
\end{array}
$$

The cos value for these positions has equal probability to take the sign + or - .
In order to study the value distribution at position $X$, the dependency between $s_{n}\left(x_{A}\right), s_{n}\left(x_{P}\right)$ and $s_{n}\left(x_{X}\right)$ is important. If $s_{n}\left(x_{X}\right)$ can be presented by a linear combination of $s_{n}\left(x_{A}\right)$ and $s_{n}\left(x_{P}\right)$ the amplitude value will depend only on $y$ and $p$. Otherwise, one must introduce a new parameter $\Delta x$ to describe its position related to a known point, which will drop into the same case when we analysed $\mathscr{D}_{\mathbf{X} \mid \mathbf{A}(y)}(x)$. The distribution function can be represented as (4.59) if it presents in an integration form.

$$
\begin{equation*}
\mathscr{D}_{\mathbf{X} \notin\{a A+b P \mid a, b \in \mathbb{Z}\} \mid \mathbf{A}(y), \mathbf{P}(p)}(x)=\frac{1}{\pi \sqrt{1-x^{2}}} \tag{4.59}
\end{equation*}
$$

For the case where $s_{n}\left(x_{X}\right)$ can be presented by $a s_{n}\left(x_{A}\right) \pm b s_{n}\left(x_{P}\right)$, we have:

$$
\begin{align*}
& \psi_{\mathbf{X}, a, \pm b}=\sin \left(a s_{n}\left(x_{A}\right) \pm b s_{n}\left(x_{P}\right)\right)  \tag{4.60}\\
&=\sin \left(a s_{n}\left(x_{A}\right)\right) \cos \left(b s_{n}\left(x_{P}\right)\right) \pm \sin \left(b s_{n}\left(x_{P}\right)\right) \cos \left(a s_{n}\left(x_{A}\right)\right) \\
&=\left\{\begin{array}{c}
(-1)^{\frac{a-1}{2}} T_{a}\left(\sin \left(s_{n}\left(x_{A}\right)\right)\right)(-1)^{\frac{b-1}{2}} \cos \left(s_{n}\left(x_{P}\right)\right) U_{b-1}\left(\sin \left(s_{n}\left(x_{P}\right)\right)\right) \\
\pm(-1)^{\frac{b-1}{n}} T_{b}\left(\sin \left(s_{n}\left(x_{P}\right)\right)\right)(-1)^{\frac{a-1}{2}} \cos \left(s_{n}\left(x_{A}\right)\right) U_{a-1}\left(\sin \left(s_{n}\left(x_{A}\right)\right)\right) \\
\\
\text { for } a \text { odd and } b \text { odd } \\
(-1)^{\frac{a}{2}-1} \cos \left(s_{n}\left(x_{A}\right)\right) U_{a-1}\left(\sin \left(s_{n}\left(x_{A}\right)\right)\right)(-1)^{\frac{b}{2}} T_{b}\left(\sin \left(s_{n}\left(x_{P}\right)\right)\right) \\
\pm(-1)^{\frac{b}{2}-1} \cos \left(s_{n}\left(x_{P}\right)\right) U_{b-1}\left(\sin \left(s_{n}\left(x_{P}\right)\right)\right)(-1)^{\frac{a}{n}} T_{a}\left(\sin \left(s_{n}\left(x_{A}\right)\right)\right) \\
(-1)^{\frac{a-1}{2}} T_{a}\left(\sin \left(s_{n}\left(x_{A}\right)\right)\right)(-1)^{\frac{b}{2}} T_{b}\left(\sin \left(s_{n}\left(x_{P}\right)\right)\right) \\
\pm(-1)^{\frac{b}{2}-1} \cos \left(s_{n}\left(x_{P}\right)\right) U_{b-1}\left(\sin \left(s_{n}\left(x_{P}\right)\right)\right)(-1)^{\frac{a-1}{2}} \cos \left(s_{n}\left(x_{A}\right)\right) U_{a-1}\left(\operatorname { s i n } \left(s_{n}\left(x_{A}\right)\right.\right. \\
\\
(-1)^{\frac{a}{2}-1} \cos \left(s_{n}\left(x_{A}\right)\right) U_{a-1}\left(\sin \left(s_{n}\left(x_{A}\right)\right)\right)(-1)^{\frac{b-1}{2}} \cos \left(s_{n}\left(x_{P}\right)\right) U_{b-1}\left(\sin \left(s_{n}\left(x_{P}\right)\right)\right) \\
\pm(-1)^{\frac{b-1}{n}} T_{b}\left(\sin \left(s_{n}\left(x_{P}\right)\right)\right)(-1)^{\frac{a}{n}} T_{a}\left(\sin \left(s_{n}\left(x_{A}\right)\right)\right)
\end{array}\right. \\
& \text { for } a \text { even and } b \text { odd }
\end{align*}
$$

where $T_{n}$ is a Chebyshev polynomial of the first kind and $U_{n}$ is a Chebyshev polynomial of the second kind.

As given in (4.58) the cos values of $x_{n}\left(X_{A}\right)$ and $x_{n}\left(X_{P}\right)$ have equal probability to be positive or negative. In (4.60), $\psi_{\mathbf{X}, a, \pm b}$ has equal chance for different values. For example, if $a$ is odd and $b$ is odd, we have:

$$
\begin{align*}
& \mathscr{D}_{\mathbf{X} \in\{a A+b P \mid a \text { odd }, b \text { odd }\} \mid \mathbf{A}(y), \mathbf{P}(p)}(x)  \tag{4.61}\\
& = \begin{cases}\frac{1}{4} & x=(-1)^{\frac{a-1}{2}} T_{a}(y)(-1)^{\frac{b-1}{2}} \sqrt{1+p^{2}} U_{b-1}(p) \pm(-1)^{\frac{b-1}{n}} T_{b}(p)(-1)^{\frac{a-1}{2}} \sqrt{1-y^{2}} U_{a-1}(y) \\
\frac{1}{4} & x=(-1)^{\frac{a-1}{2}} T_{a}(y)(-1)^{\frac{b-1}{2}} \sqrt{1+p^{2}} U_{b-1}(p) \mp(-1)^{\frac{b-1}{n}} T_{b}(p)(-1)^{\frac{a-1}{2}} \sqrt{1-y^{2}} U_{a-1}(y) \\
\frac{1}{4} & x=(-1)^{-\frac{a-1}{2}} T_{a}(y)(-1)^{\frac{b-1}{2}} \sqrt{1+p^{2}} U_{b-1}(p) \pm(-1)^{\frac{b-1}{n}} T_{b}(p)(-1)^{\frac{a-1}{2}} \sqrt{1-y^{2}} U_{a-1}(y) \\
\frac{1}{4} & x=(-1)^{-\frac{a-1}{2}} T_{a}(y)(-1)^{\frac{b-1}{2}} \sqrt{1+p^{2}} U_{b-1}(p) \mp(-1)^{\frac{b-1}{n}} T_{b}(p)(-1)^{\frac{a-1}{2}} \sqrt{1-y^{2}} U_{a-1}(y)\end{cases}
\end{align*}
$$

Expression (4.61) is symmetric about the axis $x=0$, thus it is an even function. The same case applies for $a$ and $b$ having the same parity. If $a$ is odd and $b$ is even, the distribution is no longer symmetric about $x=0$, like the expression given in (4.62) which is symmetric about $x=(-1)^{\frac{a-1}{2}} T_{a}(y)(-1)^{\frac{b}{2}} T_{b}(p)$.

$$
\begin{align*}
& \mathscr{D} \mathbf{X} \in\{a A+b P \mid a \text { odd, } b \text { even }\} \mid \mathbf{A}(y), \mathbf{P}(p)(x)  \tag{4.62}\\
& = \begin{cases}\frac{1}{2} \quad x=(-1)^{\frac{a-1}{2}} T_{a}(y)(-1)^{\frac{b}{2}} T_{b}(p) \pm(-1)^{\frac{b}{2}-1} \sqrt{1-p^{2}} U_{b-1}(p)(-1)^{\frac{b-1}{2}} \sqrt{1-y^{2}} U_{b-1}(y) \\
\frac{1}{2} & x=(-1)^{\frac{a-1}{2}} T_{a}(y)(-1)^{\frac{b}{2}} T_{b}(p) \mp(-1)^{\frac{b}{2}-1} \sqrt{1-p^{2}} U_{b-1}(p)(-1)^{\frac{b-1}{2}} \sqrt{1-y^{2}} U_{b-1}(y)\end{cases}
\end{align*}
$$

A similar result can be obtained while $a$ is even and $b$ is odd.

### 4.5.4 Normalised amplitude

Once all expressions of distribution are obtained, the amplitude can be easily calculated according to (4.33).

Firstly, the most interesting point is at position A, where the excitation pulse applies. We can directly apply (4.34) with (4.54) and (4.57).

$$
\begin{align*}
w_{\left.\mathbf{A}\right|_{\mathbf{A}} ^{\mathbf{P}}} & =\iint_{-1}^{1} y^{2} p^{2} \mathscr{D}_{\mathbf{A}}(y) \mathscr{D}_{\mathbf{P} \mid \mathbf{A}(y)}(p) d y d p=\iint_{-1}^{1} y^{2} p^{2} \frac{1}{\pi \sqrt{1-y^{2}}} \frac{1}{\pi \sqrt{1-p^{2}}} d y d p  \tag{4.63}\\
& =\int_{-1}^{1} \frac{y^{2}}{\pi \sqrt{1-y^{2}}} d y \int_{-1}^{1} \frac{p^{2}}{\pi \sqrt{1-p^{2}}} d p=\frac{1}{4}
\end{align*}
$$

The normalised amplitude using time reversal method at position A is $\frac{1}{4}$.
Secondly, we will calculate positions which do not meet the linear combination condition for A and $P$ such that $\mathbf{X} \notin\{a A+b P \mid a, b \in \mathbb{Z}\}$. According to (4.54), (4.57) and (4.59), the normalised amplitude (4.33) becomes:

$$
\begin{align*}
w_{\left.\mathbf{X} \notin\{a A+b P \mid a, b \in \mathbb{Z}\}\right|_{\mathbf{A}} ^{\mathbf{P}}} & =\iiint_{-1}^{1} x y p^{2} \mathscr{D}_{\mathbf{A}}(y) \mathscr{D}_{\mathbf{P} \mid \mathbf{A}(y)}(p) \mathscr{D}_{\mathbf{X} \notin\{a A+b P \mid a, b \in \mathbb{Z}\} \mid \mathbf{A}(y), \mathbf{P}(p)}(x) d y d p d x  \tag{4.64}\\
& =\iiint_{-1}^{1} x y p^{2} \frac{1}{\pi \sqrt{1-y^{2}}} \frac{1}{\pi \sqrt{1-p^{2}}} \frac{1}{\pi \sqrt{1-x^{2}}} d y d p d x \\
& =\int_{-1}^{1} \frac{y}{\pi \sqrt{1-y^{2}}} d y \int_{-1}^{1} \frac{p^{2}}{\pi \sqrt{1-p^{2}}} d p \int_{-1}^{1} \frac{x}{\pi \sqrt{1-x^{2}}} d x \\
& =0
\end{align*}
$$

which implies zero displacement at these positions.
Thirdly, we consider the case where $\mathbf{X} \in\{a A+b P \mid a, b \in \mathbb{Z}\}$ and $a$ and $b$ are both even or both odd.

$$
\begin{aligned}
& w_{\mathbf{X} \in\{a A+b P \mid a, b \text { same parity }\}\}_{\mathbf{A}}^{\mathbf{P}}} \\
= & \iiint_{-1}^{1} x y p^{2} \mathscr{D}_{\mathbf{A}}(y) \mathscr{D}_{\mathbf{P} \mid \mathbf{A}(y)}(p) \mathscr{D}_{\mathbf{X} \in\{a A+b P \mid a, b \text { same parity }\} \mid \mathbf{A}(y), \mathbf{P}(p)}(x) d y d p d x \\
= & \iint_{-1}^{1} \frac{y}{\pi \sqrt{1-y^{2}}} \frac{p^{2}}{\pi \sqrt{1-p^{2}}} \int_{-1}^{1} x \mathscr{D}_{\mathbf{X} \in\{a A+b P \mid a, b \text { same parity }\} \mid \mathbf{A}(y), \mathbf{P}(p)}(x) d x d y d p \\
= & 0
\end{aligned}
$$

As discussed for (4.61), if $a$ and $b$ have the same parity, (4.60) will give an even function $\mathscr{D}(x)$.

## Chapter 4. Acoustic emission source position detection

$x \mathscr{D}(x)$ is odd and its integration on $[1,1]$ is 0 , therefore, the amplitude is 0.
Fourthly, if $a$ is odd and $b$ is even. The distribution function $\mathscr{D}(x)$ shown in (4.62) is now symmetric to $x=(-1)^{\frac{a-1}{2}} T_{a}(y)(-1)^{\frac{b}{2}} T_{b}(p)$.

$$
\begin{align*}
& \int_{-1}^{1} x \mathscr{D} \mathbf{X} \in\{a A+b P \mid a \text { odd }, b \text { even }\} \mid \mathbf{A}(y), \mathbf{P}(p)(x)  \tag{4.66}\\
= & \frac{1}{2}\left((-1)^{\frac{a-1}{2}} T_{a}(y)(-1)^{\frac{b}{2}} T_{b}(p) \pm(-1)^{\frac{b}{2}-1} \sqrt{1-p^{2}} U_{b-1}(p)(-1)^{\frac{b-1}{2}} \sqrt{1-y^{2}} U_{b-1}(y)\right) \\
& +\frac{1}{2}\left((-1)^{\frac{a-1}{2}} T_{a}(y)(-1)^{\frac{b}{2}} T_{b}(p) \mp(-1)^{\frac{b}{2}-1} \sqrt{1-p^{2}} U_{b-1}(p)(-1)^{\frac{b-1}{2}} \sqrt{1-y^{2}} U_{b-1}(y)\right) \\
= & (-1)^{\frac{a-1}{2}} T_{a}(y)(-1)^{\frac{b}{2}} T_{b}(p)
\end{align*}
$$

The normalised amplitude is then:

$$
\begin{align*}
& w_{\mathbf{X} \in\{a A+b P \mid a \text { odd, } b \text { even }\} \mathbf{P}_{\mathbf{R}}^{\mathbf{P}}}  \tag{4.67}\\
= & \left.\iint_{-1}^{1} \frac{y}{\pi \sqrt{1-y^{2}}} \frac{p^{2}}{\pi \sqrt{1-p^{2}}} \int_{-1}^{1} x \mathscr{D} \mathbf{X} \in\{a A+b P \mid a \text { odd }, b \text { even }\} \right\rvert\, \mathbf{A}(y), \mathbf{P}(p) \\
= & \iint_{-1}^{1} \frac{y}{\pi \sqrt{1-y^{2}}} \frac{p^{2}}{\pi \sqrt{1-p^{2}}}(-1)^{\frac{a-1}{2}} T_{a}(y)(-1)^{\frac{b}{2}} T_{b}(p) d y d p d p
\end{align*}
$$

According to [68], $y$ and $p^{2}$ can be written in Chebyshev polynomials of the first kind.

$$
\begin{align*}
y & =T_{1}(y)  \tag{4.68a}\\
p^{2} & =\frac{1}{2}\left(2 p^{2}-1+1\right)=\frac{1}{2}\left(T_{2}(p)+T_{0}(p)\right) \tag{4.68b}
\end{align*}
$$

Noticing their orthogonality properties, the Chebyshev polynomials of the first kind satisfy the following relation [68]:

$$
\int_{-1}^{1} \frac{T_{n}(x) T_{m}(x)}{\sqrt{1-x^{2}}} d x= \begin{cases}0 & n \neq m  \tag{4.69}\\ \pi & n=m=0 \\ \frac{\pi}{2} & n=m \neq 0\end{cases}
$$

Taking (4.68) into (4.67):

$$
\begin{align*}
& w_{\left.\mathbf{X} \in\{a A+b P \mid a \text { odd, } b \text { even }\}\right|_{\mathbf{A}} ^{\mathbf{P}}}  \tag{4.70}\\
= & \int_{-1}^{1}(-1)^{\frac{a-1}{2}} \frac{T_{1}(y) T_{a}(y)}{\pi \sqrt{1-y^{2}}} d y \int_{-1}^{1}(-1)^{\frac{b}{2}} \frac{\frac{1}{2}\left(T_{2}(p)+T_{0}(p)\right) T_{b}(p)}{\pi \sqrt{1-p^{2}}} d p
\end{align*}
$$

According to the orthogonality of the Chebyshev polynomials, the above normalised amplitude is not equal to zero only if $a= \pm 1$ and $b=0$ or $\pm 2$.

- If $a=1$ and $b=0$ which means $x_{X}=x_{A}$, it is the same as the first case for (4.63). Moreover, according to (4.69) and (4.70), $w_{\left.\mathbf{X} \in\{1 A+0 P\}\right|_{A} ^{\mathbf{P}}}=\frac{1}{2} \times \frac{1}{2}=\frac{1}{4}$, which is coherent to previous result.
- If $a=-1$ and $b=0$, because of the constant term $-\frac{\pi}{4}$ appearing in $s_{n}(x)$, there is no position $X$ on $[0,1]$ which can guarantee for all $n$ there is the relation $\sin \left(s_{n}\left(x_{X}\right)\right)=$ $\sin \left(-s_{n}\left(x_{A}\right)\right)$. However, the expression could be established if $\sin \left(s_{n}\left(x_{X}\right)+\pi\right)=-\sin \left(s_{n}\left(x_{A}\right)\right)$. It is related to the second derivative of the amplitude of eigenmodes at position X . The second derivative of eigenmodes can be presented by $\frac{d^{2} \bar{\psi}_{n}(x)}{d x^{2}}=-k_{n}^{\prime 2} \sin \left(k_{n}^{\prime} x-\frac{\pi}{4}\right)$. As the symmetric point of its conditional distribution function is not at zero. It will take a significant value, which is coherent to the fact that at $x_{A}$ there is a peak value for the amplitude.
- If $a=-1$ and $b=2, x_{X}=2 x_{P}-x_{A}$, which is the reflection symmetric position of A to P. According to the definition, $\psi_{\mathbf{X},-a, b}=-\psi_{\mathbf{X}, a,-b}$. Its amplitude is then $w_{\left.\mathbf{X} \in\{-1 A+2 P\}\right|_{\mathbf{A}} ^{\mathbf{P}}}=$ $-\frac{1}{2} \times(-1) \frac{1}{4}=\frac{1}{8}$.
- If $a=1$ and $b=-2$, it is similar to the case while $a=-1$. It corresponds to the second derivative at $x_{X}=2 x_{P}-x_{A}$, which is not zero due to the peak at this position.
- If $a=1$ and $b=2$, similar to previous analysis, there is no $s_{n}\left(x_{X}\right)=s_{n}\left(x_{A}\right)+2 s_{n}\left(x_{P}\right)$ for all $n$. However, it can be reformulated to $\sin \left(s_{n}\left(x_{A}\right)+2 s_{n}\left(x_{P}\right)\right)=\sin \left(s_{n}\left(x_{X}\right)+\frac{\pi}{2}\right)=$ $\cos \left(s_{n}\left(x_{X}\right)\right)$. It corresponds to the first derivative of $\bar{\psi}_{n}(x)$ at $x_{X}=x_{A}+2 x_{P}$ and it has a non-zero value at this position.
Indeed, since $\sin \left(s_{n}\left(x_{X}\right)\right)=\cos \left(s_{n}\left(x_{A}\right)+2 s_{n}\left(x_{P}\right)\right)$, the normalised amplitude value at $x_{X}=x_{A}+2 x_{P}$ can be calculated using the cosine version of (4.60), which can be proved to be always zero for the amplitude obtained by the integration with distribution functions.
- If $a=-1$ and $b=-2$, it is related to the third derivative of $\bar{\psi}_{n}(x)$ at $x_{X}=x_{A}+2 x_{P}$.
- Because $x_{P}$ and $x_{A}$ are defined on $[0,1], 2 x_{P}-x_{A}$ can be inferior to zero, one can calculate the amplitude at $x_{X^{\prime}}=-\left(2 x_{P}-x_{A}\right)$ such that $\sin \left(-\left(2 s_{n}\left(x_{P}\right)-s_{n}\left(x_{A}\right)\right)=\sin \left(s_{n}\left(x_{X^{\prime}}\right)+\frac{\pi}{2}\right)=\right.$ $\cos \left(s_{n}\left(x_{X^{\prime}}\right)\right)$. Similar to the case of $a=1$ and $b=2$, it will give a non zero result for the first order derivative of $\sin \left(s_{n}\left(x_{X^{\prime}}\right)\right)$.
- Otherwise, if $x_{X}=x_{A}+2 x_{P}>0, x_{X^{\prime \prime}}=2-\left(x_{A}+2 x_{P}\right)$ can be studied in order to let $x_{X^{\prime}}$ remain in the range of $[0,1]$. Then, we have $-\sin \left(2 s_{n}\left(x_{P}\right)+s_{n}\left(x_{A}\right)\right)=\sin (2 n \pi-(2(n-$ $\left.\left.\left.\frac{1}{2}\right) \pi x_{P}+\left(n-\frac{1}{2}\right) \pi x_{A}-\frac{3}{4}\right)\right)=\sin \left(2 n \pi-\pi-\left(n-\frac{1}{2}\right) \pi\left(2 x_{P}+x_{A}\right)-\frac{1}{4}\right)=\sin \left(s_{n}\left(x_{X^{\prime \prime}}\right)\right)$ and a peak of $\frac{1}{4}$ will be found at that position.

Fifthly, if $a$ is even and $b$ is odd, we will find an expression similar to (4.70). Because $a$ is even, $a \neq 1$. According to the orthogonality, the integration containing $T_{1}(y) T_{a}(y)$ on $[-1,1]$ is aways equal to zero. Thus the amplitude in this case is always zero.

In brief, the above analysis gives a theoretical calculation of the normalised amplitude on an ideal beam obtained by the time reversal method. The amplitude is nearly zero everywhere except at three positions:

1. At $x_{X}=x_{A}$, the normalised amplitude is $\frac{1}{8}$
2. At $x_{X^{\prime}}=2 x_{P}-x_{A} \in[0,1]$, the normalised amplitude is $\frac{1}{4}$ or at $x_{X^{\prime}}=-2 x_{P}+x_{A} \in[0,1]$, the normalised amplitude is zero, but its first order derivative is not zero, which leads to a positive peak and a negative peak around this position.
3. At $x_{X^{\prime \prime}}=x_{A}+2 x_{P} \in[0,1]$, the normalised amplitude is zero, but the first order derivative at that position is not zero, which leads to a positive peak and a negative peak around this position or $x_{X^{\prime \prime}}=2-\left(x_{A}+2 x_{P}\right) \in[0,1]$ the normalised amplitude is $\frac{1}{4}$

### 4.5.5 Numerical application

Although the theoretical analysis considers the case while $n$ tends to infinity, a numerical application with limited $n$ can still give approximate results to help to visualise the maximum vibration amplitude of an ideal beam.

The first experiment is provided with the first 360 eigenmodes of an ideal beam of length $L=1$. Supposing the piezoelectric sensor is positioned at $x_{P}=0.25$ and the excitation pulse is applied at position $x_{A}=0.4$. The result is obtained by directly summing (4.35) and then dividing by a normalisation factor. According to the theoretical results of the time reversal method for a beam, we should find a maximal pulse at $x_{X_{1}}=x_{A}=0.4$, its normalised amplitude is equal to $\frac{1}{4}$. A second pulse at $x_{X_{2}}=2 x_{P}-x_{A}=0.1$ of $\frac{1}{8}$. And at $x_{X_{3}}=2 x_{P}+x_{A}=0.9$, we will observe a zero point with two peak values around it.

The result is given in Fig. 4.4, because $n$ is limited, there are variations of amplitude and they are more important around peaks. The numerical value gives the same value (four decimal numbers) as the value predicted by the theoretical analysis.

Let's suppose the beam's length is 25 times greater than the size of the piezoelectric sensor. Section 4.2 presented that the vibration-to-voltage relation is available only if the half wavelength


Figure 4.4 - Theoretical time reversal result with 360 eigenmodes. $x_{A}=0.4, x_{P}=0.25$
is greater than the size of the piezoelectric element.

$$
\begin{equation*}
\frac{\lambda}{2} \approx \frac{\pi}{k_{n}^{\prime}}=\frac{\pi}{\left(n-\frac{1}{2}\right) \pi}>\frac{1}{25} \tag{4.71}
\end{equation*}
$$

Above inequality (4.71) gives the relation between the wavenumber and the size multiplier. The maximum eigenmode number $n$ is 25 .


Figure 4.5 - Theoretical time reversal result with 25 eigenmodes. $x_{A}=0.4, x_{P}=0.25$

As shown in Fig. 4.5, if $n$ is small, all components of high frequency are eliminated. The restored excitation pulse becomes much larger. At $x_{X_{3}}$ the distance of two opposite peak is also equal to the shortest wavelength. The amplitude of the main peaks (at $x_{X_{1}}$ ) is 0.241 , and the amplitude of the associated peak (at $x_{X_{2}}$ ) becomes 0.073 . One can observe the amplitude decreases due to the reduction of the number of eigenmodes used for the calculation.

Supposing the position of the piezoelectric sensor is fixed at $x_{P}=0.25$, we can obtain the time reversal results by repeating the experiments for different excitation pulse positions. Fig. 4.6 presents the numerical results as a function of the position of excitation pulses with 25 eigenmodes.


Figure 4.6 - Theoretical time reversal result with a sensor at $x_{P}=0.25$

The diagonal peaks shows the time reversal method can restore the excitation at right positions. Lines which form a rectangle in the graph are related to $l_{1}\left(x_{A}\right)=2 x_{P}+x_{A}, l_{2}\left(x_{A}\right)=2-\left(2 x_{P}+x_{A}\right)$, $l_{3}\left(x_{A}\right)=2 x_{P}-x_{A}$ and $l_{3}\left(x_{A}\right)=-\left(2 x_{P}-x_{A}\right)$.

At position $x_{A}=x_{P}$, the main restored pulse is coincident with the associated pulse. Theoretically, its amplitude becomes $\frac{3}{8}$ and in this graph it is 0.360 . The difference is also due to the reduction of the number of eigenmodes.

### 4.5.6 Guidelines for the excitation pulse position detection of a beam

As predicted by the theoretical analysis, while using the time reversal method to find out excitation pulse positions, simulations result in multiple peaks. Normally, it is sufficient to check the maximum peak, but, in case of multiple excitation sources, it is necessary to consider all the peaks information.

Examining the source position requires firstly the following parameters: position of the piezo $x_{P}$ and size of the piezoelectric element $a$. In case of single excitation source, supposing a maximal value is found at position $x_{M}$, then $x_{M}$ is the position of the original excitation. Of course, there will be associated peaks but with less important amplitudes.

In case of multiple excitations at the same time, supposing we detected multiple local maximal at positions $x_{1} \ldots x_{n}$. The positions of excitation should satisfy that a linear combination of the excitation pulse responses (shown in Fig. 4.6) can restore these peaks (or in the meaning of least mean squares).

### 4.6 Conclusion

The whole process of using the time reversal method has been studied analytically in this chapter. The interactive relation between a plate and piezoelectric sensor/actuator has been modelled, which introduced a second spatial derivative term to the amplitude result and will reduce the angular frequency on the denominator. The fact of using piezoelectric actuators allows having a response more similar to the original response. Thus it is a better way for the application of the time reversal method compared to previous methods using directly the measured displacement.

Then a mathematical method has been proposed to solve the problem of calculating the amplitude on the plate. If the eigenmodes can satisfy all hypotheses, a distribution of the eigenmode amplitude values can be found out for each position. With these distributions, it is easy to calculate the average normalised amplitude at each position.

An application of the proposed method has been given for an ideal beam as an example. The calculation has been detailed for each step: solution of eigenmodes, verification of hypotheses, calculation of distribution functions and finally amplitudes of each position. The results have shown that for an ideal beam, the restored amplitude by the time reversal method will theoretically have four peaks on the beam. The greatest one is exactly at the same position where the original excitation is applied. An associated one is of half amplitude of the main peak and its position is at $x_{X_{2}}=2 x_{P}-x_{A}$ where $x_{P}$ is the position of the piezoelectric element and $x_{A}$ is the position of original excitation. If $2 x_{P}-x_{A}<0$, at $x_{X_{2}}=-\left(2 x_{P}-x_{A}\right)$, two peaks will be found around this position.Similarly, two peaks will be found around the positions $x_{X_{3}}=2 x_{P}+x_{A}$ or one peak at $x_{X_{3}}=2-\left(2 x_{P}+x_{A}\right)$. At the end, a short guideline is given for the detection of the excitation position on a beam based on the pattern of amplitudes.
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This chapter discusses the necessary steps for creating a spatial pulse vibration on a beam as example. Firstly, the peak on the beam according to time reversal method can be modelled by two functions. It allows the theoretical analysis for the reduction of associated peaks. Then, it can be proved that with one or multiple piezoelectric actuator and if their positions can satisfy certain conditions, all the associated peaks can be cancelled out. An optimised actuator arrangement can be then realised. Finally, The damping factor is taken into account. The amplitude coefficient should be adjusted mode by mode in order to restore a perfect pulse vibration.

## Chapter 5. Pulse generation on a beam

### 5.1 Introduction

An ideal generated pulse should be in form of a Dirac function, which can be used then to construct any arbitrary functions. According to the response of an excitation pulse using the time reversal method, one can obtain a vibration with one main peak and several associated peaks. It is sufficient to detect the source position, but not enough for the pulse creation. This is why we should find a method to remove all associated peaks to make the time reversal method applicable for the wave creation.

The idea to improve a time reversal response is to combine multiple responses in order to cancel out the associated peaks. In the previous chapter, we only have demonstrated the existence (positions) of the peaks. If we want to remove them by themselves, it is necessary to represent them mathematically. Fortunately, the function of the peaks can be found in form of a Sinc function, which permits to analytically study where and how to combine different responses to cancel out associated peaks.

The position of the piezoelectric actuator is also proved to be important for the creation of pulses on a beam. The general rule can be obtained form the position solution of associated peaks. The arrangement of multiple piezoelectric actuator will also be intruduced.

As noticed in (4.24), the final amplitude not only depends on eigenmodes related terms but also on a damping term. All the analytical results are obtained while there is only eigenmodes related terms. Thus it is necessary to weight all damping term to a "unitary one" for each mode. The detail will be given at the end of this chapter.

### 5.2 Amplitude pattern and approximate function

According to Section 4.5.4, the time reversal result of an excitation pulse on a beam contains a main peak and several associated peaks. As a single peak is primarily preferred in applications, the idea to improve the time reversal result is to use a combination of these time reversal responses to cancel out associated peaks. According to Fig. 4.4 and Fig. 4.5, the number of eigenmodes plays an important role for the "variation" of the amplitude obtained. It can be also noticed that for the position where the first oder derivative is non-zero, the distance between that position and its closest peak depends on the number of eigenmodes. In oder to remove them correctly, the first thing is to find out mathematical expressions in function of the number of eigenmodes for these peaks.

According to Appendix B, it can be demonstrated that given an integer $n$, the first $n-1$ terms of the projection of $\frac{\sin \left(k_{n}\left(x-x_{A}\right)\right)}{\pi\left(x-x_{A}\right)}$ on the basis generated by eigenmodes of a beam are almost equal to the first $n-1$ terms of the projection of $\delta\left(x-x_{A}\right)$ on the same basis. Its $\mathrm{n}^{\text {th }}$ projection is half of the $\mathrm{n}^{\text {th }}$ projection of the delta function. Its projections with index above $n$ is equal to zero. Thus, given a limited number of eigenmodes to reconstruct an excitation pulse, the result vibration amplitude can be approximated by a Sinc function.

According to this result, one can guess the function for the peak with the presence of a piezoelectric sensor can also be approximated by a Sinc function, but with a normalised amplitude of $\frac{1}{4}$ for the main peak and $\frac{1}{8}$ for the associated peaks. The function of the main peak at $x_{X_{1}}=x_{A}$ can be then written as:

$$
\begin{equation*}
w_{1, \mathbf{A}}(x)=\frac{\sin \left(k_{n}\left(x-x_{X_{1}}\right)\right)}{4 k_{n}\left(x-x_{X_{1}}\right)} \tag{5.1}
\end{equation*}
$$

Similarly, for the associated peaks at positions $x_{X_{2}}=2 x_{P}-x_{A}$ and $x_{X_{3}}=2-\left(2 x_{P}+x_{A}\right)$ (while they are on $[0,1]$ ), the approximate function can be written as:

$$
\begin{align*}
& w_{2, \mathbf{A}}(x)=\frac{\sin \left(k_{n}\left(x-x_{X_{2}}\right)\right)}{8 k_{n}\left(x-x_{X_{2}}\right)}  \tag{5.2}\\
& w_{3, \mathbf{A}}(x)=\frac{\sin \left(k_{n}\left(x-x_{X_{3}}\right)\right)}{8 k_{n}\left(x-x_{X_{3}}\right)} \tag{5.3}
\end{align*}
$$

For the associated peaks at positions $x_{X_{2}}=-\left(2 x_{P}-x_{A}\right)$ and $x_{X_{3}}=2 x_{P}+x_{A}$, we can theoretically find a zero amplitude at that positions with a non zero first-order derivative. The latter implies two opposite peaks around this position. It should be a locally odd function for presenting these peaks. Inspired by the approximate form of the peaks given in (5.1), we find out a function which is able to describe this pattern:

$$
\begin{align*}
w_{2, \mathbf{A}}(x) & =-\frac{1-\cos \left(k_{n}\left(x-x_{X_{2}}\right)\right)}{8 k_{n}\left(x-x_{X_{2}}\right)}  \tag{5.4}\\
w_{3, \mathbf{A}}(x) & =\frac{1-\cos \left(k_{n}\left(x-x_{X_{3}}\right)\right)}{8 k_{n}\left(x-x_{X_{3}}\right)} \tag{5.5}
\end{align*}
$$

Given $n$, the approximate function of the normalised amplitude using time reversal method can be presented by the sum of $w_{1, A}(x), w_{2, A}(x)$ and $w_{3, A}(x)$

$$
\begin{equation*}
w_{\left.\mathbf{X}\right|_{\mathbf{A}} ^{\mathbf{P}}} \approx w_{1, \mathbf{A}}(x)+w_{2, \mathbf{A}}(x)+w_{3, \mathbf{A}}(x) \tag{5.6}
\end{equation*}
$$

The comparison of the approximate function and the sum of eigenmodes is given in Fig. 5.1. The approximate form can indeed represent the sum of eigenmodes. The peaks of the two functions are almost superimposed. These two examples only showed the results at specific positions, however, because the approximate functions are found by chance, the errors for all possible cases should be examined.

The relative error is plotted in Fig. 5.2. According to the hypothesis for the approximation function presented in Section 4.5.4, the hyperbolical part of the eigenmode expression was ignored. This could explain the important relative errors at two ends of the beam in Fig. 5.2a. As the number of eigemodes increases, the relative error becomes smaller. Fig. 5.2b is a zoom of


Figure 5.1 - Comparison of theoretical time reversal result with limited number of eigenmodes and its approximate form. $x_{A}=0.4, x_{P}=0.25$

(a) Eigenmodes number from 5 to 60 and normalised position from 0.01 to 0.99

(b) Eigenmodes number from 20 to 40 and normalised position from 0.1 to 0.9

Figure 5.2 - Amplitude relative error between the sum of eigenmodes and the approximate function $x_{P}=0.25$
the central part. We can notice firstly the relative error at a same normalised position decreases as $n$ increases. Secondly, the relative error is periodic. For $n=4 k+1, k \in \mathbb{Z}$. The relative error between the eigenmodes sum and the approximate function has a local minimum value.


Figure 5.3 - Relative error in function of normalised length for $n=25$ and $n=26$

In order to have a better result, we need an approximate function which has less error possible.

Despite of the global trends of the relative error, locally, the choice of $n$ is also important for the effectiveness of the approximation function. As shown in Fig. 5.3, relative errors in function of normalised length for two neighbour $n$ are plotted. One can notice that it is much smaller for $n=25$ compared to the result of $n=26$, although 26 is greater than 25 . As $n$ depends mainly on the geometry of the beam and the size of the piezoelectric actuator as introduced in Section 4.2, it can lead an optimisation for the size of the structure when applying the above approximate function.

According to (4.71), we have chosen a geometry which implies $n=25$. It can guarantee an relative error around $5 \%$ at the middle of the beam and about $15 \%$ at $x=0.1$.

### 5.3 Cancellation of associated peaks

The associated peaks can be classified in two categories: the first kind is a simple peak which can be described by (5.2) and (5.3); the second kind is one pair of opposite peaks which can be represented by (5.4) and (5.5). In this section, cancellation methods for the removal of these two kinds of peaks will be firstly presented. Then, the case using one piezoelectric actuator to remove all associated peaks will be introduced. Finally, the case using multiple piezoelectric actuators will be also discussed.

### 5.3.1 Cancellation of first kind of associated peaks

Because the first kind of associated peaks and the main peak share the same function type for their approximate functions, one can introduce another excitation pulse response whose maximal peak takes place at the same position as this associated peak.

At position $x_{X_{2}}$, if there is a first kind of associated peaks, the normalised excitation pulse response needed to cancel this peak is then:

$$
\begin{equation*}
w_{\mathbf{X}_{\mathbf{x}_{\mathbf{2}}}^{\mathbf{p}}} \approx w_{1, \mathbf{x}_{2}}(x)+w_{2, \mathbf{x}_{2}}(x)+w_{3, \mathbf{x}_{2}}(x) \tag{5.7}
\end{equation*}
$$

where

$$
\begin{align*}
& w_{1, \mathbf{X}_{2}}(x)=\frac{\sin \left(k_{n}\left(x-x_{X_{21}}\right)\right)}{4 k_{n}\left(x-x_{X_{21}}\right)} \quad x_{X_{21}}=x_{X_{2}}  \tag{5.8a}\\
& w_{2, \mathbf{X}_{2}}(x)= \begin{cases}\frac{\sin \left(k_{n}\left(x-x_{X_{2}}\right)\right)}{8 k_{n}\left(x-x_{X_{2} 2}\right)} & \text { if } x_{X_{22}}=2 x_{P}-x_{X_{2}} \in[0,1] \\
-\frac{1-\cos \left(k_{n}\left(x-x_{X_{2} 2}\right)\right)}{8 k_{n}\left(x-x_{X_{22}}\right)} & \text { if } x_{X_{22}}=-\left(2 x_{P}-x_{X_{2}}\right) \in[0,1]\end{cases}  \tag{5.8b}\\
& w_{3, \mathbf{X}_{2}}(x)= \begin{cases}\frac{1-\cos \left(k_{n}\left(x-x_{X_{23}}\right)\right)}{8} & \text { if } x_{X_{23}}=2 x_{P}+x_{X_{2}} \in[0,1] \\
\frac{\sin \left(k_{n}\left(x-x_{X_{23}}\right)\right.}{8 x_{n}\left(x-x_{X_{23}}\right)} & \text { if } x_{X_{23}}=2-\left(2 x_{P}+x_{X_{2}}\right) \in[0,1]\end{cases} \tag{5.8c}
\end{align*}
$$

Because the amplitude of the associated peak at $x_{X_{2}}$ is half of the main normalised peak, one
can simply use the following expression to cancel out this associated peak.

$$
\begin{equation*}
w(x)=w_{\mathbf{X}_{\mathbf{A}}^{\mathbf{p}}}-\frac{1}{2} w_{\mathbf{X}_{\mathbf{X}_{2}}^{\mathbf{p}}} \tag{5.9}
\end{equation*}
$$

An example is given in Fig. 5.4 with a piezoelectric actuator at $x_{P}=0.25$ and an excitation pulse response at $x_{A}=0.4$. At $x=0.1$, the first kind of peak is fully cancelled as shown in yellow line. The extra effect is the introduction of smaller associated peaks due to $w_{2, \mathbf{X}_{2}}(x)$ and $w_{3, \mathbf{X}_{2}}(x)$. The former is related to the red associated peak at 0.4 in Fig. 5.4. As we have:

$$
\begin{equation*}
x_{X_{22}}=2 x_{P}-x_{X_{2}}=2 x_{P}-\left(2 x_{P}-x_{A}\right)=x_{A} \tag{5.10}
\end{equation*}
$$

this peak takes place at exactly the same position as the original main peak with an relative amplitude of $\frac{1}{4}$ compared to the original one. Another smaller associated peak corresponding to $w_{3, \mathbf{X}_{2}}(x)$ is a second kind of peaks created at $x_{X_{23}}=0.6$.


Figure 5.4 - Cancellation of the associated peak at $x_{X_{2}}=0.1$

If there is a first kind of associated peak at position $x_{X_{3}}=2-\left(2 x_{P}+x_{X_{A}}\right)$, we can find a similar result that $x_{X_{33}}=2-\left(2 x_{P}+x_{X_{3}}\right) 2-\left(2 x_{P}+2-\left(2 x_{P}+x_{X_{A}}\right)\right)=x_{A}$. This result shows that once we compensate a first kind of associated peak with an excitation pulse response, the cost is always a reduction of the main peak by $\frac{1}{4}$ of its amplitude and the introduction of other smaller amplitude associated peaks.

### 5.3.2 Cancellation of second kind of associated peaks

The second kind of peaks consists of a pair of opposite peaks described by the functions (5.4) and (5.5). The general form of these expressions is given in (5.11) and a particular result is just a zoomed and shifted version of it.

$$
\begin{equation*}
f_{c}(x)=\frac{1-\cos \left(k_{n} x\right)}{k_{n} x} \tag{5.11}
\end{equation*}
$$

Because it is an odd function, two opposite Sinc functions can be used to cancel out its peaks. Supposing the shift of the Sinc function is $s$ and the scale factor is $a$. The function of these two opposite Sinc functions can be written as:

$$
\begin{equation*}
f_{s}(x, a, s)=a\left(\frac{\sin \left(k_{n}(x-s)\right)}{k_{n}(x-s)}-\frac{\sin \left(k_{n}(x+s)\right)}{k_{n}(x+s)}\right) \tag{5.12}
\end{equation*}
$$

Then the problem becomes to an optimisation problem to find best parameters $a$ and $s$ which minimise the following objective function:

$$
\begin{equation*}
\underset{a, s}{\operatorname{argmin}} \int_{-\infty}^{\infty}\left(f_{c}(x)-f_{s}(x, a, s)\right)^{2} d x \tag{5.13}
\end{equation*}
$$

The optimised values of $a$ and $s$ can be obtained by applying the Quasi-Newton method to (5.13), the local minimal values closest to $s=0$ (which means no shift) are $(a, s)=(0.61,2.59)$ under $k_{n}=1$ as shown in Fig. 5.5. If $k_{n} \neq 1$, the shift value becomes $s=\frac{2.59}{k_{n}}$ and the scale value is always $a=0.61$.


Figure 5.5 - Plot of the objective function $\int_{-\infty}^{\infty}\left(f_{c}(x)-f_{s}(x, a, s)\right)^{2} d x$ (while $k_{n}=1$ ) around a local minimum value ( $s>0$ and closest to $s=0$ )

As a result, the normalised excitation pulse response needed is (if $x_{X_{3}}$ has a second kind of associated peaks):

$$
\begin{equation*}
w_{\mathbf{X |}_{\mathbf{x}_{3, \pm}}^{\mathbf{p}}}=w_{\mathbf{X |}_{\mathbf{x}_{3,-}}^{\mathbf{p}}}-w_{\mathbf{x}_{\mathbf{x}_{3,+}}^{\mathbf{p}}} \tag{5.14}
\end{equation*}
$$

where $w_{\mathbf{X}_{\mathbf{X}_{3},}^{\mathbf{p}}}$ stands for the response where its main peak is found at $x_{X_{3}}-s$ and $w_{\mathbf{X}_{\mathbf{X}_{3,+}}^{\mathbf{p}}}$ for the one with a main peak at $x_{X_{3}}+s$. They both have three components similar to (5.8).

The suppression of the second kind of peaks is to minus (5.14) multiplied by its scale coefficient.

$$
\begin{equation*}
w(x)=w_{\mathbf{X}_{\mathbf{A}}^{\mathbf{p}}}-\frac{0.61}{2} w_{\mathbf{X}_{\mathbf{x}_{3, \pm}}^{\mathbf{p}}} \tag{5.15}
\end{equation*}
$$

Similar to the previous results for the cancellation of the first kind of associated peaks. Extra ef-
fects are the introduction of the other smaller associated peaks due to $w_{2, \mathbf{X}_{3, \pm}}(x)$ and $w_{3, \mathbf{X}_{3, \pm}}(x)$. One pair of the introduced peaks (second kind) can also be proved to be superposed with the main peak. For example,

$$
\begin{equation*}
x_{X_{32, \pm}}(x)=-\left(2 x_{P}-x_{X_{3, \pm}}\right)=-\left(2 x_{P}-\left(2 x_{P}-x_{A} \pm \frac{s}{k_{n}}\right)\right)=x_{A} \mp \frac{s}{k_{n}} \tag{5.16}
\end{equation*}
$$

The distance between these introduced peaks and the main peak is equal to $\frac{s}{k_{n}}$. According to (5.11), the relative reduction coefficient for the main peak can be then calculated by:

$$
\begin{equation*}
2 \frac{a}{4} \frac{1-\cos \left(k_{n} s\right)}{k_{n} s}=2 \times \frac{0.61}{4} \times \frac{1-\cos (2.59)}{2.59}=0.218 \tag{5.17}
\end{equation*}
$$

which indicates that the compensation of the second kind peak will reduce the main peak by 0.218 of its amplitude.

### 5.3.3 Cancellation with a single piezoelectric actuator

In previous subsections, the methods to cancel the first kind and second kind of associated peaks has been respectively presented. The analysis shows it will not only remove the associated peaks but also reduce the main peak and create other smaller associated peaks. In this section, we will demonstrate if a piezoelectric actuator is put at some specific places, the smaller associated peaks will disappear due to the superposition of themselves.

Considering the case while at the position $x_{X_{2}}$, it has a first kind of peaks and at $x_{X_{3}}$, it has a second kind of peaks, as $x_{X_{22}}$ and $x_{X_{32}}$ will always equal to $x_{A}$ (according to (5.10) and (5.16)), we are interested in $x_{X_{23}}$ and $x_{X_{33}}$.

$$
\begin{align*}
& x_{X_{23}}= \begin{cases}2 x_{P}+x_{X_{2}}=4 x_{P}-x_{A} & \text { if it is in }[0,1] \\
2-\left(2 x_{P}+x_{X_{2}}\right)=2-4 x_{P}+x_{A} & \text { if it is in }[0,1]\end{cases}  \tag{5.18a}\\
& x_{X_{33, \pm}}= \begin{cases}2 x_{P}+x_{X_{3, \pm}}=4 x_{P}+x_{A} \pm \frac{s}{k_{n}} & \text { if it is in }[0,1] \\
2-\left(2 x_{P}+x_{X_{3, \pm}}\right)=2-4 x_{P}-x_{A} \mp \frac{s}{k_{n}} & \text { if it is in }[0,1]\end{cases} \tag{5.18b}
\end{align*}
$$

According to (5.18a) and (5.18b), they can cancel each other only if $4 x_{P}=2-4 x_{P}$. The solution is then $x_{P}=0.25$. It can also be verified that at $x_{X_{23}}$, it will take the first kind of peaks and at $x_{X_{33, \pm}}$, it is a sum of two opposite second kind of peaks. They will cancel out each other at the position $1-x_{A}$.

The same result can be found while at $x_{X_{2}}$ it has a second kind of peaks and at $x_{X_{3}}$ it has a first kind of peaks. Indeed $x_{P}=0.25$ is a special position, because it can be deduced that the value of $2 x_{P} \pm x_{A}=0.5 \pm x_{A}$ is either in $[0,1]$ or out of $[0,1]$ for any $x_{A}$. It has always an associated peak of first kind and another one of second kind.

Fig. 5.6 shows the theoretical result using approximate form for the cancellation of the asso-


Figure 5.6 - Cancellation of associated peaks with one piezoelectric actuator at $x_{P}=0.25$. The calculation is based on the approximate form of the surface amplitude with $n=100$ and $x_{A}=0.4$.
ciated peaks. The most important associated peaks are completely removed. The excitation pulse is given at $x_{A}=0.4$ and the smaller associated peaks cancel each other at $1-x_{A}=0.6$ as predicted. For the amplitude aspect, without the cancellation, the amplitude of the second greatest peak is half of the one of the main peak, and after the removal of associated peaks, the second greatest peak amplitude is about $18 \%$ of the one of the main peak, although the amplitude of the main peak is also reduced by $\frac{1}{4}+0.218=46.8 \%$ compared to the original one.


Figure 5.7 - Results obtained by adding directly the eigenmodes to restore the responses and the effect of cancellation of associated peaks using only eigenmodes sum. $x_{P}=0.25, x_{A}=0.4$

The approximate form of the amplitude helps to provide the analytical relationship between a main response and the responses which cancel out the associated peaks. In practice, we will use directly the eigenmodes to restore an excitation pulse. Fig. 5.7 gives the results by summing eigenmodes using the coefficients obtained in Section 5.3.2. These results show the effectiveness of this method for different number of eigenmodes used.

Moreover, due to the symmetry of the beam, $x=0.75$ can be another position that all the associated peaks can be removed by only one piezoelectric actuator. In brief, with one piezoelectric actuator glued at $x=0.25$ or $x=0.75$, a pulse at any position on a beam (except the two extreme points) can be created using a combination of four excitation pulse responses.

### 5.3.4 Cancellation with multiple piezoelectric actuators

Sometimes, an important amplitude is required, but it cannot be achieved by only one piezoelectric actuator. Multiple piezoelectric actuators should be used in this case. In previous subsection, $x_{P}=0.25$ and $x_{P}=0.75$ are the only positions which allow to cancel out all the associated peak with only one actuator. In this subsection, the method to create a pure pulse using multiple actuators will be discussed.

According to (5.18), one can notice if $x_{X_{23}}$ and $x_{X_{33}}$ correspond to the responses created by different piezoelectric actuators, they can cancel each other only if $4 x_{P_{1}}=2-4 x_{P_{2}}$. Then we have:

$$
\begin{equation*}
x_{P_{1}}=2 \times 0.25-x_{P_{2}} \tag{5.19}
\end{equation*}
$$

which means there should be two piezoelectric actuators symmetrically placed around the position 0.25 . It can be proved by the same way given in Section 5.3.3 that the small associated peaks created by one piezoelectric actuator take place at the same positions as the small associated peaks created by another one.

(a) Comparison between the superposed responses with and without cancellation

(b) Single piezo responses without cancellation

Figure 5.8 - Cancellation of associated peaks using two piezoelectric actuators at $x_{P_{1}}=0.3$ and $x_{P_{2}}=0.2$ given a pulse at position $x_{A}=0.45$ calculated with 100 eigenmodes.

An example using two piezoelectric actuators is given in Fig. 5.8. As $x_{P_{1}}=0.3$ and $x_{P_{2}}=0.2$ can satisfy the condition (5.19), their associated peaks can be cancelled by applying the introduced method and their smaller associated peaks will be cancelled by themselves. The final peak amplitude is 0.276 and the reduction ratio is $44.8 \%$ which is close to the theoretical value
$46.8 \%$. The second greatest peak is 0.565 , which is about $20.5 \%$ to the main peaks.
Compared to the single piezoelectric actuator case, the position of the second greatest peak and its relative amplitude does not change. It is always the peak closest to the main peak. However, at positions of second kind of associated peaks, the relative amplitude decreases. Thus, with multiple piezoelectric actuators, the main peak can have a more important amplitude and its waveform function remains the same as the one created by single piezoelectric actuator. At other positions, the relative amplitude (relative to the main peak amplitude) is closer to zero, which leads to a better spatial pulse quality on the beam.

According to the symmetry of the beam, two piezoelectric actuators which have same distance to $x=0.75$ can also cancel out all associated peaks. As a result, the arrangement of the piezoelectric actuators for the creation of a pulse on the beam should respect the above conditions: they can be placed either at $x=0.25$ and 0.75 or at two positions symmetric with regard to these two points.

### 5.4 Damping effect

According to the expression of (4.24), the damping term appeared in the amplitude expression can be extracted as follows:

$$
\begin{equation*}
f_{d, n}(T)=\frac{1-e^{-2 \zeta_{n} \omega_{n} T}}{4 \zeta_{n} \omega_{n}} \tag{5.20}
\end{equation*}
$$

This coefficient tends to a constant value while the reversal period $T$ increases. While $T \rightarrow \infty$, function (5.20) will reach a saturation level. In general, the greater the term $\zeta_{n} \omega_{n}$ is, the faster it reaches to saturation value. As the final result is a sum of all eigenmodes multiplied by its damping coefficient, the reversal period for the saturation of the total displacement depends on the eigenmode with lowest $\zeta_{n} \omega_{n}$. Which means the amplitude of reconstructed pulse will increase in function of $T$, but if $T$ is great enough, a greater $T$ will not result a significant increase of amplitude.

Normally, we have to choose a value of $T$ that all eigenmodes almost reach its saturation in order to have a best efficience for the creation of a pulse vibration. Once $T$ is chosen, for a concrete application, all the damping coefficients can be obtained by (5.20). Then we can introduce a weight modifier coefficient:

$$
\begin{equation*}
m_{n}=\frac{\sum_{i=1}^{N} f_{d, i}(T)}{N f_{d, n}(T)} \tag{5.21}
\end{equation*}
$$

where $N$ stands for the maximal number of eigenmodes.

If this term is added to (4.24), it becomes:

$$
\begin{align*}
w_{m, \mathbf{A}, \mathbf{P}}(\mathbf{X}, t) & =k_{s} k_{f} \sum_{n} m_{n} \psi_{n}(\mathbf{X}) \psi_{n}(\mathbf{A})\left(\frac{\nabla^{2} \psi_{n}(\mathbf{P})}{\omega_{n}}\right)^{2} \frac{1-e^{-2 \zeta_{n} \omega_{n} T}}{4 \zeta_{n} \omega_{n}} \cos \left(\omega_{n} t\right) e^{-\zeta_{n} \omega_{n} t}  \tag{5.22}\\
& =k_{s} k_{f} \frac{\sum_{i=1}^{N} f_{d, i}(T)}{N} \sum_{n} \psi_{n}(\mathbf{X}) \psi_{n}(\mathbf{A})\left(\frac{\nabla^{2} \psi_{n}(\mathbf{P})}{\omega_{n}}\right)^{2} \cos \left(\omega_{n} t\right) e^{-\zeta_{n} \omega_{n} t}
\end{align*}
$$

The summing term in (5.22) is then free of damping terms and it will finally give a same result as the one in theoretical analysis for the generation of a pulse.

### 5.5 Conclusion

Two functions have been found to represent the main peak and two kinds of associated peaks. The error analysis has been done numerically by enumerating the response on different points on a beam. With the help of these functions, one can deduce that the first kind of peaks can be removed by a main peak with $\frac{1}{2}$ amplitude. A second kind of peaks can be removed by two opposite main peaks with a shift of $\pm \frac{2.59}{k_{n}}$ and with $\frac{0.61}{2}$ of its amplitude.

If piezoelectric actuators are correctly placed, the smaller associated peaks created by the compensation responses can be cancelled out by each other. In the case of a single piezoelectric actuator configuration, one can put the actuator either at $x_{P}=0.25$ or at $x_{P}=0.75$. For multiple actuators arrangement, they should be placed symmetrically with regard to these two positions.

The last thing to consider for the reconstruction of a pulse vibration on a beam is the damping term. Its theoretical expression shows its amplitude depends on the time reversal duration $T$. It should be long enough to have a greater amplitude, but due to the saturation effect, it is meaningless to choose a very great $T$ while all modes almost reach their saturation. Once $T$ is chosen, one can compensate the damping term by a weight modifier, which permits to guarantee a response expression equivalent to the one obtained in the theoretical analysis.
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This chapter presents the modelling of the self-oscillating class-D amplifier used as a drive for piezoelectric actuators. Firstly, the modelling of the amplifier is given. Theoretical studies are made for the first order and the second order configurations. Secondly, a modelling of the non-periodic PWM is achieved, which can be used to analytically study the output signal of the drive and to help the design of the output filter. Thirdly, according to the theoretical analysis, a design is given to meet all the requirements for the application on a piezo-excited vibrating plate.

## Chapter 6. Drive and modelling

### 6.1 Introduction

According to the state of the art for the piezoelectric actuator driving technologies introduced in Section 2.4.5, the self-oscillating class-D amplifier is the best solution to generate arbitrary signals for piezoelectric actuators for our application. With a variable frequency range between 100 Hz and 20 kHz and with a maximal voltage of 150 V , it can reach nearly the limit of switching components. The self-oscillating class-D amplifier has two common topologies: first order and second order. Their typical schematics are given in Fig. 6.1. In order to determine the parameters in the circuit, a modelling will be made, which will deduce a stability criteria depending on these parameters.

The output signal of a self-oscillating class-D amplifier is a non-periodic PWM signal. The calculation of its frequency spectrum is important for the design of the output filter. Theoretical studies have been carried out mainly on periodic PWM signals [2] but not on non-periodic PWM signals. Thus it would be interesting to develop a theoretical representation of nonperiodic PWM signals in order to study theoretical properties of its frequency spectrum and to determine the cutoff frequency for the output low-pass filter.

(a) First order schematic

(b) Second order schematic

Figure 6.1 - Class-D self-oscillating amplifier schematics

(a) First order block diagram

(b) Second order block diagram

Figure 6.2 - Class-D self-oscillating amplifier block diagrams

### 6.2 Self-oscillating class-D amplifiers

As presented in the previous section, Fig. 6.1 gives a general self-oscillating class-D amplifier description. Firstly, the error between the input signal and the feedback signal is integrated. One can note there are two different versions of the integrating part: a first order circuit (Fig. 6.1a) and a second order circuit (Fig. 6.1b). Then the comparator examines the sign of the integrated result and gives the control signals to the MOSFET drivers. After a certain delay caused by electronic components, the output is changed. Its equivalent block diagram is given in Fig. 6.2. Because the self-oscillating amplifier has a $180^{\circ}$ phase shift, we use $r(t)$ to present the reference signal. The governing equations of the system can be written as follows:

$$
\begin{align*}
u(t) & =G_{f} y(t)-G_{i} r(t)  \tag{6.1}\\
w(t) & =-k_{1} \int u(t) d t+A  \tag{6.2}\\
v_{f}(t) & =w(t)  \tag{6.3}\\
v_{s}(t) & =k_{2} \int w(t) d t+\left(1+k_{3}\right) w(t)+B  \tag{6.4}\\
y(t) & =\left\{\begin{array}{llll}
Y & \text { if } & v_{i}\left(t-t_{d}\right)>0 & i \in\{s, f\} \\
0 & \text { if } & v_{i}\left(t-t_{d}\right) \leq 0 & i \in\{s, f\}
\end{array}\right. \tag{6.5}
\end{align*}
$$
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Figure 6.3 - Second order class-D self-oscillating amplifier signals view
where (6.3) represents a first order system. Equation (6.4) is the expression if the second order component is taken into consideration. $A$ and $B$ are constants which depend on initial conditions. $t_{d}$ represents the total system delay. $k_{1}, k_{2}, G_{f}, G_{i}$ are all positive parameters.

The switching frequency is typically several hundreds of kilohertz which is much higher than the reference signal frequency. It can be assumed in a short instance (several switching periods), the value of $r(t)=r>0$ is constant. Moreover, we use two indices $a$ and $b$ to represent the "off" and "on" period for $y(t)$. Supposing time from $t_{0, b}$ to $t_{1, a}, y(t)$ is off and from $t_{1, a}$ to $t_{1, b}, y(t)$ is on, then, from $t_{1, b}$ to $t_{2, a}, y(t)$ goes off again and so on. Thus, the input signal $u(t)$ can be written as:

$$
\begin{align*}
& u_{a}=u(t)=G_{f} \cdot 0-G_{i} r<0 \quad \text { where } \quad t_{n-1, b}<t<t_{n, a}  \tag{6.6}\\
& u_{b}=u(t)=G_{f} Y-G_{i} r>0 \quad \text { where } \quad t_{n, a}<t<t_{n, b} \tag{6.7}
\end{align*}
$$

In order to simplify the notation for each on and off periods, we note $v_{f, n, a}(t)$ and $v_{f, n, b}(t)$ as
the new variables by displacing the origin for each $n$ :

$$
\begin{align*}
& v_{f, n, a}(t)=v\left(t+t_{n-1, b}\right)  \tag{6.8}\\
& v_{f, n, b}(t)=v\left(t+t_{n, a}\right) \tag{6.9}
\end{align*}
$$

$$
\begin{array}{r}
0<t<t_{n, a}-t_{n-1, b} \\
0<t<t_{n, b}-t_{n, a}
\end{array}
$$

For the first order system according to (6.2),(6.3) and (6.8):

$$
\begin{align*}
& v_{f, n, a}(t)=-u_{a} k_{1} t+A_{n, a}  \tag{6.10}\\
& v_{f, n, b}(t)=-u_{b} k_{1} t+A_{n, b} \tag{6.11}
\end{align*}
$$

with continuity and switching conditions:

$$
\begin{align*}
& A_{n, b}=v_{f, n, a}\left(T_{n, a}\right)=-u_{a} k_{1} T_{n, a}+A_{n, a} \quad \text { where } T_{n, a}=t_{n, a}-t_{n-1, b}  \tag{6.12}\\
& A_{n+1, a}=v_{f, n, b}\left(T_{n, b}\right)=-u_{b} k_{1} T_{n, b}+A_{n, b} \quad \text { where } T_{n, b}=t_{n, b}-t_{n, a}  \tag{6.13}\\
& v_{f, n, a}\left(T_{n, a}-t_{d}\right)=0  \tag{6.14}\\
& v_{f, n, b}\left(T_{n, b}-t_{d}\right)=0 \tag{6.15}
\end{align*}
$$

Similar to the first order system, with the notation $w_{n, a}, w_{n, b}, v_{s, n, a}, v_{s, n, b}$ for new displaced variables as shown in Fig. 6.3, the equations for the second order system are:

$$
\begin{align*}
w_{n, a}(t) & =-u_{a} k_{1} t+A_{n, a}  \tag{6.16}\\
w_{n, b}(t) & =-u_{b} k_{1} t+A_{n, b}  \tag{6.17}\\
v_{s, n, a}(t) & =-\frac{u_{a} k_{1} k_{2}}{2} t^{2}+\left(k_{2} A_{n, a}-\left(1+k_{3}\right) k_{1} u_{a}\right) t+C_{n, a}  \tag{6.18}\\
v_{s, n, b}(t) & =-\frac{u_{b} k_{1} k_{2}}{2} t^{2}+\left(k_{2} A_{n, b}-\left(1+k_{3}\right) k_{1} u_{b}\right) t+C_{n, b} \tag{6.19}
\end{align*}
$$

where $C_{n, a}=\left(1+k_{3}\right) A_{n, a}+B_{n, a}$ and $C_{n, b}=\left(1+k_{3}\right) A_{n, b}+B_{n, b}$ are constants and an example of the signals is given in Fig. 6.3. The switching conditions are also similar to previous ones:

$$
\begin{align*}
& A_{n, b}=w_{n, a}\left(T_{n, a}\right)  \tag{6.20}\\
& A_{n+1, a}=w_{n, b}\left(T_{n, b}\right)  \tag{6.21}\\
& C_{n, b}=v_{s, n, a}\left(T_{n, a}\right)  \tag{6.22}\\
& C_{n+1, a}=v_{s, n, b}\left(T_{n, b}\right)  \tag{6.23}\\
& v_{s, n, a}\left(T_{n, a}-t_{d}\right)=0  \tag{6.24}\\
& v_{s, n, b}\left(T_{n, b}-t_{d}\right)=0 \tag{6.25}
\end{align*}
$$

Until now, all necessary equations have been established with which the system can be studied and analysed.
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### 6.3 System properties

The first order is very simple. Many articles give the solution [80][10]. Contrarily, the solution for the second order system is not obvious. Cox et al. [26] tried to mathematically analyse the periodic modulation of second order class-D amplifier, but it merely appears difficult for a fixed frequency case. Some related works about fixed frequency PWM class-D amplifiers mentioned that the second order system would always introduce a higher distortion due to the contributions of DC errors [98][60]. While for phase-shift self-oscillating topologies, experiments show that a second order system will lead to less distortion [82][61]. In this section, firstly, we will demonstrate the existence of solutions and give the stability criteria of the second order system. Secondly, based on the analytical result, the different roles of system parameters will be discussed.

### 6.3.1 Iterative expressions

The first step is to solve (6.25) which can be transformed into a quadratic equation with $t_{r}=T_{n, a}-t_{d}$ as in (6.26). Because it is in the interval where $y(t)$ has been turned off at $t_{n-1, b}$, from (6.5) and (6.23), it can be seen that $C_{n, a}<0$, which ensures the discriminant of (6.26) to be greater than 0 and thus it has two different roots.

$$
\begin{equation*}
-\frac{u_{a} k_{1} k_{2}}{2} t_{r}^{2}+\left(k_{2} A_{n, a}-\left(1+k_{3}\right) k_{1} u_{a}\right) t_{r}+C_{n, a}=0 \tag{6.26}
\end{equation*}
$$

Only the smallest positive root of (6.26) can meet the condition (6.5). Thus, the solution is:

$$
\begin{equation*}
t_{r}=\frac{k_{2} A_{n, a}-\left(1+k_{3}\right) k_{1} u_{a}-\sqrt{\left(k_{2} A_{n, a}-\left(1+k_{3}\right) k_{1} u_{a}\right)^{2}+2 u_{a} k_{1} k_{2} C_{n, a}}}{u_{a} k_{1} k_{2}} \tag{6.27}
\end{equation*}
$$

Bringing $T_{n, a}=t_{r}+t_{d}$ into (6.20) and (6.21), expressions without time variable can be then found as follows:

$$
\begin{align*}
& A_{n, b}=\frac{\sqrt{\Delta_{n, a}}}{k_{2}}+\frac{1+k_{3}}{k_{2}} k_{1} u_{a}-t_{d} k_{1} u_{a}  \tag{6.28}\\
& C_{n, b}=t_{d} \sqrt{\Delta_{n, a}}-\frac{k_{1} k_{2} u_{a}}{2} t_{d}^{2}  \tag{6.29}\\
& \Delta_{n, a}=\left(k_{2} A_{n, a}-\left(1+k_{3}\right) k_{1} u_{a}\right)^{2}+2 u_{a} k_{1} k_{2} C_{n, a} \tag{6.30}
\end{align*}
$$

Similarly, the variables at $t_{n+1, a}$ can be written as:

$$
\begin{align*}
& A_{n+1, a}=-\frac{\sqrt{\Delta_{n, b}}}{k_{2}}+\frac{1+k_{3}}{k_{2}} k_{1} u_{b}-t_{d} k_{1} u_{b}  \tag{6.31}\\
& C_{n+1, a}=-t_{d} \sqrt{\Delta_{n, b}}-\frac{k_{1} k_{2} u_{b}}{2} t_{d}^{2}  \tag{6.32}\\
& \Delta_{n, b}=\left(k_{2} A_{n, b}-\left(1+k_{3}\right) k_{1} u_{b}\right)^{2}+2 u_{b} k_{1} k_{2} C_{n, b} \tag{6.33}
\end{align*}
$$

As all $k, u, t_{d}$ are constant, the new initial values of $A$ and $C$ for the next time interval only depend on previous $A$ and $C$. By combining (6.27)-(6.33), we can construct the iterative functions:

$$
\begin{align*}
& \left(A_{n, b}, C_{n, b}\right)=f_{b, a}\left(A_{n, a}, C_{n, a}\right)  \tag{6.34}\\
& \left(A_{n+1, a}, C_{n+1, a}\right)=f_{a, b}\left(A_{n, b}, C_{n, b}\right)  \tag{6.35}\\
& \left(A_{n+1, a}, C_{n+1, a}\right)=f_{a, b} \circ f_{b, a}\left(A_{n, a}, C_{n, a}\right)=f_{a}\left(A_{n, a}, C_{n, a}\right)  \tag{6.36}\\
& \left(A_{n+1, b}, C_{n+1, b}\right)=f_{b, a} \circ f_{a, b}\left(A_{n, b}, C_{n, b}\right)=f_{b}\left(A_{n, b}, C_{n, b}\right) \tag{6.37}
\end{align*}
$$

where $f$ are functions which map the integrator constant from the current "on" and "off" period to the next period.

### 6.3.2 Existence of solution

If (6.36) and (6.37) have respectively a fixed point, the system will have a stable solution. Straightforward calculation may be difficult because it is indeed a quartic function, the verification of its discriminants will be very time consuming and exhausting. Thus, we prefer to only give a proof of the existence of solution by applying Brouwer theorem. Because $f_{a}$ and $f_{b}$ are well continuous thanks to its definition, the problem can be transformed to prove that it exists a compact space E that the image of $f(E)$ is still in $E$.

According to (6.7) and (6.32), it is easy to find that $C_{n, a}$ is always negative and $A_{n+1, a}$ remains also negative if $C_{n, a}$ and $A_{n, a}$ are negative. The upper closed bounded boundaries are found. Next, we examine the function $f_{a}$ by three cases for lower boundaries: the following i) and ii) will give demonstrations that with a large enough boundary, $A_{n+1, a}$ and $C_{n+1, a}$ are bounded; While in iii), it will be proved that all the internal points with a large enough boundary are bounded.
i) Relation between $A_{n, a}$ and $A_{n+1, a}$ with $0 \gg q A_{n, a}=C_{n, a}$

The conditions in this section are that 1). $\left|A_{n, a}\right|$ and $\left|C_{n, a}\right|$ are big enough and 2). It exists a constant factor $q$ as the ratio between them. Equation (6.31) can be divided into two parts: the first one $A_{p_{1}}$ depends on $A_{n, b}$ and $C_{n, b}$; the second part $A_{p_{2}}$ depends only on the system
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parameters. We would like to have $A_{p_{1}}>-A_{n, b}$ and $A_{p_{1}}>0$ so that $A_{n+1, a}>-A_{n, b}$.

$$
\begin{align*}
& A_{p_{1}}=-\frac{\sqrt{\Delta_{n, b}}}{k_{2}}  \tag{6.38}\\
& A_{p_{2}}=\left(\frac{1+k_{3}}{k_{2}}-t_{d}\right) k_{1} u_{b} \tag{6.39}
\end{align*}
$$

Because $k_{1}$ and $u_{b}$ are positive, the condition for $A_{p_{2}}>0$ is:

$$
\begin{equation*}
\frac{1+k_{3}}{k_{2}}>t_{d} \tag{6.40}
\end{equation*}
$$

For $A_{p_{1}}$, taking (6.28), (6.29) and (6.33) into (6.38) and leaving the second order term of $A_{n, b}$ in its discriminant, $A_{p_{1}}$ becomes:

$$
\begin{equation*}
A_{p_{1}}=-\frac{k_{2}^{2} A_{n, b}^{2}-2\left(\left(1+k_{3}\right)-k_{2} t_{d}\right) k_{1} k_{2} u_{b} \frac{\sqrt{\Delta_{n, a}}}{k_{2}}+D}{k_{2}} \tag{6.41}
\end{equation*}
$$

where $D$ is a constant term depending only on system parameters. When $\left|A_{n, a}\right|$ and $\left|C_{n, a}\right|$ are big enough, $A_{n, b}$ trends to $-A_{n, a}$ and so is $\frac{\Delta_{n, a}}{k_{2}}$. In (6.41), $D$ becomes negligible. If (6.40) is satisfied, the value of the term with in (6.41) is negative. Then, we have $A_{p_{1}}>-A_{n, b}$ and thus $A_{n+1, a}>-A_{n, b}$.

In the same way, it can be proved that if (6.40) was true, we also have $A_{n, b}<-A_{n, a}$. Finally, the relation $A_{n+1, a}>A_{n, a}$ can be deduced.
ii) Relation between $C_{n, a}$ and $C_{n+1, a}$ while $0 \gg q A_{n, a}=C_{n, a}$

According to (6.28), (6.29) and (6.30), while $\left|A_{n, a}\right|$ and $\left|C_{n, a}\right|$ are big enough, we use big theta notations $\Theta$ (asymptotic notation) to present the boundaries of following functions:

$$
\begin{align*}
\Delta_{n, a} & =\Theta\left(k_{2}^{2} A_{n, a}^{2}\right)  \tag{6.42}\\
A_{n, b} & =\Theta\left(\left|A_{n a}\right|\right)  \tag{6.43}\\
C_{n, b} & =\Theta\left(\left|t_{d} k_{2} A_{n, a}\right|\right) \tag{6.44}
\end{align*}
$$

Then, taking (6.42), (6.43) and (6.44) into (6.31), (6.32) and (6.33), we have:

$$
\begin{align*}
& \Delta_{n, b}=\Theta\left(k_{2}^{2} A_{n, a}^{2}\right)  \tag{6.45}\\
& A_{n+1, a}=\Theta\left(-\left|A_{n, a}\right|\right)  \tag{6.46}\\
& C_{n+1, a}=\Theta\left(-\left|t_{d} k_{2} A_{n, a}\right|\right) \tag{6.47}
\end{align*}
$$

According to (6.47), it exists a positive constant $q>t_{d} k_{2}$ that when $A_{n, a}$ is big enough, $C_{n+1, a}$ is always smaller than $q A_{n, a}=C_{n, a}$.
iii) Relation between $A_{n, a}$ and $A_{n+1, a}$ while $q A_{n, a}=-C_{n, a} \gg 0$

According to (6.46), for an $A_{n, a}$ big enough, its image for the next period $A_{n+1, a}$ should be negative so that we always have $A_{n+1, a}<A_{n, a}$ in this case.
iv) Image of $A_{n, a}$ and $C_{n, a}$ while $A_{\mathbf{b i g}}>A_{n, a}>-2 A_{\mathbf{b i g}}$ and $0>C_{n, a}>-C_{\mathbf{b i g}}=-q A_{\mathbf{b i g}}$

We define the notation $\left(x_{1}, y_{1}\right)>\left(x_{2}, y_{2}\right)$ if and only if $x_{1}>x_{2}$ and $y_{1}>y_{2}$. In this subsection, the objective is to prove that given $\left|A_{n, a}\right|$ and $\left|C_{n, a}\right|$ big enough, we always have $f\left(A_{n, a}, C_{n, a}\right)>$ $f\left(-2 A_{\mathrm{big}},-C_{\mathrm{big}}\right)$.

Introducing $A_{p}=\max \left(\frac{\left(1+k_{3}\right) k_{1}}{k_{2}\left|u_{1}\right|}, \frac{\left(1+k_{3}\right) k_{1}}{k_{2}\left|u_{2}\right|}\right)$, while $\left(A_{p}, 0\right)>\left(A_{n, a}, C_{n, a}\right)>\left(-A_{p},-q A_{p}\right)$, because $f$ is a continuous function which does not have any singularity point, $f\left(A_{n, a}, C_{n, a}\right)$ is indeed bounded by a pair ( $A_{\text {bound }}, C_{\text {bound }}$ ).

Otherwise, if $A_{\mathrm{big}}>A_{n, a}>A_{p}$, as discussed in iii). and $C_{n, a}$ is always negative, we have $\left(A_{\mathrm{big}}, 0\right)>f\left(A_{n, a}, C_{n, a}\right)$. One can also see when $\left(-A_{p},-q A_{p}\right)>\left(A_{n, a}, C_{n, a}\right)>\left(-2 A_{\mathrm{big}},-C_{\mathrm{big}}\right)$, the image of $f$ drops into a monotonic interval. The relation $f\left(A_{n, a}, C_{n, a}\right)>f\left(-2 A_{\mathrm{big}},-C_{\mathrm{big}}\right)>$ $\left(-2 A_{\mathrm{big}},-C_{\mathrm{big}}\right)$ is always true.

As a result, it exists a pair $\left(-A_{\mathrm{big}},-C_{\mathrm{big}}\right)$ that for all $\left(A_{\mathrm{big}}, 0\right)>\left(A_{n, a}, C_{n, a}\right)>\left(-2 A_{\mathrm{big}},-C_{\mathrm{big}}\right)$, we have $\left(A_{\mathrm{big}}, 0\right)>f\left(A_{n, a}, C_{n, a}\right)>\left(-2 A_{\mathrm{big}},-C_{\mathrm{big}}\right)$.

## v) Conclusion

Finally, according to i)., ii)., iii). and iv)., it exists a pair $\left(A_{m}, C_{m}\right)=\left(A_{m}, q A_{m}\right)$ with an $A_{m}$ big enough and we can define a compact square space $\mathbf{E}$ that $\mathbf{E}=\left[\begin{array}{lll}-2 A_{m} & A_{m}\end{array}\right] \times\left[\begin{array}{ll}-C_{m} & 0\end{array}\right]$. Under the condition of (6.40), for all pairs $P \in \mathbf{E}$, we have $f_{a}(P) \in \mathbf{E}$, together with the continuity property of $f$, the preliminary conditions of Brouwer theorem are satisfied. So, it exists a fixed element $P_{\text {fix }}=\left(A_{a}, C_{a}\right)$ that $P_{\text {fix }}=f_{a}\left(P_{\text {fix }}\right)$.

It can be easily found that $\left(A_{b}, C_{b}\right)=f_{a, b}\left(P_{\text {fix }}\right)$ is a fixed point of $f_{b}$ as well. From now on, we have the right to use the fixed point for other numerical applications.

### 6.3.3 Second order system stability criteria

According to Fig. 6.1 and Fig. 6.2, the system parameters are:

$$
\begin{align*}
k_{1} & =\frac{1}{C_{1}}  \tag{6.48}\\
k_{2} & =\frac{1}{C_{2} R_{2}}  \tag{6.49}\\
k_{3} & =\frac{C_{1}}{C_{2}} \tag{6.50}
\end{align*}
$$

As discussed in the previous subsections, equation (6.40) is the condition to ensure the existence of the stable point. Taking (6.49) and (6.50) into (6.40), we have:

$$
\begin{equation*}
R_{2}>\frac{t_{d}}{C_{1}+C_{2}} \tag{6.51}
\end{equation*}
$$

It can be noticed the shorter the delay is, the more stable the system is. And $R_{2}$ should be big enough to adapt the delay time. Normally, in our practice, $R_{2}$ is set to be 5 or 10 times greater than its critical value.

Moreover, $R_{2}$ also affects the converging velocity while the solution exists. One can find that while $R_{2}$ tends to infinity, the system reduces to first order and it will enter stable state after one switching period.

### 6.3.4 Modulation index and period

In a steady state, A and C should be constant. Replacing $A_{n+1, a}$ by $A_{n, a}$ in (6.21) and merging to (6.16) and (6.17), the switching time can be obtained:

$$
\begin{align*}
T_{a} & =\frac{A_{n, b}-A_{n, a}}{-u_{a} k_{1}}  \tag{6.52}\\
T_{a} & =\frac{A_{n, a}-A_{n, b}}{-u_{b} k_{1}} \tag{6.53}
\end{align*}
$$

The ratio (modulation index) $k^{\prime}$ between "on" interval and one period is:

$$
k^{\prime}=\frac{T_{b}}{T_{a}+T_{b}}=-\frac{u_{a}}{u_{a}+u_{b}} \quad k^{\prime} \in\left[\begin{array}{ll}
0 & 1 \tag{6.54}
\end{array}\right]
$$

This result is the same as the solution of (6.10)-(6.15) for the first order system. Otherwise, the switching period for both first order and second order is:

$$
\begin{equation*}
T=\frac{A_{n, a}-A_{n, b}}{\min \left(1-k^{\prime}, k^{\prime}-1\right) u_{a} k_{1}} \tag{6.55}
\end{equation*}
$$

which can be examined later either by direct calculation (first order system) or by the value obtained at steady state (second order system).

### 6.4 Spectral analysis for non-periodic PWM

The objective of this section is to propose a general analytical method to evaluate the nonperiodic PWM. Because the total harmonic distortion (THD) is often used to evaluate the quality of the output signal, the most straight-forward method is to calculate the spectral distribution of the output signal. Due to the non-periodic nature of the self-oscillating amplifier, it is not obvious to apply the direct calculation to obtain an analytical result. As a result, a new method is needed to solve this problem.

The idea in this section is, firstly, separately study each rectangular wave element of a PWM with Fourier transform, and then, put them together. In the second place, we will demonstrate that a PWM waveform is similar to the sum of two saw-tooth waves which can lead to further simplifications, especially for self-oscillating PWM.

### 6.4.1 Rectangular wave

Each "on" and "off" element of a PWM wave is a single rectangular wave. According to Fig. 6.4, supposing the signal is $T$ periodic, the duration of one element is $D$ and it switches between - $A$ and $A$ (where $A$ is the amplitude), we can obtain the expression for one PWM element as in (6.56). Normally the ratio $k$ ( $k$ is defined in $\left[\begin{array}{ll}-1 & 1\end{array}\right]$ and $k=2 k^{\prime}-1$ ) of the PWM element depends on the value of the original function $f(t)$. One can use the middle value $f\left(t_{m}\right)$, $m \in \llbracket 1, M \rrbracket$ ( $M$ is the number of square elements inside "on" period) to determine the ratio for an element. Supposing the maximum allowable value of signal is $\mathrm{A}, k$ is then equal to $\frac{f\left(t_{m}\right)}{A}$.

Firstly, we calculate the Fourier coefficients of one element $g_{\text {rec }}(t)$ :

$$
\begin{align*}
& g_{r e c}(t)= \begin{cases}A & -\frac{D}{2}<t<\frac{k D}{2} \\
-A & \frac{k D}{2}<t<\frac{D}{2} \\
0 & \text { else }\end{cases}  \tag{6.56}\\
& C_{n}^{r e c}=\frac{1}{T} \int_{-\frac{D}{2}}^{\frac{k D}{2}} A e^{-i n \omega_{0} t} d t+\frac{1}{T} \int_{\frac{k D}{2}}^{\frac{D}{2}}-A e^{-i n \omega_{0} t} d t=\frac{A}{n \pi} e^{n \pi \frac{k D}{T}}-i \frac{A}{n \pi} \cos \left(n \pi \frac{D}{T}\right) \tag{6.57}
\end{align*}
$$

where $\omega_{0} T=2 \pi$.

Then, we sum up all the Fourier coefficients of each element together by shifting the element over time $t_{m}$. Noticing each element has a different duration and modulation ratio, one can sum up each element shown in Fig. 6.4b with the index $m$.


Figure 6.4 - Steps for the study of a non-periodic PWM


Figure 6.5 - Slash wave

$$
\begin{equation*}
C_{n}^{P W M}=\sum_{m} C_{n}^{r e c} e^{-i 2 \pi n \frac{t_{m}}{T}}=\sum_{m} \frac{A}{n \pi} e^{n \pi \frac{k_{m} D_{m}}{T}} e^{-i 2 \pi n \frac{t_{m}}{T}}-\sum_{m} \frac{i A}{n \pi} \cos \left(n \pi \frac{D_{m}}{T}\right) e^{-i 2 \pi n \frac{t_{m}}{T}} \tag{6.58}
\end{equation*}
$$

### 6.4.2 Slash wave

Similar to the rectangular wave, a slash wave can also be defined with the periodic parameter $T$ and its local element duration $D$. The slash wave function $g_{s l}(t)$ is:

$$
g_{s l}(t)= \begin{cases}\frac{A}{D} t & -\frac{D}{2}<t<\frac{D}{2}  \tag{6.59}\\ 0 & \text { else }\end{cases}
$$

Its Fourier transform coefficients are:

$$
\begin{equation*}
C_{n}^{s l}=\frac{1}{T} \int_{-\frac{D}{2}}^{\frac{D}{2}} \frac{A}{D} t e^{-i n \omega_{0} t} d t=-\frac{i A}{n \pi} \cos \left(n \pi \frac{D}{T}\right)+\frac{i A T}{n^{2} \pi^{2} D} \sin \left(n \pi \frac{D}{T}\right) \tag{6.60}
\end{equation*}
$$

It is trivial to find the last term of (6.57) and the first term of (6.60) are the same. If they are summed up with a same series of $D_{m}$, these terms are still equivalent.

Due to the symmetry of the PWM waveform, for the other half of the expression, we want to demonstrate that it is also related to a part of slash wave (sawtooth waveform when summed up) and the candidate should be:

$$
\begin{align*}
& g_{s l_{2}}(t)= \begin{cases}-\frac{A}{D} t & -\frac{D}{2}<t<\frac{D}{2} \\
0 & \text { else }\end{cases}  \tag{6.61}\\
& \sum_{m} C_{n}^{s l_{2}}=\sum_{m} \frac{i A}{n \pi} \cos \left(n \pi \frac{D_{m}^{\prime}}{T}\right) e^{-i 2 \pi n \frac{t_{m}^{\prime}}{T}}-\sum_{m} \frac{i A T}{n^{2} \pi^{2} D_{m}^{\prime}} \sin \left(n \pi \frac{D_{m}^{\prime}}{T}\right) e^{-i 2 \pi n \frac{t_{m}^{\prime}}{T}} \tag{6.62}
\end{align*}
$$

where $D_{m}^{\prime}=D_{m}\left(\frac{1}{2}-k_{m}\right)+D_{m+1}\left(\frac{1}{2}+k_{m+1}\right)$ and $t_{m}^{\prime}=t_{m}+k_{m} D_{m}+\frac{D_{m}^{\prime}}{2}$. Now the objective is to demonstrate that the first term of (6.62) is equal to the first term of (6.58) while $n \geq 1$. The easiest method is via graphics.

According to the inverse Fourier transform, as shown in Fig. 6.6a, the expression $\frac{A}{n \pi} e^{n \pi \frac{k D}{T}}$ in time domain is a line from $-\frac{T}{2}$ to $\frac{k D}{2}$ and from $\frac{k D}{2}$ to $\frac{T}{2}$ with a slope of $\frac{2 A}{T}$. The entire waveform is centrosymmetric at $\frac{k D}{2}$.

The inverse Fourier transform of $\frac{i A}{n \pi} \cos \left(n \pi \frac{D_{n}^{\prime}}{T}\right)$ is given in Fig. 6.6b. It is centrosymmetric and have zeros at $-\frac{T}{2}, 0$ and $\frac{T}{2}$. The points $-\frac{D^{\prime}}{2}$ and $\frac{D^{\prime}}{2}$ separate the lines into three segments with the same slope of $\frac{2 A}{T}$.

First of all, for the most trivial case where the PWM contains only one element with $50 \%$ ratio, thus $D=T$ and $k_{n}=0$, it is obvious that $\sum_{m} \frac{i A}{n \pi} \cos \left(n \pi \frac{D_{m}^{\prime}}{T}\right) e^{-i 2 \pi n \frac{t_{m}^{\prime}}{T}}=\sum_{m} \frac{A}{n \pi} e^{n \pi \frac{k_{m} D_{m}}{T}} e^{-i 2 \pi n \frac{t_{m}}{T}}$ due to the identical waveform.

Then, if we delay the step down instant of a PWM element $D_{m}$ for $\Delta D$ as shown in Fig. 6.7, in
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Figure 6.6 - Inverse Fourier transform results
the two cases, the difference inside $\Delta D$ (hatched area) is $2 A$. Besides, in Fig. 6.7a, the waveform moves to the right and the vertical difference becomes $-\Delta D \frac{2 A}{T}$ outside $\Delta D$. In Fig. 6.7b, due to the change of symmetry centre, waveforms for $D_{n}^{\prime}$ and $D_{n-1}^{\prime}$ raised both $-\frac{\Delta D A}{T}$, thus the total displacement is $-\frac{2 \Delta D A}{T}$ for each instant $t$ outside $\Delta D$. As a result, all the values are changing in the same way for the two cases, thus, they are always identical to each other.

Similarly, we can also obtain the same result if we delay the step up instant of a PWM element. In the two cases, the sum of the waves for each instant remains identical.

Thanks to the two points above, we can recursively demonstrate the problem. Based on the most trivial case, we can add new zero period elements which can then be transformed to cover all possibilities of PWM and the equality is always guaranteed by the second point. Thus, the conclusion is that the equality $\sum_{m} \frac{i A}{n \pi} \cos \left(n \pi \frac{D_{m}^{\prime}}{T}\right) e^{-i 2 \pi n \frac{t_{m}^{\prime}}{T}}=\sum_{m} \frac{A}{n \pi} e^{n \pi \frac{k_{m} D_{m}}{T}} e^{-i 2 \pi n \frac{t_{m}}{T}}$ is always true for $n \geq 1$.

### 6.4.3 Sum of two sawtooth waves

According to previous subsection, the sum of the two sawtooth waves is:

$$
\begin{align*}
& \sum_{m} C_{0}^{s l}+\sum_{m} C_{0}^{s l 2}=0  \tag{6.63}\\
& \sum_{m} C_{n}^{s l}+\sum_{m} C_{n}^{s l 2}=C_{n}^{P W M}+\sum_{m} \frac{i A T}{n^{2} \pi^{2} D_{m}} \sin \left(n \pi \frac{D_{m}}{T}\right) e^{-i 2 \pi n \frac{t_{m}}{T}}-\sum_{m} \frac{i A T}{n^{2} \pi^{2} D_{m}^{\prime}} \sin \left(n \pi \frac{D_{m}^{\prime}}{T}\right) e^{-i 2 \pi n \frac{t_{m}^{\prime}}{T}} \tag{6.64}
\end{align*}
$$



Figure 6.7 - Delay of $\Delta D$ for the step down of $D_{n}$

As the average value of each element is zero, the sine dependent components of the sawtooth waves reflect the average value during each element $D_{m}$ or $D_{m}^{\prime}$. Thus, the inverse Fourier transform of the last two terms of (6.64) is approximate to the original function $-f\left(t_{m}\right)$. At last, it can be concluded that the sum of two sawtooth waves represents only the harmonics of the PWM compared to original waveform $f\left(t_{m}\right)$.

### 6.5 Application on self-oscillating PWM

The PWM wave of a class-D self-oscillating amplifier is modellized in sections 6.2, the period of one element can be obtained by (6.55). Supposing $A_{n, a}-A_{n, b}$ being almost constant, we can use $T_{\text {min }}$ to replace $\frac{A_{n, a}-A_{n, b}}{u_{a} k_{1}}$ which is around two times of the physical delay of the system. For simplicity, we suppose $T_{\min }$ is a constant for all elements in the PWM. Thus, each element has a variant duration $D_{m}$ which depends only on the middle value $f\left(t_{m}\right)$ :

$$
\begin{equation*}
D_{m}=\frac{T_{\min }}{\min \left(\frac{k_{m}+1}{2}, \frac{1-k_{m}}{2}\right)} \tag{6.65}
\end{equation*}
$$



Figure 6.8 - PWM waveform obtained by self-oscillating amplifier

According to the nature of this kind of PWM, from Fig. 6.8b, one can notice that $D_{m}$ and $D_{m}^{\prime}$ share the same high level part. As their low level parts also have the same value $T_{\min }$, we have $D_{m}=D_{m}^{\prime}$. Indeed, (6.65) determines the $T_{\min }$ position in an element. If $k_{m}>0$, as shown in Fig. 6.8b, the $T_{\min }$ part is on the right in an element, so $D_{m}=D_{m}^{\prime}$ and $D_{m}^{\prime}$ lags behind $D_{m}$ for $T_{m i n}$. Otherwise, if $k_{m}<0, T_{\min }$ is on the left in an element, we have $D_{m-1}^{\prime}=D_{m}$ and $D_{m}$ lags behind $D_{m-1}^{\prime}$ for $T_{m i n}$.

Thanks to this property of self-oscillating PWM, for $k_{m}>0$, (6.64) becomes:

$$
\begin{equation*}
h_{n}=\sum_{m} C_{n}^{s l}+\sum_{m} C_{n}^{s l 2}=\sum_{m} C_{n}^{s l}\left(1-e^{i 2 \pi n \frac{T_{m i n}}{T}}\right) \tag{6.66}
\end{equation*}
$$

Further simplifications can be made if the original signal is sinusoidal. Because the Fourier transform do not care the sequence order of a signal and the contribution of the harmonics is identical to each other in each quarter of the PWM for a sinusoidal function. The simplest expression of the harmonics becomes:

$$
\begin{equation*}
h_{n}=\sum_{m=1}^{t_{m}<\frac{T}{4}} C_{n}^{s l}\left(1-e^{i 2 \pi n \frac{T_{m i n}}{T}}\right)\left(1+e^{i \frac{\pi n}{2}}+e^{i \pi n}+e^{i \frac{3 \pi n}{2}}\right) \tag{6.67}
\end{equation*}
$$

The advantage of (6.67) is that it expresses the harmonics compared to the original signal in frequency domain. The only information required is the length of each element $D_{m}$ and its middle point $t_{m}$.

Supposing that the original signal form is $A \sin (\omega t)$, according to (6.65), the equation for the begining time of each element can be written as:

$$
\begin{equation*}
m=\int_{0}^{T_{m}} \frac{1-A \sin (\omega t)}{2 T_{\min }} d t \tag{6.68}
\end{equation*}
$$

Then we can obtain the theoretical values of $D_{m}=T_{m}-T_{m-1}$ and $t_{m}=\frac{T_{m}+T_{m-1}}{2}$.

Table 6.1 - THD results for three methods

| Direct | Sawtooth |  | Simplest |  |
| :---: | :---: | :---: | :---: | :---: |
| THD | THD | error | THD | error |
| 1.4457 | 1.4538 | $0.56 \%$ | 1.5041 | $4.0 \%$ |



Figure 6.9 - Frequency components of PWM with three calculation methods
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A simple application of this method is given with the functions shown in Fig. 6.6a. Supposing $A=1, T=1$ and $T_{\min }=0.0079$ and the original signal is $f(x)=0.8 \sin (2 \pi t)$, two methods have been tested: the complete sawtooth method according to (6.64), the simplified approximative sawtooth method with (6.67). They are also compared with the direct FFT result of the PWM waveform as shown in Fig. 6.9. The non-simplified sawtooth decomposition result is nearly the one with direct transformation. Because the simplest method is $\frac{T}{4}$ periodic, it has four times less components and they have often greater values. The THD can be used to examine the signal quality. Table 6.1 shows the results and with the complete decomposition, there is only $0.5 \%$ relative error. The simplified the expression will lead to $4.0 \%$ relative error. This error mostly comes from the "connection" between each quarter period.

### 6.6 Output filter design reference

The non-periodic PWM signal obtained by the self-oscillating class-D amplifier is represented by $y(t)$ in Fig. 6.2. In order to design the low-pass filter, the analytical method can then be applied to calculate the expected spectral distribution of the signal. As the PWM depends also on the input amplitude, we can plot the spectrum with the sinusoidal signals under different amplitudes.


Figure 6.10 - Frequency envelops for different original signal amplitudes

In Fig. 6.10, each line represents a frequency envelop for an original signal with the same frequency but different amplitude coefficients from 0.1 to 0.9 (In order to avoid too many details in the graph representation, envelops are generated by linking local maximal spectral values to show the shape of the spectral distribution). The more important the amplitude is, the flatter the envelop is. The peak values for harmonic frequencies also change in function of the original signal amplitude. In this case, a low pass filter should be carefully designed to achieve an optimal performance of the system. With the developed method, this graph can be obtained faster and easier to deal with the non-periodic PWM.

A RLC filter can be inserted at the output stage shown in Fig. 6.1. As it is a second order low-pass filter, the cutoff frequency is:

$$
\begin{equation*}
f=\frac{1}{2 \pi \sqrt{L_{o} C_{l o a d}}} \tag{6.69}
\end{equation*}
$$

and the damping ratio is:

$$
\begin{equation*}
\zeta=\frac{R_{o}}{2} \sqrt{\frac{C_{\text {load }}}{L_{o}}} \tag{6.70}
\end{equation*}
$$

According to Fig. 6.10, one can use the filter transfer function to directly calculate the output spectrum. Or simply to use the graph to decide a cutoff frequency on the basis of the highest amplitude used in the real application, which leads to determine all the parameters for the filter.

As the piezoelectric actuator is equivalent to a capacitive load, it can be used as part of low pass filter. If its value is smaller than $C_{l o a d}$, another capacitor can be added in parallel to the actuator in order to meet the designed cutoff frequency.

### 6.7 Hardware design and results

### 6.7.1 Requirements

The requirements mainly depend on the parameters of the actuator. As we have chosen the piezoelectric actuators from Noliac for our project, the working range of the piezoelectric actuator is from -60 V to 200 V and we will use it mainly from 0 to 150 V . The output waveform should be a sine wave with a frequency from 500 Hz to 20 kHz . The detailed requirements are listed in Table 6.2:

Table 6.2 - Piezolectric actuator electrical parameters

| Variable | Symbol | Value |
| :--- | :---: | :---: |
| Max. limit voltage | $U_{l \max }$ | 200 V |
| Min. limit voltage | $U_{l \min }$ | -60 V |
| Max. operating voltage | $U_{\max }$ | 150 V |
| Min. operating voltage | $U_{\min }$ | 0 V |
| DC offset | $U_{\text {offset }}$ | 0 V to 100 V |
| Capacitance | $C_{d}$ | 75 or 300 nF |
| Resistance | $R_{S}$ | $5 \Omega(1 \mathrm{kHz})$ |
| Number of piezoelectric actuators | n | 1 |
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### 6.7.2 Parameters

The parameters of the circuit are determined according to the functional range of each component. For example, the integrator utilises an amplifier SN10502, it is powered with $\pm 5 \mathrm{~V}$ and the maximum value at the output of the integrator should be smaller than 5 V in normal operation. With the respect to practical restriction and theoretical requirement (such as (6.51)), a possible configuration is given in Table 6.3. The design is given in Appendix C. 1

Table 6.3 - Piezolectric actuator electrical parameters

| Variable | Symbol | Value |
| :--- | :---: | :---: |
| First order capacitor | $C_{1}$ | 2 nF |
| Second order capacitor | $C_{2}$ | 2 nF |
| Second order resistor | $R_{2}$ | $330 \Omega$ |
| Input resistor | $R_{i}$ | $1 \mathrm{k} \Omega$ |
| Feedback resistor | $R_{f}$ | $1 \mathrm{k} \Omega$ |
| Output filter resistor | $R_{o}$ | $4.7 \Omega$ |
| Output filter inductor | $L_{o}$ | 68 uH |
| Load capacitor | $C_{L}$ | 400 nF |
| System total delay time | $t_{d}$ | 350 ns |

### 6.7.3 Circuit tests

Fig. 6.11 shows the realised self-oscillating class D amplifier. It equips two IRFB4137 MOSFET which can work up to 300 V with a very small resistance ( $R_{D S}$ max. $69 \mathrm{~m} \Omega$ ) between drain and source, which leads also to a maximum current of 38 A . The gate drive is an IRS2011 from International Rectifier. The main parameter we look at is the propagation delay, which is a very important parameter for self-oscillating amplifiers, as it significantly affects the delay parameter of the whole system. The IRS2011 has the shortest delay (max. 80 ns ) compared to other similar products and allows the drive having a higher switching rate.

The following tests on the duty ratio, THD and bode diagram have been carried out to demonstrate the effectiveness of the design.

Duty ratio test First, the experiments are carried out to test the relationship between the switching period and the duty ratio (modulation index). Fig. 6.12 shows both the experimental and analytical results. Because the first order system and second order system are both commonly used in practice, we made a comparison of the two cases. We have found that the first order system has a shorter switching time compared to the second order system. In both cases, the duty ratios are correctly predicted and the relative error is lower than $18 \%$. The results show that the drive works as expected.


Figure 6.11 - Self-oscillating class-D amplifier for driving piezoelectric actuator


Figure 6.12 - Duty ratio results

THD test In order to study the quality of the output signal, we can use a THD test. Firstly, the simulation results in Fig. 6.13a show the first order system has an advantage at low frequency. It can be explained by its higher switching frequency shown in duty ratio tests. But the experimental results presented in Fig. 6.13b show that the results of both cases are similar. At around 5 kHz , the second order drive has even less distortion. We can notice that in the experiments, the value of THD is twice the one in the simulations. One of the possible reasons is that the piezo is indeed not an ideal capacitor and therefore affects the result. According to the experimental results, we find the second order self-oscillating amplifier is more interesting and we decided to use it for the following experiments.

Bode diagram The bode diagram represents properties of the amplifier with regard to frequencies. A second order drive has been used in this test and its results are given in Fig. 6.14. The drive is tested in its working frequency range from 100 Hz to 20 kHz . According to parame-


Figure 6.13-THD results


Figure 6.14 - Bode diagram of the second order amplifier
ters of the drive given in Table 6.3, the cutoff frequency is around 30 kHz . Due to the nature of the second order low-pass output filter, the output signal is underdamped ( $\zeta=0.18$ ). One can clearly see the gain is 30 times at the beginning, and after 10 kHz , it increases. It is possible to reduce the underdamped effect by increasing the resistance value of $R_{o}$, however, the resistor will waste a lot of energy in that case. As a result, we decided to use current configuration which allows to provide a compromised solution.

### 6.8 Conclusion

A theoretical analysis has been carried out for delay based class-D amplifier. The model for second order system has shown interesting properties including stability criteria and modulation index. The result obtained has proved the existence of a stable functional point under stability criteria. The analytical method introduced can be also applied in other studies
of any delay based class-D amplifiers. It can help giving a rigorous mathematical result about the behaviour of such system.

In parallel, an other analytical method has been proposed for the spectrum analysis of the non-periodic PWM signal. It allows us to understand the system output easier and to find the full potential with ideal conditions. This study has provided a new view of the PWM waveform and has proposed a sawtooth decomposition to represent its harmonics. The equivalence between the two waveforms has been theoretically proved. Admitting approximations, a very simple expression has been obtained in order to study self-oscillating amplifiers. Numerical experiments has have been realised to demonstrate the effectiveness of this method.

Finally, a practical design of a piezoelectric delay based class-D drive and its parameters have been given. This latter has verified the expected modelling. Furthermore, a compromised choice of $R_{o}$ should be made taking into consideration both the performance requirements and the power consumption limits.
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This chapter gives experimental results of applications using the time reversal method. Firstly, the excitation pulse position detection is introduced for both single excitation case and multiple excitations case. Then this chapter focuses on the creation of a pulse vibration on a beam. The approche adopted follows instructions presented in previous chapters.
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### 7.1 Introduction

The objective of experiments is to verified previous theoretical modelling of the system. As discussed in Section 4.5, a beam can reduce the two dimensional problem to a one dimensional problem and it is also friendly for simulations in terms of the cost of time and computation resources. Hence, a "narrow" plate has been chosen as the target for our experiments.

The experiments will use an aluminum beam of $250 \times 16 \times 2 \mathrm{~mm}^{3}$ with one multilayer piezoelectric actuators of size $10 \times 10 \times 2 \mathrm{~mm}^{3}$ (from Noliac ${ }^{\mathrm{TM}}$ ) glued on the bottom of the plate. The position of the piezoelectric actuator is at one-fourth of the length of the beam ( 67.5 mm ).


Figure 7.1 - Bottom view of the beam used for experiments

### 7.2 Excitation pulse position detection

In order to detect the position of an acoustic emission source, the first step is to create the reversed signal. According to previous studies in acoustic source location, we use a pencil to generate an excitation pulse on the beam [29]. The setup of experiment is illustrated in Fig. 7.2. As the piezoelectric actuator works as a sensor, an oscilloscope (LeCroy LT224) is connected to record the signal.


Figure 7.2 - Piezoelectric sensor connected to an oscilloscope for the detection of excitation pulse position

In this expriment, the excitation has been applied at 100 mm ( 0.4 of the total length) on the top surface of the beam. The signal captured by the piezoelectric actuator is recorded during 2 ms . The result is shown in Fig. 7.3. It is normalised with a maximal amplitude of one and then compared to the theoretical voltage result according to (4.10). The theoretical result takes also
into consideration of damping effect which will be discussed later.


Figure 7.3 - Comparison of the signal received by piezoelectric sensor obtained by experiment and by theoretical calculation

In Fig. 7.4, Fourier Transform results of signals obtained by expriments and by theoretical calculation are given. It can be noticed that they have nearly the same spectrum distribution. As (4.10) contains a $\sin \left(\omega_{n} t\right)$, their coefficients of Fourier Transform represent the product of damping depending terms and eigenmode depending terms. Although there is some differences (for example around 14 kHz in Fig. 7.4) between the spectrum, the theoretical analysis can almost predict the results and one can expect the time reversal method will give a right answer for the excitation position.


Figure 7.4 - Comparison of FFT coefficients of signals received by piezoelectric sensor

According to the time reversal method, the voltage signal obtained by experiments is then given to a simulation under Ansys ${ }^{\text {TM }}$. The FEM model is made with the real dimension of the beam and piezoelectric actuator. The parameters of piezoelectric actuator are given by [90]. The result is shown in Fig. 7.5. In the simulation, the signal duration used is 1 ms (half of the total duration of recorded signal). It can be found that the maximum peak takes place exactly at 1 ms and at 0.4 of the normalised length.
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Figure 7.5 - Simulation with the signal obtained from an experiment where the excitation pulse is applied at 0.4.


Figure 7.6 - One excitation at 0.4 and another one at from 0.05 to 0.95

### 7.3 Multiple excitation pulses position detection

The multiple excitation pulses positions detection is a little bit more complicated. Because of the superposition of associated peaks and measurement errors, it could be difficult to find a best solution. However, for our application to detect parts dropping positions, because they drop from a same height, the impact should be at same level for all the parts. Thus, we are mostly interested the resolution of this method to separate two positions of peaks.

This experiment is carried out only by simulation. Supposing we always have a piezoelectric actuator glued at 0.25 , two excitation pulses are simultaneously created. One at position 0.4 , the other varies its position from 0.05 to 0.95 . The result is obtained by FEM simulation as shown in Fig. 7.6. It can be noticed, while the distance between two excitations is less than 0.1 , it becomes difficult to distinguish them. This distance is equal to the size of the piezoelectric actuator and thus the length of the created pulse. This property can also be confirmed by the Nyquist-Shannon sampling theorem.

### 7.4 Pulse generation

### 7.4.1 Combination of the responses

The input signal is currently generated by our analytical model. As analysed in previous section, the theoretical waveform has nearly the same spectral characteristic as experimental result. Because the cancellation will use the responses at several positions, it is much easier to obtain them by theoretical calculation than by experiments. According to Section 5.3.3, we can use a combination of responses at $x_{1}=0.4, x_{2}=0.1, x_{3,+}=0.9+\frac{2.59}{k_{n}}=0.9323$ and $x_{3,-}=0.8677$ where $k_{n}=\left(25+\frac{1}{2}\right) \pi=80.11$. The signal generated is plotted in Fig. 7.7.


Figure 7.7 - Signal generated for restoring a pulse vibration without associated peaks

### 7.4.2 Damping ratios

The damping ratios can be obtained by measuring the impedance of the piezoelectric actuator before mounted and after mounted to the plate. Measurement results is shown in Fig. 7.8, each red peak represents an eigenmode. As there is an offset in high frequency range, the equivalent circuit can be referred to (3.40) and then parameters of the piezoelectric actuator equivalent model can be obtained $k_{i r, 1}=0.2, k_{i r, 2}=1383$, which is in black in Fig. 7.8. Then the damping ratio of each mode can be deduced. Several results corresponding to most important peaks are listed in Table 7.1.
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Figure 7.8 - Comparison of the signal received by piezoelectric sensor obtained by experiment and by theoretical calculation

### 7.4.3 Time reversal duration

According to (5.20), the final amplitude is depending on the damping related term: $\frac{1-e^{-2 \zeta_{n} \omega_{n} T}}{4 \zeta_{n} \omega_{n}}$. $\zeta_{n} \omega_{n}$ plays and important role for displacement amplitude and reverse signal duration. Hence, it is interesting to compare this product for different frequencies. In Table 7.1, one can notice the 3.06 kHz mode has the lowest $\zeta_{n} \omega_{n}$ value. Despite of this mode, 6.52 kHz mode is a strongest one and has a relatively low product. It should be one of the most important modes which can determine the duration for the displacement amplitude saturation.

Table 7.1 - Damping ratio results and mode amplitude against signal duration

| Frequency <br> $(\mathrm{kHz})$ | $\zeta_{n}$ | $\zeta_{n} \omega_{n}$ | $\mathrm{~T}(\mathrm{~ms})$ for $\mathrm{x} \%$ Amplitude |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\mathrm{x}=90$ | $\mathrm{~T}=2$ | $\mathrm{~T}=5$ |  |
| 0.462 | 0.0431 | 125.1 | 2.8 | 9.2 | 39.4 | 71.4 |
| 0.884 | 0.0219 | 121.6 | 2.8 | 9.5 | 38.5 | 70.4 |
| 3.06 | 0.0032 | 61.5 | 5.6 | 18.7 | 21.8 | 46.0 |
| 6.52 | 0.0048 | 196.6 | 1.8 | 5.9 | 54.4 | 86.0 |
| 9.68 | 0.0114 | 686.2 | 0.5 | 1.7 | 93.6 | 99.9 |
| 15.3 | 0.0053 | 509.5 | 0.7 | 2.3 | 87.0 | 99.4 |
| 24.8 | 0.0050 | 779.1 | 0.4 | 1.5 | 95.6 | 100.0 |
| 53.0 | 0.0045 | 1498.5 | 0.2 | 0.8 | 99.8 | 100.0 |

For the frequencies above 6.52 kHz , they all have high $\zeta_{n} \omega_{n}$ values. All of them will reach $90 \%$ saturation in about 2 ms . The rest will reach this level at 10 ms where 6.52 kHz mode will reach $90 \%$ at 5.9 ms . As a result, we can wait for about 2 ms to use up nearly all the potential of high frequency modes. Then, between 2 ms and 5 ms , it is mainly the 6.52 kHz mode which contributes. After that, it lasts only the low frequency modes which can still increase the final amplitude but very limited.


Figure 7.9 - Displacement at position $0.4(100 \mathrm{~mm})$ in function of reverse time duration $T$

The measurement is shown in Fig. 7.9. As analysed previously, for a duration less than 2 ms , the amplitude vigorously increases if the duration increases. Then it will reach a saturation. Thus, in practical application (for our case), the total duration should be limited to 5 ms , because it will use up most "efficient" eigenmodes.

### 7.4.4 Result of pulse creation

A Laser Doppler Vibrometer is used to measure the displacement of the beam surface as shown in Fig. 7.10. The vibrometer is placed on a moving plate, which allows to scan the entire length of a beam.

Fig. 7.11 shows the 3D plot of the displacement in function of time and positions on the beam. As predict in by analytical model, the maximum is obtained at 2 ms (signal begins


Figure 7.10 - Experiment set-up for beam surface displacement scanning. The vibrometer probe can be moved along the beam with an increment of 0.5 mm . At each position the measurement is triggered by the input signal for the piezoelectric actuator.
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at 0 ms ) and 100 mm . The peak value is $1.4 \mu \mathrm{~m}$. Although at other positions, there are also inevitable displacement on the surface, their amplitudes are smaller than the one at 100 mm . This experiment demonstrates the feasibility of creating a pulse vibration at a specific position, which allows to interact with a part on the plate at a specific position only with one piezoelectric actuator.


Figure 7.11 - 3D visualisation of the beam surface displacement according to the scanning of a laser doppler vibrometer. The maximum value takes place at 100 mm and at 2 ms

### 7.5 Conclusion

This chapter presented experiments applying time reversal method for excitation pulse detection and pulse vibration creation. The detection example shows it is an effective method which can find out when and where the excitation applied by investigating the maximum value of the restored wave. Multiple excitations detection can also be realised, but the position between two excitation source should not be too close. The resolution depends on the wave length of the restored wave, thus it depends on the size of the piezoelectric element used in experiments.

Pulse vibration creation is also realised using the proposed method. The duration of time reversal process is also discussed. The longer the duration is, the greater the amplitude is, however, due to saturation, above a certain length, the increase of the amplitude becomes insignifiant. As a result, the duration should be selected wisely in order to find a compromise between the increase of amplitude and the waiting time for a pulse. Finally, a scanning on the surface of a beam validate the pulse creation using the time reversal method.

## 8 Conclusion

A new design of a working plate for a part feeder utilises piezoelectric actuators to create vibrations. It can work at relative high frequencies which is in the range where the eigenmodes of the plate can be used. Being an innovative attempt to solve the random movement problem when separating/orienting parts on a plate using eigenmodes, the study of such system was done mainly by simulations or experimental trials and it lacks an analytical modelling.

A piezoelectric element can be used both as sensor or as actuator. The state of the art has shown the possibility to detect acoustic emission sources or create vibrations with a piezoelectric system. Among all possible technics, the time reversal method has been found to be the most interesting one for these two tasks. A few related works reported positive results but lack of a complete theoretical analysis. As a result, a more complete modelling is necessary to clarify all the problems and lead to an applicable method for the design of a piezoelectric actuated working plate.

This thesis has accomplished a complete modelling for solving these problems. According to the roadmap shown in Fig. 8.1, the modelling of the whole system has been divided into several subproblems and they have been individually solved during this study. The experiments have shown the effectiveness for the detection and wave creation using the time reversal method.

### 8.1 Original contributions

The original contributions of this work are listed as follows:
Piezoelectric actuator equivalent model and fast damping ratio test. Normally, damping ratios are obtained by directly measuring the displacement on a plate. In our study, as the piezoelectric actuator and the working plate constitute a coupled system, it has been proved that the damping ratios can be determined by the measurement of the impedance of the piezoelectric actuator coupled with a plate. This new method can improve the efficiency for the damping measurement. Besides, the precision of the damping ratio measurement using this method depends on the real part of the impedance of the piezoelectric actuator. A precise


Figure 8.1 - Study roadmap of this thesis
model of this part is crucial for the precision of the result. However, the existing model cannot properly present the characteristic curve obtained from measurement. A new piezoelectric equivalent model has been then proposed, which allows to fit the measurement curve both in high frequency range and in low frequency range. Thus, the development of this new model makes our damping ratio measurement applicable.

Complete modelling of time reversal method. The time reversal method can be used to detect acoustic emission source positions or create vibrations on a plate. However, there were no rigorous demonstration for the results obtained by this method. In this thesis, we have analysed this problem and given a complete modelling based on the configuration using piezoelectric elements (sensor/actuator) for the time reversal process. The interaction between piezoelec-
tric elements and the plate has been firstly discussed, which has given a result which does not attenuate with regard to the order of eigenmodes. It has shown our configuration using piezoelectric elements has an intrinsic advantage compared to other solutions using directly displacement signals. Further calculation has indicated that there are several peaks appearing in the time reversal result of an excitation pulse. The most important peak has been proved that it is at exactly the same position of the original excitation pulse, which has validated the use of time reversal method for position detection.

Pulse creation using responses obtained from the time reversal method. According to results of the response obtained by applying the time reversal method, if the reversal signal of an excitation pulse is directly used for the creation of a pulse vibration, one main peak and several associated peaks will appear on the plate. However, the theoretical study in this thesis has proved it is possible to combine several responses to cancel out associated peaks and thus create a perfect pulse vibration. We have found out approximate functions to describe these peaks with two types of functions. They have allowed to find out the coefficients for cancelling associated peaks. These original results can finally give conditions for the position arrangement of piezoelectric actuators.

Self-oscillating class-D amplifier as a piezoelectric drive. In our application, due to requirements of the system, the drive should be able to provide a high supply voltage and a wide dynamic frequency range for piezoelectric actuators with a great capacitance. It is the first time, a self-oscillating class-D amplifier is used for this case. Thanks to the principle of selfoscillating, the working frequency can reach nearly the limit of switching components. The theoretical modelling has also been established to study its stability. The stability criteria have been proposed, which is useful for the selection of parameters.

Approximate expression of a non-periodic PWM signal in spectral domain. The analytical models exists for periodic PWM to obtain theoretical spectral values. However, due to the complexity of the non-periodic PWM, we noted a lack of a similar tool to study its theoretical result. In this thesis, we have proposed a method to obtain an approximate expression of the spectrum of a non-periodic PWM. In the case of using a self-oscillating class-D amplifier, this expression can be simplified thanks to its property: the shortest switching period is almost constant. This result can fill the blank for modelling non-periodic PWM signals and is useful to guide the output filter design.

### 8.2 Outlook and perspectives

According to the results obtained, future works can be highlighted in the following topics either to enhance the working plate or for further applications.

Working plate design. This study focuses on the basic functional principles that can be used for a working plate. For example, the generation of a pulse wave provides the possibility to generate any kind of surface displacement. However, the desired waveform of vibration
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depends on the study of interactions between parts and plate, which has been discussed in [90]. Together with the other operations using single eigenmode such as general separation and orientation mentioned in [90], a new design of the working plate can be achieved by combining all these knowledges in order to create an optimised solution.

Structure health monitoring applications. One of the applications of the emission source position detection is about the structure health monitoring. The objective is to locate the position of cracks inside the material. According to the result of our study, the time reversal method requires only one piezoelectric actuator, because it makes use of all eigenmodes information contained within the received signal. Compared to other methods using only arrival delay information of signals, the time reversal method can theoretically give a more precise result. A study on this subject would be interesting to improve their current method.

Tactile applications. If dropping parts are replaced by a finger, the plate becomes a tactile input device and the vibration created on the plate is equivalent to a feedback for the user. The advantage of the time reversal method is that it allows turning any rigid flat surface (table, window) to a tactile input device if a piezoelectric sensor/actuator is glued. The precision depends on the size of the piezoelectric sensor which can be adjusted according to the application environment. As humain-machine interfaces become more and more important for "smart" devices, it would be interesting to apply our results in this field.

## A Piezoelectric actuator equivalent circuit parameter expressions

The general method to calculate the model's parameters have been given in Section 3.5. Supposing the vector $\mathbf{R}_{\mathbf{m}}$ and vector $\mathbf{X}_{\mathbf{m}}$ are measured data of dimension $n \times 1$ at frequencies $\omega_{\mathbf{m}}$, the objective is to find the $R\left(\omega_{\mathbf{m}}\right)$ which can satisfy the expression (A.1).

$$
\begin{equation*}
\underset{k_{1}, \ldots, k_{q}}{\arg \min }\left(\mathbf{R}_{m}-\mathbf{R}\left(\boldsymbol{\omega}_{\mathbf{m}}\right)\right)^{T}\left(\mathbf{R}_{m}-\mathbf{R}\left(\boldsymbol{\omega}_{\mathbf{m}}\right)\right) \tag{A.1}
\end{equation*}
$$



Figure A. 1 - Unloaded piezoelectric ceramic models

## A. 1 Constant resistor model (Kim's model)

Kim's model is shown in Fig. A.la. It contains only one constant resistor in series with the capacitor [54]. We define that $\mathbf{V}_{1}=[1 \ldots 1]^{T}$ is a vector of $n$ constant elements. The optimum value of its resistance is the average of all the measurement which can be expressed in (A.2)

$$
\begin{equation*}
R_{k}=k_{k}=\frac{\mathbf{V}_{1}^{T} \mathbf{R}_{\mathbf{m}}}{n} \tag{A.2}
\end{equation*}
$$

## A. 2 Power-law resistor model (Park's model)

In Park's model (Fig. A.1b), the variable resistor is supposed to be in the form of a power-law function (A.3), where $k_{p, 1}$ and $k_{p, 2}$ are two coefficients to be determined.

$$
\begin{equation*}
R_{p}(\omega)=k_{p, 1} \omega^{k_{p, 2}} \tag{A.3}
\end{equation*}
$$

Applying the partial derivatives of (A.1) at minimum point and defining that $\omega^{\{x\}}=\left[\omega_{1}^{x} \ldots \omega_{n}^{x}\right]^{T}$, we have:

$$
\begin{align*}
& \sum_{i=1}^{n}\left(R_{m, i}-k_{p, 1} \omega^{k_{p, 2}}\right) \omega^{k_{p, 2}}=0  \tag{A.4a}\\
& \sum_{i=1}^{n}\left(R_{m, i}-k_{p, 1} \omega^{k_{p, 2}}\right) k_{p, 1} \omega^{k_{p, 2}} \log \omega=0 \tag{A.4b}
\end{align*}
$$

where $\circ$ stands for Hadamard product operator which can be defined as $\mathbf{X} \circ \mathbf{Y}=\left[x_{1} y_{1} \ldots x_{n} y_{n}\right]^{T}$.
Because (A.4) forms a transcendental equation system, it can only be solved by a numerical method. If we eliminate $k_{p, 1}$, we can find an equation only with $k_{p, 2}$. The problem can then be transformed to (A.5a). Once $G\left(k_{p, 2}\right)=0$ is numerically solved, $k_{p, 1}$ can also be determined by (A.5b).

$$
\begin{align*}
& G\left(k_{p, 2}\right)= \frac{\mathbf{R}_{\mathbf{m}}^{T} \boldsymbol{\omega}_{\mathbf{m}}^{\left\{k_{p, 2}\right\}}}{\mathbf{R}_{\mathbf{m}}^{T}\left(\boldsymbol{\omega}_{\mathbf{m}}^{\left\{k_{p, 2}\right\}} \circ \log \omega_{\mathbf{m}}\right)}-\frac{\boldsymbol{\omega}_{\mathbf{m}}^{\left\{k_{p, 2}\right\}^{T}} \omega_{\mathbf{m}}^{\left\{k_{p, 2}\right\}}}{\boldsymbol{\omega}_{\mathbf{m}}^{\left\{2 k_{p, 2}\right\}^{T}} \log \omega_{\mathbf{m}}}=0  \tag{A.5a}\\
& k_{p, 1}=\frac{\mathbf{R}_{\mathbf{m}}^{T} \boldsymbol{\omega}_{\mathbf{m}}^{\left\{k_{p, 2}\right\}}}{\boldsymbol{\omega}_{\mathbf{m}}^{\left\{k_{p, 2}\right\}^{T}} \omega_{\mathbf{m}}^{\left\{k_{p, 2}\right\}}} \tag{A.5b}
\end{align*}
$$

Another possible solution is to transform (A.3) into a linear form. Taking logarithm on both sides of (A.3), we obtain (A.6).

$$
\begin{equation*}
\log R_{p l}(\omega)=\log k_{p l, 1}+k_{p l, 2} \log \omega \tag{A.6}
\end{equation*}
$$

Using standard linear regression method, the estimated parameters can be expressed as in (A.7).

$$
\left[\begin{array}{c}
\log k_{p l, 1}  \tag{A.7}\\
k_{p l, 2}
\end{array}\right]=\left[\begin{array}{cc}
n & \mathbf{V}_{1}^{T} \log \omega_{\mathbf{m}} \\
\log \omega_{\mathbf{m}}^{T} \mathbf{V}_{1} & \log \omega_{\mathbf{m}}^{T} \log \omega_{\mathbf{m}}
\end{array}\right]^{-1}\left[\begin{array}{c}
\mathbf{V}_{1}^{T} \\
\log \omega_{\mathbf{m}}^{T}
\end{array}\right] \log \mathbf{R}_{\mathbf{m}}
$$

The advantage of the linear transformation is that we can avoid solving the transcendental
equation and all the parameter can be explicitly expressed. However, it is not the optimal solution in term of least-squares before transformation.

## A. 3 Two resistors model (Guan's model)

As in Fig. 2.7c, Guan's model uses two resistors: $R_{s}$ in series with $C_{0}$ and they are in parallel with the second resistor $R_{g p}$. Applying Laplace transform to represent its impedance, then, separating the real part and imaginary part, we can find the following relation as shown in (A.8).

$$
\begin{equation*}
Z_{g}(s)=\frac{R_{g p} R_{s}\left(R_{g p}+R_{s}\right)-\frac{R_{g p}}{s^{2} C_{0}^{2}}+\frac{R_{g p}^{2}}{s C_{0}}}{\left(R_{g p}+R_{s}\right)^{2}-\frac{1}{s^{2} C_{0}^{2}}} \tag{A.8}
\end{equation*}
$$

Replacing $s$ by $j \omega$, firstly for the imaginary part, we have (A.9). Assuming that $R_{g p}$ is much bigger than $R_{s}$ and $\omega$ is much bigger than $\frac{1}{\left(R_{g \nu}+R_{s} C_{0}\right.}$, we find the imaginary part being approximately the same as other models. Thus we can implement the same method to calculate the value of $C_{0}$.

$$
\begin{equation*}
X_{g}(\omega)=-\frac{\frac{\frac{R_{g p}^{2}}{\left(R g p+R_{s}\right)^{2}}}{\omega C_{0}}}{1+\frac{1}{\frac{\left(R g p+R_{s}\right)^{2} C_{0}^{2}}{\omega^{2}}}} \approx \frac{1}{\omega C_{0}} \tag{A.9}
\end{equation*}
$$

Secondly, for the real part, it can be written as in (A.10). With the same hypothesis, the formula can be simplified by ignoring the small terms.

$$
\begin{equation*}
R_{g}(\omega)=\frac{R_{g p} R_{s}}{R_{g p}+R_{s}} \frac{1+\frac{\frac{1}{R_{s}\left(R_{g p}+R_{s} C_{0}^{2}\right.}}{\omega^{2}}}{1+\frac{\frac{1}{\left.R_{g g}+R_{s}\right)^{2} C_{0}^{2}}}{\omega^{2}}} \approx R_{s}\left(1+\frac{\frac{1}{R_{s} R_{g g} C_{0}^{2}}}{\omega^{2}}\right) \tag{A.10}
\end{equation*}
$$

According to the approximative form of its resistance, it can be easily concluded that the resistance function behind this electrical model is (A.11).

$$
\begin{equation*}
R_{g}(\omega)=k_{g, 1}\left(1+\frac{k_{g, 2}}{\omega^{2}}\right) \tag{A.11}
\end{equation*}
$$

Using the same method as described in previous section to fit the measured data by least-

## Appendix A. Piezoelectric actuator equivalent circuit parameter expressions

squares, the expression of the two parameters are given in (A.12)

$$
\begin{align*}
& k_{g, 2}= \frac{\mathbf{V}_{1}^{T} \mathbf{R}_{\mathbf{m}} \boldsymbol{\omega}_{\mathbf{m}}^{\{-1\}^{T}} \boldsymbol{\omega}_{\mathbf{m}}^{\{-1\}}-n \mathbf{R}_{\mathbf{m}} \boldsymbol{\omega}_{\mathbf{m}}^{\{-2\}}}{\boldsymbol{\omega}_{\mathbf{m}}^{\{-1\}^{T}} \boldsymbol{\omega}_{\mathbf{m}}^{\{-1\}} \mathbf{R}_{\mathbf{m}} \boldsymbol{\omega}_{\mathbf{m}}^{\{-2\}}-\mathbf{V}_{1}^{T} \mathbf{R}_{\mathbf{m}} \boldsymbol{\omega}_{\mathbf{m}}^{\{-2\}^{T}} \boldsymbol{\omega}_{\mathbf{m}}^{\{-2\}}}  \tag{A.12a}\\
& k_{g, 1}=\frac{\mathbf{R}_{\mathbf{m}}^{T} \boldsymbol{\omega}_{\mathbf{m}}^{\{-2\}}}{\boldsymbol{\omega}_{\mathbf{m}}^{\{-2\}^{T}}\left(\mathbf{V}_{\mathbf{1}}+k_{g, 2} \boldsymbol{\omega}_{\mathbf{m}}^{\{-2\}}\right)} \tag{A.12b}
\end{align*}
$$

Comparing (A.10) and (A.11), the values of $R_{s}$ and $R_{g p}$ can then be approximated in (A.13).

$$
\begin{align*}
R_{s} & \approx k_{g, 1}  \tag{A.13a}\\
R_{g p} & \approx \frac{1}{k_{g, 1} k_{g, 2} C_{0}^{2}} \tag{A.13b}
\end{align*}
$$

Guan's model provides an equivalent circuit with only classic passive components. This property can facilitate the simulation and integration of the piezoelectric elements. It can also be noticed, when $\omega$ is big enough, the resistance tends to $R_{s}$ (or $k_{g, 1}$ ). As a result, Kim's model is a simplified case of Guan's model at high frequency. The parameters of Guan's model are estimated under two hypothesis which are $R_{g p} \gg R_{s}$ and $\omega \gg \frac{1}{\left(R_{g p}+R_{s}\right) C_{0}}$. Once the results will be obtained, hypothesis would have to be validated.

## B Projection of sinc function on the basis generated by eigenmodes of a beam

According to (4.44), we ignore the hyperbolical part of the eigenmodes of a beam. This approximation is valid with a $n$ great enough on the open interval of $(0,1)$. As a result, the approximative eigenmodes of a beam can be expressed as:

$$
\begin{equation*}
\psi_{n}(x)=\sin \left(k_{n} x-\frac{\pi}{4}\right) \tag{B.1}
\end{equation*}
$$

where $k_{n}=\left(n+\frac{1}{2}\right) \pi$.
It is easy to verify that $\psi_{n}$ forms an orthogonal basis for the inner product defined as $<$ $\psi_{n}(x), \psi_{m}(x)>=\int_{0}^{1} \psi_{n}(x) \psi_{m}(x) d x$.

According to (4.26), the projection of a delta function $\delta\left(x-x_{\mathrm{A}}\right)$ on this basis is:

$$
\begin{equation*}
<\delta\left(x-x_{\mathbf{A}}\right), \psi_{n}(x)>=\psi_{n}\left(x_{\mathbf{A}}\right)=\sin \left(k_{n} x_{\mathbf{A}}-\frac{\pi}{4}\right) \tag{B.2}
\end{equation*}
$$

Taking a Sinc function defined as follows:

$$
\begin{equation*}
\operatorname{sinc}_{A, n}(x)=\frac{\sin \left(k_{n}\left(x-x_{A}\right)\right)}{\pi\left(x-x_{A}\right)} \tag{B.3}
\end{equation*}
$$

we want to prove given a $n$, its projection on the basis $\psi_{m}$ is equal to the projection of $\delta\left(x-x_{\mathrm{A}}\right)$ on it if $m \leq n$, otherwise, if $m>n$ its projection on the basis $\psi_{m}$ is zero.

Proof. The proof will be done by directly calculating the projection of $\operatorname{sinc}_{A, n}(x)$ on $\psi_{m}$.

$$
\begin{align*}
<\operatorname{sinc}_{A, n}(x), \psi_{m}> & =\int_{0}^{1} \operatorname{sinc}_{A, n}(x) \psi_{m}(x) d x  \tag{B.4}\\
& =\int_{0}^{1} \frac{\sin \left(k_{n}\left(x-x_{A}\right)\right)}{\pi\left(x-x_{A}\right)} \sin \left(k_{m} x-\frac{\pi}{4}\right) d x
\end{align*}
$$

Appendix B. Projection of sinc function on the basis generated by eigenmodes of a beam

$$
\begin{aligned}
= & \frac{1}{\pi} \int_{0}^{1} \frac{\sin \left(k_{n}\left(x-x_{A}\right)\right) \sin \left(k_{m} x-\frac{\pi}{4}\right)}{x-x_{A}} d x \\
= & \frac{1}{\pi} \frac{1}{2 \sqrt{2}}\left[\left(\sin \left(k_{m} x_{A}\right)+\cos \left(k_{m} x_{A}\right)\right)\left(\operatorname{Ci}\left(\left(k_{m}-k_{n}\right)\left(x-x_{A}\right)\right)-\operatorname{Ci}\left(\left(k_{m}+k_{n}\right)\left(x-x_{A}\right)\right)\right)\right. \\
& \left.-\left(\cos \left(k_{m} x_{A}\right)-\sin \left(k_{m} x_{A}\right)\right)\left(\operatorname{Si}\left(\left(k_{m}+k_{n}\right)\left(x-x_{A}\right)\right)-\operatorname{Si}\left(\left(k_{m}-k_{n}\right)\left(x-x_{A}\right)\right)\right)\right]_{0}^{1}
\end{aligned}
$$

where $\operatorname{Si}(x)$ and $\operatorname{Ci}(x)$ are respectively sin integral function and cos integral function defined as:

$$
\begin{align*}
& \mathrm{Si}(x)=\int_{0}^{x} \frac{\sin (t)}{t} d t  \tag{B.5a}\\
& \mathrm{Ci}(x)=\int_{x}^{\infty} \frac{\cos (t)}{t} d t \tag{B.5b}
\end{align*}
$$

$\mathrm{Ci}(x)$ is an even function. $\mathrm{Ci}(0)$ is $-\infty$ and $\mathrm{Ci}(x)=\left.0\right|_{x \rightarrow \infty}$. We can use an approximative expression of $\mathrm{Ci}(x)$ such that $\mathrm{Ci}(0)=-\infty$ and $\mathrm{Ci}(x) \approx 0$ for $x \neq 0$. Then the part of Ci in (B.4) becomes:

$$
\begin{align*}
& {\left[\left(\sin \left(k_{m} x_{A}\right)+\cos \left(k_{m} x_{A}\right)\right)\left(\operatorname{Ci}\left(\left(k_{m}-k_{n}\right)\left(x-x_{A}\right)\right)-\operatorname{Ci}\left(\left(k_{m}+k_{n}\right)\left(x-x_{A}\right)\right)\right)\right]_{0}^{1} }  \tag{B.6}\\
= & \left(\sin \left(k_{m} x_{A}\right)+\cos \left(k_{m} x_{A}\right)\right)\left[\left(\operatorname{Ci}\left(\left(k_{m}-k_{n}\right)\left(x-x_{A}\right)\right)-\operatorname{Ci}\left(\left(k_{m}+k_{n}\right)\left(x-x_{A}\right)\right)\right)\right]_{0}^{1} \\
= & \left(\sin \left(k_{m} x_{A}\right)+\cos \left(k_{m} x_{A}\right)\right)\left[\left(\operatorname{Ci}\left(\left(k_{m}-k_{n}\right)\left(1-x_{A}\right)\right)-\operatorname{Ci}\left(\left(k_{m}+k_{n}\right)\left(1-x_{A}\right)\right)\right)\right. \\
& \left.-\left(\operatorname{Ci}\left(\left(k_{m}-k_{n}\right)\left(-x_{A}\right)\right)+\operatorname{Ci}\left(\left(k_{m}+k_{n}\right)\left(-x_{A}\right)\right)\right)\right] \\
\approx & \begin{cases}\left(\sin \left(k_{m} x_{A}\right)+\cos \left(k_{m} x_{A}\right)\right)[0-0-0+0] & m \neq n \\
\left(\sin \left(k_{m} x_{A}\right)+\cos \left(k_{m} x_{A}\right)\right)[\operatorname{Ci}(0)-0-\operatorname{Ci}(0)+0] & m=n\end{cases} \\
= & 0
\end{align*}
$$

Similarly, $\operatorname{Si}(x)$ is an odd function, $\operatorname{Si}(0)$ is equal to 0 and $\operatorname{Si}(x)$ is approximate to $\frac{\pi}{2}$ if $x>0$ and to $-\frac{\pi}{2}$ if $x<0$. Thus, knowing that $x_{A} \in(0,1)$ the Si part of (B.4) can be written as:

$$
\begin{align*}
& {\left[\left(\cos \left(k_{m} x_{A}\right)-\sin \left(k_{m} x_{A}\right)\right)\left(\operatorname{Si}\left(\left(k_{m}+k_{n}\right)\left(x-x_{A}\right)\right)-\operatorname{Si}\left(\left(k_{m}-k_{n}\right)\left(x-x_{A}\right)\right)\right)\right]_{0}^{1} }  \tag{B.7}\\
= & \left(\cos \left(k_{m} x_{A}\right)-\sin \left(k_{m} x_{A}\right)\right)\left[\left(\operatorname{Si}\left(\left(k_{m}+k_{n}\right)\left(x-x_{A}\right)\right)-\operatorname{Si}\left(\left(k_{m}-k_{n}\right)\left(x-x_{A}\right)\right)\right)\right]_{0}^{1} \\
= & \left(\cos \left(k_{m} x_{A}\right)-\sin \left(k_{m} x_{A}\right)\right)\left[\left(\operatorname{Si}\left(\left(k_{m}+k_{n}\right)\left(1-x_{A}\right)\right)-\operatorname{Si}\left(\left(k_{m}-k_{n}\right)\left(1-x_{A}\right)\right)\right)\right. \\
& \left.-\left(\operatorname{Si}\left(\left(k_{m}+k_{n}\right)\left(-x_{A}\right)\right)+\operatorname{Si}\left(\left(k_{m}-k_{n}\right)\left(-x_{A}\right)\right)\right)\right]
\end{align*}
$$

$$
\begin{aligned}
& \approx \begin{cases}\left(\cos \left(k_{m} x_{A}\right)-\sin \left(k_{m} x_{A}\right)\right)\left[\frac{\pi}{2}-\left(-\frac{\pi}{2}\right)-\left(-\frac{\pi}{2}\right)+\frac{\pi}{2}\right] & m<n \\
\left(\cos \left(k_{m} x_{A}\right)-\sin \left(k_{m} x_{A}\right)\right)\left[\frac{\pi}{2}-0-\left(-\frac{\pi}{2}\right)+0\right] & m=n \\
\left(\cos \left(k_{m} x_{A}\right)-\sin \left(k_{m} x_{A}\right)\right)\left[\frac{\pi}{2}-\frac{\pi}{2}-\left(-\frac{\pi}{2}\right)+\left(-\frac{\pi}{2}\right)\right] & m>n\end{cases} \\
& = \begin{cases}2 \pi\left(\cos \left(k_{m} x_{A}\right)-\sin \left(k_{m} x_{A}\right)\right) & m<n \\
\pi\left(\cos \left(k_{m} x_{A}\right)-\sin \left(k_{m} x_{A}\right)\right) & m=n \\
0 & m>n\end{cases}
\end{aligned}
$$

As a result, thanks to (B.6) and (B.7), one can obtain the final form of the projection on the basis:

$$
\begin{align*}
<\operatorname{sinc}_{A, n}(x), \psi_{m}> & \approx \begin{cases}-\frac{1}{\sqrt{2}}\left(\cos \left(k_{m} x_{A}\right)-\sin \left(k_{m} x_{A}\right)\right) & m<n \\
-\frac{1}{2 \sqrt{2}}\left(\cos \left(k_{m} x_{A}\right)-\sin \left(k_{m} x_{A}\right)\right) & m=n \\
0 & m>n\end{cases}  \tag{B.8}\\
& = \begin{cases}\left.\sin \left(k_{m} x_{A}\right)-\frac{\pi}{4}\right) & m<n \\
\left.\frac{1}{2} \sin \left(k_{m} x_{A}\right)-\frac{\pi}{4}\right) & m=n \\
0 & m>n\end{cases}
\end{align*}
$$

When comparing (B.2) and (B.8), one can find that they share the same result while $m<n$. If $m=n$, the projection of $\operatorname{sinc}_{A, n}(x)$ is half of the one of $\delta\left(x-x_{A}\right)$.

# C Circuit design 

## C. 1 Drive schematics

The schematics of the drive are shown as follows:








## C. 2 Drive layout

The layout of the drive PCB as follows:
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