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Résumé

La microscopie est un outil essentiel dans l•exercice de la médecine et la recherche biomédicale.

Les microscopes traditionnels sont généralement dotés de composants optiques volumineux,

ce qui complique leur usage lors de l•étude de tissus d•animaux vivants. De plus, à cause du

phénomène de diffusion, la lumière ne peut pas s•in“ltrer très profondément dans la plupart

des tissus biologiques. Seuls les tissus super“ciels sont donc accessibles de façon non-invasive

à l•imagerie optique.

Dans cette thèse, l•imagerie microscopique a été réalisée à travers une simple “bre optique. Les

“bres optiques sont extrêmement “nes (moins de 300 µm) et guident la lumière ef“cacement.

Leur emploi fournit donc une solution minimalement invasive permettant une observation

microscopique à n•importe quelle profondeur dans des tissus.

Pour receuillir des images à travers une “bre optique, il faut compenser le brouillage modal,

cet effet qui brouille les images lors de leur propagation à travers une “bre multimode. L•outil

utilisé dans cette thèse pour contrôler la lumière et annuler le brouillage modal est la matrice

de transmission. Cet outil permet de décrire précisément la relation entrée-sortie de n•importe

quel système optique. Une procédure a été développée pour mesurer de grandes matrices de

transmission avec exactitude, en utilisant l•holographie digitale et l•adaptation de front d•onde

avec un modulateur spatial. Des images de haute résolution ont ainsi pu être transmises à

travers des “bres dans diverses con“gurations. Sur base des résultats obtenus, la microscopie

confocale a été implémentée pour augmenter le contraste. Pour “nir, la résistance des “bres à

la déformation a été étudiée, et une série de conditions ont été identi“ées qui permettent de

déformer une “bre sans perdre trop de qualité d•image.

L•imagerie à travers les “bres optiques est une solution prometteuse pour la microscopie

endoscopique. En compensant le brouillage modal, il est possible de transformer une “bre

optique en un microscope extrêmement “n avec une résolution à la limite de la diffraction. Cet

outil pourrait être utilisé pour optimiser le résultat des biopsies ou dans d•autres applications

requérant une imagerie minimalement invasive.

Mots clés : imagerie via des “bres optiques, microscopie, matrice de transmission, holographie

digitale, adapation de front d•onde, modulateur spatial de lumière.
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Abstract

Microscopy is an essential tool in medicine and biomedical research. Traditional microscopes

rely on bulky optics, complicating their usage when studying live animal tissues. In addition,

light cannot penetrate very far in most biological tissues due to scattering, so typically only

super“cial tissues can be accessed non-invasively.

In this thesis, microscopic imaging was achieved through a single multimode optical “ber.

Fibers are extremely thin (less than 300 µm) and guide light ef“ciently, so they provide a

minimally invasive solution for microscopic imaging at any depth inside tissues.

Imaging via single “bers requires compensation of modal scrambling, an effect that distorts

images in multimode “bers. The tool used in this thesis to control light and undo modal

scrambling is the transmission matrix, a general framework that can describe the input-output

relationship of any optical system very precisely. A procedure was developed to measure

large transmission matrices accurately, based on digital holography and wavefront shaping

with spatial light modulators. High-resolution image transmission through single “bers was

subsequently demonstrated in a variety of con“gurations. Building on these results, confocal

imaging was implemented in order to increase image contrast. Finally, the bending tolerance

was investigated, and a set of conditions was identi“ed under which “bers can be deformed

without losing signi“cant imaging performance.

Multimode “ber imaging is a promising solution for endoscopic microscopy. By compen-

sating modal scrambling, it is possible to turn “bers into extremely thin microscopes with

diffraction-limited resolution. This could be applied for example to assist in biopsies or for

other minimally invasive imaging applications.

Keywords: “ber optics imaging, microscopy, transmission matrix, digital holography, wave-

front shaping, spatial light modulators.

v





Contents
Acknowledgements i

Résumé iii

Abstract v

Table of contents vii

List of Figures xi

1 Introduction 1

1.1 Basic concepts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1 Optical “bers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.2 Modal scrambling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2.1 Microscopy of deep tissues . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2.2 Fiber bundles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.2.3 Multimode “ber microscopy . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.3 Literature review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.3.1 Scattering media . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.3.2 Multimode “ber imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2 Digital light control 11

2.1 Digital off-axis holography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.1.1 Choice of the method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.1.2 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.1.3 Reconstruction procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.1.4 Practical aspects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.2 Liquid crystal phase modulators . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.2.1 Choice of the modulator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.2.2 Temporal response . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.2.3 Other non-idealities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.2.4 Amplitude coding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.3 Resolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

vii



Contents

3 Transmission matrix 29

3.1 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.1.2 General properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.2 Experimental aspects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.2.1 Fourier basis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.2.2 Phase drift tracking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.2.3 Memory requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.3 Measurement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

4 Image transmission 45

4.1 Pattern projection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

4.1.1 Inversion of the matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

4.1.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

4.2 Scanning microscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

4.3 Reverse image transmission . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4.3.1 Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4.3.2 Alignment of camera and SLM . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

5 Digital confocal imaging 57

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

5.1.1 Fiber-based confocal endoscopes . . . . . . . . . . . . . . . . . . . . . . . 57

5.1.2 Multimode “ber confocal microscopy . . . . . . . . . . . . . . . . . . . . . 58

5.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

5.2.1 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

5.2.2 Digital processing algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . 60

5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

5.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

5.4.1 Contrast, sectioning and image quality . . . . . . . . . . . . . . . . . . . . 63

5.4.2 Speed . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

5.4.3 Digital pinhole versus correlation method . . . . . . . . . . . . . . . . . . 64

5.4.4 Bending and stability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

5.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

6 Correlation-based confocal imaging 67

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

6.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

6.2.1 Setup and “ber characterization . . . . . . . . . . . . . . . . . . . . . . . . 68

6.2.2 Optical correlation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

6.2.3 Point spread function simulation . . . . . . . . . . . . . . . . . . . . . . . 69

viii



Contents

6.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

6.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

6.5 Considerations for ”uorescence . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

6.5.1 Multispectral matrices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

6.5.2 Bandwidth of step-index “bers . . . . . . . . . . . . . . . . . . . . . . . . . 72

6.5.3 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

6.5.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

6.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

7 Bend translation 75

7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

7.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

7.2.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

7.2.2 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

7.2.3 Speckle patterns . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

7.2.4 Spot focusing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

7.2.5 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

7.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

7.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

7.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

8 Conclusion 87

8.1 Summary of the results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

8.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

8.3 End word . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

A Fiber modes 91

A.1 From Maxwell•s equations to the wave equation . . . . . . . . . . . . . . . . . . . 91

A.2 Wave equation in an optical “ber . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

A.3 Continuity conditions and characteristic equation . . . . . . . . . . . . . . . . . 96

A.4 Finding the amplitude coef“cients . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

A.5 Rewriting the “eld equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

A.6 Normalization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

A.7 Numerical procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

Bibliography 107

Curriculum Vitae 124

ix





List of Figures
1.1 Total internal re”ection at the core to cladding interface of a “ber . . . . . . . . 2

1.2 Difference in image transmission between lenses and “bers . . . . . . . . . . . . 2

1.3 Imaging via a “ber bundle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.4 Schematic comparison of multimode “bers versus other modalities . . . . . . . 5

1.5 Illustration of holographic spot projection . . . . . . . . . . . . . . . . . . . . . . 8

2.1 Geometry for digital off-axis holography. . . . . . . . . . . . . . . . . . . . . . . . 13

2.2 Separation of the various terms in the Fourier transform of an off-axis hologram. 14

2.3 Reconstruction of a speckle pattern from its hologram at the output of a “ber. . 15

2.4 Fourier-space derivation of the optimal angle for the reference beam. . . . . . . 16

2.5 Optimum off-axis reference angle . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.6 Aliasing in off-axis holograms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.7 Temporal response of a spatial light modulator . . . . . . . . . . . . . . . . . . . 20

2.8 Unwanted diffraction orders . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.9 The Gerchberg-Saxton algorithm to encode amplitude in phase-only images . 24

2.10 De“nitions for the derivation of the required number of pixels . . . . . . . . . . 25

3.1 The transmission matrix model for multimode “bers . . . . . . . . . . . . . . . . 30

3.2 Fourier basis for the measurement of the transmission matrix . . . . . . . . . . 35

3.3 Temporal stability of the reference phase . . . . . . . . . . . . . . . . . . . . . . . 36

3.4 Timing diagram of the matrix measurement . . . . . . . . . . . . . . . . . . . . . 38

3.5 Matrix size in memory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.6 Experimental setup for the transmission matrix measurement . . . . . . . . . . 41

3.7 Measured transmission matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.8 Unitarity of the transmission matrix . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.9 Transmission maps derived from the matrix . . . . . . . . . . . . . . . . . . . . . 43

3.10 Singular value decomposition of the transmission matrix . . . . . . . . . . . . . 44

4.1 Experimental results for pattern projection . . . . . . . . . . . . . . . . . . . . . . 48

4.2 Pattern projection in the far “eld . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

4.3 Focused spots created through a variety of “bers . . . . . . . . . . . . . . . . . . 50

4.4 Bottle and vortex beam created through a “ber . . . . . . . . . . . . . . . . . . . 51

4.5 Two-photon ”uorescence imaging setup . . . . . . . . . . . . . . . . . . . . . . . 52

4.6 Two-photon ”uorescence image of a mouse cochlea . . . . . . . . . . . . . . . . 53

xi



List of Figures

4.7 Setup for reverse image transmission . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.8 Results for reverse image transmission . . . . . . . . . . . . . . . . . . . . . . . . 55

5.1 Digital confocal imaging setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

5.2 Illustration of the two digital processing methods for confocal microscopy . . . 60

5.3 Results for the digital confocal method . . . . . . . . . . . . . . . . . . . . . . . . 62

5.4 Transversal scans of a coverslip . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

6.1 Correlation-based confocal imaging setup . . . . . . . . . . . . . . . . . . . . . . 68

6.2 Simulated point spread function for a pinhole size . . . . . . . . . . . . . . . . . 70

6.3 Experimental results for correlation confocal imaging . . . . . . . . . . . . . . . 71

6.4 Spectral decorrelation bandwidth of a step-index “ber . . . . . . . . . . . . . . . 73

7.1 Experimental setup for imaging during translation of a bend in the “ber . . . . 77

7.3 Autocorrelation of the output as the bend is translated . . . . . . . . . . . . . . . 82

7.4 Change in intensity of a focused spot due to the translation of the bend . . . . . 83

7.5 Patterns at the tip of a “ber before and after the bend is shifted . . . . . . . . . . 83

7.6 Simulation of a U-shaped bend . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

A.1 Geometry of an optical “ber . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

A.2 Solutions of the characteristic equation . . . . . . . . . . . . . . . . . . . . . . . . 98

A.3 Examples of “ber modes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

xii



1 Introduction

Optical “bers are well-known for their ubiquitous use in today•s telecommunication systems.

A lesser known fact is that before telecommunications, the “rst major commercial success of

“bers has actually been in the “eld of medical endoscopy for the visual inspection of cavities

inside the human body [1]. Many crucial developments occurred in this context, such as

glass-clad “bers and reliable “ber drawing techniques. These efforts led to the creation of

“ber bundles, which contain several thousands of individual optical “bers in a tightly packed

array. Each of these “ber cores acts as a •pixelŽ that can observe one point of the image on the

other end of the bundle.

Recent technological and scienti“c improvements have opened a new door for optical “ber

imaging: the possibility to make images composed of many pixels using a single “ber, as

opposed to a bundle of “bers. This greatly reduces the size of the probe necessary for a given

resolution. In this thesis, a tool called the transmission matrix (chapter 3) is applied to realize

imaging via a single multimode “ber (chapter 4). Based on this method, confocal imaging

is implemented to improve imaging contrast (chapter 5 and chapter 6). Finally, the bending

sensitivity of this system is studied in various “bers (chapter 7).

This introductory chapter reviews the basics of optical “bers, and situates the present work

within the broader context of imaging in biological tissue. It also reviews the literature about

wavefront shaping and “ber imaging.

1.1 Basic concepts

1.1.1 Optical “bers

Optical “bers guide light by a principle known as total internal re”ection, as illustrated in

Figure 1.1. Fibers are made from a core material (usually glass) surrounded by a cladding of

lower refractive index ( ncladding < ncore). Light entering the core with an angle � in below the

critical angle � c of the “ber is prevented from leaving the core due to total internal re”ection

1
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� in
ncore

ncladding

Total internal re�ection

n0

Figure 1.1: Total internal re”ection at the core to cladding interface of a “ber.
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(a) A pair of lenses relays an image to a distant location
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pattern
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(b) Fibers guide light but scramble the spatial structure of images

Figure 1.2: Difference in image transmission between (a) lenses and (b) “bers.

at the core-to-cladding interface. The critical angle de“nes the numerical aperture of the “ber,

as expressed by Equation 1.1.

n0 sin � c =
�

ncore
2 Š ncladding

2 � NA (1.1)

1.1.2 Modal scrambling

An optical “ber can transport light, but unlike a lens, a “ber does not by itself relay images.

While lenses are able to refocus light rays from each point of an object onto an image plane,

light rays follow seemingly random paths in an optical “ber and do not refocus at the output

of the “ber as is necessary for imaging. This is illustrated in Figure 1.2. While the informa-

tion about the image is not lost in this process, it becomes scrambled and the image is not

recognizable at the output of the “ber.

In terms of electromagnetic theory, the randomization is due to the existence of modes that

propagate with different phase velocities inside the “ber. A mode is a pattern of light which

maintains a constant shape as it travels through the “ber. Each “ber can only guide a limited

set of modes between its input and output. Single-mode “bers, as used for telecommuni-

cations, cannot be used on their own for imaging because they can guide only one speci“c

2
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pattern of light (any other pattern is not transmitted) 1. Multimode “bers on the other hand are

capable of guiding a variety of patterns, more so with increasing core diameter and numerical

aperture. They are therefore able to transmit the spatial information contained in images.

When an image is sent through a multimode “ber, the light distributes itself into the available

modes. Each of the modes has a different phase velocity, which quickly leads the various

components of the image to lose their phase relationship with each other. This in turns leads

to the apparent randomization of the image at the “ber•s output. This effect is called modal

scrambling. With suf“cient knowledge about the propagation process inside the “ber, it

is nonetheless possible to reconstruct the original image, as will be explained in chapter 4.

A detailed mathematical derivation of modes and propagation constants can be found in

Appendix A.

1.2 Motivation

This thesis describes a method to overcome modal scrambling and use multimode “bers as

microscopic imaging devices. The present section explains the purpose of this work and how

it relates to other methods with similar objectives.

1.2.1 Microscopy of deep tissues

Many diseases can be diagnosed based on the microscopic structure of affected tissues or

cells. In general, a microscopic analysis requires the tissues to be removed from the patient

(biopsy), partly because the imaging instruments are too bulky to be used in-situ and partly

because the tissues may need additional preparation such as “xation and staining.

Removing tissues or cells is undesirable for multiple reasons. First, the procedure is usually

invasive and may lead to complications such as infections. Second, since the microscopic

analysis is only performed after extraction, the surgeon has no direct feedback on whether he

or she is sampling the right location. Finally, in research it is sometimes desirable to observe

cells in-vivo to understand their functioning.

This led to a large body of research dedicated to deep-tissue microscopy, i.e. imaging methods

that can look through super“cial tissues and observe the microscopic details of underlying

layers without extracting them. Two-photon microscopy [4] and optical coherence microscopy

[5] are two examples.

There are limits to deep-tissue microscopy, though. Most biological tissues are scattering,

meaning that light is randomly de”ected as it travels through the tissue. This leads to an

exponential loss of signal and a degradation of contrast, such that after a certain penetration

1Of course, single-mode “bers can transmit images indirectly if the image is “rst encoded into a temporal signal
(as in digital telecommunication) or into a spectral signal (as in references [2,3]). However, this requires additional
optics and/or electronics on both ends of the “ber. Multimode “bers accept spatial image information directly.

3
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Figure 1.3: Imaging via a “ber bundle

depth images cannot be obtained anymore. Even though “ltering methods can help with the

issue of contrast [6], there is a depth beyond which there are simply no more useful photons

that can be extracted from the sample.

1.2.2 Fiber bundles

For the cases where the target location is not accessible using deep-tissue microscopy, an

endoscopic method may be used instead to obtain microscopic images in a minimally invasive

way. Optical “bers are ideally suited for this purpose, as they can guide light with negligible

loss over large distances, and they are very thin.

Because individual “bers blur the images they transport (subsection 1.1.2), endoscopic “ber

imaging today is usually implemented by using bundles of “bers instead. Many thin “bers are

joined together in a tightly packed bundle. Each single “ber core relays light from one point of

the image on the other end. Since every “ber core is spatially separated from the others, light

from different locations of the object does not mix and an image can be transmitted to the

other end, as shown in Figure 1.3.

Fiber bundles give an undesirable pixelated appearance to images taken through them, an

effect that can be mitigated by image processing algorithms [7]. More importantly, “ber

bundles are sub-optimal imaging devices from a physical point of view. Each “ber core in a

“ber bundle must be suf“ciently spaced from the others so that light cannot leak from one

core to the next. The spacing between the cores limits the resolution [8] and light collection

ef“ciency [9] of the system. This is especially problematic when microscopic imaging is

required. Magnifying optics can be attached to the tip of bundle in order to increase the

resolution. However, any increase in resolution obtained this way comes at the cost of an

increase in probe size and a further decrease in light collection ef“ciency.

To give a numerical example, let us consider the case of a thin “ber bundle with outer di-

ameter of 300 µm and core spacing 3.3 µm [10]. With these speci“cations, the total number

of independent pixels that the bundle can resolve is 7 500 pixels. In comparison, a standard

single-core “ber with a relatively low numerical aperture of 0.22 reaches already 1.5 µm of

resolution at a wavelength of 532 nm . This increases the number of resolvable pixels to 38 000

for a probe of the same size, over 5 times more than the “ber bundle. The collection ef“ciency

of bundles is harder to compute directly, because it depends on several design parameters
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Figure 1.4: Schematic comparison of multimode “bers versus other modalities

that are rarely found in a bundle•s datasheet. As an estimate [9], for a confocal ”uorescence

probe the light loss can exceed 90% when using bundles compared to a probe where the entire

surface is light-guiding. Note, though, that double-clad multi-core “bers exist which mitigate

the collection ef“ciency problem in bundles.

1.2.3 Multimode “ber microscopy

Transmitting images through a single multimode “ber offers a number of advantages. Step-

index multimode “bers extremely thin (of the order of a few hundreds of microns), yet have

a very large information capacity. Assuming modal scrambling can be compensated, no

additional optics are necessary on the tip of the “ber. The whole core is light-guiding, which

is bene“cial for the collection ef“ciency of the system. This makes it possible to do high-

resolution microscopy with an instrument that is itself of microscopic size.

There is no fundamental limit on the penetration depth that one can achieve, since “bers can

guide light ef“ciently over distances of several kilometers. Tissues can therefore be probed

at any depth in a minimally invasive way, for example by “xing the “ber in a small needle.

Incidentally, “bers are made from inert, biocompatible and cheap materials.

In summary, multimode “bers have potential as a minimally invasive tool for microscopy

in biological tissues. They can respond to the unmet need for a microscopy instrument that

simultaneously has high resolution, high collection ef“ciency, and can be used at any location

in tissue with minimal damage. These points are schematically illustrated in Figure 1.4.
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1.3 Literature review

1.3.1 Scattering media

Imaging through a single multimode “ber, despite the disorderly way in which light propagates

inside it, is closely related to the problem of imaging through scattering media. A brief review

of the important developments in this “eld is in order, since they parallel similar developments

for multimode “ber imaging.

A scattering medium is a medium in which light is de”ected one or more times into random

directions by irregularities such as particles or refractive interfaces. Common examples

include fog, clouds, milk and skin. Light can travel through a scattering medium, but due to the

randomization of the light rays, images are lost in the process and the medium appears opaque.

Scattering media exhibit many interesting physical properties [11], and are an important topic

of research because many biological tissues fall into this category [12].

Like multimode “bers, scattering materials cause a randomization of the transmitted light,

but this process is deterministic and can be compensated. Early demonstrations used phase

conjugation with an analog hologram 2 to form an image behind a scattering layer [13, 14].

More recently, light was made to focus into a point behind a scattering layer by shaping

the input wavefront using a high-resolution spatial modulator and a computer-controlled

feedback optimization algorithm [15]. The technique was termed wavefront shaping. Around

the same time, a digital version of phase conjugation was demonstrated for imaging through

turbid media [16].

In hindsight, the transition to digital processing of the light “elds proved to be signi“cant,

because it gave much more ”exibility in the way the holographic measurements could be

used [17]. Holograms about scattering media could for example be stored for later use, ana-

lyzed to derive properties of the medium, modi“ed or combined to create new patterns. More

comprehensive characterizations of scattering media became possible, such as measuring

transmission matrices [18 …20]. This allowed identifying correlations [21 …23], “nding chan-

nels of maximum or minimum transmission [24 …27], imaging of arbitrary patterns through

a scattering layer [19, 28], increasing the imaging depth in biological tissue [6], and other

applications [29…31].

Initially, many of these methods required physical access to both sides of the scattering layer.

This is a problem for applications such as imaging through live biological tissue. Subsequent

efforts focused on the non-invasive methods to compensate scattering, using e.g. speckle

correlations [32], guide-stars [33], photoacoustics [34…37] or nonlinear approaches [38,39].

2The term •analogŽ hologram refers here to a physical hologram recorded in a photosensitive material, as
opposed to the digital recordings used throughout thesis.
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1.3.2 Multimode “ber imaging

Wavefront shaping for “bers

Since wavefront shaping can be used to control light through a random scattering material, it

can just as well be used to control light propagating through a multimode “ber. The goal in

this case is different, though. When wavefront shaping is used in a scattering material (e.g.

biological tissue), the purpose is usually to image what is hidden behind or inside the material.

Special procedures must be used to obtain this information non-invasively. When wavefront

shaping is used in a multimode “ber, the purpose is to turn the “ber into an optical relay

element that can be used to transmit and receive images through it, much like a microscope

objective. The “ber can for example be “xed into a small needle and used to probe targets

deep inside biological tissue. Learning the optical properties of the “ber can be done in a

controlled environment, requiring less involved procedures than in the case of a scattering

media approach to tissue imaging.

Early work

As with scattering media, image transmission through a multimode “ber was “rst demon-

strated in the 1960s using phase conjugation with holographic plates [40], and later with

nonlinear crystals [41 …45]. However, these early methods were somewhat restricted in ap-

plicability because phase conjugation reconstructs the distorted image only after it is sent

back through the same “ber in reverse. In terms of endoscopy, this means that the image from

inside the tissue is reconstructed inside the tissue itself, not on the experimenter•s side of the

“ber.

To work around this problem, one idea was to send the phase conjugated signal through an

identical “ber away from the location of interest, so that the phase-conjugate reconstruction

of the distorted image would appear at a location that is accessible to the experimenter [46,47].

This principle was demonstrated experimentally [48, 49], but creating an exact copy of the

imaging “ber for distortion compensation proved dif“cult and as a result the image quality

was not optimal. In addition, reliance on nonlinear mixing or photorefractive effects for phase

conjugation meant that reconstructing weak signals would be troublesome [49].

Other researchers proposed to separate the “ber modes optically and correct their phases on

the receiving end with a mask [50,51]. Unfortunately, no real-world optical element is known

to ef“ciently separate a large number of modes from a “ber with a circular core. In the case of

a square core, though, this could in theory be done by a simple lens [52]. Still, this solution

operates under the assumption that modes do not mix with each other, which may not always

be true especially in bent “bers.

A “nal idea was holographic spot projection, which is illustrated in Figure 1.5. In an initial

recording step, a spot is projected on one end of the “ber, and the distorted pattern is recorded

holographically on the other end (Figure 1.5(a)). After this, the holographic recording can be
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(a) Recording step. A spot is created in front of the “ber using external optics (e.g. a microscope
objective), and the distorted wavefront is recorded holographically on the other side.

Focused
spot

Holographic
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beam

HologramMultimode �ber

Objective

Phase conjugate
wavefront

(b) Playback step. The hologram is illuminated by a readout beam in such a way that a reverse-
propagating, phase conjugated beam is injected back into the “ber. This beam focuses into a
spot at the remote end of the “ber, without requiring any additional optics anymore at this
location.

Figure 1.5: Illustration of holographic spot projection

used to recreate the spots remotely in the reverse direction by phase conjugation (Figure 1.5(b)).

Multiple spots can be recorded and projected at the same time to transmit an image [53]. The

dif“culties here are the holographic multiplexing losses and crosstalk, which severely limit

the achievable resolution and contrast. Alternatively, multiple spots at different locations can

be replayed one after the other, to probe a remote sample in a spot-wise fashion [54]. Light

collected back through the “ber is then used to reconstruct the image. The main obstacle

for high-resolution imaging with this method is the large number of holographic recordings

needed, which are technically very dif“cult to process when using optical means only.

Digital imaging methods

Computer-controlled wavefront shaping substantially expanded the range of possibilities

of multimode “ber imaging. •DigitalŽ experiments soon appeared where light was made to

re-focus into a spot after it had traveled through a multimode “ber, using a spatial light modu-

lators to shape the input wave. This input wavefront could be found by iterative optimization

algorithms [55,56] or more ef“ciently with digital holography [57…59].

Spot-scanning microscopy, which used to be impractical with analog holography, could now

be implemented ef“ciently using digital phase conjugation [60] and transmission matrix

algorithms [61 …63]. A wide range of contrast mechanisms were investigated: ”uorescence [60,

61,64…67] (and variations such as light sheet [68] or saturated excitation [69] microscopy), two-

8



1.3. Literature review

photon ”uorescence [70 …72], photoacoustic [66], re”ection [73 …75] and confocal re”ection

[76,77] (see chapter 5 and chapter 6 in this thesis). Imaging is possible through a variety of

waveguides: step-index multimode “bers [60 …62,65,69,73,78], graded index “bers [70,72],

multi-core “bers [64,71] and even capillary tubes [66].

In most of these demonstrations, the spot excitation and the returning signal were guided via

the same “ber (i.e. an endoscopic con“guration). Transmission imaging (i.e. with a different

detection pathway than the “ber) was reported multiple times as well [58,62,67,74,79 …81],

usually as an intermediate step [58,67,79,81] to endoscopic imaging, or because the purpose

of the experiment was different than endoscopy [68,74,80].

Instead of scanning spots, a number of implementations used speckle illumination instead.

Re”ection imaging is then possible by averaging over many different speckle illuminations

[78,82] or by speckle-based object recognition [83]. With multi-core “bers, scanning speckles

even allows to retrieve images without pre-calibrating the characteristics of the “ber [67,84,85].

Current topics

Next to the imaging method itself, several other aspects of multimode “ber imaging are

under active research. Probably the most important one is bending: after a “ber is bent a

certain amount, the propagation characteristics change and the system must be re-calibrated

before imaging is possible again. This is an impediment to fully-”exible endoscopic imaging.

Several authors have advocated immobilizing the “ber in a rigid needle as a solution [60,62],

which would be necessary anyway to probe sensitive areas such as the brain in a controlled

fashion. Bending does not affect all types of “bers equally. In step-index multi-mode “bers,

propagation is constant for deformations of the order of a few millimeters [65,78,86], whereas

multi-core “bers allow a larger range of deformations [87,88]. Likewise, not all types of bends

are as problematic: as discussed in chapter 7, sliding a “ber through a static bend does not

necessarily change the propagation characteristics in step-index “bers.

One solution to extend the bending range in the other cases is to record the “ber for multiple

bending states, and load the appropriate calibration depending on feedback from a distal

beacon [86]. Other efforts have focused on correcting the initial calibration using re”ections

from the distal facet [88,89] or fast feedback from a photodiode [90]. In the case of graded-

index “bers, the calibration can be fully determined by nonlinear feedback from a distal

reference element [91]. Finally, for step-index “bers the propagation characteristics can be

fully predicted from theory if the physical parameters and shape of the “ber are known [74],

which could lead to new bending compensation algorithms.

Another important topic is speed. Spatial light modulators are the most commonly used

devices to shape wavefronts in multimode “bers. Unfortunately, they have a rather slow

temporal response (discussed further in subsection 2.2.2). To palliate for this, they have

sometimes been used in conjunction with faster modulators [62,68,72,79,92,93]. Another class
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of modulators, digital micromirror devices, can reach much higher frame rates [64,65,90,94]

but is light-inef“cient due to being restricted to binary amplitude modulation.

There is a thread of research that explores the spectral and temporal characteristics of “bers

[95…99]. This can be motivated by telecommunication purposes [100], spectrometry [101 …103],

or imaging methods that require broadband signals such as two-photon microscopy [104].

Certain forms of imaging through “bers have been demonstrated that rely solely on spectral

information [2,3].

Finally, some attention has been dedicated to increasing the imaging resolution achievable

with “bers [105 …107]. Reducing number of parameters necessary for characterization [74,108]

is also a concern.
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This chapter introduces the basic experimental tools used throughout this thesis: digital

off-axis holography, and wavefront shaping with spatial light modulators.

Some of the material presented in this chapter can be found in the following papers:

€ Damien Loterie, Salma Farahi, Demetri Psaltis, and Christophe Moser. Complex pattern

projection through a multimode “ber. In Adaptive Optics and Wavefront Control for

Biological Systems, volume 9335, pages 93350I…1 to …6, 2015.

€ Damien Loterie, Salma Farahi, Ioannis Papadopoulos, Alexandre Goy, Demetri Psaltis,

and Christophe Moser. Digital confocal microscopy through a multimode “ber. Optics

Express, 23(18):23845…23858, September 2015.

2.1 Digital off-axis holography

2.1.1 Choice of the method

Modal scrambling is fundamentally a problem related to the phase of the various components

of light traveling in optical “bers. To study this, it is therefore necessary to use methods which

can not only characterize the amplitude distribution of a light “eld (as in a photograph), but

also its phase (as in a hologram). We are especially interested in methods that allow recording

the light distribution in digital form on a computer. This gives ”exible and high-volume

data processing capabilities that would be hard to achieve by purely optical means. The

present section discusses only the most common methods found in the recent literature about

multimode “ber imaging.

Phase shifting

In phase-shifting holography, the beam under test (also called object beam) is superposed

with a reference beam, and the phase between the two is varied in successive measurements.
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By processing these holograms acquired with different phase shifts, it is possible to deduce the

phase and amplitude relationship between the two beams. For stability reasons, phase shifting

is typically used with a co-propagating [61,65,72,94,110] or nearly co-propagating [57,62,74,93]

reference beam.

Modal decomposition

If the test beam originates from a “ber, it must be composed exclusively of the modes that are

allowed to propagate inside that “ber. Therefore, the “eld can be decomposed in a basis of

those modes. By optically correlating the output beam with each possible mode of the “ber

(e.g. displayed sequentially on a spatial light modulator), one can deduce the amplitude of

the modal coef“cients of the beam. To “nd the phase, the modes still have to be compared

to each other using a phase-stepping scheme, so that this method could be seen as a form of

phase-shifting holography as well. The method was used in a series of studies mainly directed

at telecommunication applications [97 …99, 111, 112], but can be used for “ber imaging as

well [113].

Off-axis holography

In off-axis holography, the reference beam is tilted at a slight angle compared to the test beam.

The resulting interferogram contains the amplitude and phase information of the test beam,

modulated at a carrier frequency set by the off-axis angle. This method has been used for

phase conjugation experiments [60,69,70,81,114] and for the measurement of transmission

matrices [76…78,82].

Selected method

For all the holographic measurements in this thesis, the off-axis holography approach was used

because it is the most economical in terms of measurements: only one camera acquisition

is necessary to get the phase and amplitude distribution of a light “eld, while phase shifting

requires two or more depending on the particular implementation. The disadvantage of

off-axis holography is that it requires physical separation of the reference and object beam.

This leads in practice to stability issues, which can nonetheless be overcome as will be shown

in a later chapter.

2.1.2 Theory

Off-axis holography, also called Leith-Upatnieks holography [115, 116], uses the geometry

shown in Figure 2.1. The object wave O (which we wish to record) is superposed with a

reference wave R on a recording medium, in our case a camera sensor. The reference wave R

arrives with a slight off-axis angle � compared to the the direction of the object wave.
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Figure 2.1: Geometry for digital off-axis holography.

Because the camera is an intensity detector, it records only the magnitude squared of the

sum of both waves. This recording is called the hologram, and it is composed of the following

terms:

I = |O + R|2

= (O + R)(O + R)�

= |O|2 + | R|2 + OR� + O� R (2.1)

Let•s assume that the reference wave is a plane wave with an amplitude A. For generality,

we express the reference•s off-axis angle � in 3-dimensional space using the components

� x and � y, which represent the off-axis angle projected on the xz- and yz-plane respec-

tively (see Figure 2.1). In the sensor plane ( z = 0), the reference wave is thus written as

R(x, y,z = 0) = Aejk 0(sin � x x+sin � y y), and therefore the intensity distribution on the sensor is:

I (x, y,z = 0) = |O|2 + | A|2 + AeŠ jk 0(sin � x x+sin � y y)O + Aejk 0(sin � x x+sin � y y)O� (2.2)

The structure of the hologram becomes apparent when this expression is Fourier-transformed:

F {I (x, y)}(k x ,ky) =F {|O|2}
�
kx ,ky

�

+ F {|A|2}
�
kx ,ky

�

+ AF {O}
�
kx + k0 sin � x ;k y + k0 sin � y

�

+ AF {O� }
�
kx Š k0 sin � x ;k y Š k0 sin � y

�
(2.3)

In other words, the object term is separated from the other terms in Fourier space by a

shift
�
Šk 0 sin � x ;Šk 0 sin � y

�
which is caused by the off-axis angle. The object•s conjugate can

be found on the opposite side of the Fourier space, at a shift
�
k0 sin � x ;k0 sin � y

�
. This is

represented graphically in Figure 2.2.
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Figure 2.2: Separation of the various terms in the Fourier transform of an off-axis hologram.

2.1.3 Reconstruction procedure

Equation 2.3 suggests a simple algorithm to reconstruct the object wave from an off-axis

hologram:

1. Calculate the Fast Fourier Transform (FFT) of the hologram.

2. Mask out all areas except the object term.

3. Re-center the object term in Fourier space. This step is optional. It cancels the off-axis

angle of the reference beam, which would otherwise appear as a linear phase modulation

on the reconstructed object wave.

4. Calculate the inverse FFT to recover the object wave in the spatial domain.

This procedure is illustrated using a real dataset in Figure 2.3.

Note that many other reconstruction algorithms exist. For example, it is possible to bypass the

calculation of an FFT and an inverse FFT by using a suitably chosen spatial convolution “lter

instead, which may be more ef“cient. In the present work, the computational load of recon-

structing holograms was not a limiting factor in any of the experiments, so the conceptually

simple FFT-approach outlined before was used to process all the holograms.

2.1.4 Practical aspects

Off-axis angle

What should be the angle between the reference beam and the object beam? The optimal

angle � is determined by two conditions:

€ Sampling period of the sensor. For a sensor with a sampling period (i.e. pixel pitch) of

Lpixel , the two-dimensional region of spatial frequencies that can be properly sampled

is (kx ,ky) � [ Š�
Lpixel

; �
Lpixel

] × [ Š�
Lpixel

; �
Lpixel

] (Nyquist frequency). The object•s spatial frequency

content must “t inside this region in Fourier space.
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(a) Hologram as recorded by the camera. The
inset is a zoom showing the typical fringe pat-
tern of an off-axis hologram.
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(b) Fourier transform of the off-axis hologram
shown in (a), represented here with a loga-
rithmic amplitude coloring.
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(c) All the Fourier coef“cients of (b) are set to
zero, except for the object part.

Object

1

10

100

1000

(d) The object is re-centered in Fourier space.
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(e) Reconstruction of the object wave, obtained as the
inverse Fourier transform of (d).

Figure 2.3: Reconstruction of a speckle pattern from its hologram at the output of a “ber.
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Figure 2.4: Fourier-space derivation of the optimal angle for the reference beam.

€ Maximal bandwidth without overlap. We are looking for the maximal spatial frequency

bandwidth B of the object content that does not cause overlap with the other terms in

Fourier space (refer to Figure 2.2). Note that the square term of the object has bandwidth

2B.

The most ef“cient layout of the various components in Fourier space under these conditions

is shown in Figure 2.4. From simple geometric considerations, the following formula can be

derived for the maximum object bandwidth B = 2r :

2�

Lpixel
= (2+ 3

�
2)r

= (1+
3

2

�
2)B

Š� B =
2�

1+ 3
2

�
2

1

Lpixel
(2.4)

From the same Figure 2.4, we “nd that the off-axis reference angle corresponds to a spatial

frequency kref = 3r = 3
2B. Using the relationship k = 2�

� sin � , we obtain:

sin � ref =
�

2�
kref

=
�

2�

3

2
B

=
3

2+ 3
�

2

�

Lpixel
(2.5)

� � ref [°] � 27.5
�

Lpixel
(2.6)

where the approximation 2.6 in degrees is accurate to within 1% for Lpixel � 2� . The relation-
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Figure 2.5: Optimum off-axis reference angle � ref versus pixel pitch of the camera sensor Lpixel .
Note that the axis Lpixel is in units of the working wavelength (e.g. Lpixel = 15�
means approximately 8 µm at 532 nm).

ship 2.5 between the angle � ref and the pixel pitch Lpixel is plotted in Figure 2.5. Sensors with

large pixel sizes require shallow off-axis angles; in practice, this may require combining the

object and reference waves via a beam splitter instead of superposing them directly.

Aliasing

It is important to correctly estimate the required off-axis angle, because an experimental

determination can be misleading. When the angle is increased so much that the object term

crosses the boundary of the discrete Fourier domain, the object term does not simply disappear

but it is replicated on the other side of the Fourier domain instead. This phenomenon is known

as aliasing [117], and can occur in any sampled measurement. It is illustrated in Figure 2.6.

The non-zero extent of the camera pixels causes a spatial averaging (low pass) “ltering of the

aliased replica, leading to a signi“cantly reduced signal-to-noise (SNR) ratio. For this reason,

aliasing is undesirable and should be avoided. It is dif“cult to tell if aliasing has occurred only

by looking at the recorded hologram. Experimentally, there are two solutions:

€ Manually measure the off-axis angle between object and reference in the far “eld (with-

out a camera), and make sure this angle is correct.

€ Start from a state where object and reference are perfectly superposed (zero angle).

Then, slowly increase the off-axis angle of the reference using adjustable mirrors, while

monitoring the Fourier transform of the camera hologram to make sure the object terms

stays within the boundaries.
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Figure 2.6: Aliasing when the off-axis angle shifts the object beyond the Fourier boundaries.

2.2 Liquid crystal phase modulators

2.2.1 Choice of the modulator

Creating speci“c illumination patterns at the output a multimode “ber requires a device that

can create or •shapeŽ arbitrary wavefronts at the input of that “ber, i.e. spatial light modulators

(SLM). This section brie”y reviews the various types of modulators encountered in the recent

multimode “ber imaging literature.

Liquid crystal modulators

A common type of modulator is the liquid crystal phase-only modulator [118]. The orientation

of the birefringent liquid crystals inside each pixel is controlled by an electric signal, thereby

varying the phase delay imparted by each pixel to the incoming beam of light. The response

time of these devices is of the order of 20 Hz to 200 Hz. They suffer from a number of problems

such as ”icker, non-”at active areas, and nonlinear modulation characteristics which must

be calibrated. This is discussed further in subsection 2.2.2 and subsection 2.2.3. The strong

points of SLMs are a high resolution, a high precision (bit-depth) of modulation, and good

light ef“ciency.

Phase-only SLMs have mostly been used to create and scan spots through multimode “bers

for ”uorescence [60 …62, 68, 69], re”ection [73, 74, 76, 77], photoacoustic [81, 114] and two-

photon [70,72] microscopy. In general, liquid crystal phase modulators give the ”exibility to

generate any kind of patterns [68,77,93,99,111].

To increase the effective speed of modulation, multiple holograms can be loaded during

each refresh cycle of the SLM. These holograms can then sequentially be addressed using a

fast angle-scanning device such as an acousto-optic de”ector [62,92,93]. Combinations of

phase-only SLMs with fast galvo scanners [79] and deformable mirrors [72] have also been
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2.2. Liquid crystal phase modulators

reported for imaging through multi-core “bers.

Digital micromirror devices

A digital micromirror device (DMD) is an array of micromirrors that can individually be turned

into an •onŽ or •offŽ state. The angle between both states is usually 24 °. When a micromirror is

•onŽ the light is re”ected into the beam path, and when it is •offŽ the light is de”ected out of

the beam path. This achieves a binary amplitude modulation. The binary constraint on the

modulation is very limiting, but DMDs have the advantage of reaching modulation speeds

over 20 kHz and do not suffer from ”icker [119].

Phase and amplitude information can be encoded in a binary pattern using the Lee method

[119…122] or by pixel-combining approaches [123,124]. This makes it possible to use DMDs

to focus light through “bers [90,94,105,108] and implement fast spot-scanning ”uorescence

microscopy [64,65]. The disadvantages of using DMDs in this way are the poor light-ef“ciency

(a few percent) and the reduced effective resolution.

Selected modulator

Liquid crystal phase modulators were used in all experiments described in this thesis. Since

they are phase devices, they can precisely and ef“ciently create linear phase gradients. This

allowed the accurate measurement of transmission matrices in a Fourier basis (as will be

further explained in chapter 3). Another main reason for the choice of the phase-only SLMs

is the high light-ef“ciency, without which some experiments (such as confocal imaging in

chapter 5) would not have been possible. Finally, the higher effective resolution of phase SLMs

compared to DMDs (where pixel-combining methods are needed to obtain phase modulation)

allowed measurement of a wider range of “bers, as will be explained in section 2.3.

2.2.2 Temporal response

Understanding the temporal response of typical liquid crystal modulators is crucial to the

success of experiments requiring a high number of pattern projections in a short time (e.g. the

transmission matrix in chapter 3). In practice, three effects must be taken into account: delay,

response time and ”icker. These are illustrated in Figure 2.7 using experimental data obtained

with the SLM used throughout this work (HoloEye Pluto VIS).

Delay

SLMs are usually controlled by a computer via a graphical link or a dedicated interface. When

a command is executed on the computer to load a new phase mask, this phase mask does not

appear instantaneously on the device. There is a delay that can last up to several refresh cycles

of the SLM.

19



Chapter 2. Digital light control

Flicker

Acquisition window

0 10 20 30 40 50 60 70 80 90 100

0

0.25

0.5

0.75

1

Time [ms]

In
te

ns
ity

 [a
.u

.]

Spot intensity

Refresh
cycle 1

Refresh
cycle 2

Refresh
cycle 3

Refresh
cycle 4

Refresh
cycle 5

Refresh
cycle 6

Delay Rise time

Camera

Camera

Figure 2.7: Temporal response of the SLM (HoloEye Pluto VIS). At time 0, a phase mask is
rendered by the computer•s graphics processing unit. The phase mask is designed
to create a spot through a multimode “ber. A camera observes the delay and
buildup of the spot intensity at a frame rate of 3 kHz. The multiple intensity traces
correspond to multiple repetitions of this experiment. The refresh cycles are shown
based on the synchronization (vsync) signal of the SLM.

It is important to take this delay into account, especially when using SLMs in combination

with acquisition devices such as cameras for off-axis holography. Otherwise, the camera may

acquire holograms before any pattern is displayed on the SLM, or it may acquire holograms

corresponding to previously displayed patterns, leading to inconsistent data.

Part of the delay is caused by buffering inside the SLM•s driving electronics and is constant. For

SLMs with a graphical link, an additional source of delay is the computer•s graphics processing

unit which usually has its own double- or triple-buffering mechanism to improve visuals in

3D applications. This type of buffering is unnecessary for SLMs and can cause very large

timing inconsistencies with certain graphics cards. It should therefore be disabled if possible,

and SLM phase masks should be loaded using code with suf“ciently low-level access to the

graphics rendering pipeline to ensure consistent timing. Finally, another source of delay

inconsistencies is the preemptive multitasking mechanism implemented in most modern

operating systems. It interrupts running processes unpredictably after certain time slices

(usually of the order of 10 ms). This can be mitigated by tweaking process priorities and using

graphics API calls that proactively yield processor time when the application is waiting for a

new refresh cycle.

Response time

For phase modulation to occur, the liquid crystals inside each pixel must be physically re-

aligned using an electrical signal. This realignment suffers from a certain viscosity, such that
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2.2. Liquid crystal phase modulators

the response is not immediate. This is the rise time illustrated in Figure 2.7. The response time

limits the effective frame rate of the modulator to maximum 30 Hz with our modulator.

Flicker

Once the phase mask has been loaded, a periodic ”ickering of the phase pattern is observed.

The origin of ”icker is the electronic pulse modulation signal used to address the pixels [125],

and is reduced in more recent modulators by improved and higher-frequency addressing

schemes. In our case, the ”icker is quite signi“cant since it causes intensity ”uctuations of

over 30% when spots are created through an optical “ber Figure 2.7.

Synchronization

To alleviate artifacts due to the aforementioned problems, a combination of software and

hardware synchronization mechanisms coordinated the camera with the refresh cycles of the

SLM.

The software used throughout this thesis is a purpose-written C++ application, addressing

the graphics card (AMD FirePro V4900) via the DirectX 11 graphics application interface on

Windows 7. The application is based largely on publicly available source code [126], modi“ed

to generate hardware synchronization signals via an acquisition card (National Instruments

PCIe-6323) and to communicate with a separate numerical processing software (MATLAB).

Each time a new frame is loaded by this application, a pulse is scheduled on the acquisition

card. The pulse is scheduled only after a speci“ed number of refresh cycles (corresponding to

the buffering delay), and is ultimately triggered by the synchronization (vsync) signal of the

SLM. This allows targeting a precise moment in the refresh cycle of the SLM when the phase

mask is optimal, even when many phase masks are displayed in a rapid sequence. The interval

used for most measurements in the following chapters is denoted as the •acquisition windowŽ

in Figure 2.7.

2.2.3 Other non-idealities

Besides the non-ideal temporal response of liquid crystal SLMs, several other effects cause

deviations from the expected behavior. A brief overview is given below, for reference.

Phase response curve

Liquid crystals have a nonlinear phase response to the electrical modulation signals. In

addition, this response depends on the operating wavelength. To linearize the response,

a calibration is needed using one of various methods [127 …129]. This calibration must be

done for each new wavelength the SLM is used at. For the SLMs used in this thesis, the
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calibration was done using off-axis holographic measurements. The response of the SLM

can vary across different regions of the device [130 …133]. It can also include an undesired

amplitude modulation [127]. These last two effects were not corrected.

Aberrations

SLM panels are usually not perfectly ”at [134 …136], because of limitations in the manufacturing

process. With phase SLMs, this can be corrected simply by measuring the wavefront distortion

and adding an opposite phase shift to the displayed patterns. More general correction methods

[137] can compensate other defects in the optical train at the same time, such as a non-”at

illumination beam or lens aberrations. The transmission matrix method (see chapter 3) used

in this thesis naturally compensates all these distortions as well.

Diffraction effects

Another typical problem is the appearance of multiple orders of diffraction when displaying

simple phase gratings on phase SLMs. A “rst set of diffraction orders is simply due to the

pixelated structure of the device: the pixels form a regular grating, from which light is diffracted

at regularly-spaced angles related to the grating period (i.e. pixel pitch). This happens even

when the SLM is off. Second, when displaying a phase pattern, not all of the light is modulated

and some of the incoming light is simply re”ected from the SLM panel. This is usually called

the zero-order component.

Both preceding types of unwanted diffraction orders can be suppressed by spatial “ltering.

First, a small angle should be imparted to the desired phase pattern, to separate it from

the zero-order re”ection. This is done by multiplying the SLM phase pattern by a linear

phase grating ei (kx x+k y y) where (x, y) are the spatial coordinates and ( kx ,ky) are the spatial

frequencies de“ning the angle. This multiplication is equivalent to a shift of the Fourier

coef“cients away from the center of the Fourier transform of the pattern. The angle imparted

to the pattern should then be compensated by physically rotating the SLM. This way, the

desired phase pattern is aligned on the optical axis, but the zero order component (re”ection)

propagates slightly off-axis. Finally, this zero-order (and any other unwanted orders) can be

blocked away for example by using an aperture in the Fourier plane of a lens. In this work,

spatial “ltering was carried out instead by exploiting the “nite numerical aperture of the

optical “bers: the waves with higher angles are not guided through the “ber, which allows

blocking the undesired diffraction orders.

Some other diffraction orders are due to multiple re”ections inside the display [138] and to

the quantized nature of the phase modulation (256 bit in our case). An illustration is shown

in Figure 2.8. The SLM panels are also slightly scattering. This last set of unwanted light

components cannot be completely blocked off, but usually represents only a small fraction of

the signal.
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Figure 2.8: Unwanted diffraction orders. A linear phase grating is displayed on the SLM, and
the modulated light is observed in the Fourier plane of a lens. Next to the desired
component (corresponding to the displayed grating) and the expected zero-order,
additional diffraction orders are present.

2.2.4 Amplitude coding

Phase-only modulation is the most effective modulation scheme when the experimenter•s goal

is to focus as much light as possible through a distorting medium into a single point 1. It has

successfully been applied several times for this purpose through multimode “bers [55,57,59].

When the goal is instead to obtain accurate patterns, with both a high signal and a low

background noise over the whole “eld of view, then modulating the amplitude in addition

to the phase becomes necessary. Methods found in the multimode “ber imaging literature

include algorithms such as Gerchberg-Saxton [57, 61, 77, 93] or simulated annealing [100].

Other schemes exist using one [139…143] or two [144…146] SLMs.

Here, the Gerchberg-Saxton algorithm is described since it was used for various experiments

in the course of this work. In general, the Gerchberg-Saxton algorithm is used to calculate

a complex “eld that respects certain constraints both in the spatial domain and the Fourier

domain [147]. These constraints are applied iteratively until a satisfactory solution is found. In

this case, the constraint in the spatial domain is that the complex “eld should be •phase-onlyŽ,

i.e. it should have everywhere a constant amplitude. The constraint in the Fourier domain

is that the Fourier coef“cients compatible with the numerical aperture of the “ber are “xed.

These coef“cients describe the “eld that the experimenter wants to inject into the “ber. All

the other Fourier coef“cients can be freely adapted by the algorithm since they correspond to

plane waves outside the acceptance angle of the “ber•s core.

1Mathematical explanation: Assume that xn is the input modulation at input pixel n , ym is the spot amplitude
at output pixel m , and both are linearly related by ym =

�
tmn xn (transmission matrix model, see also chapter 3).

Given that the input coef“cients xn cannot exceed unity (modulators provide no gain), the optimal strategy to
maximize |ym | is to use the pixels xn to cancel the phase of the coef“cients tnm , so that all terms in the sum add
up coherently: xn = eŠi arg tmn � ym =

�
|tmn |. This is a phase-only solution.
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Figure 2.9: The Gerchberg-Saxton algorithm to encode amplitude in phase-only images.

This process is illustrated in Figure 2.9. The initial “eld is shown in (a) and its Fourier transform

in (b). The Fourier transform is a decomposition into plane waves with varying angles with the

optical axis. In the Fourier domain, two zones can therefore be distinguished with respect to

the “ber: there are coef“cients corresponding to plane waves within the numerical aperture

(NA) of the “ber, and plane waves outside the NA of the “ber. The boundary between both

zones is shown with a dashed line. In the “rst step of the algorithm (c), the “eld is made

phase-only in the spatial domain by setting the amplitude of each pixel to 1. In the Fourier

transform (d), this phase-only operation creates additional components outside the NA of

the “ber, and also distorts the components within the NA of the “ber. The second step of the

algorithm (e) is to correct Fourier coef“cients that were distorted by the phase-only operation.

Here, these coef“cients are simply replaced with the undistorted coef“cients of the initial “eld

within the NA of the “ber. The coef“cients outside the NA of the “ber are left as calculated by

the algorithm; their value can be freely modi“ed since this corresponds to light that will not

be guided by the “ber. In the spatial domain (f), the correction of the Fourier coef“cients has

recreated a non-constant distribution of amplitude. The process (c) to (f ) is therefore repeated

for several iterations. After 50 iterations, a phase-only “eld is obtained as shown in (g). The

“nal “eld has the desired Fourier components within the numerical aperture of the “ber as

shown in (h). Note that in this example dataset, the “elds (a), (c), (e), (g) and their Fourier

transforms (b), (d), (f ), (h) have a resolution of 800 by 800 pixels, but for clarity only the central

125 by 125 pixels of the Fourier transforms are shown in (b), (d), (f ), (h).
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Figure 2.10: De“nitions for the derivation of the required number of pixels. (a) Spatial domain
and (b) Fourier space. The grid overlay represents sampling.

2.3 Resolution

Cameras and spatial light modulators are devices with a “nite number of pixels. How many

pixels are needed for “ber imaging? And how tightly spaced must these pixels be?

To answer the “rst question, we will make some assumptions. First, we assume that the light

coming in or out of the “ber is limited in spatial extent to a diameter d (i.e. the core diameter).

We will also assume the light signal is band-limited 2 to spatial frequencies below kmax = 2�
� 0

NA,

where NA is the numerical aperture and � 0 is the optical wavelength in vacuum.

We are looking for the number of pixels that is just suf“cient to record the complete “eld of

view (core) and the spatial frequency space (numerical aperture) of the “ber, as shown in

Figure 2.10. The spatial frequency bandwidth B = 2kmax of the optical signal determines the

required sampling interval:

� x =
2�

B

=
�

kmax

=
� 0

2NA
(2.7)

The sampling interval (2.7) corresponds to the classical diffraction limit, as expected. Com-

bined with the known spatial size d of the light distribution, we can now determine the

2Physically, a signal cannot be limited both in spatial and in frequency extent due to the uncertainty principle.
The limits are to be understood here in an approximate sense as boundaries de“ning the important part of the
light distribution, outside which the signal is negligible.
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required number of pixels along each dimension of the device:

npixels =
d

� x

=
2

� 0
dNA

=
2

�
V (2.8)

In the last row of (2.8), the dimensionless parameter V = 2�
� 0

a NA is inserted (where a = d
2 is

the radius). This V-number is commonly used in the context of multimode “bers, but the

formulas derived in this section are valid in general for any type of optical “eld with speci“ed

� 0, d and NA. Note that npixels is the side-length of the device in pixels, and the total number of

pixels is therefore npixels
2. Using (2.8), one can e.g. calculate that controlling or observing light

in a “ber with a V-number of 100 requires a device (SLM or camera) of at least 64 × 64 pixels.

The derivation above assumes that all of the device•s frequency space is available to process

the light distribution. This is not the case in off-axis holography [148], as illustrated in Fig-

ure 2.4 on p. 16. Also with spatial light modulators it is sometimes necessary to sacri“ce a

certain amount of resolution e.g. to implement multi-pixel phase and amplitude modulation

schemes on constrained (phase-only or binary) devices, or to separate the output wave from

undesirable zero-order re”ections using a tilt (shift in frequency space). Table 2.1 summarizes

the minimum number of pixels under various conditions. Note that in practice one must allow

an extra experimental margin on top of those numbers, to facilitate alignment.

Case Criterion
Pixel

side-length
Approximation

Ideal case Object “lls exactly 100% of the
spatial and frequency space of
the device.

2
� V 0.64V

Phase-only SLM Double resolution, to allow for
amplitude modulation schemes
and to shift wavefront away
from the zero-order re”ection.

4
� V 1.3V

Off-axis holography Optimal frequency space layout
without overlap (Figure 2.4), for
one or two object beams.

2+3
�

2
� V 2.0V

Binary SLM Quadruple resolution for
superpixel-based modulation
or Lee holograms.

8
� V 2.6V

Table 2.1: Lower bounds on the number of pixels required (along each dimension of the
device), in function of the V-parameter.
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Concerning the second question, i.e. the required pixel spacing, this parameter is usually

“xed and depends on the choice of the device. Typically, it is many times larger than the

sampling period found with Equation 2.7, so that the “ber output must “rst be magni“ed

before being imaged on the device. This magni“cation scales the spatial extent d and the

numerical aperture NA in inverse proportions 3, so that the required number of pixels in

Equation 2.8 remains the same overall. The magni“cation factor should be large enough to

use at least the minimum number of pixels of Table 2.1 on the device, and small enough not to

exceed the device•s active area.

3Here we assume that an afocal magni“cation system is used. It must map plane wave inputs to plane wave
outputs, with no change in convergence or divergence compared to the incoming beam. This is the case e.g. for an
in“nity corrected objective and a tube lens aligned in a 4f-con“guration. For a more general discussion of other
cases, refer to [148].
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3 Transmission matrix

This chapter introduces the method used to characterize and control light propagation in

optical “bers: the transmission matrix.

Some of the material presented in this chapter can be found in the following papers:

€ Damien Loterie, Salma Farahi, Demetri Psaltis, and Christophe Moser. Complex pattern

projection through a multimode “ber. In Adaptive Optics and Wavefront Control for

Biological Systems, volume 9335, pages 93350I…1 to …6, 2015.

€ Damien Loterie, Salma Farahi, Ioannis Papadopoulos, Alexandre Goy, Demetri Psaltis,

and Christophe Moser. Digital confocal microscopy through a multimode “ber. Optics

Express, 23(18):23845…23858, September 2015.

3.1 Theory

3.1.1 Introduction

The “rst step in controlling light in a multimode “ber is to know how light is transformed

between the “ber•s input and output. This is done in this thesis with the transmission matrix.

The transmission matrix is a concept derived from the scattering matrix commonly used in

physics. In this framework, the process under study is described by an •incomingŽ wave � in

and an •outgoingŽ wave � out which are related by a linear operator S. If the states are expressed

as vectors in a suitably chosen basis, the relationship is a matrix operation � in = S� out , where

S is called the S-matrix or scattering matrix [149,150].

In general, the S-matrix allows interactions in any direction. For example, a traveling wave

coming in from a source direction is allowed to scatter or re”ect back towards the source. If

re”ections are neglected and only waves transmitted forward between a source and a detector

plane are considered, then only a part of the full scattering matrix is needed. This is the

transmission matrix [18,19]. The notation used in this chapter is Y = T X, where X and Y are
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Figure 3.1: The transmission matrix model for multimode “bers. The input pattern X is
injected into the “ber, where it undergoes a transformation T , and exits as the
output pattern Y . X and Y are a vectors of complex coef“cients describing the
optical “elds at input and output respectively in a suitable basis. In this illustration,
the input and output bases consist of the “ber modes, but other choices are
possible too. T is the transmission matrix relating the input coef“cients X and the
output coef“cients Y .

the complex “eld values at input and output respectively, and T is the transmission matrix.

This is illustrated for “bers in Figure 3.1.

Multimode “bers “t well in the framework of transmission matrices. They exhibit negligible

backscattering and have a “nite set of modes, so they can be completely described by a

transmission matrix of “nite size 1. In addition, barring any deformation, “bers are stable in

time [114, p. 47-49] and do not exhibit decorrelation as in biological media [151…153].

The transmission matrix model does not make any assumptions about the process under

study, other than a linear relationship between input waves and output waves. In a certain

sense, this is too general for optical “bers because the propagation of modes can be predicted

from theory using a small set of physical parameters [74], whereas the matrix approach

requires a very large number of parameters (allowing any input-output transformation to take

place). Nevertheless, the transmission matrix is convenient in practice because in addition

to modal scrambling it can capture common imperfections in experimental setups, such as

misalignments, aberrations, or even the refractive transition from “ber to air [154], effects

which must otherwise be modeled. The matrix is also useful with a variety of “bers, such as

multi-core “bers [155] or graded index “bers [72], for which propagation properties are more

dif“cult to predict.

1This assumes monochromatic light. Modes vary with wavelength, so multispectral transmission matrices grow
in size proportionately to the wavelength interval [99].
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Experimentally, the matrix is measured by applying a set of inputs one by one to the system

with a spatial light modulator (SLM), and recording the corresponding output “elds holo-

graphically [18]. The transmission matrix is then able to predict any future output by linear

combination of the known input-output measurements.

3.1.2 General properties

Scattering matrices obey certain useful properties depending on the system under considera-

tion [150, p. 5-7]. Assuming energy conservation, the scattering matrix is unitary: S• = SŠ1.

In a reciprocal system, the scattering matrix is symmetric: S= ST . These two properties hold

for theoretical scattering matrices in general. This section discusses how they apply in the

case of experimentally measured transmission matrices of “bers. It also discusses properties

speci“cally related to “bers.

Unitarity

When using a transmission matrix model instead of the full scattering matrix, we neglect the

re”ection component. In theory, an optical “ber features no re”ections or backscattering, so

that its idealized transmission operator remains unitary on its own as well [74]:

T • = T Š1 (3.1)

Experimentally, however, there are certain caveats. Unitarity requires conservation of energy.

Therefore, every possible way in which light can be transmitted through the system must

be mapped out and observed without loss. Experimentally, this is not feasible for multiple

reasons. Limitations in the optics or the measurement apparatus can cause losses. Light may

be coupled out of the “ber due to bends, inhomogeneities, or simply when the input exceeds

the “ber•s numerical aperture. Only a single polarization may be measured, for experimental

convenience, leading to an incomplete transmission matrix. The matrix may be described in a

basis with more degrees of freedom than the “ber it describes. All these effects cause •lossyŽ

channels to appear in the experimental transmission matrix, so that it is not strictly unitary in

practice [74,99].

Reciprocity

Reciprocity makes the scattering matrix symmetric, but this does not imply that the transmis-

sion matrix is symmetric. Reciprocity says that a coupling between an input wave n and an

output wave m occurs with the same amplitude and phase when the process is reversed (i.e.

when the output is sent back through the system exactly as it came) [150]. For transmission

matrices, this means that the matrix for one direction TA�B is the non-conjugate transpose of
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the matrix in the opposite direction TB� A, as described by Equation 3.2.

TA�B = TB� A
� (3.2)

Note that the two matrices operate on a different set of basis vectors. Since TB� A describes

the reverse propagation process, its basis vectors are the time-reversed 2 versions of the corre-

sponding basis vectors of TA�B . As a simple illustrative example with one input mode and one

output mode: if TA�B describes the conversion of a plane wave into a converging spherical

wave, both traveling in the + z direction, then TB� A describes the conversion of a diverging

spherical wave into a plane wave, both traveling in the Šz direction.

In certain respects, reciprocity is more robust to experimental imperfections than unitarity.

Reciprocity holds even in the presence of loss or gain. More generally, it applies in linear,

time-invariant materials with symmetric dielectric and magnetic tensors [156]. This is the

case in all the experiments presented in this work. The main dif“culty in exploiting reciprocity

is the requirement to swap the places of the source (spatial light modulator) and the detector

(camera) exactly in order for the reverse transmission matrix TB� A to be valid. As will be

shown later in section 4.3, this is not a trivial problem in practice.

Limited mode coupling

Step-index “bers possess a speci“c set of propagation-invariant modes (see Appendix A).

Mode coupling (i.e. the transfer of energy between different modes) is limited in general.

It happens only in bent “bers, and is proportional to the curvature of the bends and the

interaction length. Consequently, the matrix is sparse if expressed in a basis of “ber modes.

For short segments of “ber without sharp bends, the matrix is nearly diagonal [74].

The existence of modes with well-de“ned propagation constants can be related to the ge-

ometric picture of ray propagation in “bers. When light rays enter the “ber and reach the

core-to-cladding interface, the law of re”ection prohibits the momentum to change in a plane

tangent to the interface. Therefore, in a straight “ber the axial momentum of the light (which

corresponds to the propagation constant) is conserved [62]. The light always exits the “ber

with the same longitudinal angle of propagation, but with a possibly randomized direction

in the transverse plane. This corresponds to the experimental observation that a plane wave

injected in a step-index multimode “ber at a certain angle tends to come out of the “ber as a

hollow cone of light with the same aperture angle. So if the transmission matrix is expressed in

a basis of plane waves, one expects the high-amplitude coef“cients to be concentrated around

the diagonal.

In graded-index “bers, there are large groups of degenerate modes which share the same

propagation constant [100]. Signi“cant coupling within these mode groups is observed even

over a distance of a few meters. However, coupling between modes of different propagation

2This is equivalent to •phase conjugatedŽ in the monochromatic regime.
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constants is low. This gives the matrix a sparse and approximately block-diagonal structure in

a basis of “ber modes ordered by propagation constants [99]. Due to the continuously varying

refractive index pro“le inside graded index “bers, one cannot say anymore that the input

angles will be conserved.

Polarization properties

A vectorial calculation of the propagation-invariant modes in a step-index “ber (see Ap-

pendix A) reveals that most modes are predominantly circularly polarized. And indeed, in

transmission matrices of step-index “bers, the sub-matrices connecting both polarizations

are almost zero if circularly polarized basis vectors are used [74]. This is true whether the

basis consists of the actual “ber modes, or whether it consists of any other set of circularly

polarized “elds. On the contrary, the transmission matrix contains signi“cant cross-coupling

coef“cients when linearly polarized basis vectors are used instead. Practically, this means that

a circularly polarized input “eld tends to exit the “ber almost entirely with the same circular

polarization.

The conservation of circular polarization is a good approximation in most cases. Of course,

in bent “bers a certain amount of polarization cross-coupling is to be expected due to mode

coupling. However, even in an ideal straight “ber, there is a small set of modes that cannot be

approximated only with a single uniform circular polarization component. As the numerical

aperture of a “ber grows, increasingly more modes exhibit a non-uniform polarization distri-

bution. How well the circular polarization is maintained depends on the modal parameters of

the input “eld, and the physical parameters and shape of the “ber.

Graded-index “bers seem to have more complicated polarization properties. Experimentally,

they are found to preserve neither linear nor circular polarizations [98]. More in-depth model-

ing studies of light propagation in these “bers will be needed in order to fully elucidate their

polarization behavior.

3.2 Experimental aspects

3.2.1 Fourier basis

The choice of the basis in which to represent the transmission matrix deserves some attention.

The “ber modes themselves can serve as basis [74,99,111], as suggested also by Figure 3.1.

However, any other basis can work as long as it can completely describe all “elds coming in

and out of the “ber 3. Examples found in literature include localized spots [57,65] or plane

waves with varying angles [63, 72]. The input and output bases can be different from each

other [63, 72]. The input basis can also be different from the input patterns actually used

to measure the “ber [61, 74], in which case a linear transformation links the input-output

3In algebraic terms, the chosen basis should contain the modes of the “ber as a subspace.
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measurements to the matrix. In the present work, the matrix is always measured in a basis of

plane waves, which is called here a •Fourier basisŽ. The reasons are explained in the following

paragraphs.

Current modulators and cameras have active areas in the megapixel (1 000 000 pixels) range.

On one hand, it is desirable to expand the “ber image to cover as many of those pixels as

possible on the device (beyond even the minimum outlined in Table 2.1 on p. 26). Using more

pixels reduces sampling artifacts, and some methods such as off-axis holography require extra

resolution anyway for proper operation (see chapter 2). On the other hand, the full resolution

is usually too high to “t all the pixels in a transmission matrix. Indeed, with optical “elds

of 1000 by 1000 pixels on both sides of the “ber, the matrix would require computation and

storage of 1000² by 1000² elements, i.e. multiple terabytes of data, which is currently above a

typical computer•s memory capacity.

One way around this problem is to build the matrix not with the “eld values at every pixel

on each end of the “ber, but with a reduced set of Fourier coef“cients describing these “elds.

As evidenced by the off-axis hologram in Figure 2.3(b) on p. 15, the “ber•s optical “eld is

concentrated in a compact area in Fourier space. This is because the number of Fourier

coef“cients depends on the NA of the “ber and the size of the “eld of view around the core 4,

but not on the actual resolution used to sample this “eld of view. The conversion between

the Fourier coef“cients and the actual “eld values is ef“ciently carried out by a Fast Fourier

Transform (FFT).

There are multiple advantages to using a Fourier basis. First, the full resolution of the modula-

tor and camera can be used while keeping the size of the transmission matrix manageable. For

example, for a “ber with a 105 µm core and a measured NA of 0.23 at 532 nm , approximately

7800 Fourier coef“cients are needed to describe each side of the “ber in one polarization

(while this “ber supports about 5100 modes per polarization at this wavelength). The result is

that the matrix can be built with only 7800 by 7800 elements, i.e. a few hundred megabytes of

data. The size of the matrix grows rapidly with NA and core diameter, though, as elaborated

further in subsection 3.2.3.

Second, with a Fourier basis the natural choice of input patterns for measurement of the matrix

is a set of plane waves with varying angles. Luckily, this is a type of pattern that phase-only

modulators can display very accurately, since these are linear phase masks without amplitude

component. In addition, each such phase mask covers the whole “eld of view on the SLM. This

means that a maximum amount of light is injected into the “ber during each input-output

measurement [61] in contrast to pixel-grouping schemes [57], where the small active zone

of SLM can for example be overwhelmed by stray light scattered from the SLM chip. These

factors improve the accuracy of the measurement.

4To have the minimum number of coef“cients in Fourier space, the “eld of view should be limited to the core
and not include too much margin around it. If the “eld of view is extended with a wider margin around the core,
then the number of Fourier coef“cients will increase unnecessarily due to the Fourier scaling property.
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Figure 3.2: Fourier basis for the measurement of the transmission matrix.

The transmission matrix is thus measured by sequentially turning every •Fourier pixelŽ of the

SLM on. In the spatial domain, the Fourier pixels correspond to phase gratings of varying

period and orientation on the SLM. For each input grating, the corresponding Fourier coef“-

cients of the output are recorded by the camera in an off-axis hologram. Each such Fourier

input-output measurement “lls one column of the transmission matrix. This is illustrated in

Figure 3.2. Only Fourier components that are compatible in angle with the NA of the “ber

are used as input or output. These areas are denoted with an orange circle in Figure 3.2. As

an added bonus, the procedure skips the inverse Fourier transform required to reconstruct

the output “eld from the off-axis hologram (see subsection 2.1.3 on p. 14), leading to a lower

computational cost.

An important pitfall must be noted here. Off-axis holograms contain both a real and a con-

jugate order, as explained in subsection 2.1.2. Selecting the correct order, i.e. the real order,

is crucial in transmission matrix experiments. If the conjugate order is selected, each input

coef“cient will be related with the conjugate of the output. This is not a linear relationship,

and will cause problems e.g. when trying to invert the matrix for imaging (as will be needed

later in chapter 4). In theory, one can “gure out where the real order is in the Fourier domain

based on the physical direction of the reference beam relative the object beam. A simpler

alternative in wavefront shaping setups is to use the spatial modulator for this purpose: simply

shift the phase of the input beam using the SLM (e.g. by � /4) and compare the Fourier domain

of the off-axis hologram before and after the shift. The order that shifts with the same phase as

the SLM is the real order, and the one that shifts with opposite phase is the conjugate order.

3.2.2 Phase drift tracking

One inconvenient aspect of interferometric measurements is that they are generally very

sensitive to environmental perturbations such as temperature changes and vibrations. This

is especially true for methods with separate reference and object beams, such as off-axis

holography. Over time, the relative phase between the reference beam (plane wave) and the
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Figure 3.3: Temporal stability of the recorded reference “eld, as measured by the complex
correlation coef“cient.

object beam (output of the “ber) can drift. Unfortunately, all basis vectors must be measured

with respect to the same phase reference; otherwise they cannot be used coherently with each

other in the transmission matrix. Other perturbations such as mechanical instabilities can

modify not only the phase but also the amplitude distribution of the output. This greatly

affects the measurement, since the matrix method requires the system to be time-invariant.

In literature, similar issues are discussed in connection with the process of recording physical

hologram [157].

To quantify the effect of drifts and instabilities in the “ber measurement system, we introduce

the complex correlation coef“cient,

� C =
� f ,g	


 f 
 
 g

=

� N
k=1 fk gk

�

� � N
k=1 | fk |2

� � N
k=1 |gk |2

(3.3)

where f and g are vectors with N elements and gk
� denotes the complex conjugate of gk .

The complex correlation coef“cient is a straightforward extension of the linear correlation

coef“cient in statistics to complex numbers: its magnitude estimates the degree of linear

similarity between two datasets, and its phase estimates the overall phase rotation [158].

Because of Plancherel•s theorem, it has the same value whether it is calculated from the

complex “eld values or from the Fourier coef“cients.

Figure 3.3 shows the typical behavior of the correlation coef“cient over a time period of

10 minutes in this system. A constant input “eld is fed to the “ber and the output “eld is

monitored. At each point in time, the current output “eld is correlated with the “rst measured

output “eld in the sequence. As evidenced by Figure 3.3(a), there is no decorrelation in

this measurement since the magnitude of the correlation coef“cient remains very close to

1. Figure 3.3(b) shows that the phase varies slowly over time, with an average rate of 72 ° per

minute in this experiment.
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The topic of interferometric stability is covered brie”y in a number of textbooks [159 …161].

The following destabilizing in”uences were identi“ed in the course of this work:

€ Air ”ow : Moving air is a problem in long-running interferometric measurements be-

cause of the associated temperature gradients. Air that is 1 °C hotter or cooler has a

difference of refractive index of the order of 10 Š6 (around an ambient temperature of

20°) C [162]. This is suf“cient to cause a 2 � phase shift over a distance of 50 cm at 532nm .

An effective way to block external sources of air ”ow is to build an enclosure around the

experimental setup. Air ”ow cannot be entirely eliminated in experiments with an SLM,

because the SLM itself generates a signi“cant amount of heat which displaces the air.

€ Wavelength shifts: Diode-pumped solid state (DPSS) lasers can be found with linewidths

down to 1.5 MHz . It is rarely speci“ed, however, that this laser line can drift over time

over an interval that is much larger than the linewidth itself. If the wavelength shift is

�� and there is an optical path length difference �L between the reference and object

arm, a corresponding phase shift �� = 2�
� 2 �L �� will be observed in the hologram. For

this reason, it can sometimes be useful to equalize the path lengths of reference and

object arms ( �L = 0) even when using lasers with long coherence lengths. An alternative

is to use wavelength-stabilized laser sources.

€ Mechanical and thermal drift : Most translation stages and adjusters drift slowly over

time. Temperature changes can also modify the relative positioning of optical elements

due to thermal expansion. It is best to limit the number of adjustable elements, avoid

the use of very sensitive elements (e.g. pellicle beam splitters) and wait for the thermal

equilibrium of the setup and all the devices to be reached before running experiments.

€ Vibrations : Optical setups should be built on rigid, vibration-isolated tables in quiet

rooms. With these precautions, vibrations should not affect measurements appreciably.

Realistically, not all perturbations can be prevented, so a correction mechanism should be

used. Decorrelation (i.e. a decrease in |� C|) cannot easily be “xed in post-processing, and

should be limited as much as possible. Phase drifts (i.e. changes in the phase of � C), however,

can be estimated and corrected provided they are suf“ciently regular in time.

In order to eliminate the phase drift in the transmission matrix measurements, a monitoring

scheme was used. Instead of measuring the input-output response for every basis vector in

a sequence, a constant reference input was inserted after one out of every 2 inputs. Each of

the corresponding reference output measurement was then correlated with the “rst reference

output measurement to estimate the relative phase drift. Then, the phase was interpolated

(cubic spline interpolation) to estimate the phase drift in the time intervals between each of

reference measurement. Finally, this estimation was used to correct the output measurements

forming the matrix. This is shown in Figure 3.4. For longer measurements, a correction was

also included for slight lateral movements of the “ber core within the “eld of view, due to the

mechanical drift of translation stages. In recent literature, phase drift has been mitigated by

similar phase correction schemes [92] or by using co-propagating reference “elds [18].
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Figure 3.4: Timing diagram of the matrix measurement with correction for phase drift. Ref-
erence frames are interleaved with the input-output measurements. From these
reference measurements, the overall phase drift is estimated at various points in
time. The input-output measurements are then corrected by interpolation. For
consistency, this timing diagram also includes the input-output delay and the
limited acquisition window for the output, as explained in subsection 2.2.2 on p.
19.
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Figure 3.5: Size of the transmission matrix

3.2.3 Memory requirements

Transmission matrices connect every possible input of a system with every possible output.

As the number of inputs and outputs increase, the number of combinations can quickly run

out of hand. This section discusses how big of a matrix can be measured given the limited

amount of computer memory available to store it. The calculations below apply speci“cally to

the case of a Fourier basis measurement as described in subsection 3.2.1 on p. 33.

Let us assume that the “elds of view of both SLM and camera are adjusted so that the “ber

core just “lls the image area as in Figure 3.5(a). Assume also that on each side only a minimal

region of Fourier space is included in the matrix. Then, the lateral size of this region is given by

npixels as calculated in Equation 2.8 on p. 26. This is independent of the physical pixel counts

of the devices.
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Now, npixels is the diameter of the Fourier region needed to describe the input or output. The

actual number of coef“cients within this region, NFourier , depends on the area of the region.

This is drawn in Figure 3.5(b). Assuming a circular area of Fourier coef“cients is cut out, then

NFourier is approximated by:

NFourier = �r pixels
2

= �
�

npixels

2

� 2

=
V 2

�
(3.4)

Equation 3.4 might raise the eyebrows of readers who remember that the number of modes

in step-index “ber [163, p. 705] is Nmodes = V 2

2 . The difference between both formulas is

explained as follows. Here, NFourier is the number of coef“cients in a circular region of the

Fourier domain. Even though we cut out a circular area in the Fourier domain, this limited set

of coef“cient still describes a rectangular “eld of view in the spatial domain. Yet, the “ber core

is circular in the spatial domain. Hence, the set of NFourier Fourier coef“cients we selected

here overdetermines the “ber•s optical “eld by enclosing it within a rectangular “eld of view,

as shown in Figure 3.5(a). The proportion of •usefulŽ coef“cients within NFourier is given by the

ratio between the area of the round “ber core and the area of the square “eld of view around it.

This is precisely �
4 . An additional factor 2 comes from the fact that Nmodes counts the modes in

both polarizations, whereas for NFourier in Equation 3.4 we consider only one polarization.

NFourier gives the minimal number of coef“cients needed to describe either the input or the

output (assuming the procedure from subsection 3.2.1 is used). The matrix connects every

input coef“cient with every output coef“cient, and contains therefore NFourier
2 elements as

illustrated in Figure 3.5(b). The size of the matrix is therefore:

Nmatrix = NFourier
2

=
�
V 2

�

� 2

= � 2
�

d NA

� 0

� 4

(3.5)

With Equation 3.5, the problem of scaling becomes apparent. Doubling either the “eld of

view or the resolution of the “ber results in a 16-fold growth of the matrix size. Note also that

Nmatrix is the minimum size for one polarization; including both polarization increases this

number by an extra factor of 4.

Practically, a matrix of a “ber of core diameter 105 µm and NA 0.22 at 532nm uses at least

535Mb of computer memory, for a single polarization and assuming complex numbers stored

as pairs of 64-bit ”oating point values. A “ber of core diameter 200 µm and NA 0.39 at 488nm

takes minimum 96 Gb.
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Scaling the method to “bers of any size would require escaping the fourth-power law of

Equation 3.5. This would be possible by exploiting the sparsity of the matrix as discussed in

subsection 3.1.2 and in references [74,113]. By storing only the matrix coef“cients describing

signi“cant coupling between modes, the number of matrix elements would be drastically

reduced. This requires using a “ber mode basis for the matrix, though, so an ef“cient and

scalable algorithm is necessary to transform experimental data to a “ber mode basis. The

problem of aligning the “ber mode basis to the experimental data is also non-trivial [74,98].

In this work, only full matrices in a Fourier basis are used. Despite the memory limitations, the

algorithm is very fast and can process holograms in real-time even for relatively large “bers.

In addition, the procedure requires only minimal tuning when the “ber parameters (core size,

NA, index pro“le,...) are changed.

3.3 Measurement

The experimental setup for the measurement of the transmission matrix in this section is

shown in Figure 3.6. Light from a 532nm diode-pumped solid state continuous wave laser (CNI

MSL-FN-532-100mW) passes successively through a variable attenuator (VA), a half-wave

plate ( � /2), a beam expander (lenses L1 and L2), and a spatial “lter (objective OBJ1 and pinhole

P), after which it is collimated by a lens (L3). Then, a polarizing beamsplitter splits the light

towards each side of a multimode “ber. The half-wave plate and the polarizing beamsplitter

allow adjusting the amount of light sent to each arm. A second half-wave plate ensures that

the polarization is the same in both arms. The multimode “ber (Thorlabs M43L01, Ø105 µm

core, NA 0.22, FC-APC connectors) is taped in place on the optical table and a few posts. It is

1m long and has in this experiment a single bend with an approximate radius of curvature of

10cm. On one side of the “ber, there is a phase-only spatial light modulator (HoloEye Pluto)

that re”ects part of the incoming light via a beamsplitter towards the multimode “ber. It can

be used to send controlled input patterns to the multimode “ber. On the other side of the “ber,

a camera (PhotonFocus MV1-D1312(IE)-G2-100) records the light “elds coming out of the

“ber through a magnifying system (L4/L5 and OBJ2/OBJ3) and a beamsplitter. The collimated

beam coming through the other port of the beamsplitter is tilted slightly in angle (1.5 °), to

serve as a reference for off-axis holography. Note that only a single polarization was measured

(linear). In Figure 3.6, the term •proximal sideŽ refers to the experimenter•s side of the “ber

(with the spatial light modulator). The other side is called the •distal sideŽ; when imaging (in

chapter 4), this is the side of the “ber that is brought close to the target location.

As explained in the previous sections, the matrix was measured in a Fourier basis. The matrix

described in this section contains 7213 by 7845 coef“cients and took approximately 10 min. to

measure. The amplitude of the matrix coef“cients in function of the input and output angles

they connect is represented in Figure 3.7. The distribution of the energy among the matrix

coef“cients shows the conservation of momentum: light injected with a particular angle tends

to come out of the “ber at the same angle, even in this bent “ber.
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Figure 3.6: Experimental setup for the transmission matrix measurement.
VA: variable attenuator; � /2: half-wave plate; L1: f = 30mm lens; L2: f = 75mm
lens; L3: f = 200mm lens; OBJ1: in“nity corrected 10x microscope objective; P:
10µm pinhole; L3: f = 200mm lens; PBS: polarizing beamsplitter; BS: beamsplit-
ter; LP: Linear polarized; SLM: spatial light modulator; L4, L5: f = 250mm lens;
OBJ2, OBJ3: 40x microscope objective; MMF: multimode “ber with Ø105 µm core
and NA 0.22.

Another general property of the matrix can be readily veri“ed. In the product matrix T T �

(shown in Figure 3.7), all the high-amplitude coef“cients are concentrated on the diagonal

and they have a fairly uniform amplitude, approximating the identity matrix. This illustrates

that the measured transmission matrix is close to unitary. Perfect correspondence is dif“cult

to obtain experimentally as explained in subsection 3.1.2.

A set of transmission maps can be calculated from the matrix. These maps describe for

each point on the facet of the “ber how much light will be transmitted there on average in

comparison to the other points. This is shown in Figure 3.9(a) and (c) for the input and output

respectively. The same can be done in the Fourier domain for angles (i.e. how much light

will be transmitted for any given angle), as shown in Figure 3.9(b) and (d). Note that there is

more attenuation for off-axis propagation angles. This effect is also seen with straight “bers

in other reports in literature (e.g. in the supplementary information of [74]), but may have

been exacerbated here due to bend losses or limitations in the optics. The sharp edges of

the Fourier maps are due here to the arti“cial limitation of the angles that are scanned and

recorded during the measurement of the matrix (see subsection 3.2.1).

The singular values of the matrix were calculated and drawn in Figure 3.10. The singular value

decomposition gives a representation of the rank of a matrix, i.e. the number of independent

components it contains. This in turn gives an indication of the number of modes in the “ber

under study. Next to the experimental singular values found for this “ber in this particular

con“guration, a simulated curve is also shown in Figure 3.10. The simulation is based on
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Figure 3.7: Amplitude of the measured transmission matrix coef“cients. This illustration is
a scaled down version of the full matrix where coef“cients with equal input and
output angles have been grouped together and averaged (RMS value).

the mode propagation model of optical “bers (see Appendix A), and creates a •syntheticŽ

transmission matrix by virtually replicating the Fourier basis measurement procedure outlined

in subsection 3.2.1. The nominal “ber speci“cations were used (Ø105 µm core, NA 0.22). The

simulation takes into account that only a single linear polarization is measured, but assumes

a straight “ber. The comparison between the simulated and experimental curve reveals that

there are slightly more modes than expected in this “ber. In theory, this “ber should support

approximately 4 500 modes per polarization, whereas over 5 000 are found experimentally.

Partly, this is due to the manufacturing tolerances on the “ber parameters (core of 105 µm ± 2%,

NA of 0.22 ± 0.02). With parameters estimated from the transmission maps in Figure 3.9, there

should be approximately 4 800 modes. The remaining difference may be due to residual

cladding modes that are insuf“ciently suppressed in this relatively short length of “ber. Finally,

the beginning of the experimental curve also shows a lower overall magnitude of the singular

values compared to the simulation. This can be explained by the bending of the “ber (and

associated losses) which is not taken into account in the simulation.

3.4 Conclusion

The transmission matrix method presented in this chapter allows relating the input and the

output of the “ber via a simple algebraic formula. It is measured here in a Fourier basis which

allows exploiting the full resolution of the modulator and camera while keeping the number

of coef“cients down. Phase drift is tracked and corrected during the measurement. A number

of general properties of transmission matrices of “bers were veri“ed experimentally, such as

conservation of momentum, unitarity and the number of independent modes.
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Figure 3.8: Amplitude of the product T T �. This illustration is a scaled down version of the
full matrix T T � (20:1 reduction with box averaging), in order to make the diagonal
visible at this scale.

(a) Input facet (b) Input Fourier domain

(c) Output facet (d) Output Fourier domain
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Figure 3.9: Intensity transmission maps derived from the matrix.
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Figure 3.10: Singular value decomposition of the transmission matrix (considering only a
single linear polarization).
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4 Image transmission

In this chapter, the transmission matrix is used to project and reconstruct images through

multimode “bers. Results are presented for image transmission from the proximal end to the

distal end, and in the reverse direction.

Some of the material presented in this chapter can be found in the following papers:

€ Damien Loterie, Salma Farahi, Demetri Psaltis, and Christophe Moser. Complex pattern

projection through a multimode “ber. In Adaptive Optics and Wavefront Control for

Biological Systems, volume 9335, pages 93350I…1 to …6, 2015.

€ Damien Loterie, Salma Farahi, Ioannis Papadopoulos, Alexandre Goy, Demetri Psaltis,

and Christophe Moser. Digital confocal microscopy through a multimode “ber. Optics

Express, 23(18):23845…23858, September 2015.

4.1 Pattern projection

In pattern projection experiments, the goal is to obtain a chosen pattern at the distal end of

the “ber by feeding the correct input wavefront into the proximal tip of the “ber. Sending

controlled patterns through a “ber can be useful for structured illumination or compressed

sensing, or simply to do scanning microscopy using spots.

4.1.1 Inversion of the matrix

To calculate the required input wavefront, the “rst step is to invert the transmission matrix.

The algebraic inverse T Š1 cannot be used due to measurement noise and rank-de“ciencies.

Two different stable methods were investigated instead.

In phase conjugation, the Hermitian transpose of the matrix is used as its inverse: Tinv = T • .

As discussed in subsection 3.1.2 on p. 31, this would be a perfect inverse were it not for

losses and other experimental limitations. Using T • is equivalent to performing optical phase
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Chapter 4. Image transmission

conjugation [18]. This inversion method requires very little computations.

With Tikhonov inversion , the inverse is calculated as Tinv = (T • T + � I )Š1T • . It can alternatively

be calculated via spectral “ltering: Tinv = V � +U • , where T = U � V • is the singular value

decomposition of T , and � + is a diagonal matrix containing the singular values � i of T “ltered

by the function f (� i ) = � i
� i

2+� 2 . Via the regularization parameter � , this inversion method

strikes a balance between algebraic inversion and phase conjugation [20]. In general, this

achieves lower reconstruction errors than phase conjugation alone.

4.1.2 Results

Intensity patterns

Both inversion methods can be compared with the experimental results presented in Figure 4.1

using the setup of Figure 3.6 on p. 41. With each inverse matrix, the input pattern was calcu-

lated to obtain a chosen pattern at the output of a multimode “ber. For Tikhonov inversion,

the regularization parameter � was 10% of the largest singular value � 1 of the transmission

matrix. This value was found empirically to optimize the contrast of the patterns. The inputs

were optimized using the Gerchberg-Saxton amplitude coding algorithm (subsection 2.2.4)

before being displayed on the SLM. The resulting output pattern was then recorded on the

camera (without a reference beam, i.e. non-holographically). For this set of measurements, a

polarizing “lter was placed in front of the camera to suppress the uncontrolled polarization

(as shown in Figure 3.6).

For a correct interpretation of the experimental results, I state here how the camera images

were processed in Figure 4.1. In each image, the “xed pattern noise of the camera was compen-

sated by subtracting a background image taken with the same exposure time but without laser

light. The experimental data was then scaled to “t within the range of representable colors

with minimal clipping (less than 0.1% of out-of-range pixels). The black level was however

not modi“ed (apart from the background subtraction). No spatial averaging or image size

reduction was used. The camera•s data is linear, i.e. without gamma modi“cation.

It is not straightforward to choose a •generalŽ quantitative error metric for the output patterns

that would be meaningful for any application. In Figure 4.1, the linear correlation coef“cients

is stated for each measurement to give an indication of the linear similarity with the target

pattern. It ranges here between 58.1% for a grating pattern calculated with phase conjugation

and 99.3% for a line pattern calculated with Tikhonov inversion.

The subjective visual quality of the patterns depends mostly on the contrast between the

pattern and the background noise. In this experiment, the signal-to-background ratio depends

on how much the light is concentrated inside the pattern. For a pattern with a small area such

as the line in Figure 4.1, the signal-to-background is over 1000:1, whereas for the letter •AŽ it is

approximately 24:1 (Tikhonov inversion).
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4.1. Pattern projection

By applying the appropriate propagation factors, patterns can be projected at any distance in

front of the “ber. This is demonstrated in Figure 4.2 for projection in the far “eld. Note that

the vertically mounted experimental setup shown in Figure 4.2 is different from the setup used

for Figure 4.1 (which was horizontally mounted and corresponds to Figure 3.6). The vertical

setup was mounted in collaboration with my colleague Paul Delrot.

Focused spots

Many microscopic imaging mechanisms are possible once a spot can be scanned over a target

location at the distal end of a “ber. Examples include ”uorescence [60 …62, 64, 65, 69, 164],

two-photon ”uorescence [70 …72], re”ection [73,74] and photoacoustic [66,81,114] microscopy.

The advantage of using a transmission matrix for this purpose is that the imaging plane can

be dynamically changed without requiring any physical adjustment of the system. Images

can be made at variable distances in front of the “ber, within the constraints imposed by the

aperture of the “ber [60]. The image plane can also be freely re-oriented to make transversal

cuts through the sample (e.g. for confocal microscopy as in chapter 5).

As with the intensity patterns, the correct measure of performance for spots will depend on the

particular application. The most common measure in the multimode “ber imaging literature

is the •enhancementŽ [55,58,59,65,71,86,90], a contrast metric borrowed from the scattering

media literature [15]. It can be calculated as the ratio between the peak intensity of the spot

and the average intensity of the whole beam (including the background noise). The relevance

of this “gure of merit in microscopy can be debated, because the enhancement does not

account for the area over which the background noise is spread out. If spots A and B have the

same enhancement, but the area of the noise in A is twice as large as in B, then A will create

twice as much spurious signals as B during spot-scanning microscopy.

To account for the overall noise level, an additional metric is used in this section: the ratio

between the power in the central lobe of the spot versus the total power of the beam. This

number conveniently describes what fraction of the light will convert to useful signal during

spot-scanning microscopy. For an ideal Airy spot, the maximum percentage of power in the

central lobe is approximately 84%.

The experimental results of spot focusing are presented in Figure 4.3 using both metrics and

three different “bers: 200 µm core and NA 0.39 (Thorlabs FT200EMT), 105 µm core and NA 0.22

(Thorlabs FG105LGA), and 50µm core and NA 0.22 (Thorlabs FG050LGA). The “ber length was

7.5cm for the 200 µm core “ber and 25 cm for the two other “bers. The spots were displayed

using Gerchberg-Saxton amplitude coding (see subsection 2.2.4). The matrix was measured

here in a circularly polarized basis using quarter-wave plates on each end of the setup [74].

Unlike the patterns of Figure 4.1, this set of measurements is done without a polarizer in front

of the camera. The displayed image therefore corresponds to the total of the light transmitted

through the “ber (i.e. both the measured circular polarization and the •uncontrolledŽ opposite
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Chapter 4. Image transmission

Target pattern
Experiment with

phase conjugation
Experiment with

Tikhonov inversion

93.2% 99.3%

86.4% 95.7%

82.7% 92.5%

85.3% 93.8%

58.1% 74.8%

Figure 4.1: Projection of patterns at the distal side of the “ber. Fiber: Thorlabs M43L01,
Ø105µm core, NA 0.22, 1m length, FC-APC connectors. Wavelength: 532 nm .
Scale bars: 20µm. Bottom right corner: correlation coef“cient versus the target
pattern. The setup used here is the same as for the measurement of the matrix in
Figure 3.6 on p. 41. Note the use of a polarizing “lter to suppress one of the two
polarizations.
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4.1. Pattern projection

Fiber 

SLM

Camera

Figure 4.2: Photograph of pattern projection in the far “eld. This is a vertically mounted setup
with a “ber (Thorlabs M43L01, Ø105 µm core, NA 0.22, 7.5cm length) immobilized
inside a needle.

polarization). For each image, multiple camera exposures were combined in order to increase

the dynamic range, which is necessary to detect the background noise properly [55,57]. The

matrix of the largest “ber, i.e. with the 200 µm core and NA 0.39 in Figure 4.3(a), was measured

at 488nm and inverted by phase conjugation (due to the large number of modes). The other

two were measured at 532 nm and inverted with the Tikhonov formula.

The enhancement is very high for a “ber with many modes such as the 200 µm core, NA 0.39

“ber in Figure 4.3(a). However, the experimental apparatus concentrates approximately the

same fraction of energy (around 50%) inside the spot when a much smaller “ber is used, i.e.

the 50 µm core, NA 0.22 “ber in Figure 4.3(c). The enhancement values differ by a factor of 40.

In Figure 4.3(d-f) the line pro“les of the spots in the corresponding images Figure 4.3(a-c) are

given. The resolution is quanti“ed with both the full width at half maximum, and the distance

between the zeros around the main lobe. This resolution is close to the diffraction limit: the

size of the main lobe is 0.81 µm for NA 0.39 at 488 nm (diffraction limit: 0.74 µm) and 1.6 µm

for NA 0.22 at 532 nm (diffraction limit: 1.5 µm).

Special beams

Certain special types of beams “nd applications in advanced microscopy techniques, such as

•donutŽ beams or bottle beams [165] in optical trapping [166,167] and stimulated emission

depletion (STED) microscopy [168]. Without going into further details, Figure 4.4 shows that

these exotic beam shapes can be produced via “bers also, simply by loading the appropriate

phase mask on the SLM.
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Chapter 4. Image transmission

(a) Fiber: Ø200 µm NA 0.39
Wavelength: 488 nm
Inversion: phase conjugate
Enhancement: 28600
Energy in central lobe: 47%

(b) Fiber: Ø105 µm NA 0.22
Wavelength: 532 nm
Inversion: Tikhonov
Enhancement: 2900
Energy in central lobe: 57%

(c) Fiber: Ø50 µm NA 0.22
Wavelength: 532 nm
Inversion: Tikhonov
Enhancement: 700
Energy in central lobe: 50%
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Figure 4.3: Focused spots created through a variety of “bers. (a)-(c) Logarithmic intensity
images, with the value 1 representing the peak intensity of the spot. The scale bars
represent 20 µm. (d)-(f ) Line pro“les of the spots, with full width at half maximum
(in red) and distance between the zeros around the main lobe (in orange). In (d),
the zeros were estimated from a “t to an Airy pro“le.
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4.2. Scanning microscopy

Focused spot Bottle beam Vortex beam

Transverse
(xy) pro“le

Longitudinal
(xz) pro“le

Figure 4.4: Bottle and vortex beam created through a “ber, with a focused spot for comparison.
Fiber: Ø200 µm NA 0.39. Wavelength: 488nm . Inversion by phase conjugation.
Scale bars: 5µm. Linear intensity coloring.

4.2 Scanning microscopy

By sweeping focused spots over a sample area and collecting the signal returning back through

the “ber, microscopic images can be reconstructed through a multimode “ber [60 …62,64…66,

69,74]. This section shows brie”y the application of the transmission matrix for two-photon

”uorescence microscopy. Chapter 5 discusses in more detail the case of confocal re”ection

microscopy.

Unlike the other experiments presented in this thesis, I did not build the setup for the two-

photon experiment or prepare the samples myself. Credit for this goes to my colleagues

Donald Conkey, Nicolino Stasio, Edgar Morales Delgado, Jacob Staley and Marilisa Romito. My

personal contribution here is to implement the transmission matrix algorithm on their setup

as an alternative to digital phase conjugation. This setup is almost the same as the one of

reference [155]. Our lab•s work on two-photon microscopy in multimode “bers is also further

described in references [70,71,104]. For these reasons, the discussion here is kept brief.

A simpli“ed diagram of the experimental setup is shown in Figure 4.5. There are several

important differences with the setups described before. First, this setup uses a broadband

femtosecond pulsed laser (Coherent Chameleon, 140 fs, operated at � = 785nm ). A delay line

matches the path lengths of the object and reference beam, as is necessary for holographic

recordings with the camera. Second, a photo-multiplier tube behind a dichroic mirror records

the two-photon ”uorescence signal collected by the “ber. Third, the “ber here is a multi-core
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Camera

OBJ
L BS

(Parts not used
during imaging)

SLM

MCF

�/2

Laser
785nm 140fs

LOBJ PBS

OBJ
L

BS Sample

PMT

DM

Proximal side Distal side

Delay
line

Figure 4.5: Simpli“ed diagram of the two-photon ”uorescence imaging setup.
The components in faded colors are needed during the measurement of the ma-
trix, but not during imaging. OBJ: objective, L: lens, � /2: half-wave plate, PBS:
polarizing beam splitter, BS: beam splitter, SLM: spatial light modulator, PMT:
photomultiplier tube, MCF: multi-core “ber.

“ber (Fujikura, FIGH-03-215S) instead of a step-index multimode “ber. This is because the

dispersion properties of step-index “bers do not allow correcting modal scrambling over a

broad range of wavelengths (as required for ultrashort pulses) for reasonable lengths of “ber.

Graded-index “bers do provide enough bandwidth, but have a lower power threshold due

to the self-focusing effect of light inside them. Because a multi-core “ber was used, the end

facets of the “ber were placed out-of-focus. This effectively mixes the contributions from the

different cores in the focal plane and spreads the energy more evenly on the active areas of the

camera and SLM. The distance between the distal facet and the sample plane was 300 µm.

This setup was used to image the cochlea of a mouse ex-vivo. M. Romito prepared the cochlea

samples. The cochleas were extracted from young mice (strain NMRI), and stained with

Phalloidin 488 which binds to the protein F-actin. The ”uorophore was Alexa Fluor 488, which

has a suf“cient two-photon cross section at the operating wavelength and emits in the green

around 525 nm. All animal procedures were approved by EPFL.

The resulting two-photon images in Figure 4.6 show the structure of the cochlea and the hair

cells. A depth section through a row of cells (indicated with a blue line) shows the sectioning

effect obtained with by two-photon imaging. A measurement with a commercial two-photon

microscope determined that the cochlear layer is approximately 16 µm thick.

In general, the advantages of the transmission matrix (with phase drift correction) are a

dynamically adaptable scan plane and less stringent alignment requirements [155]. On the

other hand, the main advantage of the digital phase conjugation approach is that only a

fraction of the data of a full transmission matrix must be recorded if spots are needed only

over a small “eld of view compared to the “ber.
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Figure 4.6: Two-photon ”uorescence image of a mouse cochlea. The image on the left is a
transverse (xy) scan of the cellular layer. The image on the right is a depth-section
(xz) through the layer. The area of the depth section is indicated with the blue
dotted line. Scale bars: 20 µm.

4.3 Reverse image transmission

The transpose of the transmission matrix describes light propagation in the reverse direction

through the same system (see subsection 3.1.2 on p. 31). This recovering images traveling

from the distal end to the proximal end of a “ber, i.e. the opposite direction of the pattern

projection experiments in section 4.1. Incidentally, the inverse of the •backwardsŽ matrix

is also just the transpose of the inverse of the •forwardŽ matrix, so that no new inversion is

necessary.

4.3.1 Setup

The experimental setup is shown in Figure 4.7. It is the same setup as introduced for the matrix

measurement in Figure 3.6 on p. 41, with two changes. First, an additional camera (also a

PhotonFocus MV1-D1312(IE)-G2-100) is present at the proximal end of the “ber. It allows

recording the “elds coming from the distal to the proximal end. Second, a sample is placed

in front of the distal “ber facet (between OBJ3 and the MMF). A variable aperture controls

the “eld of illumination. The sample is illuminated from behind (in transmission) and the

resulting light distribution is collected by the “ber.

Note that with the present acquisition system, the object beam coming from the distal end

must be coherent with the reference beam in the proximal end. Otherwise, a holographic

recording of the amplitude and the phase is not possible. This constraint could however be

lifted by implementing a reference-free method of holography [169,170].
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during imaging)
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Figure 4.7: Setup for reverse image transmission.
The components in faded colors are needed during the measurement of the matrix,
but not for reverse image transmission. VA: variable attenuator; � /2: half-wave
plate; L1: f = 30mm lens; L2: f = 75mm lens; L3: f = 200mm lens; OBJ1: in“nity
corrected 10x microscope objective; P: 10 µm pinhole; PBS: polarizing beamsplit-
ter; BS: beamsplitter; LP: Linear polarized; SLM: spatial light modulator; L4, L5:
f = 250mm lens; OBJ2, OBJ3: 40x microscope objective; MMF: multimode “ber
with Ø105 µm core and NA 0.22.

4.3.2 Alignment of camera and SLM

As discussed in subsection 3.1.2 on p. 31, applying the reciprocity property for reverse imaging

poses a signi“cant practical challenge. The transmission matrix is measured using the SLM,

but the “eld must be recorded separately with a camera. For an accurate reconstruction, the

camera must record the “eld exactly as it exists at the position of the SLM.

This is possible by placing the SLM and the camera in equivalent planes behind a beam splitter,

as in phase conjugation experiments [59]. The two devices must then be aligned very precisely

in position and in angle, and should ideally have the same pixel pitch (otherwise scaling is

necessary). To reach the required precision quickly and easily, I used a digital registration

approach. A known sample was placed in the distal end, and the object “eld was recorded on

the proximal camera. This “eld was then interpolated, displaced, and tilted until it could be

reconstructed properly with the transmission matrix. At this point, the camera matches the

coordinate system of the SLM. The alignment parameters can be tuned only once and stay

stable until either component is moved. Similar strategies can be found in literature for the

alignment of digital phase conjugation mirrors [16,171].

4.3.3 Results

Two different patterns were projected on the “ber•s output facet. The samples were illuminated

from the back using a collimated beam. On the proximal side, camera 1 (see Figure 4.7)
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(a) Square of a USAF1951 target (b) Two beads with a restricted size of
the back-illumination

Figure 4.8: Results for reverse image transmission. Scale bars: 20 µm.

recorded the transmitted “eld with off-axis holography. The proximal Fourier coef“cients

were then decoded with the transposed inverse transmission matrix to reconstruct the distal

output “eld. The reconstructed intensity images (calculated as the square of the reconstructed

amplitude) are shown in Figure 4.8. The “rst pattern is a square from a Thorlabs USAF1951

resolution target, and has a signal-to-background ratio of 17:1. The second pattern consists of

two beads on a microscope cover glass, illuminated from behind by a disk-shaped beam. The

disk has a signal-to-background ratio of 10:1 with the surrounding speckle.

The quality of the reconstruction is visibly lower in this set of measurements than for pattern

projection (section 4.1). This is most likely due to the imperfect matching of the camera and

the SLM. While the alignment differences were compensated here, a more thorough matching

algorithm that captures aberrations and other defects would achieve better results.

The results presented here beg the question whether it is possible to illuminate a sample

through a “ber, and simultaneously view the light re”ected from this sample via the same

“ber (i.e. wide “eld re”ection microscopy). This is indeed possible, but in that case the large

amount of stray re”ections in the proximal optics causes additional degradation of the image.

Practically, this limits the “eld of illumination over which acceptable signal quality can be

obtained. The maximum SNR is obtained with a spot-wise illumination, and this is applied in

the next chapter for confocal “ltering. High quality wide-“eld re”ection microscopy with a

single holographic acquisition could probably be achieved by suppression of re”ections (e.g.

through coatings or coherence gating), comprehensive matching of SLM and camera, and

processing of both polarizations of the light in the “ber (which would increase the SNR).
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4.4 Conclusion

As shown in this chapter, images can be transmitted through multimode “bers by inverting

the transmission matrix. This allows high-quality patterns to be projected from the proximal

end to the distal end. By creating intense focus spots at the distal facet of the “ber, a sample

can be probed by spot-scanning microscopy. Here, this was demonstrated with two-photon

microscopy through a multi-core “ber. Finally, thanks to the reciprocity property, the same

matrix can be used for imaging in the reverse direction to recover patterns propagating back

from the distal end to proximal end.
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5 Digital confocal imaging

In this chapter, the imaging capabilities of multimode “bers are put to use to implement

confocal imaging.

This chapter corresponds to the following publication, with minor adaptations: Damien

Loterie, Salma Farahi, Ioannis Papadopoulos, Alexandre Goy, Demetri Psaltis, and Christophe

Moser. Digital confocal microscopy through a multimode “ber. Optics Express, 23(18):23845…

23858, September 2015.

5.1 Introduction

5.1.1 Fiber-based confocal endoscopes

Confocal microscopy is an important tool in biological imaging, because it substantially

improves the contrast of images compared to wide “eld microscopy, and it allows depth-

sectioning [172, 173]. In essence, the confocal microscope is based on a double “ltering

operation: a certain volume inside the sample is selectively illuminated by a focused beam,

and light originating from this focal volume is selectively observed using a pinhole in the

detection pathway. The pinhole is located in a plane conjugated with the focal plane, and

suppresses light originating from any location other than the focal volume. With this method,

a point of a sample can be probed with higher contrast with respect to its surroundings. Images

are built by scanning the probed focal volume inside the sample.

In typical biological media, confocal microscopy allows us to obtain clear, background-free

images only up to a certain point. Indeed, when focusing at a depth larger than the scattering

mean free path, photons on the illumination path are scattered away before they can reach

the focal volume. On the detection side, they are diverted from the detection path and blocked

by the pinhole. The resulting loss in sensitivity ultimately limits the confocal imaging depth to

the super“cial layers of the tissue.

To image biological structures that are located deep in tissue, “ber-based endoscopes can
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provide a minimally invasive solution. The existing confocal “ber endoscopes can be divided

into two categories: “ber bundle systems and distal scanning systems [9,174].

In “ber bundle systems, a coherent “ber bundle relays the spots created by a conventional

confocal microscope to the distal facet of the bundle. The plane of imaging is either the distal

facet of the bundle itself (the sample must then be placed in contact with this surface), or

an extra lens (e.g. a GRIN rod lens) can be attached to the distal tip of the bundle in order to

move the focal plane some distance away from the tip [10,175,176]. This arrangement allows

for thin endoscopes (300 µm … 1mm ), but the resolution is limited because of the required

inter-core spacing of the bundle, which is in general 3 µm or more. A magnifying element can

be used at the tip to improve the effective resolution, but in that case diffraction-limited spots

may over“ll the individual cores of the bundle, decreasing the system•s collection ef“ciency [9].

In addition, magni“cation reduces the “eld of view below the probe•s size.

Another approach is to add a miniature scanning mechanism at the tip of a single-mode “ber.

For example, a MEMS scanner can be used to scan the light beam [177,178] or the “ber tip

itself can be scanned [179 …181]. Such devices can reach diffraction-limited resolution, but

have large probes of several millimeters.

5.1.2 Multimode “ber confocal microscopy

Here I investigate a digital implementation of confocal microscopy combined with multimode

“ber imaging. For this, modal scrambling needs to be compensated both ways in order to

select a particular focal volume during both excitation and detection. In the digital variant of

confocal microscopy [182,183], the light returning from the sample is recorded with digital

holography in an intermediate plane, instead of being “ltered by a physical pinhole in a

conjugate plane. The “eld is then digitally propagated up to a virtual conjugate plane, where

it forms a focus. The digitally focused “eld can “nally be “ltered with a virtual pinhole

mask, making the detection spatially selective as in classical confocal microscopy. The digital

detection of the optical “elds provides a large ”exibility in the signal processing, allowing

for example the dynamic adjustment of the pinhole size as well as the measurement of new

contrast metrics such as the focal phase or the focal width [184]. Here, it also allows correcting

for the distortions due to the “ber before “ltering with a pinhole.

Practically, a multimode “ber guides light to and from the location of interest of a sample,

and re”ection-mode (non-”uorescent) digital confocal detection is implemented for the light

collected back through the “ber•s tip. Prior to the experiment, the transmission matrix of the

multimode “ber is measured. This matrix allows projecting arbitrary output patterns, as well

as decode the “elds propagating in the reverse direction through the same “ber (as explained

in chapter 4). Then, the digital “ltering is implemented as required for confocal microscopy.

The purpose is to increase the imaging contrast in spot-scanned images, which is important for

applications such as imaging inside scattering tissues. A correlation-based “ltering technique

is also introduced, which offers similar performance for a reduced computational cost.
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Figure 5.1: Digital confocal imaging setup. The components in faded colors are needed during
the measurement of the matrix, but not during imaging. VA: variable attenuator;
� /2: half-wave plate; L1: f = 30mm lens; L2: f = 75mm lens; L3: f = 200mm
lens; OBJ1: in“nity corrected 10x microscope objective; P: 10 µm pinhole; L3: f =
200mm lens; PBS: polarizing beamsplitter; BS: beamsplitter; LP: Linear polarized;
SLM: spatial light modulator; L4, L5: f = 250mm lens; OBJ2, OBJ3: 40x microscope
objective; AP: variable aperture; MMF: multimode “ber with Ø105 µm core, NA
0.22 and 1 m length (Thorlabs M43L01).

5.2 Methods

5.2.1 Experimental setup

The output of a diode-pumped solid-state laser at 532nm (CNI MSL-FN-532-100mW) is

spatially “ltered and collimated to form a plane wave reference beam. After being split by a

beamsplitter, the plane waves travel to each side of the multimode “ber. Off-axis holography

is used to measure the “elds coming out of the “ber. On each side, the “ber facet is “rst

magni“ed with a microscope objective and imaged via a lens onto a camera sensor, where the

light “eld is interfered with the reference plane wave. This is detailed in Figure 5.1. The angle

between the reference and the object beam for off-axis holography is approximately 1.5°.

In the distal side, the holographic acquisition system is used only for calibration. It is the side

where the sample is located, and during imaging no hardware is needed there besides the “ber

itself. In the proximal side, a spatial light modulator (HoloEye Pluto) is used to illuminate the

“ber with controlled patterns at a maximal rate of 20Hz, and a camera records the returning

light “elds.

There are two main differences with the •reverse image transmissionŽ setup presented in

section 4.3. First, the the sample is now illuminated via the “ber. Second, on the proximal side

the same reference beam is no longer used for the SLM and Camera 1 (refering to Figure 5.1).
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(a) Digital confocal method. The recorded “eld is virtually propagated back
to the position of the sample via the transmission matrix. There, it is
“ltered with a pinhole mask.
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(b) Correlation method. The returning “eld is correlated with the
illumination “eld.

Figure 5.2: Illustration of the two digital processing methods for confocal microscopy

Instead, the reference is split by a beam splitter and a set of linear polarizers is used to reduce

the intensity of the reference on Camera 1. This was necessary because the signal levels of the

illumination and the re”ected light beam are too different, and a too strong reference beam

on Camera 1 would degrade the contrast of the holographic acquisition.

5.2.2 Digital processing algorithms

For the confocal scanning, the appropriate pattern is displayed on the proximal SLM in order

to generate an excitation spot at a distance of approximately 100 µm in front of the distal “ber

facet. This spot interacts with the sample at that location, and the re”ected and backscattered

light is collected back through the “ber. The “eld is then recorded holographically at the

proximal side. One such measurement is performed for each position of the sample.

Three ways of processing the acquired data were tested. The “rst method simply integrates

the total intensity of the proximally recorded “eld. This serves as a reference image, show-

ing the contrast that would be obtained if the returning light were measured with a bucket

photodetector without any further processing.

The second method is the •digital confocal methodŽ. Here, the transmission matrix is used
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to virtually propagate the backscattered “eld back through the “ber, and reconstruct it as it

existed at the position of the sample. There, a digital pinhole mask is applied to suppresses all

light contributions except those found within a radius of 1 µm of the position of the excitation

spot. Note that the Rayleigh radius for this wavelength (532 nm ) and “ber NA (0.22) is 1.5 µm.

The intensity that remains after “ltering with the digital pinhole is integrated, and this value

forms one pixel of the “nal image. This “ltering scheme is illustrated in Figure 5.2(a).

The last method is the •correlation methodŽ, and it is based on a different “ltering principle.

Consider the “eld that is sent from the proximal end in order to create a focus spot at the distal

end of the “ber. The light originating from that same spot at the distal end and carrying the

sample information propagates back through the “ber towards the proximal side, where it

should lead to a similar “eld as was used for excitation (neglecting losses), simply because of

the reciprocity of light propagation in this system. The phase conjugation literature [59,185]

provides formal and experimental proof of this principle. Any contribution of light not origi-

nating from the focal point should, on the contrary, lead to a proximal “eld that is uncorrelated

with the excitation “eld due to the randomizing nature of modal scrambling. Therefore, the

distal spot intensity can be estimated simply by calculating the linear projection (or correla-

tion) of the returning “eld with respect to the excitation “eld, as shown in Figure 5.2(b). This

operation is done for each scanning spot and the image is constructed pixel by pixel.

5.3 Results

The “rst set of experiments consisted of imaging of a human epithelial cell dried on a mi-

croscope cover glass. The results are shown in Figure 5.3(a-c). In each image, the signal is

normalized between 0 and the maximum intensity. The image area is 81 µm by 76 µm, and the

step size is 1.1µm. A control image made in white light transmission is shown in Figure 5.3(d).

A similar experiment with polystyrene beads spread on the surface of a cover glass is shown in

Figure 5.3(e-g), with a control image in Figure 5.3(h). Here the area is 22.5 µm by 22.5µm, and

the step size is 0.55µm. To have an estimate for the resolution, I calculated the full width at

half maximum of one of the reconstructed spots in the digital confocal image (Figure 5.3(f)),

which is 1.5 µm.

In a second experiment, I made a transversal scan (z-scan) of a cover glass, as sketched in

Figure 5.4(e). This is to illustrate the sectioning capability that can be obtained using the

proposed “ltering techniques. The results are shown in Figure 5.4(a-c). A control image is

shown in Figure 5.4(d); it was taken on a commercial laser-scanning confocal microscope

(Zeiss LSM 710) with an NA 0.3 objective. The average full width at half maximum of the

interface is 12.7 µm in the digital confocal image, 15.8 µm in the correlation image, and 10 µm

in the control image. The ratio of the coverslip signal to the average background intensity

between the interfaces is 22.5:1 in the digital confocal image (Figure 5.4(b)), 8.4:1 in the

correlation image (Figure 5.4(c)) and 270:1 in the control image (Figure 5.4(d)).
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(a) (b) (c) (d)

(e) (f ) (g) (h)

Figure 5.3: Results for the digital confocal method. (a-d) Microscopic image of a human
epithelial cell reconstructed using (a) the total intensity method, (b) the digital
confocal method, (c) the correlation method. (d) Control image taken in trans-
mission, i.e. observed from the distal end under white-light illumination with a
microscope objective and a camera. (e-h) 1 µm polystyrene beads imaged with (e)
the total intensity method, (f ) the confocal method, (g) the correlation method, (h)
control. (a-d) Scale bar is 20 µm. (e-h) Scale bar is 5 µm.
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Figure 5.4: Transversal scans of a coverslip with the (a) total intensity method, (b) digital confo-
cal method, (c) correlation method and (d) control image taken with a commercial
confocal microscope. The scale bars represents 20 µm of distance in air. Note that
the thickness of the coverslip is approximately 150 µm, but due to refraction it
appears thinner in these images. The vertical axis is perpendicular to the coverslip,
and the horizontal axis represents a lateral scan. (e) Schematic of the experiment.
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5.4 Discussion

5.4.1 Contrast, sectioning and image quality

The comparison of the various methods in Figure 5.3 reveals that a signi“cant increase in

image contrast is achieved when “ltering the backscattered light, versus the case where the

whole “eld is integrated. By digitally implementing spatial selectivity in the detection, the

walls and the nucleus of an epithelial cell in Figure 5.3(b,c) can clearly be distinguished. Also in

the case of polystyrene beads, the “ltering scheme was useful. With this sample, the intensity

image has very little contrast in Figure 5.3(e), but the beads appear clearly on the confocal and

correlation images Figure 5.3(f,g).

Similarly, the depth scans of Figure 5.4 show that re”ective interfaces could not be resolved by

simply recording the total backscattered intensity (Figure 5.4(a)), but they were made visible

by the proposed “ltering schemes (Figure 5.4(b,c)). Due to the limited numerical aperture of

the “ber (NA 0.22), the axial resolution is relatively low in Figure 5.4 6(b,c). The numerical

aperture explains part of the difference between these images and the control image from a

traditional microscope (NA 0.3) in Figure 5.4(d). Note that the transmission matrix method is

general and can be used with any type of “ber. Therefore, the steps outlined in this chapter

can be extended to “bers with a higher numerical aperture or a larger core. However, this

implies that a greater number of modes need to be sampled during calibration, and with a

slow modulator it is preferable to keep this number low. The calibration takes 10 min. in this

experiment.

Other factors play a role as well in determining the image quality obtained with this approach.

In the experiments presented here, only one polarization of the light was used for experimental

simplicity. Since the “ber acts as a depolarizing medium for linear polarization, half of the

light is therefore lost each way. Polarization multiplexing techniques [74,111] may improve

the sensitivity by processing all of the light traveling through the “ber. An added bene“t of

polarization multiplexing would be the capability to do confocal polarization microscopy.

Finally, most phase-only spatial light modulators are known to cause aberrations due to the

fact that their surfaces are not perfectly ”at (as discussed in section 2.2). This induces a

systematic error in the measurement of the transmission matrix. Because the same aberration

is not present on the camera used for recording backscattered “eld, it is not possible to

perfectly reconstruct the distal “eld from the proximally measured data. One possible solution

is to use a modulator that is ”at or corrected for such errors, or measure the deformation

experimentally and correct for it [137].

5.4.2 Speed

The experiments presented here are currently limited in speed by the modulator. With a

point-scanning rate of 20 Hz, the measurement shown in Figure 5.3(a-c) took 4 min 15s to
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acquire, Figure 5.3(e-f) took 1 min 24s, and Figure 5.4(a-c) took 3 min . Faster modulators can

be used, such as digital micromirror devices or a combination of an acousto-optic de”ector

with a spatial light modulators. These have been shown to work for similar applications

[62,64,90,124], and reach point-scanning rates of over 20 kHz.

The next limiting factors would be the speed of the acquisition (i.e. the frame rate of the

camera), and lastly the computational load of reconstructing holograms. Digital off-axis holog-

raphy is used here, and with this method the speed of reconstruction is mainly determined by

speed of the necessary Fourier transform. On a computer with an Intel Xeon E5-2620, using

the FFTW library, holograms of 800 by 800 pixels could be processed at a speed of 400 frames

per second. Note that in the digital confocal method, two Fourier transforms are required:

one to reconstruct the off-axis hologram captured in the proximal side, and one to reconstruct

the distal “eld from the unscrambled Fourier coef“cients calculated with the transmission

matrix. With the correlation method, only the “rst transform is needed (for the holographic

reconstruction).

The processing speed can be increased by making lower-resolution holograms. A lower-

resolution means that the “eld of view has to be reduced, and/or the magni“cation of the

optical detection system (OBJ2, L4, OBJ3 and L5 in Figure 5.1) should be reduced, leading to a

smaller spatial frequency bandwidth. The resolution of 800 by 800 pixels that is used here is

enough for “bers with a V number up to 400, e.g. a “ber with a core of 105 µm and NA 0.65 or

a “ber with NA 0.22 and a core of 310 µm at 532nm. This can be calculated with the formulas

derived in section 2.3.

5.4.3 Digital pinhole versus correlation method

In effect, the pinhole method performs the same operation as a classical confocal microscope,

while the correlation method acts more like a matched “lter [186] measuring the amount of

backscattered light bearing the same signature as the excitation light. The correlation method

has a lower computational cost, because the returning “eld does not need to be transformed or

reconstructed. However, there is also less ”exibility in the signal processing, since the pinhole

size cannot be adjusted and the reconstructed spots are not available for further analysis.

As opposed to the digital confocal method, the correlation method can be completely hardware-

implemented by letting the backscattered “eld re”ect on the SLM. This “eld will then be de-

modulated by the phase pattern currently being displayed. In other words, the backscattered

“eld (the “eld to be “ltered) will be multiplied by the illumination pattern (the “eld we wish to

correlate with). After this operation, the light can simply be focused through a lens to obtain

the Fourier transform, and a pinhole can be used to extract the DC-term of the resulting “eld.

In this case, the acquisition speed would only be limited by the modulator.
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5.4.4 Bending and stability

The proposed methods depend on the characterization of the “ber by the transmission matrix,

and this transmission matrix changes depending on the bending state of the “ber. While

there is a certain limited tolerance to bending [78,86,187], for practical applications it may

be preferable to use a “ber immobilized inside a needle [60], as a rigid endoscope. The small

outer diameter (125 - 300 µm) of multimode “bers is compatible with some of the thinnest

needle gauges, so this constitutes a minimally invasive method for deep-tissue microscopy.

Bending will be discussed in more detail in chapter 7. The solutions proposed in the prior

literature are listed here brie”y. One idea is to use a semi-rigid probe, with a calibration stored

for a discrete set of bending states [86], or compensating bending in real-time with a fast

feedback system [90]. By using two-photon ”uorescence as a feedback signal and exploiting

the structure of light patterns in graded-index “bers, it is possible to obtain the calibration of

the “ber without access to the distal end [91].

Recently, it was demonstrated that the transmission matrix of a “ber can be calculated instead

of being measured [74]. It is also possible to calculate the matrix for different bending states of

the “ber. This study suggests that it may be possible to compensate for the bending of the “ber

by recalculating the matrix in real-time. The images acquired through the “ber endoscope

could be used as feedback signal in order to estimate the bending state.

Another important point with regard to the proposed applications is the temperature stability

of the transmission matrix. According to a previous report [102], the temperature variation

needed to decorrelate a speckle pattern through a 1 m long “ber is 8 °C, and this scales inversely

with “ber length. Therefore, it may be necessary to calibrate the “ber at the temperature of the

body, but there is otherwise enough temperature margin for most endoscopic applications.

5.5 Conclusion

The principle of confocal “ltering is broadly applicable, even in cases where the light paths to-

wards the focal volume are severely distorted. The schemes presented here can be generalized

to any system a transmission matrix can be measured, e.g. also in scattering media [18].

In the context of biomedical imaging, the multimode “ber can be calibrated outside the

tissue of interest, and then inserted at another location (i.e. inside the tissue) for imaging.

The proposed system does not have any distal scanning optics, and the probe diameter

can therefore be as thin as the “ber itself. The focal plane can be chosen dynamically by

appropriate modulation from the proximal side.

In summary, two different ways of obtaining a confocal “ltering effect via multimode “bers

were demonstrated (with a digital pinhole or using correlation). Confocal re”ectance imaging

via a multimode “ber has potential applications in the endoscopic high-contrast imaging of

cells, either label-free or with scattering probes such as nanoparticles.
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6 Correlation-based confocal imaging

This chapter builds on the results of the digital confocal method and proposes an all-optical

technique to obtain sectioning through a distorting medium such as a “ber.

This chapter corresponds to the following publications:

€ Damien Loterie, Sebastianus A. Goorden, Demetri Psaltis, and Christophe Moser. Con-

focal microscopy through a multimode “ber using optical correlation. Optics Letters,

40(24):5754…5757, December 2015.

€ Damien Loterie, Demetri Psaltis, and Christophe Moser. Confocal microscopy via

multimode “bers: ”uorescence bandwidth. volume 9717, pages 97171C…1 to …6, 2016.

6.1 Introduction

When imaging inside a thick sample, light signals originating from any given image plane

will always be superposed on an undesired contribution of light emanating from parts of the

tissue outside the focal plane. This causes a blurring effect on the “nal image and decreases

the overall contrast.

This problem can be solved in a number of ways. For example, two-photon ”uorescence

[70…72] or saturated excitation [69] have been proposed for imaging instead. As an alternative

approach, I have demonstrated two computational methods to obtain confocal images via

a multimode “ber (see chapter 5). Here, I improve upon these results and propose a way to

obtain confocal images using optical correlation of the light signals returning from a multi-

mode “ber. The main advantage of this optical implementation versus the digital approach

reported before is that it is no longer necessary to record holograms during the imaging phase.

This bene“ts the overall imaging speed (which is now limited only by the modulator), and the

accuracy of the system: aberrations due to the non-”at surface of the SLM are automatically

canceled out when the “eld returns back to the SLM. This was not possible in the digital

implementation, because the returning “eld was processed using a camera, i.e. a separate

device.
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Figure 6.1: Diagram of the experimental setup.
BS: 50/50 beam splitter, SLM: HoloEye Pluto SLM, L1: f = 250 mm lens, L2: f =
150mm lens, OBJ: Newport MV-40x objective, PD: Thorlabs PDA36A-EC photo-
diode, LP: linear polarizer, CAM: camera, MMF: multimode “ber. Proximal side:
an incoming plane wave is shaped by an SLM, and relayed to the input facet of a
multimode “ber via a lens (L1) and a microscope objective (OBJ). The light signals
returning from the “ber are relayed back onto the SLM, and focused via a lens
(L2) through a pinhole. A photodiode (PD) records the resulting signal. Distal
side: during calibration, an off-axis holographic system records the output “elds
from the “ber using a camera (CAM). During imaging, a spot is scanned over the
sample and the scattered/re”ected light is collected back through the same “ber.
The components in faded colors are needed during the calibration, but not during
imaging.

6.2 Methods

6.2.1 Setup and “ber characterization

The “rst step of the measurement is to characterize the modal scrambling occurring in the

“ber. This is done with a transmission matrix approach as described in detail in chapter 3.

The experimental setup is illustrated in Figure 6.1. Brie”y, a series of linearly independent

input patterns is applied to one end of the “ber (Thorlabs M43L01, Ø105 µm core, 0.22 NA)

with a spatial light modulator (SLM), and the resulting output speckle patterns are recorded

holographically on the opposite end. A complete set of such input-output measurements

yields the transmission matrix. By inverting this matrix, it is possible to calculate which “eld

needs to be shown on the SLM so that it creates a desired pattern on the opposite end, for

example a spot. The side of the “ber with the modulator is refered to as the proximal side,

and to the side where the sample is located as the distal side. During the calibration phase,

the distal facet of the “ber is observed using an off-axis holographic acquisition system, but

during imaging this hardware is no longer needed and only the sample should be present at

the distal end.
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6.2.2 Optical correlation

In the next step, a spot is scanned over a rectangular grid inside the sample by appropriate

modulation on the SLM. For each spot, the light scattered or re”ected from the sample is

collected back through the multimode “ber, and re-imaged onto the SLM. Here, this returning

light is modulated by the illumination pattern shown on the SLM at that time. This is the “rst

part of the correlation operation. If the returning light signal is originating from the same

spot that is currently being illuminated by the SLM, then this returning signal retraces the

same path as the illumination light back through the “ber. The resulting wavefront at the SLM

must be the phase conjugate of the illumination pattern, assuming time-reversal symmetry

[60,185]. If the returning light does not come back from the same spot that was illuminated

(for example, it comes from a point in the background), then the resulting wavefront at the

SLM will be decorrelated from the illumination pattern, due to the randomizing nature of

modal scrambling in “bers.

After being modulated by the SLM, the returning signal is focused using a lens and then “ltered

by a pinhole in the Fourier plane of the lens. The pinhole extracts the zero-order term from

the Fourier plane, i.e. the "average" of the incoming “eld. This completes the correlation

operation: indeed, by multiplying a “eld with the conjugate of the pattern we want to extract

from it, and then averaging out, we have carried out an optical equivalent [189 …191] of the

(non-normalized) correlation in mathematics, as shown in Equation 6.1.

� =
�

i
xi yi

� (6.1)

The signal from the photodiode (PD in Figure 6.1) is proportional to |� |2. A large amount

of light returning from the illuminated spot results in a large photodiode signal. Light not

originating from the illuminated spot is “ltered away by the pinhole.

6.2.3 Point spread function simulation

The point spread function (PSF) of this system was calculated using a numerical simulation.

For this purpose, a synthetic transmission matrix was generated based on the theory of mode

propagation in step-index multimode “bers. It assumes a straight “ber of 1 m length, NA

0.22 and 105µm core. Each step of the scheme described before was then simulated. The

phase-only nature of the modulator is taken into account, as well as the modal scrambling of

the “ber and the use of linear polarizers. The simulation does not account for aberrations due

to the optics, and it assumes paraxial propagation.

The longitudinal (xz) sections of the PSF are shown in Figure 6.2 for various pinhole sizes:

Figure 6.2(a) is for a pinhole of 1 Airy unit, Figure 6.2(b) is for 5 Airy units and Figure 6.2(c) is

the wide “eld case without a pinhole. Note that the Airy unit is used in confocal microscopy

to denote the size of a diffraction-limited spot when imaged in the pinhole plane. This unit

allows representing the pinhole diameter on a scale that is independent of the magni“cation
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Figure 6.2: Simulated point spread function for a pinhole size of (a) 1 Airy unit, (b) 5 Airy units,
and (c) without pinhole. The images are rendered using a logarithmic color scale.

of the optics used. In the present case, the pinhole is not in an image plane but in the Fourier

plane relative to the SLM. Therefore, the Airy unit is de“ned here by the Airy spot obtained as

the Fourier image of the “ber core through OBJ, L1 and L2.

The PSF with a 1 Airy unit pinhole (Figure 6.2(a)) is roughly proportional in magnitude to the

square of the PSF without pinhole (Figure 6.2(c)). The total response integrated over each

transverse plane (xy-slice) is comparable in every plane of the PSF without pinhole, whereas it

decreases quickly as we move away from the focus when using a pinhole (sectioning effect).

The lateral full width at half maximum (FWHM) resolutions are 0.95 µm, 0.96µm and 1.3 µm

respectively for Figure 6.2(a), (b) and (c). The axial FWHM resolutions are respectively 15.4 µm,

15.9µm and 21 µm.

6.3 Results

I experimentally veri“ed the validity of the correlation confocal procedure on multiple samples.

For comparison purposes, I used similar samples as in my previous study with computational

processing (chapter 5). I made images "without" pinhole (Figure 6.3(a, c, e)) and with a 30 µm

pinhole, which is approximately 1 Airy unit in this implementation (Figure 6.3(b, d, f)). The

images "without" pinhole actually use a large 2 mm pinhole, because otherwise stray light

signals (e.g. an unmodulated portion of light from the SLM) also reach the detector; these

signals are not related to the sample and would make a comparison inaccurate.
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Figure 6.3: Experimental results (a,c,e) with a 2 mm pinhole and (b,d,f ) with a 30 µm pinhole.
(a-b) Depth-scan of a 150 µm cover glass. (c-d) Lateral scan of a human epithelial
cell on the surface of a cover glass. (e-f) Lateral scan of 1 µm polystyrene beads on
the surface of a cover glass. Each image is normalized between 0 and 1, where 0 is
the minimum photodiode voltage recorded in the image and 1 is the maximum
voltage.

6.4 Discussion

As shown in Figure 6.3(b), the optical correlation method clearly resolves the re”ective in-

terfaces of a cover glass. This is not possible without pinhole (Figure 6.3(a)). In the case of

an epithelial cell (Figure 6.3(d)) or polystyrene beads (Figure 6.3(f)), the correlation method

dramatically increases the obtained contrast versus non-“ltered images (Figure 6.3(c, e)).

To quantify the axial resolution, the average FWHM was calculated for the interface in Fig-

ure 6.3(b), and is 14.9 µm. The lateral FWHM resolution was estimated from a lateral scan of a

100nm nanoparticle on a cover glass, and is approximately 1.3 µm. The difference with the

simulation may be due to the low signal levels when measuring small nanoparticles with the

current NA. The point-scanning rate is limited by the spatial light modulator at 20 Hz.

In this experiment, a “ber with NA 0.22 was used to limit the size of the transmission matrix

(940Mb of computer memory using double-precision complex numbers). This facilitates

processing with commonly available computer resources. Note however that the scheme is

adaptable to “bers with arbitrary NA, as well as other usage cases such as scattering media.

6.5 Considerations for ”uorescence

Until now, only re”ection confocal imaging was considered. The re”ection mode has the

advantage for in-vivo operation that no ”uorescent probes need to be injected to the area

of interest before it can be imaged, i.e. the technique works label-free [192,193]. If a label is
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desired, for example to target speci“c parts of a tissue, one should use scattering probes such

as nanoparticles.

Since confocal microscopy is often used in biology to image ”uorescent specimens, the current

section discusses whether the proposed method can be extended to this case and what kind of

performance can be expected.

6.5.1 Multispectral matrices

Modal scrambling, and therefore the transmission matrix, varies with wavelength [102]. In

”uorescence imaging, at least two different wavelengths are needed (the excitation wavelength

and the emission wavelength), so the transmission matrix should either be calculated [74] or

measured [99,194…196] at both wavelengths. Note that measurement requires a coherent laser

source for both wavelengths.

Point illumination at the distal tip of the “ber can be obtained as before. The returning ”uo-

rescence signal, though, must be processed on the SLM with a different hologram adapted for

the emission wavelength. The excitation and emission holograms must either be superposed

at the same place on the SLM (but this leads to multiplexing losses), or both wavelengths

must be separated by a dichroic beamsplitter and processed using separate SLMs or different

portions of the same SLM.

6.5.2 Bandwidth of step-index “bers

Fluorescent emissions can have a considerable bandwidth. For example, the emission intensity

full width at half maximum of Alexa-488 is 40 nm . It is therefore important to know over which

span of wavelengths a single hologram can process ”uorescent emissions captured through

the “ber (i.e. the spectral decorrelation bandwidth).

In general, the achievable bandwidth will depend on the dispersion characteristics of all the

components in the measurement chain. The calculations below will neglect the wavelength-

dependent response of liquid crystal SLMs, the chromatic dispersion of glass and the detector•s

bandwidth. Only the effects of modal dispersion in step-index multimode “bers are taken into

account.

I wrote a simulation that calculates the theoretical modes of a step-index optical “ber (see

Appendix A). The modes and their associated propagation constants are used to simulate

the propagation of a light “eld originating from a spot on the “ber facet through a certain

length L of straight “ber at a given central wavelength � 0. Because each mode has a different

propagation constant, the initial spot is quickly randomized to a speckle “eld as it propagates

through the “ber. The same simulation is run again for a range of different wavelengths � �

around � 0, searching for when the speckle pattern at � � decorrelates from the speckle pattern

at � � after a distance L of “ber propagation. This allows determining the correlation bandwidth
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Figure 6.4: Dependence of the spectral decorrelation bandwidth of a step-index “ber versus
various parameters.

�� FWHM , which is de“ned here as the full width at half maximum bandwidth over which the

correlation coef“cient between the speckle patterns at � � and � 0 is above 0.5 in amplitude.

Note that this bandwidth is calculated using “eld amplitudes. In an experimental setting, one

must take into account the squaring effect of intensity detectors so that the bandwidth as

de“ned here turns into a full width at quarter of maximum.

6.5.3 Simulation results

The results of the simulations can be found in Figure 6.4. Figure 6.4(a) is a graph of the

FWHM correlation bandwidth �� FWHM for various numerical apertures in function of the

“ber length L. The dependence of the bandwidth on the numerical aperture itself is shown on

a logarithmic scale in Figure 6.4(b) for a “ber with a length of 1cm. The dependence on the

wavelength is shown in Figure 6.4(c), and on the core diameter in Figure 6.4(d). In each graph,
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Chapter 6. Correlation-based confocal imaging

the dots represent results from the simulation. In Figure 6.4(a-c) the solid lines are “tted.

Except where otherwise noted, the central wavelength of emission � 0 is 532nm , the diameter

of the core Øcore is 30µm, the refractive index of the core ncore is 1.4607, the numerical aperture

NA =
�

n2
coreŠ n2

cladding is 0.5 and the length of the “ber L is 1cm. The position of the initial

emission spot relative to the center of the “ber core is denoted xspot and is 7.5 µm.

In addition to these graphs, I calculated if the simulated bandwidth depended on the position

of the emission spot xspot. As the spot is moved from the center of the “ber core to the edge,

the bandwidth decreases monotonically to 90% of its value at the center (for � = 532nm , Øcore

= 30µm, NA = 0.5, L = 1 cm).

6.5.4 Discussion

The bandwidth is inversely proportional to the length of the “ber (Figure 6.4(a)): �� FWHM �

1/ L. It decreases with increasing numerical aperture, following a power law �� FWHM �

1/ NA2.26 (the exponent was calculated by “tting the results of Figure 6.4(b)). It increases with

wavelength as �� FWHM � � 2. The bandwidth does not depend much on the core diameter

(consistently with prior results in literature [102]).

At 532nm , a 1cm long step-index “ber with an NA of 0.30 has approximately 1.2 nm of spectral

decorrelation bandwidth. This covers only a limited portion of a typical ”uorophore•s emission

spectrum. To implement ”uorescence imaging with high sensitivity, a broader bandwidth

will be necessary than provided by step-index “bers. This may be possible with graded-index

“bers, which have less modal dispersion properties (as demonstrated e.g. for the transmission

of ultrashort pulses [197]).

6.6 Conclusion

In conclusion, I developed an all-optical method to obtain confocal images through a mul-

timode “ber. This method uses only a spatial light modulator to improve imaging contrast

and give a sectioning capability. These results could be relevant in future applications such as

multimode “ber endoscopy in thick biological tissues.

If ”uorescence imaging is desired, a multispectral matrix should be used. Additionally, a “ber

with a larger spectral decorrelation bandwidth than step-index “bers would be needed, e.g. a

graded-index “ber.
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7 Bend translation

In this chapter, a sliding bend is shown preserve the propagation characteristics of a multimode

“ber as described by the transmission matrix, while altering the shape of the “ber.

This chapter corresponds to the following publication: Damien Loterie, Demetri Psaltis, and

Christophe Moser. Bend translation in multimode “ber imaging. Optics Express, 25(6):6263…

6273, March 2017.

7.1 Introduction

An important question in multimode “ber imaging is how to manage the bend-induced

changes in propagation characteristics of multimode “bers. These changes usually occur after

deformations of the order of a few millimeters [65,78,86]. Several compensation mechanisms

have been proposed. For example, multiple calibrations can be stored for different spatial

con“gurations of the “ber in a semi-rigid endoscope setting. The correct calibration can be

loaded based on feedback from a passive holographic beacon at the distal tip [86]. Using a

photodetector in the distal end and fast electronic feedback, the system can be recalibrated on

a millisecond timescale [90]. Recently, mechanisms were proposed to correct the distortions by

exploiting the re”ections from the distal facet of the “ber [88,89]. Finally, a theoretical model

describing light propagation in bent “bers was introduced and veri“ed experimentally [74],

allowing the propagation characteristics to be predicted based on the curvature at every

location and on the physical parameters of the “ber.

This chapter takes a closer look at the following question: are there any ways to signi“cantly

alter the geometrical shape of the “ber, while conserving constant propagation characteristics?

It is shown here that this is possible when a bend with constant shape is translated along

the length of a multimode “ber. This effect is observed to different extents on various “bers.

Practically, this could be exploited for example to allow a multimode “ber imaging device to

translate longitudinally over a certain distance inside a rigid conduit such as a catheter, after

having determined the propagation characteristics of the whole device in its initial state.
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Under the assumption that mode coupling can be neglected, the “ber should maintain

approximately the same propagation characteristics independently of the location of the

bend [199, 200]. The goal of the following experiments is to verify if this assumption holds

in practice, to compare various types of “bers using a translating bend, and to quantify

differences in bend sensitivity between the “bers.

7.2 Methods

7.2.1 Overview

To asses bending behavior, a constant pattern of light was projected into the “ber core, and

the output pattern on the other end of the “ber was monitored while translating the bend. The

amount of change in the output gives a measure of how sensitive the “ber is to a displacement

of the bend. The experimental setup is described in more detail in the subsection 7.2.2.

As these experiments revealed, the results depend on the “ber•s speci“cations but also on the

type of pattern being displayed. This is why a spatial light modulator (SLM) is included in the

illumination path, as shown in Figure 7.1. The SLM allows testing bending sensitivity under

different launch conditions, for example with speckle inputs or shaped inputs that create

focused spots at the output. This will be explained in subsection 7.2.3 and subsection 7.2.4

respectively.

All measurements were validated using simulations, which are described in subsection 7.2.5.

7.2.2 Experimental setup

The setup uses spatially “ltered, collimated light from a 532 nm laser (CNI MSL-FN-532-

100mW). The light is modulated by a phase-only spatial light modulator (HoloEye Pluto VIS),

as shown in Figure 7.1. The modulated light is then relayed via a lens (L1, f = 200 mm ) and

microscope objective (OBJ1, Newport MV-60X NA 0.85) to the “ber under test. The “ber

passes through a sliding jacket (Te”on tube) that allows an S-bend with constant shape to be

translated between the two ends of the “ber. The light output obtained on the distal side of

the “ber is expanded by a microscope objective (OBJ2, Newport MV-40X NA 0.65) and a lens

(L2, f = 250mm )1 and observed on a camera (PhotonFocus MV1-D1312-G2). For the speckle

experiments, an off-axis reference beam was also superposed to the output pattern, to make

an off-axis holographic recording of both the amplitude and the phase of the speckles [28].

The bend has a peak curvature of 40 mŠ1 and the overall length of the “ber is around 250 mm .

All “bers were tested without protective jacket or connectors (bare “bers). The “ber lengths

varied between 235 mm and 250 mm (the variations are due to the cleaving process). The list

of the tested “bers is shown in Table 7.1.

1The focal length of this lens was erroneously reported as f = 200 mm in the paper [198].
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Figure 7.1: Experimental setup for imaging during translation of a bend in the “ber.

Label Model Supplier Index NA Diameter

S1 FG050LGA Thorlabs Step 0.22 50µm

S2 FG105LCA Thorlabs Step 0.22 105µm

S3 FG200LEA Thorlabs Step 0.22 200µm a

S4 FT200EMT Thorlabs Step 0.39 200µm a

S5 GOF85 Schott Step 0.64 70µm

G1 GIF625 Thorlabs Graded 0.29 62.5µm

G2 F-MLD Newport Graded 0.29 100 µm

Table 7.1: List of “bers and nominal speci“cations.

aFor “bers with a core size of 200 µm, only 80% of the core•s surface was imaged on either end due to “eld of
view limitations.

The “ber under test is held in place on each of its ends by a clamp (see Figure 7.1). In between,

the “ber passes through a section of PTFE tubing (inner diameter 550 µm, outer diameter

1.08mm ) which constrains the “ber to a speci“c geometric shape. The tubing is taped to

a motorized translation stage (Thorlabs PT1-Z8), which allows the bend to be smoothly

translated along the “ber over a range of 25 mm . The precise shape of the bend is drawn in

Figure 7.2. The shortest radius of curvature along the bend is approximately 25 mm.

7.2.3 Speckle patterns

The “rst set of test inputs are random speckle patterns. For each “ber, a speckle pattern was

calculated to “ll the entire “ber core, and to contain all possible angles of illumination up to

the numerical aperture of the “ber under test. Such a speckle pattern is generated starting

from a complex image where the real and imaginary part of every pixel is set by a random

number generator following a normal distribution. Then, the image is “ltered in the spatial

and the Fourier domain by circular masks, limiting the spatial and angular extent of the pattern
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Range
Translation stage

Fiber Te�on tube

0 40 100 20020 60 80 140120 160 180 220

0

60

20

40

80

x [mm]

y 
[m

m
]

Figure 7.2: Shape of the bend used in these experiments

to the speci“ed “ber core diameter and NA. When this pattern is displayed on the SLM, it

excites every mode of the “ber under test randomly.

With a speckle as input, the output pattern on the other side of the “ber is also a speckle pattern.

This output speckle is measured holographically for different displacements of the bend. Then,

the amplitude and phase distribution of the output at each bend position is compared to

the initial output using the correlation coef“cient [158] as de“ned in Equation 3.3 on p. 36.

In other words, we are calculating the autocorrelation of the output under bend translation,

i.e. the correlation of the output with itself at various displacements of the bend. When the

autocorrelation decreases, it means that the output speckle has changed and therefore the

propagation characteristics of the “ber have changed (since the input is constant).

7.2.4 Spot focusing

The speckle experiment described above is interesting to give a global view of “ber trans-

mission, averaged over many input angles and positions. However, this is not necessarily

representative of the spot focusing experiments done in the context of multimode “ber imag-

ing. Whereas a random speckle input excites all the modes of the “ber randomly, a wavefront

that is shaped to make spots excites the modes in a speci“c way [59]. A spot in the center of the

core leads predominantly to the excitation of low-order modes (depending on the notation,

these are the LP0n [201], HE1n [202], or � (0,m) [74] modes). As the spot is moved closer to the

edge of the core, higher order modes are also excited. Because of this, the location of the spot

in”uences the bending characteristics.

In order to obtain results that can directly be related to imaging performance in multimode

“ber imaging systems based on spot-scanning, a series of experiments was also performed

using shaped inputs. For each “ber, an input wavefront was applied that causes the light to

focus into a spot at the output of the “ber. The required input wavefront was found with the

transmission matrix method as described in chapter 4. Then the intensity of the output spot
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was recorded (non-holographically) as the bend was translated. For each “ber, this was done

for two different spot locations: an output spot in the center of the “ber core, and an output

spot halfway between the center and the edge of the “ber core.

The spot experiment presented here can be interpreted as an optical correlation experiment

as well, similar to the one described in the previous section. In fact, the spot intensity is pro-

portional to the magnitude squared of the correlation coef“cient. The purpose of measuring

the spot intensity experimentally in addition to the speckle autocorrelation is that spots excite

a different subset of modes, and they are more meaningful measure for spot-scanning imaging

applications (e.g. as in section 4.2).

7.2.5 Simulations

Modes of an optical “ber

For the step-index “bers, I made simulations to verify the results of the experiments. I used a

vector mode propagation model [202] (i.e. including polarization effects). A brief explanation

is given here. For more information, please refer to Appendix A. Propagation-invariant modes

are patterns of light that retain their transverse amplitude and phase distribution as they

propagate through a medium. In an optical “ber, only a limited set of such modes can be

found that are guided through the “ber. Other modes radiate their energy away from the core

of the “ber as they propagate. The guided modes can be found by solving a characteristic

equation, which is derived from expressing the boundary conditions of Maxwell•s equations at

the interface between the core and cladding of the “ber.

By solving the characteristic equation, the propagation constants 	 n , the order 
 n and trans-

verse spatial pro“le of each mode n are determined. Because of the waveguide•s symmetry, the

electric “eld En of each mode can be written in a separable way using a cylindrical polarization

basis, as shown in Equation 7.1. Here, the radial pro“le of mode n (i.e. Er,n (r ), E� ,n (r ) and

Ez,n (r )) is composed of Bessel functions [202].

En (r , � ,z, t ) =

	



�

Er,n (r )

E� ,n (r )

Ez,n (r )

�



� ei 
 n � ei 	 n zei � t (7.1)

Each mode En can be propagated along a straight segment of “ber by multiplying it with the

phase factor ei 	 n L where L is the length of the “ber segment. Arbitrary input “elds must “rst

be decomposed in an orthonormal basis of the “ber modes, yielding a set of modal coef“cients.

After that, each modal coef“cient can be multiplied by the appropriate propagation phase

factor ei 	 n L to simulate propagation over a distance L. The linear combination of the modes,

weighted by their modal coef“cient at distance L, gives the spatial pro“le of an arbitrary input

after propagating through a straight segment of “ber.
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Propagation in bent “bers

For propagation in curved segments of “ber, I used the method proposed in [74]. Instead of

multiplying each modal coef“cient by a single phase factor, a matrix operation now has to be

used since modes can couple to each other. The new modal coef“cients are calculated from

c(L) = eiBL c(0), where c(L) represents the vector of modal coef“cients at distance L, i.e. the

phase and amplitude of each mode En at distance L. The matrix exponential eiBL contains in

its argument the matrix B de“ned by Equation 7.2,

Bnm = 	 n � nm Š
�

ncorek0

� /


�
� En | x |Em 	 (7.2)

where 	 n is the propagation constant of mode n, � nm is the Kronecker symbol, ncore is the

refractive index of the core of the “ber, k0 is the magnitude of the wave vector of the light in

vacuum, � is the curvature of the “ber segment and 
 � 0.77 is a correction factor to account

for refractive index changes due to deformation-induced stress [74].

The factor �En | x |Em 	 is given by Equation 7.3 and can be interpreted as the overlap between

mode n and m, weighted by the position coordinate x along the axis of the bend.

�En | x |Em 	 =
�

E�
n (x, y) x Em (x, y)dxdy (7.3)

This factor is equal to zero everywhere except between modes of neighboring order (i.e. when

the order 
 between mode n and m differ by ±1, or equivalently |
 n Š 
 m | = 1). This can be

proven by inserting Equation 7.1 in Equation 7.3.

The x-axis in Equation 7.3 is oriented in the direction of the bend. When the bend changes

orientation, a corresponding rotation should be applied to the bending operator [74]. In

this case, the curvature changes its direction in the middle of the bend, as is evident from

Figure 7.2. I accounted for this by letting the curvature � in Equation 7.2 become negative,

which is equivalent to a 180° rotation of the x-axis at that point.

The bending operator describes propagation through a circular segment of “ber. Other shapes

of bend must be approximated as a sequence of small circular segments. In the present

simulations, the segment size was 250 µm for every simulated “ber.

Note that the bending operator eiBL is in general not commutative: the order of two bends

eiB1L1 and eiB2L2 matters in determining the overall propagation characteristics of a “ber. A

different transmission matrix might be obtained if the locations of these bends were swapped.

Incidentally, the experiments described in this chapter can be interpreted as a way to probe

for commutativity. In particular, they test how well the propagation operator of an S-bend

commutes with the propagation operator of straight segments of “ber.
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Numerical implementation

The parameters for each “ber simulation were determined based on the corresponding ex-

periments. The shape of the bend, shown previously in Figure 7.2, was estimated from a

photograph of the experiment at right angle and at approximately 1m distance, with digital

correction for the geometric distortion of the camera lens. The “ber•s core size was set at the

manufacturer•s nominal value shown in Table 7.1. The refractive index of core was assumed to

be that of pure silica (1.4607) at the working wavelength (532 nm ). The refractive index of the

cladding was calculated based on the speci“ed NA in Table 7.1 and the index of the core.

For ef“ciency, the spot experiments were implemented in simulation using the time-reversal

symmetry of electromagnetic waves: a spot was created as input to the bending simulation,

and the outputs for various displacements were correlated with each other. The magnitude

squared of the correlation coef“cient corresponds to the experimental measurement of the

spot intensity as noted in subsection 7.2.4.

The bending operator is described above as a multiplication with a matrix exponential. I

applied a sparse numerical algorithm [203] for this calculation, and tuned it to exploit the

speci“c block structure of the bending operator. Indeed, as stated before, all overlap factors

�En | x |Em 	 are equal to zero except between modes of neighboring order. As an example,

a “ber with a 200 µm core and NA 0.39 (“ber S4 in Table 7.1) has over 100 000 modes at

532nm , but less than 0.4% of the 10 10 cross-coupling factors are nonzero. Bent propagation is

therefore calculated from a sparse matrix, with a diagonal component representing •normal•

mode propagation and small block components representing coupling between modes of

order 
 and 
 ± 1. The blocks are of variable size. Support for this particular matrix structure is

not common in sparse algebra libraries, so I implemented C++ routines that handle this type

of matrix operations in a multithreaded and cache-ef“cient manner.

These improvements allowed simulating bending with a large number of modes in a reason-

able time. For example, propagating light through the bend for “ber S4 with 500 inputs and

500 bend segments takes 48h on the lab•s server (dual Intel Xeon E5-2670 2.6 GHz processors).

Note that this problem is intractable with a non-sparse algorithm for this number of modes.

Graded-index “bers were not simulated. Their modes cannot be calculated as accurately due

to the lack of an analytical solution and the requirement for the precise knowledge of the

refractive index pro“le.

7.3 Results

In the “rst set of experiments, a static random pattern of light was applied to the input of the

“ber and the output speckle was recorded holographically as the bend was translated. From

the holographic recordings, the autocorrelation coef“cient was calculated, which describes

the similarity of the output between various states of translation of the bend. The experimental
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Figure 7.3: Autocorrelation of the output as the bend is translated, for a random input.
(a) Experimental autocorrelation of the speckle pattern at the output of the “ber
as the bend is translated. (b) Simulated autocorrelation for the step index “bers.
Refer to Table 1 for the “ber speci“cations.

data is shown in Figure 7.3(a) and the corresponding simulations in Figure 7.3(b).

In a second set of experiment, the intensity of focused spots was measured at the output of

the “ber, as shown experimentally in Figure 7.4(a) for a spot in the center of the core and

Figure 7.4(c) for an off-center spot. The corresponding simulations are Figure 7.4(b) and (d)

respectively. I also projected a line and a grid of spots at the output of the “ber (i.e. patterns

where spots at many different positions are displayed simultaneously). The grid is shown

in Figure 7.5(a) before deformation and in Figure 7.5(b) after deformation. The average full

width at half maximum of these spots is 480 nm . The line is displayed in Figure 7.5(c) before

deformation and in Figure 7.5(d) after deformation, showing the extent of the central region

of the core where bending resilience is lower. The patterns in Figure 7.5 were made via “ber S5

(70µm core, NA 0.64).

7.4 Discussion

Several interesting conclusions can be drawn from the data presented in Figure 7.3 and

Figure 7.4. First, the data shows that with some “bers a bend can be translated over a few

centimeters while still preserving a nearly constant output. However, the assumption of

limited mode coupling is not universally applicable. For example, a “ber with a 200 µm core

and NA 0.22 tolerates very little translation before the output is lost. In contrast, a “ber

with the same NA but a smaller core of 50 µm has a much more stable output during the

experiment: after 25 mm translation, the output remains constant to within 89% as measured

by the correlation coef“cient. In comparison with the diameter of the “ber, this is a signi“cant

distance.

The output patterns change more rapidly in “bers with larger core sizes, as can be seen by

comparing the traces of “bers S1, S2 and S3 in Figure 7.3 and Figure 7.4. This behavior is

expected from Equation 7.2, because the overlap factors �En | x |Em 	 increase in magnitude
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Figure 7.4: Change in intensity of a focused spot due to the translation of the bend.
(a) Experiments and (b) simulations of the spot intensity in the middle of the “ber•s
core. (c) Experiments and (d) simulations for a spot half-way between the center
and the edge of the core. Refer to Table 1 for the speci“cations of the various “bers.
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Figure 7.5: Patterns at the tip of a “ber before and after the bend is shifted.
(a) Spots before translating the bend and (b) after 25 mm translation. The inset
is a zoom on the center of the spot grid. (c) Line before translating the bend and
(d) after 25 mm translation. The boundary of the core is indicated with a dashed
circle. The scale bars are 10 µm.
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