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Walls 

§  High-performance, energy-proportional servers 
§  High speed computation and data retrieval 

§  Ultra-low power computing and communication 
§  Connect myriad of devices for Internet of Things 

 

(c) Giovanni De Micheli  
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Walls and game changers 

§  New computing paradigms 
§  Quantum computing (superposition, entanglement) 
§  Analog computing (memristors, dynamical systems) 
§  Neuromoprhic computing 
§  In-memory computing 

 

(c) Giovanni De Micheli  

§  New materials and devices 
§  Enhanced CMOS devices 
§  Exploit heterogeneous integration 

§  Parallelism in algorithms and software 
§  Exploit new computational methods 

§  Use new design methods and tools 
§  Revisit hardware synthesis and design techniques 
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Semiconductor  technologies 

§  Most manufacturing technologies have geometries 
in the nanometer range 

§  Recently-established nano-electronic technologies 
§  Tri-Gate (FinFET) transistors 
§  Fully-depleted Silicon on Insulator (FDSOI) 

§  Downscaling geometries is still effective 
§  Emerging nano-electronic technologies 

§  New materials and devices for processing and memory 

(c) Giovanni De Micheli  
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22 nm Tri-Gate Transistors 

(c) Giovanni De Micheli  
[Courtesy: M. Bohr] 
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Tri-Gate vs. planar transistors 

[Source: Intel] 

§  Smaller current for same gate voltage (when offf) 
§  Same gate delay for smaller operational voltage 
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Fully Depleted SoI Transistors 

§  Transistor is built on top of buried oxide (BOX) 
§  Thin, undoped channel (fully depleted) 
§  Fine power-consumption control through body bias 

[Courtesy: STMicroelectronics] 
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Fully Depleted SoI Transistors 

§  Energy efficiency 
§  Forward body biasing  

[Courtesy: STMicroelectronics] 
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Emerging nano-technologies 

§  Enhanced silicon CMOS is likely to remain the main 
manufacturing process in the medium term 
§  The 7nm and 5nm technology nodes are on the way 

§  What are the candidate technologies beyond the 
5nm node? 
§  Silicon Nanowires (SiNW) 
§  Carbon Nanotubes (CNT) 
§  2D devices  (Flatronics) 
§  … and many others 

§  What are the differentiators and common 
denominators from a design standpoint? 

(c) Giovanni De Micheli  

IMEC VIEW OF LOGIC TECHNOLOGY ROADMAP

Early production 2014
iN14

2016
iN10

2017-2018
iN7

2018-2019
iN5

>2020
iN3

Vdd (V) 0.8 0.8-0.7 0.7-0.6 0.7-0.5 0.6-0.5

Gate Pitch (nm) 70-90, 193i 52-64, 193i 36-46, 193i 26-36, EUV, 193i 18-28, EUV, 193i

Device FinFET FinFET FinFET {HGAA} HGAA HGAA {VGAA}

Channel nfet/pfet Si / Si Si / Si {SiGe} Si / SiGe Si/ SiGe High mobility

Vertical nanowire (VGAA)

FinFET Lateral nanowire (HGAA)FinFET FinFET Lateral nanowire (HGAA)

FinFet scaling

Novel device architectures & high mobility channels
h/vGAA=horizontal/vertical Gate-all-Around nanowire
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Silicon Nanowire Transistor 

(c) Giovanni De Micheli  

§  Fully compatible with CMOS process 
§  Gate all around 
§  High Ion / Ioff ratio 
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Vertically-aligned horizontal SiNW 

(c) Giovanni De Micheli  



17  
 

FinFET to Nanowire FET 

FinFET NW FET 
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Vertical silicon nanowire transistors 

(c) Giovanni De Micheli  

§  Fully compatible with CMOS process 
§  Higher device density 
§  More complex fabrication process 

[Guerfi, Nanoscale 16] 
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Vertical silicon nanowire arrays 

(c) Giovanni De Micheli  
[Larrieu, SS Electronics17] 
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Carbon Nanotube Transistors 

(c) Giovanni De Micheli  

§  CNTs benefit from higher mobility and thus higher currents 
§  CNTs grown separately but can be ported to Si wafers 
§  Handling CNT imperfection is major design and fabrication issue  
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CNT nanocomputer 

(c) Giovanni De Micheli  

§  First CNT computing engine 
§  Runs 20 MIPS instructions 
§  Multitasking 

[Shulaker, Wong, Mitra et al, NatureNano 13]  
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2D electronic technologies 

(c) Giovanni De Micheli  

§  Graphene, MoS2 and other materials 
§  Single or few atomic layers 
§  High Ion / Ioff ratio for MoS2 (108) but n-type mainly 

[Kis, Nature Nano 2011] 
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(Supplementary Fig. 3), an on/off ratio of B108, and uniform
behaviour over a B50 mm2 area over the wafer (Supplementary
Fig. 4). The circuit is based on the NMOS logic family, where
both pull-up (load) and pull-down networks were realized using
n-type enhancement-mode FETs. The implementation of an

inverter (see circuit schematic in Fig. 2d) using this logic family is
shown in Fig. 2a (top). A careful design of the W/L ratios, where
W and L denote the width and length of the FET channels, is
crucial, as it determines the switching threshold voltage VM and
thus the ability to cascade logic stages. For simple analytic
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MoS2 nanocomputer 

(c) Giovanni De Micheli  

§  First MoS2 computing engine 
§  Runs 4instructions 
§  115 N-xtors (enhancement load) 
§  2 micron feature size 

[Wacter et al. Nature Comm, 2017]  
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Double gate SiNW FET 

§  Electrostatic doping 

§  Electrically program the transistor to either p-type or n-type 

§  Comparator-activated switch 

CG 
PG 

S 

D 

CG 
S 

D 

CG 
S 

D 

p-FET 

n-FET 
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Fabricated device view 

100 nm gate segments 

350-nm long nanowires 

20-40 nm wire diameter 
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6 

Device cross-sections 

d<20nm

100nm100nm

NW
stack

Gate
Oxide

PolySi

NW
stack

M. De Marchi et al., IEDM 2012, TNANO 2013.   
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Device working principle 

PG = 1à n-type
CG = 0

PG = 1à n-type
CG = 1

PG = 0à p-type
CG = 1

PG = 0à p-type
CG = 0

ON 

OFF  

ON 

OFF 
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Device Id/Vcg 

Vcg

Vpg

Vds=2V ���������
���������
Vpg = 0V
Vpg = 2V
Vpg = 4V

�� 0 � 2 3 4���
���
���
���
���
��
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Vcg [V]

Lo
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 Id
 [A

] )
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�������


[Courtesy: De Marchi, IEDM 12] 
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Similar devices 

§  Controlled devices can be realized with various 
materials and shapes (e.g., FINFET) 

§  SiNW controlled-polarity devices can be made with 
one polarity gate on one side [Heinzig] 

§  Polarity-gate bias can enable: 
§  Steep Subthreshold  
§  Multiple threshold voltages 

(c) Giovanni De Micheli  
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Three-independent-gate SiNWFET 

  

3
0 

��������	
���	��	��
���	��
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�������	
���	��
�

S D PGS CG PGD State 
 
 
 
0 

 
 
 
1 

0 0 0 ON (P-type) 
1 1 1 ON (N-type) 
0 1 0 OFF (LVT) 
1 0 1 OFF (LVT) 
0 0 1 OFF (HVT) 
0 1 1 OFF (HVT) 

v Electrostatic control v Structure 

•  Vertically stacked nanowires 
•  3 independent gate regions 
•  Schottky barrier contacts at S/D 
•  Polarity and Vt controllability 

S='0'
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Controllable polarity in 2D 

(c) Giovanni De Micheli  

2D Controllable-polarity transistor ( WSe2 ) 

[Resta, Scientific Reports 2016] 

However, the most studied material of the TMDCs family, MoS2, has proven to be a viable solution only for 

the realization of n-MOS devices6,7, since a strong Fermi-level pinning at the contacts interface prevents the 

efficient realization of p-type FETs16. So far, the most promising material for the realization of both n- and p-

type devices is arguably tungsten diselenide (WSe2), for which high carrier mobility17, ambipolar behavior18 

and CMOS devices have been reported experimentally8,9. The ambipolar behavior of WSe2 has recently been 

exploited to realize polarity-controllable devices, based on undoped Schottky-barrier (SB) double-

independent-gate (DIG) FETs19.  

Here, the need for physical doping of the devices is eliminated, and the Schottky barriers created at source and 

drain are tuned by an additional gate, namely program gate (PG), in order to select the charge carriers that can 

be injected in the channel. This class of devices allows the dynamic selection of the transistor polarity by the 

use of the PG, acting at the contact interfaces, while the control gate (CG), acting in the central region of the 

channel, controls the ON/OFF status of the device. 

  

 

The possibility of using electrostatic doping to control the device polarity avoids any complicated doping step 

during the fabrication process, to the benefit of fabrication simplicity and device regularity. In fact, no 

Al2O3&
Source&

Drain&

PG&

PG&

CG&

WSe2&flake&

1μm$

VPG$="#4V$

p"type%opera)on#
VPG$$from"#4"to"#12V"

""""""""""in"#2V"steps$

VPG$="#12V$

VDS$="1V$

VPG$="10V$

VPG$="2V$

!!n#type%opera)on!
VPG$$from"2"to"10V"
"""""""in"2V"steps$

VDS$="1V$

a" b" c"

Fig. 1 Experimental demonstration of polarity-controllable behavior in WSe2. (a) AFM topography 

image of the experimental device, recolored to highlight the device structure. Both the PG and CG were 

realized as bottom-gates. The thickness of the flake was 7.5nm. (b) p-type transfer characteristics measured 

sweeping the voltage applied to the control gate (VCG) at different negative VPG voltages. (c) n-type transfer 

curves measured on the same device with positive voltages applied to the PG. The experimental device had 

1.5µm channel length and 5.5µm channel width. 
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Modeling various emerging nanogates 

(c) Giovanni De Micheli  

A B 
CNFETs 

SiNWFETs 

Graphene FETs Reversible Logic 

6T Nanorelays 

4T Nanorelays 

t"

c2"

(c1"c2"…"cn)""""t"⊕

c1"

cn"

c2"

c1"

cn"
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Outline 

§  Introduction and motivation 
§  Technological innovations 

§  Emerging nanotechnologies and devices   
§  Design with emerging technologies 

§  Physical and logic synthesis 
§  New technologies for broader computing systems 

§  Device fusion 
§  Conclusions 

(c) Giovanni De Micheli  
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Logic level abstraction 

§  Three terminal transistors are switches 
§  A loaded transistor is an inverter 

§  Controllable-polarity transistors compare two values 
§  A loaded transistor is an exclusive or (EXOR) 

§  The intrinsic higher computational expressiveness 
leads to more efficient data-path design 

§  The larger number of terminals must be 
compensated by smart wiring 

§  Fine-grained programmability 
 

(c) Giovanni De Micheli  
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Logic cell design 

§  CMOS complementary logic is efficient only for negative-unate 
functions (INV, NAND, NOR…etc) 

§  Controllable-polarity logic is efficient for all functions 

§  Best for XOR-dominated circuits (binate functions)

Gnd 

Vdd 

INV XOR2 

Only 4 transistors when compared to 8 
transistors with a regular CMOS 

Vdd 
A 

A 

Vdd 

Gnd 

Gnd 

B 

B 

Y 

NAND2 

Similar to regular CMOS 

Negative Unate functions Binate functions 

[Courtesy: H. Ben Jamaa, ’08](c) Giovanni De Micheli  
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Layout abstraction and regularity 

NAND2	
   XOR2	
  

Two	
  transistor	
  pairs	
  
grouped	
  together	
  

G2 

g1 

G1 

G2 

g2 

G1 

n1 

n2 

n3 

n6 

n5 

n4 

(c) Giovanni De Micheli  [Courtesy: Bobba, DAC 12] 
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Logic Design Abstraction: 
Biconditional Binary Decision Diagrams 

§  Native canonical data structure for logic design 

§  Biconditional expansion: 
f (v,w,.., z) = (v⊕w) f (w ',w,.., z)+ (v⊕w) f (w,w,.., z)

§  Each BBDD node: 

§  Has two branching variables 

§  Implements the biconditional expansion 

§  Reduces to Shannon’s expansion for 
single-input functions 

 

PV=v

f(v,w,..,z)

f(w’,w,..,z) f(w,w,..,z)

SV=w
PV=SVPV=SV
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BBDDs are Compact (Majority Function) 

Number of nodes  
of MAJ(n):  
1
8
n2 + 1

2
n+11

8

MAJ7(a,b,c,d,e,f,g)/

=/≠/

=/≠/
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1/0/

1/1/0/
1/

1/0/

1/

MAJ5(a,b,c,d,e)-

=/≠/

=/≠/

10/
1/

=/≠/

MAJ5(a,b,c,d,e’)-

MAJ3(a,b,c)-

MAJ5(a,b,c,d’,d’)-

MAJ3(a,b,c’)-

Compl./Edge/

Input/Inv./Edge/

Standard/Edge/

MAJ(3): 4 
 

MAJ(5): 7 
 

MAJ(7): 11 
 
…. 
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New logic models and data structures 

 

§  Design with emerging devices requires exploring new 
logic models combining: 
§  XOR primitives (programmable complementation) 
§  MAJority functions (programmable AND/OR) 
 

§  The resulting models and algorithms have wide 
applicability to logic design (including CMOS) 

(c) Giovanni De Micheli  
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Majority logic: a new/old paradigm? 

In fact <x,y,z> is probably the most important ternary operation 
in the entire universe, because it has amazing properties that 
are continuously being discovered and rediscovered.  
Donald Knuth, The Art of Computer Programming, Vol. 4A 
 
§  Majority Inverter graphs as data structure for logic synthesis 
§  Reachable design space 
§  Surprising experimental results 

(c) Giovanni De Micheli  

MAJ 

MAJ MAJ 

MAJ 

MAJ 

[Courtesy: Amaru’, DAC 14] 
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Experimental Results: MCNC circuits 

(c) Giovanni De Micheli 

MIGs depth 
-20% w.r.t AIGs 

MIGs size & 
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All circuits underwent formal 
verification with success 

-{15%, 5%, 2%} 

delay, area, power 

w.r.t. commercial design 
flow 

32-bit Divisor (IP) 

MIG as front-end to LS & PD 

Advanced 22nm CMOS 

MIG as front-end to LS & PD 

27 benchmarks from IWLS’05 
and large HDL (~0.5 Mgates) 

Behavioral MIG 

CMOS Design Results 

42 

Well-established 90nm CMOS 

Both circuits underwent formal 
verification with success 

Area: 0.18 mm2 

Delay: 10.10 ns 

GC: 24k 

Area: 0.21 mm2 

Delay: 11.22 ns 

GC: 37k 
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Modeling various emerging nanogates 

(c) Giovanni De Micheli  

Resistive RAM 

Spin Wave Device QCA 

MAJ 

z y x 

f  

Spin Transfer Torque 
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Resistive RAMs 

§  Non-volatile, low-power dense RAM arrays 
§  Based on resistive switching: 

§  Various physical mechanisms 

§  Can be realized in the BEOL 
§  3D integration 

(c) Giovanni De Micheli  

[Fujitsu MB85AS4MT] 
4M (512kx8) 
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Oxide ReRAM switching 

(c) Giovanni De Micheli  
[Su et al.Functional Metal Oxide Nanostructures, 2011] 
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Oxide Resistive RAMs 

§  Formation of an oxygen vacancy filament 
§  Reversible write: set/reset 
§  Low-current read 
§  Unipolar and bipolar switching 

(c) Giovanni De Micheli  
[P. Wong et al 2016] 
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ReRAM integrated devices 

Sandrini,  Microelectr. Eng. 2015 

−1 −0.5 0 0.5 1 1.5
-10

-5

0
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Voltage (V)

C
u
rr

e
n
t 
(A

)

x 10-3

M6

M5

GND

I

V
ReRAM

HRS

LRS

TiN/TaOx/TiN forming-free, Vset = -1V, Vreset = 1.3V 

[Courtesy: Leblebici] 
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ReRAM as computational element 

(c) Giovanni De Micheli  

Zn = PZ+Q’Z+PQ’ 
Zn = Maj(P,Q’,Z) 
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In memory processing/computing 

§  New paradigm for big data processing 
§  Data in main memory and operated upon locally 
§  Hardware:  

§  Large memory arrays with embedded processors 
§  Technology compatibility 
§  What about ReRAM arrays? 

§  Convert small portion of memory array to perform 
computation 
§  Map data flow computation to memory cell control 
§  Create appropriate local controller 
§  Use memory for storage 

(c) Giovanni De Micheli  
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PLIM Architecture 

(c) Giovanni De Micheli  

R
ow

 d
ec

od
er

 

Sense Amplifiers 

Read reg 

Write 
circuit 

Write reg 

LiM Controller 

Sense Amplifiers 

@Z reg 

@A reg 
A reg 

@B reg 
B reg 

FSM 

Data 

Address 
R/W 
LiM 

RRAM  
arrays 

PC CLK 

Fig. 2. Multi-bank Resistive Memory Architecture with Programmable Logic-in-Memory (PLiM) Controller module.

control FSM and few registers. With this architecture, the
program and data are loaded in the memory array and a
bit-level addressing is required. Program code generation is
discussed in the following sections.

Read 
Instruction 

@PC 

Read 
operand A 

@A 

Read 
operand B 

@B 

Write 
@Z with 

P=A, Q=B 

Mode 
Check 

Standard 
memory

operations 

PC+1 

LiM=1 
Reset 
regs 

LiM=1 

LiM=0 

LiM=0 

Fig. 3. Programmable Logic-in-Memory Controller FSM. All transitions are
synchronous. Instruction format @A, @B, @Z.

D. Elementary Logic Operations on the Memristive Array
Boolean AND and OR operations can be emulated using

the Resistive Majority operator. A majority operator reduces
to AND/OR logic when one operand is set to constant 0 and
1, respectively. We present the following exemplary machine
code for the PLiM controller module in order to perform C
= A.B and C = A+B. The operations are directly performed

on the storage of C. C is pre-programmed to either 0 or 1 de-
pending on the Boolean operation. Note that direct addressing
is used for constants for which the @ sign is not used.

AND
1: 0, 1, @C; //C=0 2: 0, 1, @Binv; //Binv=0
3: 1, @B, @Binv; //Binv=B 4: @A, @Binv, @C; //C=A.B
OR
1: 1, 0, @C; //C=1 2: 0, 1, @Binv; //Binv=0
3: 1, @B, @Binv; //Binv=B 4: @A, @Binv, @C; //C=A+B
A bit-level addressing is required for operations that ma-

nipulate and rearrange bits within a word. For example, the
following machine code implements a 1-bit left rotate on a 4-
bit array Z = Z3Z2Z1Z0, with X and Y as auxiliary locations:

1-BIT LEFT ROTATE
01: 0, 1, @X; 02: 1, @Z3, @X; // X = Z3

03: 0, 1, @Y; 04: 1, @Z2, @Y; // Y = Z2

05: @Z2, @Y, @Z3; // Z = Z2Z2Z1Z0

06: 0, 1, @Y; 07: 1, @Z1, @Y; // Y = Z1

08: @Z1, @Y, @Z2; // Z = Z2Z1Z1Z0

09: 0, 1, @Y; 10: 1, @Z0, @Y; // Y = Z0

11: @Z0, @Y, @Z1; // Z = Z2Z1Z0Z0

12: 0, 1, @Y; 13: 1, @X, @Y; // Y = X = Z3

14: @Y, @X, @Z0; // Z = Z2Z1Z0Z3

E. RM3 Instruction Simulation
We validate the presented RM3 by running electrical sim-

ulations on a resistive memory array.
We consider a simple 4×4 bits memory array built using a

dynamic Valence Change Mechanism (VCM) model fitted on
experimental kinetics data and a bipolar rectifying selector.
Full details about the compact model are available in [17].
Each memory cell implements the basic RM3 operator. Here,
the input Z corresponds to the resistive state, while P and Q

2016 Design, Automation & Test in Europe Conference & Exhibition (DATE) 429
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ReRAMs for artificial neurons 

membrane, the potential of which evolves according to the arrival of
the postsynaptic potentials (PSPs) provided by the dendritic inputs.
In a generic nonlinear integrate-and-fire neuron, the membrane
potential u is governed by the (nonlinear) differential equation

du/dt = F u( ) + G u( )I (1)

where F(u) is the ‘leak’ term, accounting for imperfections in the cell
membrane that lead to a leak of the accumulated charge, and G(u) is
the input resistance term. I denotes the ‘input current’ due to the
arrival of the inhibitory and excitatory PSPs. The continuous dyna-
mical evolution stops whenever the membrane potential crosses a
certain threshold θ, causing the neuron to fire and resume its oper-
ation after a certain refractory period. In a phase-change neuron, the
core idea is to represent the neuronal membrane potential by means
of the phase configuration within a nanoscale phase-change
device21. The evolution of the membrane potential is driven directly
by the crystal growth dynamics in the phase-change device and is
altered over time by applying short electrical pulses based on the
neuronal input.

The phase-change device consists of a nanometric volume of
phase-change material sandwiched between two electrodes. A
mushroom-type phase-change device is illustrated schematically
in Fig. 1. In an as-fabricated device, the material is in the crystalline
phase. To create an amorphous region within the crystalline matrix,
a voltage pulse of sufficiently high amplitude (referred to as a reset
pulse) is applied such that the Joule heating induced by the current
flowing through the device will melt a substantial portion of the
phase-change material. If the pulse is cut off abruptly, the molten

material will rapidly quench into the amorphous phase because of
a glass transition. The effective thickness of this amorphous
region, ua, can be viewed as the equivalent of the neuronal mem-
brane potential. The low-field electrical conductance of the device,
which decreases monotonically with increasing ua, is typically
used as its measure.

If a voltage pulse with lower amplitude is applied such that the
temperature reached within the device is below the melting temp-
erature, but still high enough to induce substantial crystal growth,
ua decreases. The power Pp of this so-called crystallizing pulse deter-
mines the speed of the crystallization. The evolution of ua during
application of the crystallizing pulse is captured by a feedback-
coupled deterministic differential equation (see equation (1))

dua /dt = −vg(Rth ua
( )

Pp + Tamb), ua 0( ) = u0 (2)

where vg denotes the temperature-dependent crystal growth velocity,
and its argument Rth(ua)Pp + Tamb corresponds to the temperature at
the crystalline/amorphous interface. Tamb is the ambient temperature
and Rth is the effective thermal resistance26. Based on these dynamics,
the membrane potential evolves according to the function shown in
Fig. 2a, with the pulse power Pp being the fundamental control
variable driven by the neuronal input I. The PSPs arriving at the den-
drites of the neuron are translated into short crystallizing pulses
whose power and duration are determined by the strength of the
PSPs (Supplementary Section 1). Following successive applications
of the crystallizing pulses, ua progressively reduces and the measured
conductance increases, enabling the temporal integration of PSPs in
the phase-change device. Once the conductance exceeds a certain
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wN

...In
pu

t s
pi

ke
 tr

ai
ns

Plastic
synapses

Axon

Output spike
train

Spike event backpropagation

Neuronal
membrane

Postsynaptic
potential

(PSP) 

Neuron soma

+

Neuronal
input

I

Dendrites

Spike event
generation

Biology Technology

Top electrode (TE)
− −− − −− − −−

+ ++ + ++ + ++
BE

Lipid bilayer

Phase-change
cell

Figure 1 | Artificial neuron based on a phase-change device, with an array of plastic synapses at its input. Schematic of an artificial neuron that consists of
the input (dendrites), the soma (which comprises the neuronal membrane and the spike event generation mechanism) and the output (axon). The dendrites
may be connected to plastic synapses interfacing the neuron with other neurons in a network. The key computational element is the neuronal membrane,
which stores the membrane potential in the phase configuration of a nanoscale phase-change device. Owing to their inherent nanosecond-timescale
dynamics, nanometre-length-scale dimensions and native stochasticity, these devices enable the emulation of large and dense populations of neurons for
bioinspired signal representation and computation.
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What is next ? 

§  Technology hybridization  
§  Fusion of sensing and computing 
§  3D integration with sensors 

§   Heterogeneous integration 
§  Sequential integration  
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Fig. 1. (a) Concept image of planar ReRAM made of the Pt/TiO2 /Pt stack.
(b) Concept image of the ReRAM–TSV using the Pt/TiO2 /Pt programmable
fuse. (c) Concept image of the ReRAM–TSV using the Cu/TiO2/Pt pro-
grammable fuse.

1) TSV With Pt/TiO2/Pt ReRAM: For the first type of de-
vices, once the TSVs are fabricated, the front side of the wafer is
processed with the chemical mechanical polishing (CMP) tech-
nique to form a flat surface. The Pt/TiO2/Pt stack is sputtered
with layer thicknesses 270/80/270 nm, accordingly. A concept
picture of the fabricated structure can be seen in Fig. 1(b).

2) TSV With Cu/TiO2 /Pt ReRAM: For the second type of
devices, the wafer is polished using the CMP technique on both
sides to remove the seed layer and to planarize the surfaces.
Cu was, then, cleaned using an NH4 : H2SO4 etching solution
at room temperature for 10 min. Then, the wafer was loaded
into a vacuumed sputtering chamber and a TiO2/Pt layer was
deposited with thicknesses of 80 and 270 nm, respectively. Cu
of the TSV is acting as the bottom electrode of the ReRAM [see
Fig. 1(c)]. Equivalent electrical schematics and the photograph
of the devices in a cleaved substrate are shown in Fig. 2(a) and
(b), respectively.

III. ELECTRICAL CHARACTERIZATION

Electrical measurements were carried out with an HP4156A
semiconductor parameter analyzer and cascade probe station un-
der dark conditions. For electrical contacts, standard tungsten
needles with 15µm apex diameter were placed on the top elec-
trode area very softly, since the dependence of the switching on
needle pressure has been observed, similarly to the observation
of local pressure-modulated conductance with atomic force mi-
croscopy tips [7]. Then, double I–V dc sweeps have been used to
investigate the resistive switching behavior. In all the cases, the

Fig. 2. (a) Equivalent electrical schematic of the TSV with ReRAM memory
elements (denoted by the switch and the “ideal” memory element M). (b) Re-
constructed 3-D photograph of the TSV–Cu/TiO2 /Pt device stack. The die
is cleaved to reveal the TSV and the ReRAM stack deposited on top.

bipolar switching mechanism with different write/erase window
and resistance states has been observed. The measured electrical
parameters are summarized in Table I.

A. Planar ReRAM Devices

First, the planar Pt/TiO2/Pt devices are characterized and
it showed stable and repeatable bipolar switching behavior be-
tween 10Ω and 1MΩ read or measured at +1V (see Fig. 3).
Originally, the devices are in the high-resistance state (HRS).
By sweeping from negative to positive voltages the devices hold
the HRS until a SET transition to a low-resistance state (LRS)
occurs at +1.8V. After the SET event, the voltage sweep contin-
ues until +2V and, then, move back toward the negative-voltage
region. When −1.3V is reached, the device is RESET to the
original HRS state. An HRS to LRS ratio of about five orders
of magnitude is read at +0.5V.

B. TSV–Pt/TiO2/Pt Devices

Next, TSV–Pt/TiO2/Pt devices with the same layer thick-
nesses are measured, showing resistance switching below ±1V
(see Fig. 4). This voltage reduction is attributed to a larger sur-
face roughness of the films deposited on the TSVs, which would
lead to a denser electric field at the hillocks, as well as to surface
states acting as dopants for the TiO2 [8]. Similar to the planar
ReRAM case, the devices are originally in the HRS, and bipolar
resistive switching is obtained. Nevertheless, the SET condition
is found to be only +0.6V, while the RESET voltage is mea-
sured at −0.5V. Using a reading voltage of +0.2V, an HRS of
2MΩ and LRS of 666Ω, with the resistance ratio of 3000 are
measured.

C. TSV–Cu/TiO2/Pt Devices

Since the programming voltages also depend on the current
density that can flow into the switching element, a different
approach that limits the current flux is investigated. As the elec-
trode material influences the Schottky barrier contact with the

[Sacchetto, Nanoscale12] [Batude, IEDM 14] 
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SiNWs: ideal biosensing support 
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SiNW biosensors 
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Example of sensor integration 

Muti-sensor for lab animals 
Chip layers 

Chip implant in mouse Step injection response 
[Baj-Rossi, 15] 
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59 

§  Computing is evolving in various directions and permeates 
everyday life and activities 

§  Computing is still mainly based on von Neuman architectures, 
switching theory and silicon devices 

§  New materials and devices can change the physical substrate 
of computation, making it more efficient and broader in scope 

§  Progress will require a strong coordination of technology, 
architecture and software as well as design methods and tools 

Conclusions 
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