Cloaking an arbitrary object via anomalous localized resonance: the cloak is independent of the object
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Abstract

In this paper, we present various schemes of cloaking an arbitrary object via anomalous localized resonance and provide their analysis in two and three dimensions. This is a way to cloak an object using negative index materials in which the cloaking device is independent of the object. As a result, we show that in two dimensional quasistatic regime an annular plasmonic structure of coefficient $-1$ cloaks small but finite size objects near by. We also discuss its connections with superlensing and cloaking using complementary media. In particular, we confirm the possibility that a lens can act like a cloak and conversely. This possibility was raised about a decade ago in the literature.
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1 Introduction

Negative index materials (NIMs) were investigated theoretically by Veselago in [?] and the existence of such materials was confirmed by Shelby, Smith, and Schultz in [?]. The study of NIMs has attracted a lot of attention in the scientific community thanks to their many potential applications. Mathematically, the study of NIMs faces two difficulties. First, the equations modeling NIMs have sign changing coefficients; hence the ellipticity and the compactness are lost in general. Secondly, the localized resonance, i.e., the fields blow up in some regions and remain bounded in some others as the loss goes to 0, might appear.

Three known applications of NIMs are superlensing and cloaking using complementary media and cloaking a source via anomalous localized resonance (ALR). Superlensing using complementary media was suggested by Veselago in [?] for a slab lens (a slab of index $-1$) using the ray theory. Later, cylindrical lenses in the two dimensional quasistatic regime, the Veselago slab lens and cylindrical lenses in the finite frequency regime, and spherical lenses in the finite frequency regime were studied by Nicorovici, McPhedran, and Milton in [?], Pendry in [?, ?], and
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Ramakrishna and Pendry in [?] respectively for dipoles sources. Superlensing using complementary media for arbitrary objects in the acoustic and electromagnetic settings was mathematically established by Nguyen in [?, ?] for related schemes. Cloaking using complementary media was suggested and investigated numerically by Lai et al. in [?]. This was mathematically established for related schemes by Nguyen in [?] for the quasi-static regime and later extended by Nguyen and (H. L.) Nguyen in [?] for the finite frequency regime. Cloaking a source via ALR was discovered by Milton and Nicorovici in [?] for constant radial symmetric plasmonic structures in the two dimensional quasi-static regime. Their work has its root from [?] (see also [?, ?]) where the localized resonance was observed and established for such a setting. Later, cloaking a source via ALR was studied by Milton et al. in [?], Bouchitte and Schweizer in [?], Ammari et al. in [?, ?], Kohn et al in [?], Nguyen and (H. L.) Nguyen in [?] in which special structures were considered due to the use of the separation of variables or the blow up of the power was investigated via spectral theory or variational method. In [?, ?, ?], Nguyen investigated cloaking a source via ALR for a class of complementary media called the class of doubly complementary media for a general core-shell structure. In these works, the blow up of the power, the localized resonance, and the cloaking effect are studied. The reader can find a recent survey on the mathematical aspects for NIMs in [?].

In this paper, we add to the list of applications of NIMs a new one namely cloaking an arbitrary object via ALR. More precisely, we propose various schemes for this type of cloaking and provide the mathematical analysis for them.

In what follows, given $R > 0$ and $x \in \mathbb{R}^d$, we denote $B(x, R)$ the open ball in $\mathbb{R}^d$ centered at $x$ and of radius $R$; when $x = 0$, we simply denote $B(x, R)$ by $B_R$. In $\mathbb{R}^d$, we also denote $I$ the $(d \times d)$ identity matrix.

The first result in this paper, whose proof is given in Section ??, confirms that an annular plasmonic structure of coefficient $-I$ cloaks small but finite size objects close to it in the quasistatic regime. More precisely, we have

**Theorem 1.** Let $d = 2$, $0 < r_0 < r_1 < r_2 < R_0$, $x_1 \in \partial B_{r_1}$, and $x_2 \in \partial B_{r_2}$. Set $r_3 = r_2^2/r_1$ and $C = (B(x_1, r_0) \cap B_{r_1}) \cup (B(x_2, r_0) \cap (B_{r_2} \setminus B_{r_3}))$ and let $a_c$ be a symmetric uniformly elliptic matrix-valued function defined in $C$. Define

$$A_c = \left\{ \begin{array}{ll} a_c & \text{in } C, \\ I & \text{otherwise}, \end{array} \right. \quad \text{and} \quad s_\delta = \left\{ \begin{array}{ll} -1 - i\delta & \text{in } B_{r_2} \setminus B_{r_1}, \\ 1 & \text{otherwise}. \end{array} \right. \quad (1.1)$$

Given $f \in L^2(\mathbb{R}^2)$ with supp $f \subset B_{R_0} \setminus B_{r_3}$ and $\int_{\mathbb{R}^2} f = 0$, let $u_\delta, \hat{u} \in W^1(\mathbb{R}^2)$ be respectively the unique solution to the equations

$$\text{div}(s_\delta A_c \nabla u_\delta) = f \text{ in } \mathbb{R}^2 \quad (1.2)$$

and

$$\Delta \hat{u} = f \text{ in } \mathbb{R}^2. \quad (1.3)$$

For any $0 < \gamma < 1/2$, there exists $r_0(\gamma) > 0$, which depends only on $r_1$ and $r_2$, such that if $r_0 < r_0(\gamma)$ then, for $R > 0$,

$$\|u_\delta - \hat{u}\|_{H^1(B_R \setminus B_{r_3})} \leq C_R \delta^\gamma \|f\|_{L^2(\mathbb{R}^2)}, \quad (1.4)$$
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where $C_R$ is a positive constant independent of $f$, $\delta$, $r_0$, $x_1$, and $x_2$.
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Figure 1: In the two dimensional quasistatic regime, the plasmonic structure of coefficient $-I$ in $B_{r_2} \setminus B_{r_1}$ (the red region) cloaks arbitrary objects located nearby in $\mathcal{C}$. The medium on the left is equivalent to the homogeneous medium $I$ on the right for sources far away from the plasmonic structure.

Here and in what follows,

$$W^1(\mathbb{R}^2) := \left\{ u \in H^1_{\text{loc}}(\mathbb{R}^2); \nabla u \in L^2(\mathbb{R}^2) \text{ and } \frac{u(x)}{\ln(2 + |x|)\sqrt{1 + |x|^2}} \in L^2(\mathbb{R}^2) \right\}.$$

For an observer outside $B_{r_3}$, the medium $s_0 A_c$ in $B_{r_3}$ looks like $I$ in $B_{r_3}$: the object $a_c$ in $\mathcal{C}$ is cloaked. No condition is imposed on $a_c$; any symmetric uniformly elliptic matrix $a_c$ in $\mathcal{C}$ is allowed. The cloak $-I$ in $B_{r_2} \setminus B_{r_1}$ is independent of the object. It is interesting to note that the plasmonic structure $-I$ in $B_{r_2} \setminus B_{r_1}$ is used in lens devices using NIMs, see [7, 8].

In the two dimensional finite frequency regime, we obtain the following result whose proof is given in Section 2.

**Theorem 2.** Let $d = 2$, $0 < r_0 < r_1 < r_2 < R_0$, $x_1 \in \partial B_{r_1}$, and $x_2 \in \partial B_{r_2}$. Set $r_3 = r_2^2/r_1$ and $\mathcal{C} = (B(x_1, r_0) \cap B_{r_1}) \cup (B(x_2, r_0) \cap B_{r_3} \setminus B_{r_2})$. Let $a_c$ be a symmetric uniformly elliptic matrix-valued function and let $\sigma_c$ be a bounded real function both defined in $\mathcal{C}$ such that $a_c$ is piecewise $C^1$ and $\sigma_c$ is bounded below by a positive constant. Define

$$\left( A_c, \Sigma_c \right) = \begin{cases} (a_c, \sigma_c) & \text{in } \mathcal{C}, \\ (I, r_2^2/|x|^4) & \text{in } B_{r_2} \setminus B_{r_1}, \\ (I, r_3^2/r_1^2) & \text{in } B_{r_1} \setminus \mathcal{C}, \\ (I, 1) & \text{otherwise}, \end{cases}$$

and

$$s_\delta = \begin{cases} -1 - i\delta & \text{in } B_{r_2} \setminus B_{r_1}, \\ 1 & \text{otherwise}. \end{cases} \quad (1.5)$$
Given \( f \in L^2(\mathbb{R}^2) \) with \( \text{supp} \, f \subset B_{R_0} \setminus B_{r_3} \), let \( u_\delta, \hat{u} \in H^1_{\text{loc}}(\mathbb{R}^2) \) be respectively the unique outgoing solution to the equations

\[
\text{div}(s_\delta A_c \nabla u_\delta) + k^2 s_0 \Sigma_c u_\delta = f \text{ in } \mathbb{R}^2
\]

and

\[
\Delta \hat{u} + k^2 \hat{u} = f \text{ in } \mathbb{R}^2.
\]

For any \( 0 < \gamma < 1/2 \), there exists \( r_0(\gamma) > 0 \), which depends only on \( r_1 \) and \( r_2 \) such that if \( r_0 < r_0(\gamma) \) then

\[
\|u_\delta - \hat{u}\|_{H^1(B_R \setminus B_{r_3})} \leq C R \delta^\gamma \|f\|_{L^2},
\]

for some positive constant \( C \) independent of \( f, \delta, r_0, x_1, \) and \( x_2 \).

Recall that a solution \( u \in H^1_{\text{loc}}(\mathbb{R}^d \setminus B_R) \) (\( d \geq 2 \)) of the equation \( \Delta u + k^2 u = 0 \) in \( \mathbb{R}^d \setminus B_R \) for some \( R > 0 \) is said to satisfy the outgoing condition if

\[
\partial_r u - iku = o(r^{\frac{1-d}{2}}) \text{ as } r = |x| \to +\infty.
\]

For an observer outside \( B_{r_3} \), the medium \((s_0 A, s_0 \Sigma)\) in \( B_{r_3} \) looks like \((I, 1)\) in \( B_{r_3} \): the object \((a_c, \sigma_c)\) in \( \mathcal{C} \) is cloaked. No condition other than the standard ones is imposed on \( a_c \) and \( \sigma_c \). The cloak is independent of the object. It is interesting to note that the structure \( (I, -r_2^2/|x|^4) \) in \( B_{r_2} \setminus B_{r_1} \) can be used in lens devices using NIMs, see [?, ?].

**Remark 1.1.** The constant \( r_0 = r_0(\gamma) \) in Theorems ?? and ?? depends only on \( r_1 \) and \( r_2 \). The constant \( r_0 \) obtained from the proofs is small because of the use of various conformal maps (see Section ??).

In Section ??, we show in two and three dimensions that for a class of doubly complementary media, introduced in [?, ?] (see Definition ?? in Section ??), an arbitrary object can disappear if it is small and located close to the plasmonic structure (see Theorem ?? in Section ??). Therefore, a medium in this class becomes a cloaking device which is independent of the object.

Cloaking an object via ALR is related to but different from cloaking using complementary media suggested in [?] and mathematically established in [?, ?] for related schemes. Both types of cloaking use the concept of complementary media to design cloaking devices. Nevertheless, in the cloaking using complementary media approach, one cloaks an object by using its complementary medium to cancel its effect of light; hence the cloaking device depends on the object.

Cloaking an object via ALR and cloaking a source via ALR share some similar figures but have some different characters. In the two dimensional quasistatic regime, one can use the plasmonic structure \(-I\) in \( B_{r_2} \setminus B_{r_1} \) as a cloaking device in both settings. More general, doubly complementary media are used as a cloaking device in both types of cloaking (see [?, ?] and Section ??). Nevertheless, concerning cloaking a source via ALR, the cloaking effect is relative in the sense that the source is cloaked after being renormalized so that the power remains finite (see, e.g., [?]). Concerning cloaking an object via ALR, the cloaking effect is not relative in the sense that one does not need to renormalize the power. In fact, the power is finite in the setting of cloaking an object via ALR considered here (see Remarks ?? and ??).
Milton and Nicorovici in [?] questioned that whether or not the structure $-I$ in $B_{r_2} \setminus B_{r_1}$ would cloak small objects nearby in two dimensional quasistatic regime. Various numerical simulations on this effect were reported by Bruno and Lintner in [?]; even though the cloaking effect is still mysterious and questionable. In this paper, the guess of Milton and Nicorovici is confirmed (Theorem ??) and similar phenomena are observed and analyzed in the finite frequency regime in both two and three dimensions (Theorems ?? and ??). As mentioned, the plasmonic structures used in Theorem ?? and ?? can be used in lens devices using NIMs. More generally, it is established in [?] that doubly complementary media can act like lenses. In this paper, we showed that they might become a cloak for small but finite size objects near by. Thus the results presented here show that the modification given in [?] from the suggestions in [?, ?] is necessary to ensure the superlensing property; otherwise, a lens can become a cloak (see Section ??). In the same spirit, we as well show that it is necessary to modify the scheme of cloaking using complementary media suggested in [?] as done in [?] (see Section ??).

The analysis in this paper is on one hand based on the use of reflecting and removing singularity techniques introduced in [?, ?] and on the other hand involves a new type of three-sphere inequality with “partial data”, and the use of conformal maps in two dimensions.

The rest of the paper is organized as follows. In Section ??, we present a scheme of cloaking an object via ALR for a class of doubly complementary media and provide their mathematical analysis. The main result of this section is Theorem ??). In Section ??, we first provide the proof of Theorems ?? and ?? in Section ??). We then discuss the validity of various schemes on superlensing and cloaking using complementary media in Sections ?? and ??.

2 A class of doubly complementary media acting as a cloaking device

Let $k > 0$ and let $A$ be a real uniformly elliptic symmetric matrix-valued function and $\Sigma$ be a real function bounded below and above by positive constants both defined in $\mathbb{R}^d$ ($d = 2, 3$), i.e., $A(x)$ is symmetric and for some $\Lambda \geq 1$

$$\Lambda^{-1} |\xi|^2 \leq \langle A(x)\xi, \xi \rangle \leq \Lambda |\xi|^2 \quad \text{and} \quad \Lambda^{-1} \leq \Sigma(x) \leq \Lambda \quad \text{for a.e. } x \in \mathbb{R}^d.$$  \hfill (2.1)

Assume that

$$A(x) = I, \quad \Sigma(x) = 1 \quad \text{for large } |x|,$$  \hfill (2.2)

and

$$A \text{ is piecewise } C^1.$$  \hfill (2.3)

The assumption (??) is used for the uniqueness of outgoing solutions. In what follows, in the case $k > 0$, any matrix-valued function considered is assumed to satisfy (??).

Let $\Omega_1 \subset \subset \Omega_2 \subset \subset \mathbb{R}^d$ be smooth bounded simply connected open subsets of $\mathbb{R}^d$, and set, for $\delta \geq 0$,

$$s_\delta(x) = \begin{cases} -1 - i\delta & \text{in } \Omega_2 \setminus \Omega_1, \\ 1 & \text{in } \mathbb{R}^d \setminus (\Omega_2 \setminus \Omega_1). \end{cases}$$  \hfill (2.4)
Given $f \in L^2(\mathbb{R}^d)$ with compact support and $\text{supp} f \cap \Omega_2 = \emptyset$, and $\delta > 0$, let $u_\delta \in H^1_{\text{loc}}(\mathbb{R}^d)$ be the unique outgoing solution to
\[
\text{div}(s_\delta A \nabla u_\delta) + k^2 s_0 \Sigma u_\delta = f \quad \text{in} \quad \mathbb{R}^d.
\] (2.5)

In this section, we discuss the behavior of $u_\delta$ as $\delta \to 0$ when the medium inherits the doubly complementary property. To this end, we first recall the definition of reflecting complementary media and doubly complementary media introduced in [? and [?, ?] respectively.

**Definition 2.1** (Reflecting complementary media). Let $\Omega_1 \subset \subset \Omega_2 \subset \subset \Omega_3 \subset \subset \mathbb{R}^d$ be smooth bounded simply connected open subsets of $\mathbb{R}^d$. The media $(A, \Sigma)$ in $\Omega_3 \setminus \Omega_2$ and $(-A, -\Sigma)$ in $\Omega_2 \setminus \Omega_1$ are said to be reflecting complementary if there exists a diffeomorphism $F : \Omega_2 \setminus \Omega_1 \to \Omega_3 \setminus \Omega_2$ such that $F \in C^1(\Omega_2 \setminus \Omega_1)$,
\[
(F_* A, F_* \Sigma) = (A, \Sigma) \quad \text{for} \quad x \in \Omega_3 \setminus \Omega_2,
\] (2.6)
\[
F(x) = x \quad \text{on} \quad \partial \Omega_2,
\] (2.7)
and the following two conditions hold: 1) There exists a diffeomorphism extension of $F$, which is still denoted by $F$, from $\Omega_2 \setminus \{x_1\} \to \mathbb{R}^d \setminus \Omega_2$ for some $x_1 \in \Omega_1$; 2) There exists a diffeomorphism $G : \mathbb{R}^d \setminus \Omega_3 \to \Omega_3 \setminus \{x_1\}$ such that $G \in C^1(\mathbb{R}^d \setminus \Omega_3)$, $G(x) = x$ on $\partial \Omega_3$, and $G \circ F : \Omega_1 \to \Omega_3$ is a diffeomorphism if one sets $G \circ F(x_1) = x_1$.

Here and in what follows, if $T$ is a diffeomorphism and $a$ and $\sigma$ are respectively a matrix-valued function and a complex function, we use the following standard notations
\[
T_* a(y) = \frac{D T(x)a(x) \nabla T(x)^T}{|\det \nabla T(x)|} \quad \text{and} \quad T_* \sigma(y) = \frac{\sigma(x)}{|\det \nabla T(x)|} \quad \text{where} \quad x = T^{-1}(y). \quad (2.8)
\]

Conditions (??) and (??) are the main assumptions in Definition ???. The key point behind this requirement is roughly speaking the following property: if $u_0 \in H^1(\Omega_3 \setminus \Omega_1)$ is a solution of $\text{div}(s_0 A \nabla u_0) + k^2 s_0 \Sigma u_0 = 0$ in $\Omega_3 \setminus \Omega_1$ and if $u_1$ is defined in $\Omega_3 \setminus \Omega_2$ by $u_1 = u_0 \circ F^{-1}$, then $\text{div}(A \nabla u_1) + k^2 \Sigma u_1 = 0$ in $\Omega_3 \setminus \Omega_2$, $u_1 - u_0 = A \nabla (u_1 - u_0) \cdot \nu = 0$ on $\partial \Omega_2$ (see, e.g., Lemma ??). Here and in what follows, $\nu$ denotes the outward unit vector on the boundary of a smooth bounded open subset of $\mathbb{R}^d$. Hence $u_1 = u$ in $\Omega_3 \setminus \Omega_2$ by the unique continuation principle. Conditions 1) and 2) are mild assumptions. Introducing $G$ makes the analysis more accessible, see [?, ?, ?, ?, ?] and the analysis presented in this paper.

We are ready to recall the definition of doubly complementary media:

**Definition 2.2.** The medium $(s_0 A, s_0 \Sigma)$ is said to be doubly complementary if for some $\Omega_2 \subset \subset \Omega_3$, $(A, \Sigma)$ in $\Omega_3 \setminus \Omega_2$ and $(-A, -\Sigma)$ in $\Omega_2 \setminus \Omega_1$ are reflecting complementary, and
\[
F_* A = G_* F_* A = A \quad \text{and} \quad F_* \Sigma = G_* F_* \Sigma = \Sigma \quad \text{in} \quad \Omega_3 \setminus \Omega_2,
\] (2.9)
for some $F$ and $G$ coming from Definition ???.

The reason for which media satisfying (??) are called doubly complementary media is the following fact: $(-A, -\Sigma)$ in $B_{\frac{\alpha}{2}} \setminus B_{\frac{\alpha}{3}}$ is not only complementary to $(A, \Sigma)$ in $\Omega_3 \setminus \Omega_2$ but also to $(A, \Sigma)$ in $(G \circ F)^{-1}(\Omega_3 \setminus \overline{\Omega_2})$, a subset of $\Omega_1$ (see Figure ??). The key property behind
Let Proposition 1. provides an interesting property of doubly complementary media.\\

Definition ?? is as follows. Assume that \( u_0 \in H^1_{loc}(\mathbb{R}^d) \) is a solution of (??) with \( \delta = 0 \) and \( f = 0 \) in \( \Omega_3 \). Set \( u_1 = u_0 \circ F^{-1} \) and \( u_2 = u_1 \circ G^{-1} \). Then \( u_0, u_1, u_2 \) satisfy the equation \( \text{div}(A\nabla \cdot) + k^2 \Sigma \cdot = 0 \) in \( \Omega_3 \setminus \Omega_2 \), \( u_0 - u_1 = A\nabla u_0 \cdot \nu - A\nabla u_1 \cdot \nu = 0 \) on \( \partial \Omega_2 \), and \( u_1 - u_2 = A\nabla u_1 \cdot \nu - A\nabla u_2 \cdot \nu = 0 \) on \( \partial \Omega_3 \) (see e.g. Lemma ??). This implies \( u_0 = u_1 = u_2 \) in \( \Omega_3 \setminus \Omega_2 \).

Taking \( d = 2 \) and \( r_3 = r_2^2/r_1 \), and letting \( F \) and \( G \) be the Kelvin transforms with respect to \( \partial B_{r_2} \) and \( \partial B_{r_3} \), one can verify that the media considered in Theorems ?? and ?? with \( r_0 = 0 \) are of doubly complementary property. Theorems ?? and ?? reveal that doubly complementary media might cloak small but finite size arbitrary objects nearby.

Remark 2.1. Given \((A, \Sigma)\) in \( \mathbb{R}^d \) and \( \Omega_1 \subset \Omega_2 \subset \subset \mathbb{R}^d \), it is not easy in general to verify whether or not \((s_0 A, s_0 \Sigma)\) is doubly complementary. Nevertheless, given \( \Omega_1 \subset \subset \Omega_2 \subset \subset \Omega_3 \subset \subset \mathbb{R}^d \) and \((A, \Sigma)\) in \( \Omega_3 \setminus \Omega_2 \), it is quite easy to choose \((A, \Sigma)\) in \( \Omega_2 \) such that \((s_0 A, s_0 \Sigma)\) is doubly complementary. One just needs to choose diffeomorphisms \( F \) and \( G \) as in Definition ?? and define \((A, \Sigma) = (F^{-1}_r A, F^{-1}_r \Sigma)\) in \( \Omega_2 \setminus \Omega_1 \) and \((A, \Sigma) = (F^{-1}_r G^{-1}_r A, F^{-1}_r G^{-1}_r \Sigma)\) in \( F^{-1} \circ G^{-1}(\Omega_3 \setminus \Omega_2) \).

The following result established in [?], Theorem 1.1] (see also [?, Theorem 2 and Corollary 2]) provides an interesting property of doubly complementary media.

**Proposition 1.** Let \( d = 2, 3, k > 0, 0 < \delta < 1, \) \( f \in L^2(\mathbb{R}^d) \) with compact support and \( \text{supp} f \cap \Omega_3 = \emptyset \), and let \( U_\delta \in H^1_{loc}(\mathbb{R}^d) \) be the unique outgoing solution of (??). Assume that \((s_0 A, s_0 \Sigma)\) is doubly complementary. Then
\[
U_\delta \rightharpoonup \hat{u} \text{ weakly in } H^1_{loc}(\mathbb{R}^d \setminus \Omega_3),
\]
where \( \hat{u} \in H^1_{loc}(\mathbb{R}^d) \) is the unique outgoing solution of
\[
\text{div}(\hat{A}\nabla \hat{u}) + k^2 \hat{\Sigma} \hat{u} = f \text{ in } \mathbb{R}^d.
\]
Here
\[
(\hat{A}, \hat{\Sigma}) := \begin{cases}
(A, \Sigma) & \text{in } \mathbb{R}^d \setminus \Omega_3, \\
(G_s F_s A, G_s F_s \Sigma) & \text{in } \Omega_3.
\end{cases}
\]
The cloaking property for a class of doubly complementary media is given in the following

**Theorem 3.** Let \( d = 2, 3, \) and \( 0 < s < r_1 < 6r_1 < r_2 < r_3 < R_0. \) Set
\[
H_t = \{ x' \in \mathbb{R}^{d-1}; \ |x'| < s \} \times [t, +\infty) \quad \text{for } t \in \mathbb{R}.
\]
Assume that \((s_0 A, s_0 \Sigma)\) is doubly complementary with \( \Omega_1 = B_{r_1}, \ \Omega_2 = B_{r_2} \setminus H_{2r_1}, \) and \( \Omega_3 = B_{r_3}. \) Let \( a_c \) be a symmetric uniformly elliptic matrix-valued function and \( \sigma_c \) be a real function bounded above and below by positive constants both defined in \( H_{2r_1} \setminus H_{3r_1}. \) Assume that \( A \) is Lipschitz in \( B(z, r_1) \) with \( z = (0, \cdots, 0, 4r_1). \) Define
\[
(A_c, \Sigma_c) = \begin{cases} 
(a_c, \sigma_c) & \text{in } H_{2r_1} \setminus H_{3r_1}, \\
(A, \Sigma) & \text{otherwise.}
\end{cases}
\]
Let \( k > 0, \ 0 < \delta < 1, \) and \( f \in L^2(\mathbb{R}^d) \) with \( \text{supp } f \subset B_{R_0} \setminus B_{r_3} \) and let \( u_\delta \in H^1_{\text{loc}}(\mathbb{R}^d) \) be the unique outgoing solution of
\[
\text{div}(s_\delta A_c \nabla u_\delta) + k^2 s_0 \Sigma_c u_\delta = f \quad \text{in } \mathbb{R}^d.
\]
For any \( 0 < \gamma < 1/2, \) there exists a positive constant \( m \) depending only on \( \gamma, r_1, \) and the elliptic and the Lipschitz constant of \( A \) in \( B(z, r_1) \) such that if \( r_1 > ms \) then
\[
\|u_\delta - \hat{u}\|_{H^1(B_{R} \setminus B_{r_3})} \leq C_R \delta^\gamma \|f\|_{L^2},
\]
for some positive constant \( C_R \) independent of \( f \) and \( \delta \) where \( \hat{u} \in H^1_{\text{loc}}(\mathbb{R}^d) \) is the unique outgoing solution of \((2.13)\).

The geometry of the cloak is given in Figure ??.

For an observer outside \( B_{r_3}, \) the medium \((s_0 A, s_0 \Sigma)\) in \( B_{r_3} \) looks like \( (\hat{A}, \hat{\Sigma}) \) in \( B_{r_3}, \) which is independent of \( (a_c, \sigma_c) \) in \( C: \) the object \((a_c, \sigma_c) \) in \( C \) is cloaked. For example, by choosing the medium \((A, \Sigma)\) in \( \Omega_1 \) in such a way that \( G_\ast F_\ast A = I \) and \( G_\ast F_\ast \Sigma = 1 \) in \( \Omega_3, \) i.e., \( A = F_\ast^{-1} G_\ast^{-1} I \) and \( \Sigma = F_\ast^{-1} G_\ast^{-1} \) in \( \Omega_1 \) then \( (\hat{A}, \hat{\Sigma}) = (I, 1): \) the object \((a_c, \sigma_c) \) in \( H_{r_1} \setminus H_{2r_1} \) disappears in comparison with the homogeneous medium \((I, 1). \)

**Remark 2.2.** The assumption that \( A \) is Lipschitz in \( B(z, r_1) \) is required for the use of three-sphere inequalities.

The rest of this section containing two subsections is devoted to the proof of Theorem ??.

Some useful lemmas are presented in the first subsection and the proof of Theorem ?? is given in the second subsection.

### 2.1 Some useful lemmas

We first state a three-sphere inequality which is an immediate consequence of [??, Theorem 2].
Figure 3: The cloaking device has the doubly complementary property and contains the plasmonic structure in the region $\Omega_2 \setminus B_{r_1}$ which has the red boundary. The plasmonic structure is characterized by $(F_{*}^{-1} I, F_{*}^{-1} I)$ for some diffeomorphism $F : \Omega_2 \setminus B_{r_1} \to B_{r_3} \setminus \Omega_2$. The region $H_{2r_1} \setminus H_{3r_1}$ is the rectangle containing the blue object. Any object inside this region (for example the blue one) is cloaked.

**Lemma 2.1.** Let $d = 2, 3, c_1, c_2 > 0$, $0 < R_1 < R_2 < R_3$, and let $a$ be a Lipschitz uniformly elliptic symmetric matrix-valued function defined in $B_{R_3}$, and $v \in H^1(B_{R_3} \setminus B_{R_1})$. Assume that

$$|\text{div}(a \nabla v)| \leq c_1 |\nabla v| + c_2 |v|, \quad \text{a.e. in } B_{R_3} \setminus B_{R_1}. \quad (2.15)$$

There exists a constant $q \geq 1$, depending only on the elliptic and the Lipschitz constants of $a$ such that

$$\|v\|_{H(\partial B_{R_2})} \leq C \|v\|^\alpha_{H(\partial B_{R_1})} \|v\|^{1-\alpha}_{H(\partial B_{R_3})} \quad \text{where} \quad \alpha := \frac{R_2^{-q} - R_3^{-q}}{R_1^{-q} - R_3^{-q}}, \quad (2.16)$$

where, for a smooth manifold $\Gamma$ of $\mathbb{R}^d$ with or without boundary,

$$\|v\|_{H(\Gamma)} := \|v\|_{H^{1/2}(\Gamma)} + \|a \nabla v \cdot \nu\|_{H^{-1/2}(\Gamma)} \quad (2.17)$$

Here $C$ is a positive constant depending on the elliptic and the Lipschitz constants of $a$, and the constants $c_1, c_2, R_1, R_2, R_3$, but independent of $v$.

**Remark 2.3.** In Lemma 2.1, the constant $q$ is independent of $c_1$ and $c_2$ and there is no requirement on the smallness of $R_1, R_2$ and $R_3$. This is different from the standard three sphere inequalities obtained previously in the literature (see, e.g., [?]) and plays an important role in our analysis.

Applying Lemma 2.1, we can establish

**Lemma 2.2.** Let $d = 2, 3, 0 < s < R$ and set $D = \{ x' \in \mathbb{R}^{d-1}; |x'| < s \} \times (-6R/7, 6R/7)$. Let $a$ and $\sigma$ be respectively a Lipschitz symmetric uniformly elliptic matrix-valued function and a real

\[\text{In this paper, } H^{-1/2}(\Gamma) \text{ denotes the dual space of } H_0^{1/2}(\Gamma), \text{ the completion of } C_c^1(\Gamma) \text{ in } H^{1/2}(\Gamma), \text{ with the corresponding norm. Note that if } \Gamma \text{ has no boundary, then } H_0^{1/2}(\Gamma) = H^{1/2}(\Gamma).\]
bounded function both defined in $B_R$. Assume that $D \subset B_R$ and let $f \in L^2(D)$ and $v \in H^1(D)$ be such that
\[
\text{div}(a\nabla v) + \sigma v = f \text{ in } D.
\]
Define $\Gamma = \{(x', x_d) \in \partial D; \ |x_d| \leq \frac{5}{6} R\}$. For any $0 < \alpha < 1$, there exists a constant $m > 1$ depending only on the Lipschitz and the elliptic constants of $a$ such that if $R > ms$ then, for some positive constant $C_{s,R}$ independent of $v$ and $f$,
\[
\|v\|_{H^1(B_{2\alpha} \cap D)} \leq C_{s,R}(\|v\|_{H(\Gamma)} + \|f\|_{L^2(D)})^\alpha (\|v\|_{H^1(D)} + \|f\|_{L^2(D)})^{1-\alpha}. \tag{2.18}
\]

**Remark 2.4.** Lemma ?? can be considered as a three-sphere inequality type with “partial data” since no information of $v$ on $\partial D \setminus \Gamma$ is required. Lemma ?? plays an important role in the proof of Theorem ??.

**Proof.** We first consider the case $f = 0$. Fix $\varphi \in C^1_c(\mathbb{R}^d)$ such that $\varphi = 1$ on $B_{2R/3}$ and $\text{supp} \varphi \subset B_{3R/4}$. Let $w \in H^1(B_{4R/5} \setminus \Gamma)$ be such that
\[
\text{div}(a\nabla w) + \sigma w = 0 \text{ in } B_{4R/5} \setminus \Gamma, \quad a\nabla w \cdot \nu + iw = 0 \text{ on } \partial B_{4R/5},
\]
\[
[w] = \varphi v, \quad [a\nabla w \cdot \nu] = \varphi a\nabla v \cdot \nu \text{ on } \Gamma.
\]
Here and in what follows, on $\partial D$, $[u] := u|_{\mathbb{R}^d \setminus D} - u|_D$ for an appropriate function $u$; similar notation is used for $[a\nabla u \cdot \nu]$ on $\partial D$. We have
\[
\|w\|_{H^1(B_{4R/5} \setminus \Gamma)} \leq C(\|\varphi v\|_{H^{1/2}(\partial \Gamma)} + \|\varphi a\nabla v \cdot \nu\|_{H^{-1/2}(\partial \Gamma)}). \tag{2.19}
\]
From now in this proof, $C$ denotes a positive constant independent of $v$. The uniqueness of $w$ follows from the definition of $w$; here the boundary condition $a\nabla w \cdot \nu + iw = 0$ on $\partial B_{4R/5}$ is used. The existence and the estimate of $w$ follow from the uniqueness of $w$ and the Fredholm theory. Since
\[
\|\varphi v\|_{H^{1/2}(\partial \Gamma)} + \|\varphi a\nabla v \cdot \nu\|_{H^{-1/2}(\partial \Gamma)} \leq C\|v\|_{H(\Gamma)},
\]
it follows from (??) that
\[
\|w\|_{H^1(B_{4R/5} \setminus \Gamma)} \leq C\|v\|_{H(\Gamma)}. \tag{2.20}
\]
Define
\[
V = \begin{cases} w + v & \text{in } D, \\ w & \text{in } B_{4R/5} \setminus D. \end{cases} \tag{2.21}
\]
Note that
\[
\|v\|_{H(\Gamma)} \leq C_{s,R}\|v\|_{H^1(D)}. \tag{2.22}
\]
Since $\varphi = 1$ in $B_{2R/3}$, it follows from (??), (??), and (??) that $V \in H^1(B_{2R/3})$,
\[
\|V\|_{H^1(B_{2R/3})} \leq C\|v\|_{H^1(D)}, \tag{2.23}
\]
and
\[
\text{div}(a\nabla V) + \sigma V = 0 \text{ in } B_{2R/3}. \tag{2.24}
\]
Set \( z = (R/\sqrt{m}, 0, \cdots, 0) \), \( R_1 = (R/\sqrt{m}) - s \), \( R_2 = (R/\sqrt{m}) + 4s \), and \( R_3 = R/3 \). Applying Lemma 2.2, we have

\[
\|V\|_{H(\partial B(z, R_2))} \leq C\|V\|_{H(\partial B(z, R_1))} \leq C\|V\|_{H^1(B(z, r))},
\]

with

\[
\alpha = \frac{R_2^q - R_3^q}{R_1^q - R_3^q},
\]

for some \( q > 1 \) independent of \( v, R, m \), and \( s \). From (2.25), we derive from Lemma 2.2 below that, for some positive constant \( C > 1 \),

\[
C^{-1}\|V\|_{H^1(B(z, r))} \leq \|V\|_{H(\partial B(z, R))} \leq C\|V\|_{H^1(B(z, r))},
\]

with \( r = R_1, R_2, \) and \( R_3 \). It follows from (2.27) that

\[
\|V\|_{H^1(B(z, R_2))} \leq C\|V\|_{H^1(B(z, R_1))} \|V\|_{H^1(B(z, R_3))}^{1-\alpha}.
\]

Note that \( \alpha \) can be chosen arbitrarily close to 1 by taking \( R > ms \) and large \( m \) in (2.26). The conclusion in the case \( f = 0 \) follows from (2.25), (2.27), and (2.28) by the definition of \( V \) in (2.26); in particular, \( V = w \) in \( B(z, R_1) \).

We next consider the case \( f \in L^2(D) \). Let \( v_1 \in H^1(D) \) be such that

\[
\text{div}(a\nabla v_1) + \sigma v_1 = f \quad \text{in } D \quad \text{and} \quad a\nabla v_1 \cdot \nu + iv_1 = 0 \quad \text{on } \partial D.
\]

Then

\[
\|v_1\|_{H^1(D)} \leq C\|f\|_{L^2(D)} \quad \text{and} \quad \|v_1\|_{H(\partial D)} \leq C\|f\|_{L^2(D)}.
\]

The conclusion in the general case now follows from the case \( f = 0 \) by applying the previous case for \( v - v_1 \). The proof is complete.

In the proof of Lemma 2.2, we use the following result.

**Lemma 2.3.** Let \( d = 2, 3, R > 0, a \) and \( \sigma \) be respectively a Lipschitz symmetric uniformly elliptic matrix-valued function and a real bounded function both defined in \( B_R \). Let \( v \in H^1(B_R) \) be such that

\[
\text{div}(a\nabla v) + \sigma v = 0 \quad \text{in } B_R.
\]

Then, for some positive constant \( C > 1 \), independent of \( v \),

\[
C^{-1}\|v\|_{H^1(B_R)} \leq \|v\|_{H(\partial B_R)} \leq C\|v\|_{H^1(B_R)}.
\]

**Proof.** The second inequality of (2.29) is a consequence of the trace theory. It remains to establish the first inequality of (2.29). We first prove that

\[
\|v\|_{L^2(B_R)} \leq C\|v\|_{H(\partial B_R)}
\]
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by contradiction. In this proof, $C$ denotes a positive constant independent of $v$ and $n$. Suppose that this is not true. There exists some sequence $(v_n) \subset H^1(B_R)$ such that
\begin{equation}
\text{div}(a \nabla v_n) + \sigma v_n = 0 \text{ in } B_R
\end{equation}
and
\begin{equation}
n\|v_n\|_{H_0^1(\partial B_R)} \leq \|v_n\|_{L^2(B_R)} = 1.
\end{equation}
Multiplying the equation of $v_n$ (2.31) by $\tilde{v}_n$ (the conjugate of $v_n$), integrating in $B_R$, and using (2.32), we obtain
\begin{equation}
\int_{B_R} |\nabla v_n|^2 \leq C \int_{B_R} |v_n|^2 + C.
\end{equation}
Thus $(v_n)$ is bounded in $H^1(B_R)$. Without loss of generality, one may assume that $(v_n)$ converges to $v$ weakly in $H^1(B_R)$ and strongly in $L^2(B_R)$ for some $v \in H^1(B_R)$. It follows from (2.31) and (2.32) that
\begin{equation}
\text{div}(a \nabla v) + \sigma v = 0 \text{ in } B_R \quad \text{and} \quad \|v\|_{H_0^1(\partial B_R)} = 0.
\end{equation}
By the unique continuation principle, we have $v = 0$ in $B_R$. This contradicts the fact $\|v\|_{L^2(B_R)} = \lim_{n \to +\infty} \|v_n\|_{L^2(B_R)} = 1$. Hence (2.31) is established.

The first inequality of (2.33) is now a consequence of (2.32) after multiplying the equation of $v$ by $\tilde{v}$ and integrating in $B_R$.

We next recall a stability result of (2.33) established in [?, Lemma 2.1] (see [?, Lemma 7] for a variant in a bounded domain).

**Lemma 2.4.** Let $d = 2, 3$, $k > 0$, $\delta_0 > 0$, $R_0 > 0$, $f \in L^2(\mathbb{R}^d)$ with support in $B_{R_0}$. For $0 < \delta < \delta_0$, there exists a unique outgoing solution $u_\delta \in H^1_{\text{loc}}(\mathbb{R}^d)$ of (2.33). Moreover,
\begin{equation}
\|u_\delta\|_{H^1(B_R)}^2 \leq \frac{C_R}{\delta} \int f \bar{u}_\delta + C_R \|f\|_{L^2}^2,
\end{equation}
for some positive constant $C_R$ independent of $f$ and $\delta$.

We end this section by recalling the following change of variables formula [?, Lemma 2] which is used several times in this paper.

**Lemma 2.5.** Let $D_1 \subset D_2 \subset D_3$ be three smooth bounded open subsets of $\mathbb{R}^d$. Let $a \in [L^\infty(D_2 \setminus D_1)]^{d \times d}$, $\sigma \in L^\infty(D_2 \setminus D_1)$ and let $T$ be a bijective from $D_2 \setminus D_1$ onto $D_3 \setminus D_2$ such that $T \in C^1(D_2 \setminus D_1)$ and $T^{-1} \in C^1(D_3 \setminus D_2)$. Assume that $u \in H^1(D_2 \setminus D_1)$ and set $v = u \circ T^{-1}$. Then
\begin{equation}
\text{div}(a \nabla u) + \sigma u = f \text{ in } D_2 \setminus D_1,
\end{equation}
for some $f \in L^2(D_2 \setminus D_1)$, if and only if
\begin{equation}
\text{div}(T_*a \nabla v) + T_*\sigma v = T_*f \text{ in } D_3 \setminus D_2.
\end{equation}
Assume in addition that $T(x) = x$ on $\partial D_2$. Then
\begin{equation}
v = u \quad \text{and} \quad T_*a \nabla v \cdot \nu = -a \nabla u \cdot \nu \text{ on } \partial D_2.
\end{equation}
Recall that $T_*$, $T_\sigma$, and $T_*f$ are defined in (2.34).
2.2 Proof of Theorem ??

The proof uses the reflecting and removing localized singularity techniques introduced in [?, ?]. Applying Lemma ??, we have

\[
\|u_\delta\|_{H^1(B_{r_3})} \leq C\left(\delta^{-1/2}\|f\|_{L^2}^{1/2}\|u_\delta\|_{L^2(\text{supp } f)}^{1/2} + \|f\|_{L^2}\right). \tag{2.36}
\]

Here and in what follows in this proof, \(C\) denotes a positive constant independent of \(\delta\) and \(f\). Set

\[
S = H_{2r_1} \setminus H_{3r_1}.
\]

Define

\[
u_{1,\delta} = u_\delta \circ F^{-1} \text{ in } \mathbb{R}^d \setminus \Omega_2 \quad \text{and} \quad \nu_{2,\delta} = u_{1,\delta} \circ G^{-1} \text{ in } B_{r_3},
\]

where \(F\) and \(G\) come from the definition of doubly complementary media. Applying Lemma ??, we obtain, since \(G_sF_sA = F_sA = A\) in \(B_{r_3} \setminus \Omega_2\) (the medium is of doubly complementary property),

\[
u_{1,\delta} = u_\delta, \quad (1 + i\delta) \Delta \nu_{1,\delta} \cdot \nu = \Delta \nu_{1,\delta}|_{B_{r_3}\setminus \Omega_2} \cdot \nu \text{ on } \partial \Omega_2 \setminus \partial S, \tag{2.37}
\]

\[
u_{2,\delta} = u_{1,\delta}, \quad \text{and} \quad \Delta \nu_{2,\delta} = (1 + i\delta) \Delta \nu_{1,\delta}|_{B_{r_3}\setminus \Omega_2} \cdot \nu \text{ on } \partial B_{r_3}. \tag{2.38}
\]

This implies

\[
\|u_{1,\delta} - u_\delta\|_{H^1(\partial \Omega_2 \setminus \partial S)} \leq C\delta\|u_\delta\|_{H^1(B_{r_3})} \tag{2.39}
\]

and

\[
\|u_{2,\delta} - u_{1,\delta}\|_{H^1(\partial B_{r_3})} \leq C\delta\|u_\delta\|_{H^1(B_{r_3})}. \tag{2.40}
\]

Applying Lemma ??, we have, since \(F_sA = A\) and \(F_s\Sigma = \Sigma\) in \(B_{r_3} \setminus \Omega_2\) and \(f = 0\) in \(B_{r_3}\),

\[
\text{div}((1 + i\delta) \Delta \nu_{1,\delta}) + k^2 \Sigma u_{1,\delta} = 0 \text{ in } B_{r_3} \setminus \Omega_2;
\]

which yields

\[
\text{div}(\Delta \nu_{1,\delta}) + k^2 \Sigma u_{1,\delta} = \left(1 - \frac{1}{1 + i\delta}\right) k^2 \Sigma u_{1,\delta} = -\frac{i\delta}{1 + \frac{i\delta}{1}} k^2 \Sigma u_{1,\delta} \text{ in } B_{r_3} \setminus \Omega_2. \tag{2.41}
\]

Recall that

\[
\text{div}(\Delta \nu_{1,\delta}) + k^2 \Sigma u_{1,\delta} = 0 \text{ in } (B_{r_3} \setminus \Omega_2) \setminus S. \tag{2.42}
\]

Set \(\alpha = \gamma + 1/2 < 1\). Applying Lemma ?? with \(D = \{x' \in \mathbb{R}^{d-1}; |x'| < s\} \times (-6r_1/7, 6r_1/7)\) and \(v(x) = u_{1,\delta}(x + z) - u_\delta(x + z)\) for \(x \in D\), we derive from (??), (??), and (??) that if \(r_1 > ms\) and \(m\) is sufficiently large then

\[
\|u_{1,\delta} - u_\delta\|_{H^1((H_{2r_1} \setminus H_{3r_1} \cap \Omega_2) \cap B(z, 2s))} \leq C\delta^\alpha \|u_\delta\|_{H^1(B_{r_3})}. \tag{2.43}
\]

Define \(O_2 = B_{r_2} \setminus H_{4r_1}\) and \(O = B_{r_3} \setminus O_2\), and set

\[
U_{\delta} = \begin{cases} u_\delta & \text{in } \mathbb{R}^d \setminus B_{r_3}, \\ u_{2,\delta} + u_\delta - u_{1,\delta} & \text{in } O, \\ u_{2,\delta} & \text{in } O_2. \end{cases}
\]
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Then $U_\delta \in H^1(B_R \setminus \partial O)$ for all $R > 0$ and $U_\delta$ is an outgoing solution of the equation

\[
\text{div}(\hat{A}\nabla U_\delta) + k^2\hat{\Sigma}U_\delta = f \quad \text{in} \quad \mathbb{R}^d \setminus \partial O.
\]

Note that $\hat{A}$ is uniformly elliptic and $\hat{\Sigma}$ is bounded above and below by positive constants. It follows that

\[
\|U_\delta\|_{H^1(B_R \setminus \partial O)} \leq C_R \left( \|U_\delta\|_{H^{1/2}(\partial \Omega)} + \|\hat{A}\nabla U_\delta \cdot \nu\|_{H^{-1/2}(\partial \Omega)} \right). \tag{2.44}
\]

By the definition of $U_\delta$, we have

\[
\|U_\delta\|_{H^{1/2}(\partial O_2)} + \|\hat{A}\nabla U_\delta \cdot \nu\|_{H^{-1/2}(\partial O_2)} = \|u_\delta - u_{1,\delta}\|_{H^{1/2}(\partial O_2)} + \|A\nabla (u_\delta - u_{1,\delta}) \cdot \nu\|_{H^{-1/2}(\partial O_2)},
\]

and

\[
\|U_\delta\|_{H^{1/2}(\partial B_{r_3})} + \|\hat{A}\nabla U_\delta \cdot \nu\|_{H^{-1/2}(\partial B_{r_3})} = \|u_{2,\delta} - u_{1,\delta}\|_{H^{1/2}(\partial B_{r_3})} + \|A\nabla (u_{2,\delta} - u_{1,\delta}) \cdot \nu\|_{H^{-1/2}(\partial B_{r_3})}.
\]

Since $\partial O = \partial B_{r_3} \cup \partial O_2$, we derive from (??), (??), and (??) that

\[
\|U_\delta\|_{H^{1/2}(\partial O)} + \|\hat{A}\nabla U_\delta \cdot \nu\|_{H^{-1/2}(\partial O)} \leq C\delta^\alpha \|u_\delta\|_{H^1(B_{r_3})}. \tag{2.45}
\]

It follows from (??) and (??) that, for $R > R_0$,

\[
\|U_\delta\|_{H^1(B_R \setminus \partial O)} \leq C_R \delta^\alpha \left( \delta^{-1/2} \|U_\delta\|_{L^2(B_R \setminus \partial O)} \|f\|_{L^2} + \|f\|_{L^2} \right) + C_R \|f\|_{L^2},
\]

since $\text{supp } f \subset B_R \setminus B_{r_3}$. Since $\alpha = \gamma + 1/2 > 1/2$, we obtain

\[
\|U_\delta\|_{H^1(B_R \setminus \partial O)} \leq C_R \|f\|_{L^2}. \tag{2.46}
\]

Since $\text{supp } f \cap B_{r_3} = \emptyset$, we derive from (??) that, for $R > 0$,

\[
\|u_\delta\|_{H^1(B_R)} \leq C_R \delta^{-1/2} \|f\|_{L^2}; \tag{2.47}
\]

which yields, by (??),

\[
\|U_\delta\|_{H^{1/2}(\partial O)} + \|\hat{A}\nabla U_\delta \cdot \nu\|_{H^{-1/2}(\partial O)} \leq C\delta^{\alpha - 1/2} \|f\|_{L^2}. \tag{2.48}
\]

Hence $U_\delta$ is bounded in $H^1(B_R \setminus \partial O)$. Without loss of generality, one may assume that $U_\delta \rightharpoonup U$ weakly in $H^1(B_R \setminus \partial O)$ as $\delta \to 0$ for any $R > 0$; moreover, $U \in H^1_{\text{loc}}(\mathbb{R}^d)$ is the unique outgoing solution to the equation

\[
\text{div}(\hat{A}\nabla U) + k^2\hat{\Sigma}U = f \quad \text{in} \quad \mathbb{R}^d.
\]

Hence $U = \hat{u}$ in $\mathbb{R}^d$. Since the limit is unique, the convergence holds for the whole family $(U_\delta)$ as $\delta \to 0$. In other words, $U_\delta \to \hat{u}$ in $H^1_{\text{loc}}(\mathbb{R}^d)$.

To obtain the rate of convergence, let us consider the equation of $U_\delta - \hat{u}$. We have

\[
\text{div} \left( \hat{A}\nabla (U_\delta - \hat{u}) \right) + k^2\hat{\Sigma}(U_\delta - \hat{u}) = 0 \quad \text{in} \quad \mathbb{R}^d \setminus \partial O.
\]
As in (??), we have
\[
\|U_\delta - \hat{u}\|_{H^1(B_R \setminus \partial O)} \leq C_R \left( \|U_\delta\|_{H^{1/2}(\partial O)} + \|[\hat{A} \nabla U_\delta \cdot \nu]\|_{H^{-1/2}(\partial O)} \right).
\] (2.49)

The conclusion now follows from (??) and (??). \[\square\]

**Remark 2.5.** The power of \(u_\delta\) defined by
\[
\int_{\Omega_2 \setminus \Omega_1} \delta |\nabla u_\delta|^2
\]
is finite in the setting considered in Theorem ?? by (??).

**Remark 2.6.** It is showed in [?] that resonance takes place for reflecting complementary media. Various conditions on the stability of the Helmholtz equations with sign changing coefficients were given there and the necessity of the reflecting complementary property of media for the occurrence of the resonance was discussed.

### 3 Cloaking an object via ALR in two dimensions and related problems

This section containing three subsections is organized as follows. The proofs of Theorems ?? and ?? are given in the first subsection. The second subsection is on superlensing using complementary media. More precisely, we show that a modification on the superlensing schemes suggested in [?, ?, ?] is necessary; otherwise a lens can become a cloaking device (see Proposition ??). The last subsection is on cloaking using complementary media. We prove here that a modification on the schemes proposed in [?] is necessary to achieve cloaking (see Proposition ??).

In this section, we use the complex notations for several places, for example, the polar coordinate \(z = r e^{i\theta}\) is used and for \(x \in \mathbb{R}\), \(B(x, R)\) means \(B(z, R)\) with \(z = x\).

#### 3.1 Proofs of Theorems ?? and ??

We first state and prove a variant of Lemma ??.

**Lemma 3.1.** Let \(0 < R \leq R_1\), \(m \in \mathbb{N}\), and define \(D = T(B_R \setminus B(-R_1, R_1))\) where \(T(z) = z^{1/m}\) \[\footnote{The following definition of \(T(z)\) is used in this paper: for \(z = r e^{i\theta}\) with \(r \geq 0\), \(\theta \in (-\pi, \pi)\), we define \(T(z) = r^{1/m} e^{i\theta/m}\).}\]. Set \(\hat{D} = \{z \in D; \frac{1}{10} R_1^{1/m} < |z| < R_1^{1/m}\}\) and \(\Gamma = \{z \in \partial D; \frac{1}{10} R_1^{1/m} < |z| < R_1^{1/m}\}\). Let \(\sigma\) be a real bounded function defined in \(\hat{D}\), \(f \in L^2(\hat{D})\), and \(v \in H^1(\hat{D})\) be such that
\[
\Delta v + \sigma v = f \text{ in } \hat{D}.
\]

For any \(0 < \alpha < 1\), there exists \(m_0 \in \mathbb{N}\) depending only on \(R\) such that if \(m > m_0\), then, for some neighborhood \(D_1\) of \(\{z \in \hat{D}; |z| = \frac{1}{2} R_1^{1/m}\}\) and for some positive constant \(C\) both independent of \(v\) and \(f\),
\[
\|v\|_{H^1(D_1 \cap D)} \leq C \left( \|v\|_{H^1(\Gamma)} + \|f\|_{L^2(\hat{D})} \right) \frac{\alpha}{\alpha} \left( \|v\|_{H^1(\hat{D})} + \|f\|_{L^2(\hat{D})} \right)^{1-\alpha}.
\]

For any \(0 < \alpha < 1\), there exists \(m_0 \in \mathbb{N}\) depending only on \(R\) such that if \(m > m_0\), then, for some neighborhood \(D_1\) of \(\{z \in \hat{D}; |z| = \frac{1}{2} R_1^{1/m}\}\) and for some positive constant \(C\) both independent of \(v\) and \(f\),
\[
\|v\|_{H^1(D_1 \cap D)} \leq C \left( \|v\|_{H^1(\Gamma)} + \|f\|_{L^2(\hat{D})} \right) \frac{\alpha}{\alpha} \left( \|v\|_{H^1(\hat{D})} + \|f\|_{L^2(\hat{D})} \right)^{1-\alpha}.
\]
Proof. The proof of Lemma ?? is similar to the one of Lemma ??, For the convenience of the reader, we present the proof. We first consider the case $f = 0$ in $\hat{D}$. For the simplicity of notations, set $\hat{R} = R^{1/m}$. We first assume that $m$ is sufficiently large such that $1/2 < \hat{R} < 2$; this is possible since $\lim_{m \to +\infty} R^{1/m} = 1$. Fix $\varphi \in C^1(\mathbb{R}^2)$ such that $\varphi = 1$ in $B_{\hat{R}/4}$ and $\text{supp} \varphi \subseteq B_{7\hat{R}/24}$, and define $\varphi_m(z) = \varphi(z - \hat{R}/2)$. Set $O = B(\hat{R}/2, \hat{R}/3)$, the disk centered at $\hat{R}/2$ and of radius $\hat{R}/3$, and extend $\sigma$ by 1 in $O \setminus \hat{D}$. We still denote the extension of $\sigma$ by $\sigma$ for simplicity of notations. Let $w \in H^1(O \setminus \Gamma)$ be the unique solution of the system
\[
\Delta w + \sigma w = 0 \text{ in } O \setminus \Gamma, \quad \partial_{\nu} w + i w = 0 \text{ on } \partial O,
\]
where
\[
[w] = \varphi_m v, \quad \text{and} \quad [\partial_{\nu} w] = \varphi_m \partial_{\nu} v \text{ on } \Gamma.
\]
We have
\[
\|w\|_{H^1(O \setminus \Gamma)} \leq C\left(\|\varphi_m v\|_{H^{1/2}(\Gamma)} + \|\varphi_m \partial_{\nu} v\|_{H^{-1/2}(\Gamma)}\right).
\]
Here and in what follows $C$ denotes a positive constant independent of $v$. The uniqueness of $w$ follows from the definition of $w$; here the boundary condition $\alpha \nabla w \cdot \nu + i w = 0$ on $\partial O$ is used. The existence and the estimate of $w$ follow from the uniqueness of $w$ and the Fredholm theory. Since
\[
\|\varphi_m v\|_{H^{1/2}(\Gamma)} + \|\varphi_m \partial_{\nu} v\|_{H^{-1/2}(\Gamma)} \leq C\|v\|_{H(\Gamma)},
\]
it follows that
\[
\|w\|_{H^1(O \setminus \Gamma)} \leq C\|v\|_{H(\Gamma)}. \tag{3.1}
\]
Define
\[
V = \begin{cases} w + v & \text{in } \hat{D}, \\ w & \text{in } O \setminus \hat{D}. \end{cases} \tag{3.2}
\]
Then $V \in H^1(O)$,
\[
\Delta V + \sigma V = 0 \text{ in } O,
\]
and
\[
\|V\|_{H^1(O)} \leq C\|v\|_{H^1(\hat{D})}. \tag{3.3}
\]
Set $z = \hat{R}/2 + i\hat{R}/\sqrt{m}$, $R_1 = \hat{R}/2\pi\hat{R}/m$, $R_2 = \hat{R}/2\pi\hat{R}/m$, and $R_3 = \hat{R}/4$. Applying Lemma ??, we have
\[
\|V\|_{H^1(B(z,R_2))} \leq C\|V\|_{H^1(B(z,R_1))}^{1-\alpha} \|V\|_{H^1(B(z,R_3))}^{\alpha}, \tag{3.4}
\]
where
\[
\alpha = \frac{R_2^{-q} - R_3^{-q}}{R_1^{-q} - R_3^{-q}}
\]
for some $q > 1$ independent of $v$, $\hat{R}$, and $m$. Here we use the fact that, by Lemma ??,
\[
C^{-1}\|V\|_{H^1(B(z,r))} \leq \|V\|_{H(\partial B(z,r))} \leq C\|V\|_{H^1(B(z,r))}
\]
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with \( r = R_1, R_2, \) and \( R_3 \). The conclusion in the case \( f = 0 \) follows from (??), (??), (??), and the definition of \( V \) in (??) by noting that \( B(z, R_1) \subset O \setminus \hat{D} \) (hence \( V = w \) in \( B(z, R_1) \)), \( B(z, R_2) \) contains a neighborhood of \( \{ z \in \hat{D}; |z| = R/2 \} \), and \( \alpha \) can be taken arbitrary close to 1 if \( m \) is large enough.

The conclusion in the general case follows from the case \( f = 0 \) by applying the result in the case \( f = 0 \) for \( v - v_1 \) where \( v_1 \in H^1(\hat{D}) \) is the unique solution of the system

\[
\Delta v_1 + \sigma v_1 = f \text{ in } \hat{D} \quad \text{and} \quad \partial_\nu v_1 + iv_1 = 0 \text{ on } \partial\hat{D}.
\]

The proof is complete. \( \square \)

As a consequence of Lemma ??, we have

**Corollary 3.1.** Let \( 0 < r < R \leq R_1 \), and define \( D = B_R \setminus B(-R_1, R_1) \). Set \( \bar{D} = \{ z \in D; r < |z| < R \} \). Let \( \sigma \) be a real bounded function defined in \( \bar{D} \), \( f \in L^2(\bar{D}) \), and \( v \in H^1(\bar{D}) \) be such that

\[
\Delta v + \sigma v = f \text{ in } \bar{D}.
\]

For any \( 0 < \alpha < 1 \), there exist two positive constants \( r_0(\alpha) < R_0(\alpha) < R \) depending only on \( R \) such that if \( r < r_0(\alpha) \), then, for some neighborhood \( D_1 \) of \( \{ z \in \bar{D}; |z| = R_0(\alpha) \} \) and for some positive constant \( C \), both independent of \( v \) and \( f \),

\[
\|v\|_{H^1(D_1 \cap \bar{D})} \leq C\left(\|v\|_{H^1(\bar{D})} + \|f\|_{L^2(\bar{D})}\right)^\alpha \left(\|v\|_{H^1(\bar{D})} + \|f\|_{L^2(\bar{D})}\right)^{1-\alpha},
\]

where \( \Gamma_1 = \{ z \in \partial D; r_0(\alpha) < |z| < R \} \).

**Proof.** Define \( T(z) = z^{1/m} \) for some \( m \in \mathbb{N} \). Set \( v = u \circ T^{-1} \), \( D = T(\bar{D}) \), and \( \hat{D} = \{ z \in D; \frac{1}{10} R^{1/m} < |z| < R^{1/m} \} \). Then \( v \in H^1(\hat{D}) \) satisfies the equation

\[
\Delta v + \tilde{\sigma} v = \tilde{f} \text{ in } \hat{D},
\]

where, by Lemma ??,

\[
\tilde{\sigma} v = T_* \sigma v/c \text{ and } \tilde{f} = T_* f/c,
\]

for some positive constant \( c \) such that \( T_* I = c I \) (such a constant \( c \) exists since \( T \) is a conformal map) if \( r^{1/m} < \frac{1}{10} R^{1/m} \). Set

\[
\Gamma = \{ z \in \partial D; \frac{1}{10} R^{1/m} < |z| < R^{1/m} \}.
\]

By Lemma ??, for \( m \) large enough, there exist a neighborhood \( D_1 \) of \( \{ z \in \bar{D}; |z| = \frac{1}{2} R^{1/m} \} \) such that

\[
\|v\|_{H^1(D_1 \cap \bar{D})} \leq C\left(\|v\|_{H^1(\bar{D})} + \|f\|_{L^2(\bar{D})}\right)^\alpha \left(\|v\|_{H^1(\bar{D})} + \|f\|_{L^2(\bar{D})}\right)^{1-\alpha} \quad (3.5)
\]

if \( r^{1/m} < \frac{1}{10} R^{1/m} \). Fix such an \( m \). One can now choose \( r_0(\alpha) = \frac{1}{10m} R \) and \( R_0(\alpha) = \frac{1}{2m} R \) and \( D_1 = T^{-1}(D_1) \), and the conclusion follows from (??). \( \square \)

A variant of Lemma ?? is
Lemma 3.2. Let $0 < R \leq R_1$, $m \in \mathbb{N}$, and define $D = T(B_R \cap B(R_1, R_1))$ where $T(z) = z^{1/m}$. Set $\hat{D} = \{ z \in D; \frac{1}{10} R^{1/m} < |z| < R^{1/m} \}$ and $\Gamma = \{ z \in \partial D; \frac{1}{10} R^{1/m} < |z| < R^{1/m} \}$. Let $\sigma$ be a real bounded function defined in $\hat{D}$, $f \in L^2(\hat{D})$, and $v \in H^1(\hat{D})$ be such that

$$\Delta v + \sigma v = f \text{ in } \hat{D}.$$ 

For any $0 < \alpha < 1$, there exists $m_0 \in \mathbb{N}$ depending only on $R$ such that if $m > m_0$ then, for some neighborhood $D_1$ of $\{ z \in \hat{D}; |z| = \frac{1}{2} R^{1/m} \}$ and for some positive constant $C$ both independent of $v$ and $f$,

$$\| v \|_{H^1(D_1 \cap D)} \leq C(\| v \|_{H(\Gamma)} + \| f \|_{L^2(\hat{D})})^\alpha (\| v \|_{H^1(\hat{D})} + \| f \|_{L^2(\hat{D})})^{1-\alpha}.$$ 

**Proof.** The proof of Lemma ?? is similar to the one of Lemma ???. The details are left to the reader. \( \square \)

As a consequence of Lemma ???, we obtain

Corollary 3.2. Let $0 < r < R \leq R_1$ and define $D = B_R \cap B(R_1, R_1)$. Set $\tilde{D} = \{ z \in D; r < |z| < R \}$. Let $\sigma$ be a real bounded function defined in $\tilde{D}$, $f \in L^2(\tilde{D})$, and $v \in H^1(\tilde{D})$ be such that

$$\Delta v + \sigma v = f \text{ in } \tilde{D}.$$ 

For any $0 < \alpha < 1$, there exist two positive constants $r_0(\alpha) < R_0(\alpha) < R$ depending only on $R$ such that if $r < r_0(\alpha)$ then, for some neighborhood $D_1$ of $\{ z \in \tilde{D}; |z| = R_0(\alpha) \}$ and for some positive constant $C$ both independent of $v$ and $f$,

$$\| v \|_{H^1(D_1 \cap D)} \leq C(\| v \|_{H(\Gamma_1)} + \| f \|_{L^2(\tilde{D})})^\alpha (\| v \|_{H^1(\tilde{D})} + \| f \|_{L^2(\tilde{D})})^{1-\alpha},$$

where $\Gamma_1 = \{ z \in \partial D; r_0(\alpha) < |z| < R \}$.

**Proof.** The proof of Corollary ?? is similar to the one of Corollary ???. The details are left to the reader. \( \square \)

We are ready to present the

**Proof of Theorem ???.** The proof of Theorem ?? is in the same spirit of the one of Theorem ???. Applying Lemma ???, we have

$$\| u_\delta \|_{H^1(B_R)} \leq C(\delta^{-1/2}|f|_{L^2}^{1/2}\|u_\delta\|_{L^2(\supp f)}^{1/2} + \| f \|_{L^2}). \quad (3.6)$$

Here and in what follows in this proof, $C$ denotes a positive constant independent of $\delta$ and $f$.

Let $F$ and $G$ be the Kelvin transform with respect to $\partial B_{r_2}$ and $\partial B_{r_3}$. Define

$$u_{1,\delta} = u_\delta \circ F^{-1} \text{ in } \mathbb{R}^2 \setminus B_{r_2} \quad \text{and} \quad u_{2,\delta} = u_{1,\delta} \circ G^{-1} \text{ in } B_{r_3}.$$ 

Set

$$S = (B_{r_3} \setminus B_{r_2}) \cap \left( B(x_2, r_0) \cup (G \circ F)(B(x_1, r_0) \cap B_{r_1}) \right).$$

18
By Lemma ??, we have
\[ u_{1,\delta} = u_\delta \quad \text{and} \quad (1 + i\delta) \partial_\nu u_{1,\delta} = \partial_\nu u_\delta \text{ on } \partial B_{r_2} \setminus \partial S, \]
and
\[ u_{2,\delta} = u_{1,\delta} \quad \text{and} \quad \partial_\nu u_{2,\delta} = (1 + i\delta) \partial_\nu u_{1,\delta} \text{ on } \partial B_{r_3} \setminus \partial S. \]
Combining (??), (??), and (??) yields
\[ \|u_{1,\delta} - u_\delta\|_{\mathbf{H}(\partial B_{r_2} \setminus \partial S)} \leq C\delta\|u_\delta\|_{H^1(B_{r_3})} \] (3.9)
and
\[ \|u_{2,\delta} - u_{1,\delta}\|_{\mathbf{H}(\partial B_{r_3} \setminus \partial S)} \leq C\delta\|u_\delta\|_{H^1(B_{r_3})}. \] (3.10)
Applying Lemma ??, we have
\[ \text{div} \left((1 + i\delta)\nabla u_{1,\delta}\right) + k^2 u_{1,\delta} = 0 \text{ in } B_{r_3} \setminus B_{r_2} \]
and
\[ \Delta u_{2,\delta} + k^2 u_{2,\delta} = 0 \text{ in } B_{r_3} \setminus (G \circ F)(B(x_1, r_0) \cap B_r). \]
We derive that
\[ \Delta u_{1,\delta} + k^2 u_{1,\delta} = \left(1 - \frac{1}{1 + i\delta}\right) k^2 u_{1,\delta} = -\frac{i\delta}{1 + i\delta} k^2 u_{1,\delta} \text{ in } B_{r_3} \setminus B_{r_2}. \] (3.11)
Recall that
\[ \Delta u_\delta + k^2 u_\delta = 0 \text{ in } (B_{r_3} \setminus B_{r_2}) \setminus C. \] (3.12)
Denote \( x_3 \in \partial B_{r_3} \) the image of \( x_1 \) by \( F \) and set \( \alpha = \gamma + 1/2 \). We claim that there exist three positive constants \( r_0(\alpha), R_2(\alpha), R_3(\alpha) \), depending only on \( r_2 \) and \( r_3 \), with \( r_0(\alpha) < R_2(\alpha) = R_2 \), \( r_0(\alpha) < R_3(\alpha) = R_3 \), such that, if \( r_0 < r_0(\alpha) \), then for some neighborhood \( D_2 \) of \( \left\{ z \in \mathbb{R}^2 \setminus B_{r_2}; \ |z - x_2| = R_2 \right\} \), and some neighborhood \( D_3 \) of \( \left\{ z \in B_{r_3}; \ |z - x_3| = R_3 \right\} \),
\[ \|u_{1,\delta} - u_\delta\|_{H^1(D_2 \cap (B_{r_3} \setminus B_{r_2}))} \leq C\delta^\alpha\|u_\delta\|_{H^1(B_{r_3})} \] (3.13)
and
\[ \|u_{2,\delta} - u_{1,\delta}\|_{H^1(D_3 \cap (B_{r_3} \setminus B_{r_2}))} \leq C\delta^\alpha\|u_\delta\|_{H^1(B_{r_3})}. \] (3.14)
We first derive (??) from Corollary ??. For simplicity of notations, assume that \( x_2 = (|x_2|, 0) \). Applying Corollary ?? for \( u_{1,\delta}(\cdot - x_2) - u_\delta(\cdot - x_2) \), \( R_1 = r_2 \), and \( R = \min\{r_2, r_3 - r_2\} \), we obtain assertion (??). Assertion (??) can be obtained similarly by using Corollary ??.

Set
\[ O_2 = B_{r_2} \cup \{|z - x_2| < R_2\}, \quad O_3 = B_{r_3} \setminus \{|z - x_3| < R_3\}, \quad \text{and} \quad O = O_3 \setminus O_2. \]
It follows from (??) and (??) that
\[ \|u_{1,\delta} - u_\delta\|_{\mathbf{H}(\partial O_2)} \leq C\delta^\alpha\|u_\delta\|_{H^1(B_{r_3})} \] (3.15)
and from (3.17) and (3.18) that
\[
\|u_{2,\delta} - u_{1,\delta}\|_{H(\partial O)} \leq C\delta^\alpha \|u_\delta\|_{H^1(B_{R_0})}. \tag{3.16}
\]
Define
\[
U_\delta = \begin{cases} 
    u_\delta & \text{in } \mathbb{R}^2 \setminus O_3, \\
    u_{2,\delta} - (u_{1,\delta} - u_\delta) & \text{in } O, \\
    u_{2,\delta} & \text{in } O_2.
\end{cases} \tag{3.17}
\]
Then $U_\delta \in H^1(B_R \setminus \partial O)$ for all $R > 0$ and $U_\delta$ is an outgoing solution of the equation
\[
\text{div}(\hat{A}\nabla U_\delta) + k^2\hat{\Sigma}U_\delta = f \text{ in } \mathbb{R}^2 \setminus \partial O,
\]
by the definition of $(\hat{A}, \hat{\Sigma})$ and Lemma 3.1. This implies
\[
\|U_\delta\|_{H^1(B_R \setminus \partial O)} \leq C\left(\|U_\delta\|_{H^{1/2}(\partial O)} + \|\hat{A}\nabla U_\delta \cdot \nu\|_{H^{-1/2}(\partial O)} + \|f\|_{L^2}\right). \tag{3.18}
\]
From the definition of $U_\delta$ in (3.17), we derive from (3.16) and (3.18) that
\[
\|U_\delta\|_{H^{1/2}(\partial O)} + \|\hat{A}\nabla U_\delta \cdot \nu\|_{H^{-1/2}(\partial O)} \leq C\delta^\alpha \|u_\delta\|_{H^1(B_{R_0})}. \tag{3.19}
\]
Combining (3.19) and (3.18) and using (3.16) yield, for large $R > 0$ such that $\text{supp } f \subset B_R$,
\[
\|U_\delta\|_{H^1(B_R \setminus \partial O)} \leq C_R\delta^\alpha \left(\delta^{-1/2}\|U_\delta\|_{L^2(B_R \setminus B_{R_0})}\|f\|_{L^2}^{1/2} + \|f\|_{L^2}\right) + C\|f\|_{L^2};
\]
which implies, since $\alpha > 1/2$,
\[
\|U_\delta\|_{H^1(B_R \setminus \partial O)} \leq C_R\|f\|_{L^2}. \tag{3.20}
\]
By (3.18), we obtain
\[
\|u_\delta\|_{H^1(B_R)} \leq C_R\delta^{-1/2}\|f\|_{L^2}. \tag{3.21}
\]
We derive from (3.19) that
\[
\|U_\delta\|_{H^{1/2}(\partial O)} + \|\hat{A}\nabla U_\delta \cdot \nu\|_{H^{-1/2}(\partial O)} \leq C\delta^{\alpha - 1/2}\|f\|_{L^2}. \tag{3.22}
\]
From (3.22) and (3.19), without loss of generality, one may assume that $U_\delta \rightharpoonup \hat{U}$ weakly in $H^1(B_R \setminus \partial O)$ as $\delta \to 0$ for any $R > 0$; moreover, $\hat{U} \in H^1_{\text{loc}}(\mathbb{R}^2)$ is the unique outgoing solution to the equation
\[
\text{div}(\hat{A}\nabla \hat{U}) + k^2\hat{\Sigma}\hat{U} = f \text{ in } \mathbb{R}^2.
\]
Hence $\hat{U} = \hat{\hat{u}}$ in $\mathbb{R}^2$. Since the limit is unique, the convergence holds for the whole family $(U_\delta)$ as $\delta \to 0$.

By considering $U_\delta - \hat{u}$, one obtains the rate of the convergence as in the proof of Theorem 3.1. The proof is complete. \hfill \Box

**Remark 3.1.** The power of $u_\delta$ defined by $\int_{\Omega_2 \setminus \Omega_1} \delta|\nabla u_\delta|^2$ is finite in the setting considered in Theorem 3.1 by (3.16).
Proof of Theorem ??.

The proof of Theorem ?? is similar to the one of Theorem ?? even simpler. We sketch here the main steps. We have

\[ \|v_\delta\|_{H^1(B_R)}^2 \leq \frac{C_R}{\delta} \left| \int f \bar{v}_\delta \right| + C_R \|f\|_{L^2}^2. \]

This implies

\[ \|u_\delta\|_{H^1(B_R)} \leq C \left( \delta^{-1/2} \|f\|_{L^2}^{1/2} \|u_\delta\|_{L^2(\text{supp } f)}^{1/2} + \|f\|_{L^2} \right). \] (3.23)

Let \( F \) and \( G \) be the Kelvin transform with respect to \( \partial B_{r_2} \) and \( \partial B_{r_3} \). Define

\[ u_{1,\delta} = u_\delta \circ F^{-1} \text{ in } \mathbb{R}^2 \setminus B_{r_2} \quad \text{and} \quad u_{2,\delta} = u_{1,\delta} \circ G^{-1} \text{ in } B_{r_3}. \]

Let \( O_2, O_3, \) and \( O \) be as in the proof of Theorem ?? and define \( U_\delta \) by

\[ U_\delta = \begin{cases} 
  u_\delta & \text{in } \mathbb{R}^2 \setminus O_3, \\
  u_{2,\delta} - (u_{1,\delta} - u_\delta) & \text{in } O, \\
  u_{2,\delta} & \text{in } O_2.
\end{cases} \] (3.24)

As in the proof of Theorem ??, one can prove that \( U_\delta \rightharpoonup \tilde{u} \) weakly in \( H^1(B_R \setminus \partial O) \) as \( \delta \to 0 \) for any \( R > 0 \); moreover, \( \tilde{u} \in H^1_{\text{loc}}(\mathbb{R}^2) \) is the unique outgoing solution to the equation

\[ \text{div}(\hat{A} \nabla \tilde{u}) = f \text{ in } \mathbb{R}^2. \]

By considering the equation for \( U_\delta - \tilde{u} \), one obtains the rate of the convergence. \( \square \)

3.2 A remark on superlensing using complementary media

In this section, we revisit the construction of lenses using complementary media proposed in [?] which has roots from [?, ?, ?]. We first consider the quasistatic regime. To magnify \( M \)-times the region \( B_{\tau_0} \) of coefficient \( a \) (a uniformly elliptic symmetric matrix-valued function), for some \( \tau_0 > 0 \) and \( M > 1 \), following [?, ?, ?] one puts a lens in \( B_{r_2} \setminus B_{r_0} \) whose medium is characterized by matrix \(-I\) with \( r_2^2/\tau_0^2 = M \). The lens construction in [?] is related to but different from this. Our lens contains two parts. The first one is given by

\[ -I \text{ in } B_{r_2} \setminus B_{r_1} \] (3.25)

and the second one is

\[ I \text{ in } B_{r_1} \setminus B_{\tau_0}. \] (3.26)

Here \( r_1 \) and \( r_2 \) are such that

\[ M\tau_0 = r_2 \quad \text{and} \quad r_3/r_1 = M \quad \text{where } r_3 := r_2^2/r_1. \] (3.27)

Other choices for the first and the second layers are possible via the concept of complementary media (see [?]). Given \( f \in L^2(\mathbb{R}^2) \) with compact support such that \( \int_{\mathbb{R}^2} f = 0 \), and supp \( f \cap B_{r_3} = \emptyset \), we showed in [?], that

\[ u_\delta \to \tilde{u} \text{ in } H^1_{\text{loc}}(\mathbb{R}^2 \setminus B_{r_3}) \text{ as } \delta \to 0. \]
Here $u_\delta$ and $\tilde{u}$ are the unique solutions in $W^1(\mathbb{R}^2)$ of the equations

$$\text{div}(s_\delta A \nabla u_\delta) = f \text{ in } \mathbb{R}^2 \quad \text{and} \quad \text{div}(\tilde{A} \nabla \tilde{u}) = f \text{ in } \mathbb{R}^2,$$

where

$$A(x) = \begin{cases} a(x) & \text{in } B_{r_0}, \\ I & \text{otherwise}, \end{cases} \quad s_\delta = \begin{cases} -1 - i\delta & \text{in } B_{r_2} \setminus B_{r_1}, \\ 1 & \text{otherwise}, \end{cases} \quad \tilde{A} = \begin{cases} a(x/M) & \text{in } B_{M r_0}, \\ I & \text{otherwise}. \end{cases}$$

The object in $B_{r_0}$ is magnified $M$-times. In fact, in [?], we considered a bounded setting, nevertheless, the result stated here holds with a similar proof. In comparison with the schemes suggested previously, the second part in $B_{r_1} \setminus B_{r_0}$ is added. The second layer can be chosen thinner (see [?]). Nevertheless, the second layer in (??) is necessary. Indeed, we have, as a consequence of Theorem ??,

**Proposition 2.** Let $0 < r_0 < r_1 < r_2 < r_3$, $x_1 \in \partial B_{r_1}$, and let $a_c$ be a symmetric uniformly elliptic matrix-valued function defined in $B(x_1, r_0) \cap B_{r_1}$. Define

$$A_c = \begin{cases} a_c & \text{in } B(x_1, r_0) \cap B_{r_1}, \\ I & \text{otherwise}, \end{cases} \quad \text{and} \quad s_\delta = \begin{cases} -1 - i\delta & \text{in } B_{r_2} \setminus B_{r_1}, \\ 1 & \text{otherwise}. \end{cases}$$

(3.28)

Given $f \in L^2(\mathbb{R}^2)$ with compact support such that $\int_{\mathbb{R}^2} f = 0$ and $\text{supp} f \cap B_{r_3} = \emptyset$ with $r_3 = r_2^2 / r_1$, let $u_\delta \in W^1(\mathbb{R}^2)$ be the unique solutions of $\text{div}(s_\delta A_c \nabla u_\delta) = f$ in $\mathbb{R}^2$. There exists $r_\ast > 0$ depending only on $r_1$ and $r_2$, such that if $r_0 < r_\ast$ then

$$u_\delta \to \tilde{u} \text{ in } H^1_{\text{loc}}(\mathbb{R}^2 \setminus B_{r_3}),$$

where $\tilde{u} \in W^1(\mathbb{R}^2)$ is the unique solution of $\Delta \tilde{u} = f$ in $\mathbb{R}^2$.

For an observer outside $B_{r_3}$, the medium $s_{0} A_c$ in $B_{r_3}$ looks like $I$ in $B_{r_3}$; the object $a_c$ in $B(x_1, r_0) \cap B_{r_1}$ disappears. The superlensing device becomes a cloak for small objects close to it. Similar conclusion also holds for the finite frequency regime as a consequence of Theorem ??.

### 3.3 A remark on cloaking using complementary media

This section deals with cloaking using complementary media. We show that a modification proposed in [?] (see also [?]) from the suggestion in [?] on cloaking using complementary media is necessary: without a modification, cloaking might be not achieved. We only consider here the two dimensional finite frequency regime. The two dimensional quasistatic case holds similarly.

We first describe how to cloak the region $B_{2 r_2} \setminus B_{r_2}$ for some $r_2 > 0$ using complementary media as proposed in [?]. Assume that the medium in $B_{2 r_2} \setminus B_{r_2}$ is characterized by a symmetric uniformly elliptic matrix-valued function $a_c$ and a real function $\sigma_{c}$ bounded above and below by positive constants. We only consider here the two dimensional case; even the construction in three dimensions is similar via the concept of (reflecting) complementary media. The idea suggested by Lai et al. in [?] is to construct a complementary media in $B_{r_1} \setminus B_{r_1}$ for some $0 < r_1 < r_2$. Our cloak proposed in [?] is related to but different from [?]. It consists of two
Proposition 3. Let \( 0 < r_0 < r_1 < r_2 \), and \( x_3 \in \partial B_{r_3} \) with \( r_3 = r_2^2 / r_1 \). Let \( a_c \) be a symmetric uniformly elliptic matrix-valued function and \( \sigma_c \) be a positive function bounded below by a positive constant both defined in \( B(x_3, r_0) \cap B_{r_3} \). Define \((A, \Sigma)\) by \((?\)\) where

\[
(a_1, \sigma_1) = \begin{cases} (a_c, \sigma_c) & \text{in } B(x_3, r_0) \cap B_{r_3}, \\ (I, 1) & \text{in } (B_{r_3} \setminus B_{r_2}) \setminus B(x_3, r_0). \end{cases}
\]

The following proposition show that it is necessary to extend \((a_c, \sigma_c)\) by \((I, 1)\) in \( B_{r_3} \setminus B_{2r_2} \) in the construction of cloaking device given above.

The complementary medium in \( B_{r_2} \setminus B_{r_1} \) with \( r_1 = r_2^2 / r_3 \) is

\[
( - F^{-1} a_1, - F^{-1} \sigma_1 ),
\]

where \( F : B_{r_2} \setminus B_{r_1} \to B_{r_1} \setminus B_{r_2} \) is the Kelvin transform with respect to \( \partial B_{r_2} \). Concerning the second part, the medium in \( B_{r_1} \) is given by

\[
(I, r_3^2 / r_1^2).
\]

Set

\[
(A, \Sigma) = \begin{cases} (a_1, \sigma_1) & \text{in } B_{r_3} \setminus B_{r_2}, \\ (F^{-1} a_1, F^{-1} \sigma_1) & \text{in } B_{r_2} \setminus B_{r_1}, \\ (I, r_3^2 / r_1^2) & \text{in } B_{r_1}, \\ (I, 1) & \text{otherwise}, \end{cases}
\]

and \( s_\delta = \begin{cases} -1 - i \delta & \text{in } B_{r_2} \setminus B_{r_1}, \\ 1 & \text{otherwise}. \end{cases} \)

Given \( f \in L^2(\mathbb{R}^2) \) with compact support such that \( \text{supp } f \cap B_{r_3} = \emptyset \), we showed in \([?, \text{Theorem } 1]\) (see \([?, \text{Theorem } 1]\) for the case \( k = 0 \)) that, if \( r_3 / r_2 \) is large enough,

\[
u_\delta \to \tilde{u} \text{ in } H^1_{\text{loc}}(\mathbb{R}^2 \setminus B_{r_3}) \text{ as } \delta \to 0.
\]

Here \( u_\delta \) and \( \tilde{u} \) are the unique outgoing solutions in \( H^1_{\text{loc}}(\mathbb{R}^2) \) of

\[
div(s_\delta A \nabla u_\delta) + s_0 k^2 \Sigma u_\delta = f \text{ in } \mathbb{R}^2 \quad \text{and} \quad \Delta \tilde{u} + k^2 \tilde{u} = f \text{ in } \mathbb{R}^2.
\]

In fact, in \([?]\), we considered a bounded setting, nevertheless, the result stated here holds with a similar proof. For an observer outside \( B_{r_3} \), the medium \((s_0 A, s_0 \Sigma)\) acts like \((I, 1)\): cloaking is achieved.

The following proposition show that it is necessary to extend \((a_c, \sigma_c)\) by \((I, 1)\) in \( B_{r_3} \setminus B_{2r_2} \) in the construction of cloaking device given above.
Given \( f \in L^2(\mathbb{R}^2) \) with compact support and \( \text{supp}\ f \cap B_{r_3} = \emptyset \), let \( u_\delta \in H^1_{\text{loc}}(\mathbb{R}^2) \) be the unique outgoing solution to the equation
\[
\text{div}(s_\delta A \nabla u_\delta) + s_\delta k^2 \Sigma u_\delta = f \quad \text{in } \mathbb{R}^2,
\]
where \( (A, \Sigma) \) and \( s_\delta \) are given by \((3.29)\). There exists \( r_* > 0 \) depending only on \( r_1 \) and \( r_2 \) such that if \( r_0 < r_* \), then
\[
u_\delta \to \hat{u} \text{ in } H^1_{\text{loc}}(\mathbb{R}^2 \setminus \overline{B}_{r_3}).
\]
(3.32)

Here \( \hat{u} \in H^1_{\text{loc}}(\mathbb{R}^2) \) is the unique outgoing solution to the equation
\[
\text{div}(\hat{A} \nabla \hat{u}) + k^2 \Sigma \hat{u} = f \quad \text{in } \Omega \text{ where } (\hat{A}, \hat{\Sigma}) = \begin{cases} (a_c, \sigma_c) & \text{in } B(x_0, r_0) \cap B_{r_3}, \\
(I, 1) & \text{otherwise}. \end{cases}
\]
(3.33)

As a consequence of Proposition \( \ref{prop:cloaking} \), the object \( (a_c, \sigma_c) \) in \( B(x_3, r_0) \cap B_{r_3} \) does not disappear: cloaking is not achieved.

**Proof.** The proof is similar to the one of Theorem \( \ref{thm:main} \) even simpler. We only sketch the proof. We have, by Lemma \( \ref{lem:cloaking} \),
\[
\|u_\delta\|_{H^1(B_{r_3})} \leq C_R \left( \delta^{-1/2} \|f\|_{L^2}^{1/2} \|u_\delta\|_{L^2(\text{supp } f)}^{1/2} + \|f\|_{L^2} \right).
\]

Here and in what follows in this proof, \( C \) denotes a positive constant independent of \( \delta \) and \( f \). Define
\[
u_1, \delta = u_\delta \circ F^{-1} \text{ in } \mathbb{R}^2 \setminus B_{r_2} \quad \text{and} \quad \nu_2, \delta = u_1, \delta \circ G^{-1} \text{ in } B_{r_3},
\]
where \( F \) and \( G \) are the Kelvin transforms with respect to \( \partial B_{r_2} \) and \( \partial B_{r_3} \) respectively. By Lemma \( \ref{lem:cloaking} \), as in \((3.31)\) and \((3.32)\) we have
\[
\|\nu_1, \delta - u_\delta\|_{H(\partial B_{r_2})} \leq C \delta \|u_\delta\|_{H^1(B_{r_3})}
\]
(3.34)

and
\[
\|\nu_2, \delta - u_1, \delta\|_{H(\partial B_{r_3} \setminus B(x_3, r_0))} \leq C \delta \|u_\delta\|_{H^1(B_{r_3})}.
\]
(3.35)

Applying Lemma \( \ref{lem:cloaking} \), we have
\[
(1 + i\delta) \Delta \nu_1, \delta + k^2 \nu_1, \delta = 0 \text{ in } (B_{r_3} \setminus B_{r_2}) \setminus B(x_3, r_0)
\]
and
\[
\Delta \nu_2, \delta + k^2 \nu_2, \delta = 0 \text{ in } B_{r_3}.
\]

We derive that
\[
\Delta \nu_1, \delta + k^2 \nu_1, \delta = \left(1 - \frac{1}{1 + i\delta}\right) k^2 \nu_1, \delta = -\frac{i\delta}{1 + i\delta} k^2 \nu_1, \delta \text{ in } (B_{r_3} \setminus B_{r_2}) \setminus B(x_3, r_0).
\]
(3.36)

For simplicity of notations, we assume that \( x_3 = (-|x_3|, 0) \). Applying Corollary \( \ref{cor:cloaking} \) for \( \nu_1, \delta(\cdot - x_3) - \nu_2, \delta(\cdot - x_3), R = (r_3 - r_2)/2 < R_1 = r_3 \), and \( \alpha = 3/4 \), there exist two positive constants
\[ r_s < R_0 < \frac{(r_3 - r_2)}{2} \text{ such that if } r_0 < r_s \text{ then for some neighborhood } D \text{ of } \{ z \in \overline{B}_{r_3}; |z - x_3| = R_0 \} \]
\[
\| u_{1,\delta} - u_{2,\delta} \|_{H^1(D \cap (B_{r_3} \setminus B_{r_2}))} \leq C \delta^\alpha \| u_\delta \|_{H^1(B_{r_3})}.
\]

Set \( O = (B_{r_3} \setminus B_{r_2}) \setminus \{ z ; |z - x_3| < R_0 \} \) and define
\[
U_\delta = \begin{cases} 
  u_{2,\delta} + u_\delta - u_{1,\delta} & \text{in } O, \\
  u_{2,\delta} & \text{in } B_{r_2}, \\
  u_\delta & \text{otherwise}.
\end{cases}
\]

Then \( U_\delta \in H^1(B_R \setminus \partial O) \) for all \( R > 0 \) and \( U_\delta \) is an outgoing solution of the equation
\[
\text{div}(\hat{A} \nabla U_\delta) + k^2 \hat{\Sigma} U_\delta = f \text{ in } \mathbb{R}^2 \setminus \partial O,
\]
and, as in (??),
\[
\| [U_\delta] \|_{H^{1/2}(\partial O)} + \| [\hat{A} \nabla U_\delta \cdot \nu] \|_{H^{-1/2}(\partial O)} \leq C \delta^\alpha \| u_\delta \|_{H^1(B_{r_3})}.
\]

It follows that, for large \( R > 0 \) such that \( \text{supp } f \subset B_R \),
\[
\| U_\delta \|_{H^1(B_R \setminus \partial O)} \leq C R \delta^\alpha \left( \delta^{-1/2} \| U_\delta \|_{L^2(B_R \setminus B_{r_3})} \| f \|_{L^2}^{1/2} + \| f \|_{L^2} \right) + C \| f \|_{L^2}.
\]

Since \( \alpha = 3/4 > 1/2 \), as in the proof of Theorem ??, one deduces that \( U_\delta \) is bounded in \( H^1(B_R \setminus \partial O) \),
\[
\| [U_\delta] \|_{H^{1/2}(\partial O)} + \| [\hat{A} \nabla U_\delta \cdot \nu] \|_{H^{-1/2}(\partial O)} \to 0,
\]
and \( U_\delta \to \hat{u} \) in \( H^1_{\text{loc}}(\mathbb{R}^2 \setminus B_{r_3}) \) as \( \delta \to 0 \). The details are left to the reader. \hfill \Box

Remark 3.2. It would be interesting to understand the cooperation and the combat of various cloaking devices using NIMs putting together as raised in [?].
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