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Abstract— The convergence of sensor-based vehicle automa-
tion and Inter-Vehicle Communication (IVC) will be a key to
achieve the full automation of vehicles. In this paper we present
a new method for the design and performance evaluation
of Cooperative Automated Driving (CAD) systems, based on
a bidirectional coupling of vehicle and network simulators
(Webots and ns-3). The coupling exploits the comprehensive
capabilities of the simulators at a reasonable computational
complexity and allows simulating CAD systems with high
accuracy. We demonstrate the capabilities of the simulation
tool by a case study of convoy driving with automated vehicles
using a fully distributed control algorithm and IVC. The
study compares CAD-specific metrics (safety distance, headway,
speed) for an ideal and a realistic communication channel. The
simulation results underline the need of accurate modeling and
give valuable insights for the design of CAD systems.

I. INTRODUCTION

Today’s commercial vehicles are equipped with various
Advanced Driver Assistant Systems (ADAS) that improve
driving safety, traffic efficiency and comfort. These systems
rely on vehicle sensors, such as radar or cameras, which
continuously observe the vehicle’s environment in real-time.
Combined with the vehicle control, ADAS realize already
today a certain level of automated driving, where the vehicle
driver is relieved from selected control tasks. A typical
example is the combination of power steering with adaptive
cruise control and lane keeping, which allows for automated
highway driving with lateral and longitudinal vehicle control.

IVC enables nearby vehicles to behave cooperatively by
exchanging information with each other. This allows over-
coming limitations of the vehicle sensors, such as their
restricted field of view, perception range and susceptibility to
adverse weather conditions. IEEE 802.11p-based IVC tech-
nology operating in the 5.9 GHz frequency band, targeting
use cases for driver information and warning, is currently
standardized, mature and ready to be deployed [1].
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In the near future, IVC will gradually support higher vehi-
cle cooperation and automation. A next step is the exchange
of sensor data among vehicles, which will enable cooperative
perception in order to enhance the vehicles’ environmental
model. Further, the maneuver coordination among vehicles
will allow them to synchronize their driving patterns, thus
improving their safety. In the long term, it is foreseen that
CAD will enable fully autonomous driving, which no longer
requires the supervision by human drivers [2], [3].

For the design of CAD, simulations are indispensable
and commonly accepted in the research community. With
this purpose, a number of highly customized vehicle and
network simulation tools with varying abstraction levels and
modeling accuracy are currently available. However, being
focused in either vehicle or network simulation, existing
tools do not provide the level of realism required for the
evaluation of advanced CAD systems in their integrity. In
this paper, we propose a bidirectionally coupled vehicle and
network simulator, which allows recreating CAD scenarios
with both highly accurate vehicle dynamics and a realistic
communications model. The coupling facilitates to reuse
the comprehensive capabilities of existing simulators at a
reasonable computational complexity for all CAD levels. In
order to demonstrate the potential of our approach, we apply
the coupled simulators to the advanced and challenging use
case of convoy driving with automated vehicles using a fully
distributed control algorithm and IVC.

The contributions of the present paper are three-fold.
First, we review the state-of-the-art of bidirectionally coupled
simulators for IVC. Second, we propose a new simulation
framework for IVC that bidirectionally couples advanced
vehicle and network simulators to accurately evaluate CAD
systems. Third, we evaluate the maneuvering performance
of a vehicle convoy with the proposed framework as a case
example. The product of this work is an open-source plug-in'
enabling the use of ns-3 [4] within Webots [5]. The present
work relies on and extends our work on distributed control of
convoy driving [6] and on the performance evaluation of the
communication system in convoys [7]. Compared to our pre-
vious work, this paper addresses convoy maneuvering sup-
ported by IVC and investigates the impact of IVC parameters
on the maneuvering performance of a graph-based control
algorithm for automated convoy driving. The decentralized
control scheme of convoys allows a better scalability with
respect to experimentally demonstrated vehicle platoons [8].

IThe plug-in is available at https://github.com/epfl-disal/
ns34webots.



The remainder of this paper is organized as follows.
Sec. II gives an overview of existing simulation frameworks
for IVC, followed by details of the proposed vehicle and
network simulator in Sec. III. Sec. IV presents the case
study for vehicle convoys that applies the proposed simulator,
including a description of the convoy driving algorithm, the
simulation scenario and parameters, and the discussion of
the simulation results. Finally, Sec. V draws conclusions.

II. SIMULATION FRAMEWORKS FOR IVC

A simulation tool specifically designed for CAD systems
does not exist to date. On the one hand, network simulators
provide an accurate model of the communication aspects, but
they offer simple mobility patterns for the simulation nodes
(such as the random waypoint model) which do not reflect
the complex maneuvers of vehicles, especially in urban sce-
narios. On the other hand, vehicle and road traffic simulators
allow a realistic reproduction of the vehicle dynamics and
real-life traffic conditions; however, they typically include
simplistic models (if any) for IVC.

Extending either of these simulators to include good
models for both mobility and IVC would be very complex.
Instead, a popular alternative is to take a modular approach
by combining a network and a microscopic traffic simulator
to profit from their respective strengths. A first approach is
an offline combination, for instance, by generating vehicle
traces with a traffic simulator and using them as input for
the network simulator.

A more advanced option is the bidirectional coupling
of simulators, where several simulators run in parallel and
exchange data among them in real time. The most prominent
of such approaches are described as follows.

Veins [9] is an open source framework based on the
simulators OMNeT++ and SUMO. OMNeT++ is a network
simulator which includes a wide range of models for IVC,
such as IEEE 802.11p and IEEE 1609.4 DSRC/WAVE, while
SUMO is a widely used microscopic traffic simulator which
implements realistic vehicle-following models and allows
importing real-life map data.

iTETRIS [10] is an open source modular architecture that
integrates a traffic and a network simulator, with SUMO
and ns-3 as a case example. A complete model of the IVC
networking stack (according to the ETSI standards) and the
wireless channel are implemented. iTETRIS supports the
implementation of IVC-based applications in a language-
agnostic fashion.

TraNS [11] was one of the main attempts to integrate
traffic and network simulators (SUMO and ns-2) in a GUI
tool. Released in 2007, it is currently discontinued.

VSimRTI [12] follows a flexible simulator coupling con-
cept which incorporates different network simulators, such as
ns-3, OMNeT++, JiST/SWANS and the VSimRTI cellular
network simulator, with the traffic simulators SUMO and
PHABMACS. Further simulators can also be integrated
by implementing the corresponding interface. Similarly to
iTETRIS, the focus is on the evaluation of IVC applications
over a network architecture based on the ETSI ITS standard.

Even though these coupled simulators provide a good
framework to test IVC applications, the vehicle movements
are in all cases provided by microscopic traffic simulators,
which are best suited to model large-scale scenarios. Indeed,
a microscopic traffic simulator is capable of simulating
hundreds of vehicles driving in a whole city in real time, but
it does not include a precise model of the individual vehicle
dynamics (such as the transmission system or the tire grip).
Therefore, we propose next the novel approach of combining
a submicroscopic vehicle and a network simulator, in order to
achieve the highest possible degree of realism in small-scale
CAD scenarios.

III. COUPLED VEHICLE AND NETWORK SIMULATOR

Our new simulation framework combines the simultane-
ous execution of a submicroscopic vehicle simulator imple-
mented in Webots and the network simulator ns-3, integrated
as a communication plug-in for the vehicle simulator.

Webots is a powerful, submicroscopic, high-fidelity simu-
lator based on the Open Dynamics Engine (ODE) library.
It was originally developed for mobile robotics and later
extended to support simulation of intelligent vehicles [13],
[14]. Tt provides several models of vehicles, which have
been fully calibrated and validated by running benchmarks
both in simulation and using real vehicles and comparing
their dynamics. Furthermore, Webots contains various sen-
sor models typically used in the automotive research and
industry, such as cameras, lidar and GPS. A previous effort
bridging OMNeT++ with Webots has been presented in [15].

ns-3 is a discrete-event network simulator widely used
for the modeling and evaluation of communication networks
and Internet systems. ns-3 is particularly well suited for the
simulation of IVC due to its highly accurate model of the
WiFi network stack and the IEEE 802.11p physical (5.9 GHz
frequency band) and MAC layers.

Both simulators are combined by means of a plug-in
channel which allows the information exchange between the
simulators in real time. The following steps constitute the
workflow of our proposed framework:

1) At the simulation start, Webots initializes the vehicle
nodes and sets their initial positions, headings and speeds.
Each vehicle is assigned a controller which determines its
lateral and longitudinal control commands along the simu-
lation. At the same time, the plug-in creates and initializes
the corresponding network nodes in ns-3 with the respective
positions.

2) At every simulation step, Webots updates the positions
of all vehicles according to the output of the controller and
dynamics of the vehicle. The communication plug-in updates
the position of the ns-3 nodes accordingly and notifies the
network simulator about any transmitted messages.

3) If any vehicle receives a message during the simulation
step, the network simulator uses a callback function in the
plug-in to notify the vehicle controller. The controller uses
the received information to compute the control commands.

By repeating the last two steps, we are able to perform
bidirectionally coupled simulations with both vehicle and



TABLE I
SIMULATION TIME INCREASE [%] WHEN USING THE NS-3 PLUG-IN

Message frequency

# vehicles 15Hz 10Hz SHz 2Hz 1Hz SHz

2 12.25 23.27 23.03 14.43 7.84 1.47

3 | 78.03 56.59 20.07 20.64 28.45 5.1

6 | 4593 14.73 3.83 14.09 71.8 65.83
12 | 27896  8.85 61.01 96.51 19.86 62.49
18 | 406.1 27459  34.68 154.21 173.01 167.75
24 | 31645 199.96 179.17 919 170.19 121.07

TABLE II

SELECTED EXECUTION TIMES [S] WITHOUT / WITH THE PLUG-IN AND
THE CORRESPONDING SPEED-UP FACTORS [X]

Message frequency

# vehicles I 15Hz SHz 15Hz SHz
2 nodes | 2.43/2.73 2.63/2.66 x16.46/x14.67  x15.24/x15.02
24 nodes 35.12/146.27 15.93/35.23  x1.14/x0.27 x2.51/x1.14

network simulators. As opposed to previous combined sim-
ulation efforts, our proposed approach allows the use of
very realistic models for both the vehicle control and the
communication protocols. Subsequently, the obtained results
benefit from a high-fidelity multi-vehicle simulator combined
with a realistic network simulator.

This combination enables designers of networked robots
or automated vehicles to account for realistic communication
in their conceptions with small computational overhead.
Table I shows the time percentage increase when using
the presented ns-3 plug-in with respect to an ideal model
of the communication by default implemented in Webots.
This computational overhead is measured as the percentage
increase in simulation time in fast mode (without 3D graphics
rendering) over 50 simulation occurrences with different
values of message frequency and number of nodes. Table II
provides a reference for the simulation times in fast mode
of the 40s experiment on a desktop computer with an Intel
Core i7 CPU (8 cores @ 3.5 GHz) running one instance of
Webots at the time in Ubuntu 14.04.

IV. CASE STUDY: CONVOYS OF AUTOMATED VEHICLES

In this section, we present an application of the proposed
vehicle and network simulator.

A. Convoy Control and Communication Algorithms

In this paper, convoys are groups of automated vehicles
which maintain a formation ruled by a distributed graph-
based algorithm and information exchange via IVC [6].
As opposed to ACC with reactive spacing control, convoys
in this scope are leaderless formations in which vehicles
cooperatively adapt their inter-vehicle distance to maintain
the desired configuration and common group speed.

The distributed graph-based algorithm is based on Lapla-
cian control [16]. Each vehicle maintains a graph whose
vertices represent vehicles and whose edges consist of the
communication links [6], solely using the broadcast relative
position of its neighbors. Using this graph and the Laplacian

Fig. 1. A single-lane convoy of automated vehicles in Webots

control, each agent computes its target speed to maintain the
desired configuration. We use the lateral controller defined
by [17], intended to remove angular and lateral errors and
ensure lane keeping. Our previous works [6] fully describes
the distributed graph-based control, usage of curvilinear
coordinates, longitudinal and lateral controllers, as well as
other implementation details.

In order to maintain the local graphs and to perform lane-
change maneuvers in the case of multi-lane convoys, convoy
controllers need to exchange kinematic state information
such as position, velocity and heading, as well as maneuver
intentions. This exchange is achieved through single-hop
broadcast of custom convoy messages using IVC. Given the
typical transmission range of WiFi-based IVC, the neighbor
vehicles in a convoy are located within the single-hop range,
unless this range is artificially restricted to reduce the graph
computations.

Three types of convoy messages have been defined. First,
convoy vehicles transmit periodically info messages to ex-
change kinetic state information with their neighbors. The
transmission frequency of info messages is a design parame-
ter, which depends on the convoy size, speed and the specific
vehicle formation, and it will have a direct impact on the per-
formance of the formation control algorithm. In addition, the
brake message is transmitted by a convoy vehicle whenever
it requires to apply the brakes (e.g., due to traffic congestion
ahead). The endbrake message is correspondingly broadcast
after a brake message to indicate that a vehicle is not braking
anymore. These messages enable cooperative maneuvering
among convoy vehicles and allow them to improve their
reaction to sudden brake maneuvers of preceding vehicles
and therefore prevent the appearance of string instabilities.

Convoy vehicles are designed to brake when receiving a
brake message from a vehicle ahead, but ignore the messages
from vehicles behind. Since vehicles only account for front
sourced brake messages and their propagation is ended by
an endbrake message reception, any oscillation phenomena
due to back-propagation of the message are avoided.

B. Simulation Scenario

We consider a scenario of a single-lane convoy with a
given number of vehicles (which varies from 2 to 24). The
leading vehicle brakes periodically for 2 s every 10's, simulat-
ing a congested traffic scenario. This allows evaluating how
the following convoy vehicles adapt to the speed changes of
the leading vehicle.

The vehicles are controlled by the convoy algorithm
described in Sec. IV-A, implemented in Webots (v8.4.0),
which allows them to perform lane-keeping and cooper-



TABLE III
SIMULATION PARAMETERS

Parameter Values

Freeway length / shape 1km / Oval

Convoy size 2,3, 6, 12, 18, 24 vehicles
Convoy message size 2,048 bytes

Neighbor range 100 m

Speeds—min, target, max 13.88, 16.66, 19.44m/s
Convoy message frequency 0.5-15Hz

PHY / MAC protocol ITS-G5 (IEEE 802.11p)
Data rate 6 Mbit/s

Transmit power + antenna gain | 20dBm + 9.1dB
Receiver sensitivity -95dBm

Channel bandwidth 10MHz at 5.9 GHz
Experiments replication 50 times

Simulation duration / timestep 40s / 64 ms

ative maneuvering in a fully distributed manner through
the exchange of convoy messages. Convoy messages are
transmitted as single-hop broadcast messages with the Basic
Transport Protocol (BTP) over GeoNetworking. The physical
and MAC layers follow the ITS-G5 (European version of
IEEE 802.11p) standard, with a single channel and standard
parameters for IVC. The radio propagation model considered
is a log-distance path loss model with Nakagami fading, with
experimentally validated parameters [18].

The convoy communication protocol is modeled in the
network simulator ns-3, version 3.25. A simulation run lasts
40 s, the results are calculated as the average of 50 simulation
runs (the first 10s are not considered in order to allow
reaching a steady state regime). The time instant of the
first transmission is randomly chosen by each vehicle in the
interval [0, T'], where T is the message period in ms, to cope
with the fact that Webots simulation works simultaneously
while ns-3 is a discrete-event simulator. The main simulation
parameters are summarized in Table III.

We study the convoy maneuvering performance as a
function of three simulation parameters: (i) the number of
vehicles in the convoy, (ii) the transmission frequency of
convoy info messages, and (iii) the inter-vehicle safety dis-
tance of the convoy controller. By varying these parameters,
we can find out which combination results in the best perfor-
mance and which situations challenges the most the convoy
control algorithm. To provide a comparison baseline, each
experiment is first performed with a perfect communication
setup, in which the communication among vehicles happens
in ideal conditions, i.e., no packet loss and no other delay
than the simulation timestep, 64 ms.

C. Performance Metrics

The considered metrics to evaluate the performance of the
convoy maneuvering are the following:

The safety distance ratio is defined as the percentage
of convoy vehicles whose inter-vehicle distance is over a
specified threshold. A low safety distance ratio indicates that
the convoy vehicles are not able to keep the minimum safety
distance with respect to the vehicle in front (e.g., due to

outdated data about their neighbor vehicles).

The inter-vehicle distance is defined as the distance
from the back bumper of one convoy vehicle to the front
bumper of the following vehicle. The inter-vehicle distance
is calculated for every convoy vehicle (except the last one,
which obviously has no vehicle behind). The inter-vehicle
distance of every convoy vehicle should be as close as
possible to the targeted safety distance.

The vehicle speed; an average speed as close as possible
to the desired speed indicates a higher performance of the
convoy since it reflects a fast reaction to the perturbation.

In summary, the best performance is achieved with the
combination of a large safety distance ratio, an inter-vehicle
distance and a vehicle speed as close as possible to the set
targets. Let us explore next how these metrics depend on the
system design parameters mentioned above (communication
channel model, message frequency, number of vehicles in
the convoy and inter-vehicle safety distance).

D. Simulation Results

In what follows, we consider first an ideal communication
model (all transmitted messages are instantaneously received
by all vehicles without errors), and later show the influence
of a realistic communication model using ns-3. To avoid
repetition, we present and discuss the results for an inter-
vehicle safety distance of 10 meters, as they better represent
the trends observable for other values of this parameter.
The plots show the averaged results with 95 % confidence
intervals.

Our analysis guidelines for both communication models is
the following: first, the safety distance ratio is observed and
parameter sets showing a safety distance ratio under 80 %
are discarded; second, the other metrics are then analyzed
for the remaining parameters; third, overlapping sets between
communication models are compared.

1) Perfect communication model: Fig. 2a shows the av-
erage safety distance ratio of convoy vehicles for the perfect
communication model. We observe that message frequencies
over 2 Hz result in no safety distance breaches. An exception
is the 6-vehicles convoy at 5Hz, due to a string instabil-
ity [19] which starts at the initialization and is then amplified
by the brakes (this phenomena is observed in the simulator
along the runs). At low message frequencies, small convoys
are the most affected as they are constrained by fewer
vehicles. For instance, at 0.5Hz in a two-vehicle convoy,
the behavior of the following vehicle is only influenced by
the front vehicle, from which it receives no messages for
almost two seconds. This results in numerous safety distance
breaches. This argument also explains why larger convoys are
less affected by the decrease in message frequency in terms
of safety distance ratio, which stays over 90 %. Following our
analysis guidelines, we discard small convoys with message
frequency under 2 Hz for the remaining of this section.

In the results illustrated by Fig. 2b, the inter-vehicle
distance exceeds the target safety distance of 10 meters in
most of the studied cases. Most values are in the range 9 to
11.5 meters, which is an acceptable interval. Larger convoys
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result in higher deviations from the target value and between
runs, due to the larger number of vehicles influencing the
mean as well as the loose nature of the convoy (which adapts
to the road geometry, here an oval). Decreasing the message
frequency does not have a clear influence on the average
inter-vehicle distance. Together with the large error bars, this
suggests that the metric difference for the same convoy size
is due to the randomization at the initialization and not to
the decrease of message frequency.

Fig. 2c shows the mean speed of all convoy vehicles
over last 30 s of the experiment. We observe that no convoy
achieved the target speed of 16.66m/s (60km/h). This is
expected considering that (i) the speed is controlled in an
open-loop [6]; (ii) the convoy periodically brakes to simulate
traffic congestion conditions; and (iii) in our communication
approach, messages are broadcast without feedback. There is
a clear inversely proportional trend between the number of
vehicles in the convoy and the mean speed, which reaches
12 m/s for very large convoys. The convoy speed also shows
a clear dependence on the message frequency. Indeed, for
all data points except for the largest convoys, the larger the
message frequency, the slower the convoy. This observation
suggests that the outdated information tends to refrain the
convoy from reaching higher speeds.

2) Realistic communication model: Fig. 3a presents the
safety distance ratio as a function of the number of vehicles
in the convoy with different convoy message frequencies us-
ing the coupled vehicle and network simulator. For message
frequencies strictly over 1 Hz, the convoy size almost does
not affect the safety distance ratio. Compared to the perfect
case, we observe a safety distance ratio decrease for very
large convoys with 15 Hz message frequency. Furthermore,
there is a significant performance drop when decreasing the
frequency from 5 to 2Hz. Finally, for smaller frequencies
(1 and 0.5Hz), the safety distance ratio increases with the
convoy size. This behavior can also be explained by the
robustness brought by a larger number of vehicles when a
communication link fails. Discarding combinations of pa-
rameters showing a distance ratio under 80 %, the following
analysis focuses on the results with frequencies of 5 to 15 Hz.

The observed mean inter-vehicle distance is close to the
target of 10 m, as illustrated by Fig. 3b. The results are con-
sistent with the expected effect of larger convoys. Moreover,
decreasing the message frequency from 10 to 5 Hz increases
significantly the average distance between vehicles.

Fig. 3c represents the average vehicle speed for the real-
istic communication case. There is a clear decrease of the
mean convoy speed as the vehicles number grows. However,
this decrease is slower with a larger message frequency. The



speed values seem to converge for larger convoys to a value
of 12.5m/s, except for the highest message frequency and
convoy size case. The lower mean speed in this scenario is
due to the congestion of the communication channel [7] and
is consistent with the sudden decrease in the safety distance
ratio for the 18 vehicles convoy at 15 Hz (see Fig. 3a).

3) Model comparison and discussion: Following our anal-
ysis guidelines, we compare the values corresponding to a
safety distance ratio over 80 %. According to this criteria,
the experiments with realistic communication indicate that
only frequencies under 2Hz for small convoys present a
safety risk. However, the perfect model shows that, with the
implemented control law, a minimum frequency of 5 Hz is re-
quired for convoy formation and maintenance independently
of the convoy size; besides, increasing the communication
frequency does not improve the performance. Hence, the
perfect model provides over-optimistic results in this case.

Moreover, the randomization effect on the mean inter-
vehicle distance is less clear in the realistic model, due to the
smaller number of data points, but is still observable. Finally,
the slower decrease of mean speed as a function of increasing
number of vehicles for higher message frequencies still
holds the realistic model, with the exception of the highest
frequency with the largest convoy.

In a general manner, the trends observed in the perfect
communication model also hold for the realistic one, al-
though the latter shows a less optimistic performance—with
maximum absolute differences on average of 38.85 percent-
age points, 23.34 % and 4.8 % in terms of safety distance
ratio, vehicle speed and inter-vehicle distance, respectively.
Indeed, the existence of a threshold in terms of message
frequency that affects smaller convoys, the slower drop in
mean speed with high frequency communication and the
rather small effect of message frequency on the average inter-
vehicle distance are observed in both models. However, the
packet losses and latency taken into account by the realistic
model require the vehicle control algorithm to work with
more outdated information about its neighbors, which leads
to a drastically higher number of safety distance breaches
(compare Fig. 2a with Fig. 3a).

V. CONCLUSIONS

In this paper, we have proposed a novel tool to design
and analyze CAD systems, namely, a bidirectionally coupled
vehicle and network simulation framework. We have imple-
mented an open-source communication plug-in to connect
the vehicle simulator Webots with the network simulator
ns-3. As opposed to existing approaches considering com-
binations of traffic and network simulators, our proposed
simulator allows the analysis of complex CAD scenarios with
higher realism.

In order to prove its usefulness for designers of CAD
systems, we have demonstrated the capabilities of the cou-
pled simulator to evaluate the maneuvering performance of a
convoy of automated vehicles. In particular, the maintenance
of the safety distance, the average headway and the average
speed of convoy vehicles are measured as a function of the

convoy message frequency and the number of vehicles. The
results obtained with a perfect communication model are
used as a baseline to evaluate the impact of realistic IVC in
the convoy performance. In general, we find that the perfect
communication model over-estimates the performance of the
convoy algorithm—especially in terms of safety distance
ratio—with respect to the realistic model (see Sec. I'V-
D.3). Moreover, the computational overhead of the realistic
model is negligible for small-scale convoys, whereas it scales
reasonably well in larger scenarios.
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