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Abstract

Membranes, composed of a variety of lipids and other biomolecules, mediate signaling processes between cells and their aqueous environment. To fulfill this function, membranes can vary their composition leaflet-specific and thus alter their surface properties. To fully understand the impact of these processes on the molecular level, it is necessary to develop tools that can access the molecular properties of free-floating model membranes label-free. These tools are ideally surface-specific. In this thesis, we apply the nonlinear optical techniques second harmonic scattering (SHS) and vibrational sum-frequency scattering (SFS) together with electrokinetic measurements to label-free characterize the interfacial properties, hydration structure and surface potentials of liposomes in aqueous solutions.

First, we generalize the nonlinear optical theory to describe the second-order surface response from interfaces with aqueous solutions independent of the ionic strength for reflection, transmission and scattering geometries. We demonstrate that interference effects from oriented water molecules in the bulk aqueous solution alter the probing depth and the expected second-order response at low ionic strengths.

Then, we apply this theory to demonstrate that SHS patterns of liposomes and oil droplets contain all necessary information to extract the absolute surface potential of the respective particles without assuming a model for the interfacial structure. By analyzing scattering patterns that capture the orientational distribution of water around the particles, we find surface potentials of -38 mV for bare oil-droplets and -11 mV for zwitterionic liposomes in water. For anionic liposomes the surface potential varies between -150 mV and -23 mV in solutions containing different amounts of NaCl ranging from ~0 mM to 10 mM. These values are remarkably different for solutions to the Gouy-Chapman model considering a fixed surface charge density.

Next, we characterize the hydration and lipid asymmetries in binary mixed membranes using SHS and SFS. The liposomes exhibit hydration asymmetry between the inner and outer leaflet. The lipid number density between the inner and outer leaflet is the same, although geometrical packing arguments would suggest a different density. However, an asymmetric lipid distribution between the leaflets can be induced by fine tuning specific intermolecular interactions between the lipids. This is shown with dipalmitoylphosphoserine and dioleoylphosphocholine mixtures creating a membrane
structure that allows intermolecular H-bonding between the phosphate and amine groups of the lipids.

Finally, we quantify the surface properties of membranes composed of lipids containing phosphoserine and phosphocholine headgroups. Surprisingly, we find a very high degree of counterion condensation on anionic membranes in pure water: only 1 % of all lipids are ionized. This indicates a tightly packed layer of ions around the membrane that needs to be considered when modelling the interfacial structure around membranes.

**Keywords:** membranes, lipids, surface potential, ion condensation, hydration, nonlinear optics, light scattering, soft matter, liquid/liquid interfaces, electric double layer
Zusammenfassung


Im nächsten Kapitel benutzen wir Zweikomponentenmembranen um mögliche asymmetrische Verteilungen der Lipide und der Wassermoleküle zu bestimmen. Die Membranen weisen eine unterschiedliche Hydration zwischen den beiden Lipidschichten der Membran auf; allerdings ist die Anzahl an Lipiden in beiden Schichten vergleichbar groß. Indem man die intermolekularen Interaktionen zwischen den Lipiden beeinflusst, ist es jedoch möglich eine asymmetrische, lipidspezifische Verteilung in den beiden Schichten der Membran hervorzurufen. Wir zeigen dies in Membranen- bestehend aus Dipalmitoylphosphoserin und Dioleoylphosphocholin- bei denen die spezifische Packungsdichte dieser beiden Lipide zu Wasserstoffbrückenbindungen zwischen den Kopfgruppen führt.

Abschließend bestimmen wir die elektrostatischen Eigenschaften von Membranen, die Phosphoserin und Phosphocholin enthalten. Überraschenderweise scheinen diese Membranen lediglich zu 1 % ionisiert zu sein, obwohl die Lösung nur sehr geringe Ionenkonzentrationen enthält. Dies lässt auf eine hohe Konzentration an Gegenionen direkt an der Grenzfläche schließen.

Stichwörter: Membranen, Lipide, Oberflächenpotenziale, Ionenkondensation, Hydration, nichtlineare Optik, Lichtstreuung, weiche Materialien, flüssig-flüssig Grenzfläche, elektrische Doppelschicht,
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Lipid membranes, formed by self-assembly, provide a place for chemicals to react and create a protected environment. As they appear in every living organism and organelle, they are thought to be a key element for the creation of life as we know it.\(^1\) Complex biological organisms could evolve, because the early organisms were able to shield themselves from the hostile outer environment by lipid membranes.

**1.1 Lipid membranes**

Membranes separate functional compartments in cells, control the transport in and out of such compartments, and regulate interactions between cells/organelles and their environment.\(^1\) To achieve this functionality, the membrane interface consists of many different components: Different kinds of lipids, phospholipids and glycolipids, hydrophobic sterols, various proteins, ions, and carboxy groups. As a consequence, cell membranes are not homogenous mixtures. The various components are distributed and ordered as dictated by their surroundings, functions, or external influences. In 1972, Singer and Nicolson proposed for the structure of the cell membrane a fluid mosaic model to account for the diverse composition and required component's mobility (Fig. 1.1).\(^2\) Although this model evolved over the years, the fundamental idea of a highly dynamic and adaptive fluid that responds to environmental influences and intermolecular interactions remains.\(^3,4\)

Modifications of the membrane composition can have severe consequences. Various diseases, among them diabetes mellitus, Alzheimer's disease, sickle cell anemia or Duschene muscular dystrophy, are associated with membrane dysfunctions.\(^5,6\) In diabetes, for example, a scrambled membrane composition has been detected to lead to distorted cell shapes.\(^7\) This altered membrane composition is also associated with the inability to incorporate certain transmembrane protein channels into the cell membrane.\(^8,9\) These transmembrane channels are associated with sugar transport, so that ultimately cells cannot control the sugar level in the cell. This shows that lipids in the membrane are not only responsible for the overall structure and roughness, but also ensure indirectly the functionality of the cell and organelles.
Chapter 1. Introduction

1.2 Lipids

Lipids are amphiphilic molecules, which means they are composed of both hydrophobic and hydrophilic structural components. When exposed to water the lipids spontaneously form (self-assemble into) a bilayer structure in which the hydrophobic fatty acids parts are shielded from the aqueous environment, whereas the hydrophilic part is fully exposed to and interacting with the water molecules. Lipids can be classified into three groups: glycerol-based lipids, sterols, and ceramide-based lipids. Figure 1.2 shows the molecular structures of representative lipids of these three classes. For clarity, a single fatty acid chain structure is colored in red and the hydrophilic headgroups in blue. Glycerol-based lipids have two subgroups, the phospholipids and the glycosyl-glycerides. Typically, lipids have 1 or 2 hydrophobic fatty acid chains that are esterified together. In glycosyl-glycerides, these fatty acid chains are esterified to the glycerol backbone that is esterified to a sugar moiety. In phospholipids the glycerol links the fatty acid chains and is esterified via a phosphate group to a hydrophilic headgroup, which could also be a sugar moiety. Glycerophospholipids represent the majority of lipids in eukaryotic membranes. Ceramide-based lipids do not contain glycerol and are synthesized from a ceramide structure, which is an amino-alcohol bound to a fatty acid chain. Sterols are hydrophobic molecules, which are almost completely located inside the lipid bilayer and surrounded by fatty acid chains so that only the OH group may protrude into the aqueous phase.

In this thesis, we will exclusively discuss phospholipids. Phospholipids are often distinguished by their respective headgroups, which define several chemical and structural properties of the lipid, such as charge, solubility in aqueous phases, and packing in a membrane. Figure 1.3 shows typical lipid headgroup structures as used in this thesis, sorted according to their zwitterionic and anionic headgroups. The
1.3. State of the art in membrane research

The importance of lipid membranes for biological functionality has generated a lot of research during the last century. Excellent reviews summarize the most important findings related to, for instance, lipid regulation of cell membranes, the structure of different lipid bilayers, or direct lipid-protein interactions. The membrane composition affects intracellular signaling pathways, as well as protein incorporation and their functionality. It was also found that different material surfaces interact differently with membranes. For example, the often used implant material titania alters the dynamic movement of the membrane and also affect the position of specific lipids in the membrane leaflets. More specifically, the direct interaction between lipid specific surface charges and ions, as well as a different hydration environment

structure displays also the net charge when hydrated in water at pH 7. The structural properties of a lipid and the possible intermolecular interactions are, however, not solely defined by the headgroup, but also depend on the chemical composition of the fatty acids as we will see in chapter 5.

Figure 1.2: Lipid categories. Three representative lipids of the three categories: Glycerol-based lipids represent the major group of glycerophospholipids. Glycerophospholipids are synthesized from glycerol and have typically 1 or 2 fatty acids (single fatty acid, red) that are esterified to each other and then linked via the glycerol to the phosphate containing headgroup. Ceramide-based lipids contain a ceramide (purple), which is an esterified sphingosine and a fatty acid chain. Sterols are smaller lipids. Cholesterol is the most common one.
Chapter 1. Introduction

Figure 1.3: Lipid headgroup structures. Different lipid headgroups of phospholipids as used in this thesis. The structure show the charge distribution when immersed in pH neutral conditions. \( R \) indicates the rest of the lipid, namely the glycerol and fatty acids. The zwitterionic lipids are charge neutral, whereas the anionic lipids carry one negative charge. The different chemical structures result also in different packing geometries and different headgroup interactions.

can induce lipid membrane and transmembrane redistribution.\(^{19}\) To study the relation between structure and function of a membrane, a variety of membrane model systems have been established. The choice of the system depends on the purpose of the study as we will discuss in the next section.

1.3.1 Membrane models

Figure 1.4 displays a variety of membrane model systems. Naturally occurring cell membranes of diverse organelles, bacteria, or entire eukaryotic cells are the most complex membranes (Fig. 1.4a). Maintaining the full cellular structure helps analyzing intracellular signaling pathways or specific compounds.\(^{20}\) Often staining methods are used on these complex membranes to identify key components in the membrane. A downside is that such labels are artificial additives that can bias the mobility and location of the lipids. Such additives undoubtedly influence the molecular structure and distribution of the membrane/hydration environment and thus are not useful for a molecular level study of lipid motion, orientation, hydration, and charge influences.

The other extreme as membrane model system from a structural point of view are lipid monolayers deposited on a water surface (Fig. 1.4b). Such monolayers are formed in a Langmuir trough, a device with an adjustable surface area. The advantage of such films are that one can easily access the monolayer, control the
1.3. State of the art in membrane research

Figure 1.4: Diverse model membrane systems. The model membranes vary in complexity apparent in the number of different lipids and related impairments due to structural effects. (a) The most complex and most natural membranes exist in model organisms, i.e. bacteria or cell membranes of organelles. Synthetically assembled monolayers and bilayers can exist under different conditions and geometries. (b) Monolayers at the air/water interface are the least complex and most artificial models as they lack the bilayer structure and are in an artificial environment. These membranes enable molecular level studies. (c) Monolayers on oil droplets dispersed in water are a recently introduced model that mimics the lipid droplets in eukaryotic cells. (d) Freestanding black lipid membranes are difficult to form with gel-phase lipids, but are well hydrated and unperturbed in the center. Eventually oil may interfere with the bilayer structure. (e) Supported lipid bilayers (SLBs) are typically formed from vesicles rupturing on a support. The lipid position and dynamics are highly affected by the material surface on which they are formed. SLBs may have some defects not covering the entire surface, but are otherwise very stable systems to quantify structural parameters of a membrane. (f) Liposomes are unperturbed spherical bilayer shells that float in solution. The composition of liposomes is easily altered.

composition carefully, and have a good control over the lateral pressure and thus the packing density. Due to their simplicity, these monolayers have been used for decades to study phase transitions, packing densities, head group features and different compositions with a large variety of techniques. The simplicity predestines these samples also very much for studying molecular level interactions with great detail. For example, vibrational sum-frequency generation (SFG) spectroscopy has been used to study the alkyl chain conformation, the effect of cholesterol on the alkyl chain conformation, the lipid head group structure and its hydration environment with molecular detail. Although the Langmuir monolayers have many advantages, there are also a number of disadvantages. In typical setups, large sample volumes (150 ml) are required to establish an appropriate pressure dependent surface area of 20-60 cm$^2$. As a consequence large amounts of biomolecules are needed. In addition, limitations on the available purity of biomolecules (off-the-shelf lipids, > 99%; proteins ~ 95%) results in unavoidable concerns regarding cleanliness and reproducibility/reliability on molecular level studies. The presence of air as a contact
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medium enables the easy accessibility of the monolayers to probes, but also results in an environment that is not very close to most membrane environments. At the same time unsaturated lipids and compounds (such as cholesterol) are easily oxidized.\textsuperscript{31}

A model system that solves some of these issues, are lipid droplets (Fig. 1.4c). These are composed of nanometer sized oil droplets that are covered with a lipid monolayer and dispersed in an aqueous solution.\textsuperscript{32} The surface to volume ratio is $\sim 10^3$ larger as that of a Langmuir trough, the sample volume is small ($\sim 50 \mu l$), and as the monolayers are fully immersed in water, no oxidation takes place. In addition, lipid monolayers on oil-droplets occur in nature as triglyceride-lipid droplet. Using such a biomimetic assembly under their natural aqueous conditions, enables one also to obtain detailed information about their metabolic features.\textsuperscript{33}

Many other membrane model systems contain a bilayer structure that enables the possibility to consider intermolecular interactions between the leaflets. The most widely used models are freestanding lipid bilayers, known as black lipid membranes (BLMs, d), planar supported lipid bilayers (SLBs, e), and liposomes (f). Freestanding lipid bilayers have been used for several decades and are used in conjunction with electrical resistance, and impedance measurements, as well as various forms of fluorescence microscopy.\textsuperscript{34–36} Using those methods, lipid-protein interactions, membrane poration with ion channels,\textsuperscript{37} and particle-membrane incorporation were studied.\textsuperscript{38} As BLMs are just $\sim 5$ nm thin membranes sandwiched between two aqueous phases, they are fragile and difficult to access for molecular probes.

In this respect, SLBs deposited on various solid substrates are more ideal candidates to extract structural parameters of molecules. For instance, atomic force microscopy and neutron reflectometry have been used to map the thickness of a lipid bilayer with a nanometer resolution.\textsuperscript{39,40} Electrostatic force microscopy was used to determine the dielectric constant of dipalmitoylphosphatidylcholine membranes on silica. The authors of this study report a dielectric constant of the bilayer of $\epsilon \sim 3$, and a polar headgroup dielectric constant of approximately $\epsilon_{polar} \sim 30$.\textsuperscript{41} Conboy and co-workers used vibrational SFG to label-free characterize transmembrane kinetics in SLBs. They studied lipid flipflop of zwitterionic\textsuperscript{42–44} membranes and membranes containing zwitterionic and anionic lipids in the gel-phase.\textsuperscript{45} They found a lipid flipflop rate of $2.5 \times 10^5$ s$^{-1}$ at 5 °C using dimyristoylphosphocholine SLBs, which is remarkably faster than the ones found by Nakano \textit{et al.} using liquid-phase liposomes and small-angle neutron scattering.\textsuperscript{46,47} The origin of this discrepancy is still under discussion. SLBs have also been used to determine nanoparticle kinetics and absorption properties depending on their surface functionalization.\textsuperscript{48} One drawback of SLBs is that, as the bilayer is formed on a supporting substrate, the substrate may affect the lipid positioning, interactions and hydration within the bilayer.\textsuperscript{49} Although this feature of redistribution may be advantageous and result in an intrinsically asymmet-
ric distribution in the bilayer,\textsuperscript{50} it alters the membrane structure compared to what could be found in an aqueous environment. Another issue with SLBs is the possibility of forming incomplete bilayers or bilayers with defects,\textsuperscript{51} which may dramatically influence the redistribution of lipids.

Small unilamellar vesicles or liposomes (Fig. 1.4f) combine the advantages of various systems discussed so far: they have a very high surface to volume ratio, they are bilayer systems that are freely suspended in an aqueous phase, and they occur in eukaryotic cells. Furthermore, liposomes can be easily prepared and their stability can be easily checked.\textsuperscript{52} For these reasons, we will mainly use liposomes in this thesis. Lipid droplets are also used, as a means to compare mono- to bilayers of comparable size and shape. We will obtain molecular level information about the hydration and intermolecular interactions, and use these findings to compute the surface potential and the degree of lipid ionization. Characterizing these parameters helps to further understand the molecular mechanism of lipid-lipid interactions, stability control and the role of the aqueous environment in synthetic membranes. These parameters are not only important for a fundamental understanding but can be useful in practical applications; for instance, constructing lipid drug delivery systems that have a better targeting mechanism when used in an organism.\textsuperscript{53}

### 1.3.2 Hydration of membranes and electrostatic interactions

Membrane hydration is a critical factor for membrane stability.\textsuperscript{54} It is, however, not often studied as this aspect of membrane structure is difficult to access. X-ray scattering and nuclear magnetic resonance (NMR) spectroscopy have been used on multilamellar bilayers composed of either dioleoylphosphatidylcholine (DOPC) or dioleoylphosphatidylserine (DOPS) and a varying hydration.\textsuperscript{55} It was found that probing fully hydrated membranes, there are 11 water molecules strongly associated with the DOPS headgroup, whereas a second hydration shell contains 10 water molecules before an isotropic water distribution is established. Around DOPC headgroups less molecules are affected before an isotropic distribution is considered: 6 water molecules are tightly bound in the first shell, and 6 more in a second intermediate shell before the molecules are isotropically distributed.\textsuperscript{55}

While the aqueous environment is the driving force to create a membrane in the first place, lipid membrane stability also critically depends on electrostatic intramembrane interactions.\textsuperscript{3} Electrostatic interactions between lipids in membranes, ions and water molecules in the adjacent aqueous phase affect packing, thickness and molecular mobility of the lipids. These interactions are also connected to the control of transmembrane transport via the local accumulation of charged species to create certain catalytic sites at the cell interface.\textsuperscript{56} Hence, the hydration and electrostatic properties of membranes are not separable. The electrostatic properties of
membranes have been studied extensively using only theoretical approaches, but experimentally there are only a few applicable techniques and most of them require planar bilayers. Using frequency dependent conductivity measurements, Schwan et al. determined the capacitance of phospholipid membranes to be around 12 μF/cm^2.Atomic force microscopy and certain derivatives of this method, i.e. electrostatic force microscopy, can be applied to obtain information about the dipole potential of lipids in supported lipid bilayers. Recently Klausen et al. proposed a sophisticated surface conductivity microscopy technique to measure charge densities of surfaces in high ionic strength solutions, but also this technique requires planar interfaces. Fluorescent binding assays that can be used to characterize the surface charge density were shown to determine the surface charge density on thin films. In order to access the electrostatic properties of BLMs, one uses typically capacitance or inner field compensation methods. For non-planar, non-supported membranes, however, these techniques are not applicable and we will not go into more detail here. For liposomes, electrokinetic measurements are the only possibility (as we will describe in chapter 2). With electrokinetic measurements, different electric properties can be obtained, such as the ζ-potential and an electrokinetic charge density.

The ζ-potential determination has been the most common experimental method to qualitatively characterize electrostatic properties. To these properties belong the point-of-zero charge for a material, or the surface charge, which is only extrapolated from the measurement in conjunction with mean field models of the interfacial structure. These properties relate to e.g. dispersion stabilities, but the measurements do not provide direct molecular level interfacial information (see section 2.2.4). In order to obtain values for the surface potential and charge distribution, one needs to apply several assumptions about the interfacial structure and electrostatic interactions. Recently, Poyton et al. applied electrokinetic measurements on SLBs with fluorescent labeling to highlight the challenges with the assumptions of this method. As we will see in chapters 4 and 6, the choice of the assumptions may result in very different solutions.

One possibility to access the molecular level structure of liposome membranes directly is to use the nonlinear optical techniques, second harmonic scattering (SHS) and vibrational sum-frequency scattering (SFS). These techniques combine light scattering techniques with the nonlinear optical phenomena of second harmonic generation (SHG) and vibrational sum-frequency generation (SFG). Some background information about those methods is provided in the next section, in which we put a particular focus on SHG as this is the main method of choice for this thesis. Note, though, that when we mention SFG, we refer typically to vibrational SFG unless stated otherwise.
1.4 Second harmonic and sum-frequency generation

1.4.1 Nonlinear processes

SHG was discovered in 1961 and has been used in various imaging and scattering experiments since then, see for instance Refs. [45, 70–76]. Over the last decades SHG and SFG attracted attention for membrane research because of their intrinsic surface sensitivity. The surface sensitivity originates from the selection rules of the underlying second-order optical processes. When electromagnetic fields interact with a medium, they can induce a molecular dipole $\mathbf{p}$ in molecule $i$. This dipole can be expressed as

$$
\mathbf{p}_i = \alpha^{(1)} \cdot \mathbf{E} + \frac{1}{2} \beta^{(2)} : \mathbf{EE} + \frac{1}{6} \beta^{(3)} \mathbf{EEE} + \ldots
$$

Here, $\alpha$ is the polarizability, $\beta^{(2)}$ the second-order polarizability (or first-order hyperpolarizability), and $\beta^{(3)}$ the third-order polarizability. Each term can describe a charge oscillation in the molecule depending on the strengths of the interacting fields. The polarization $\mathbf{P}$ of the medium is a sum of the induced molecular dipoles per unit volume. As we will see in detail in chapter 3, the second harmonic (SH) light originates from the the second-order polarization $\mathbf{P}^{(2)}$ that is proportional to the second-order induced molecular dipoles according to

$$
\mathbf{P}^{(2)} = \epsilon_0 \chi^{(2)} : \mathbf{EE} = N \langle \mathbf{p}^{(2)} \rangle
$$

$\langle \mathbf{p}^{(2)} \rangle$ represents the orientational average of the second-order induced dipoles. $\chi^{(2)}$ is the second-order susceptibility, which describes the local second-order optical response of the medium. In the electric dipole approximation, both SHG and SFG are forbidden in centrosymmetric media based on symmetry requirements, which results in surface-sensitivity.

Figure 1.5 shows different geometries of SHG and SFG measurements. The most common geometries for SHG and SFG experiments are planar reflection experiments (panel a and panel b). More recently SHG and SFG were performed in a scattering geometry (panels c and d) to obtain molecular level information of nanoscopic objects in solution. For SFS typically two incoming light beams of different frequencies are focused into a particle dispersion in an liquid or solid phase. For SHG experiments, mostly a single illuminating beam is used (panels b and d).

The optical interactions for SHG (SFG) can be either resonant or nonresonant. For a resonant interaction the photon energy of either the incident or the sum-frequency coincides with the energy difference between two molecular states. A nonresonant interaction occurs, when the photon energy of all beams is different from the energy level differences of the molecule. Resonant excitation results in chem-
Figure 1.5: Illustration of various beam geometries for SHG and SFG. The nonlinear techniques sum frequency generation and second harmonic generation can be used in different measurement geometries: (a) sum-frequency planar reflection geometry, (b) collinear second harmonic reflection geometry, (c) sum-frequency scattering, (d) second harmonic scattering.

In resonant SHG, the sum of the two incoming photon energies is resonant with an electronic transition in a molecule as illustrated in Fig. 1.6b. By probing molecules at interfaces that have electronic states close to resonance with the SH frequency, one can obtain an enhanced SH intensity from the interface. For example, Doughty et al. used the resonant transition of Daunomycin to probe the binding kinetics of this anti-cancer drug to DNA that was tethered to particles.91 In nonresonant SHG neither the incoming photons nor the second harmonic photon are at resonance with any molecular transition. Nonresonant femtosecond SHS is a form of coherent elastic light scattering. The response of each molecule is identical and the SH intensity scales quadratically with the number density. Using the harmonic oscillator model under nonresonant conditions, it can be shown that the second-order susceptibility...
1.5. Conceptual illustration of SHS from a sphere

Wang et al. provided the first proof of second harmonic scattering from dielectric particles in 1996.\textsuperscript{97} We illustrate here briefly the underlying concept of SHS from a sphere following Ref. [98], before going into more detail of subsequent experimental studies with a particular emphasis on membrane related findings using SHS. A detailed mathematical description of SFS and SHS from spherical scatterers can be found, for

\[ \chi^{(2)} = \frac{e^3}{\epsilon_0 m^2 \omega_0^4 d^4} \]

with \( e \) the fundamental charge, \( \epsilon_0 \) the permittivity of free space, \( m \) the mass of the oscillating electron, \( \omega_0 \) the frequency of the electromagnetic field, and \( d \) the lattice distance between atoms. That means, the second-order polarization scales with the electron density \( (e/d^3) \) in the sample, which is not very specific to a particular molecule. The molecular selectivity might come, however, from the fact that only non-centrosymmetric molecules can generate an SHG photon (e.g. water but not Na\(^+\)) and the number density difference. Thus, in aqueous solutions, one probes primarily interfacial water molecules as even at the interface the density of water greatly outnumbers the density of solutes or surface groups.\textsuperscript{93–95} This is an essential feature that enables one to probe interfacial hydration as demonstrated repeatedly at planar interfaces.\textsuperscript{96}

![Diagram of energy conversion in vibrational SFG and SHG processes](image)

**Figure 1.6: Schematic of energy conversion in vibrational SFG and SHG processes.** (a) In a vibrational SFG process the infrared photon is resonant with the transition energy of a vibrational mode. The visible photon lifts the energy level to a virtual state. Upon relaxation back to the ground state \( \langle g \rangle \) this leads to an emission of a photon at the combined frequency of the two incoming photons. (b) In resonant SHG the sum of the energy of two incoming photons with the same frequency are resonant with an electronic transition leading to the instantaneous emission of a new photon with the SH frequency. (c) In nonresonant SHG two photons with the same frequency excite the molecule to a virtual state leading to the emission of a photon of twice the frequency of the incoming ones.
Figure 1.7: Second harmonic scattering from a sphere. (a) Schematic of the effect of relative size on nonlinear light scattering. A single beam impinges (z-direction) on a particle that has a surface susceptibility $\chi^{(2)}_{rrr} \neq 0$ indicated by black radial directed arrows. While propagating through the particle the phase of the incoming beam changes at different positions of the particle leading to different magnitudes of induced local polarizations (green arrows). The effective particle polarization is the sum of all induced polarization components resulting in a net longitudinal dipole along beam propagation. (b) Blue: simulated radiation pattern of the longitudinal dipole as drawn in (a). Red: Typical SHS pattern as observed in the far-field of 500 nm polystyrene beads solution in water with fit considering geometrical interference effects.

If the size of the particle is much smaller than the wavelength of the fundamental beam (in our case $R < 10$ nm), the system is effectively centrosymmetric and the selection rules of SHG/SFG predict that the resulting induced dipoles will add up to a vanishing net second-order dipole. When the dimension of the particle becomes larger, however, the second-order induced molecular dipoles at the particle surface will experience different phases and therefore lead to a non-vanishing net second-order dipole. This can be understood in a simplified situation considering a spherical particle with a single susceptibility element that is illuminated with a single beam similar to Fig. 1.5d. Figure 1.7a shows such a sphere highlighting only eight different surface positions. The incoming field is represented as a plane wave with $E = E_0 e^{i k \cdot r}$. The eight black arrows indicate a non-zero surface susceptibility element in the radial direction, which has the same magnitude independent of the position at the surface. This susceptibility represents the local surface response. When the
fundamental light travels through the particle, the magnitude of the interacting E-field (red arrows) changes because of a phase change. This results in different magnitudes of the induced surface polarization components (green arrows) on different points of the surface. To determine the resulting total second-order response of the particle the surface polarization components need to be summed up over the entire surface. The polarizations without a z-component (1,3,5,7) do not contribute to the net signal, but the others (2,4,6,8) do. Due to the optical phase difference, the sum of the dipoles will be a net polarization of the particle along the z-direction (arrow in blue (panel a) and simulated pattern in blue (panel b) in Fig. 1.7). The characteristic SHS pattern, however, is more complex. For describing the SHS patterns in the far field, the geometry of the scatterer and the interaction of the optical fields need to be considered.\textsuperscript{102} We will see in chapter 3 that this relationship can be expressed by an effective susceptibility $\chi^{(2)}(\theta, R)$, with $\theta$ being the scattering angle, and $R$ the particle radius. Figure 1.7b shows a typical SHS pattern (in red) of a colloidal suspension of polystyrene particles (d= 500 nm) in water as observed in the far-field.

1.6 State of the art in nonlinear optical scattering of membranes

In the first SHS study in 1996, the scattering originated from polystyrene beads covered by malachite green (MG), which was needed to amplify the surface SH intensity. In 1998 and 2001, the Eisenthal group reported the generation of SH light from polystyrene particles and anionic liposomes, respectively. In both studies, carried out label-free, the SH response originated from oriented water molecules at the surface.\textsuperscript{103,104} In this liposome study, Liu et al. proposed a method to obtain the surface potential of membranes using fixed single angle SHS experiments in combination with the Gouy-Chapman theory.\textsuperscript{104} We will refer to this study more in detail in chapter 3. In 2003, the first angle-resolved SFS experiments were reported using solid silica particles that were covered with alkane chains.\textsuperscript{24} It required several years to report the first label-free SFS of surfactant vesicles in water.\textsuperscript{105} The two surfactants, sodiumdodecylsulfate and dodecyltrimethylammonium bromide distribute themselves asymmetrically when forming the leaflets. The first label-free and angle-resolved SH study was reported by Schürer et al. in 2010 in which the surface of polystyrene beads in water was probed.\textsuperscript{106}

Since the first demonstration of nonresonant SHS from liposomes in water, several studies followed, characterizing lipid membrane and membrane transport using mostly resonant SHS. The Eisenthal group, for instance, studied the molecular transport through anionic membranes.\textsuperscript{104,107} In particular, the diffusion of MG through the membrane was studied comparing DOPG vesicles in the liquid phase
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with DPPG vesicles in the gel-phase. The rigidity of the membrane was found to inhibit diffusion of MG. Further experiments showed that mixing cholesterol with DOPG in equal parts slowed the diffusion by a factor of six. Moreover, the transport rate of MG molecules depends on the concentration of electrolytes in solution. Liu et al. studied the efficiency of the transport rate of MG with the help of three different antibiotic ionophores, valinomycin, cyanide-\textit{m}-chlorophenylhydrazone (CCCP), and gramicidin A, in real-time. CCCP was ineffective in transporting ions through anionic membranes, whereas valinomycin and gramicidin transport kinetics were balanced by the concentration gradient of cations across the bilayer. Recently, Rao et al. determined the binding constants of HIV related TAT proteins to zwitterionic and anionic liposomes with nonresonant SHS. They found binding constants of $7.5 \pm 2 \mu M$ and $29 \pm 4 \mu M$ for the zwitterionic and anionic liposomes, respectively.

A full systematic characterization of the intermolecular lipid interactions in free-floating unbiased lipid membranes and their effect on the hydration structure is still not available. We aim to close this gap by using polarization- and angle-resolved label-free SHS and electrophoretic measurements on liposomes that allow for the characterization of different lipid membranes, their electrostatic interactions and the resulting effect on the water structure.
1.7 This thesis

In this thesis, we apply nonresonant SHS to study membrane hydration and intermolecular interactions. This work is meant to be a milestone on the way to extend the use of SHS towards probing biological interfaces and to describe kinetics of proteins label-free. We access the orientational distribution of water around membranes with SHS and use this to determine the surface potential, ionization of membranes, and lipid distributions. The thesis is structured as follows:

- Chapter 2 contains the description and characterization of the optical setup, the methodology and applied assumptions, a description of complementary used techniques and of the sample preparation.

- In chapter 3, we extend the nonlinear optical theory so that we are able to describe SHG and SFG experiments from any kind of interface (planar and curved) in dilute salt concentrations based on the Rayleigh-Gans-Debye approximation.

- In chapter 4, we apply this theory to fully describe scattering patterns from lipid bilayers of different lipid compositions under conditions of varying ionic strength. We extract the potential for zwitterionic liposomes and quantify the change in the potential of anionic lipid membranes in different ionic strength. The results are compared to the Gouy-Chapman and the constant-capacitor model.

- In chapter 5, we quantify the hydration and lipid distribution of membranes composed of various binary mixtures of phospholipids. We also propose a mechanism based on H-bonding between neighboring headgroups to explain the observed lipid-specific leaflet asymmetry.

- In Chapter 6, we discuss the degree of ionization of anionic lipid membranes as a function of their composition and describe the impact of counterion condensation.

- Chapter 7 contains a summary of the findings and provides an outlook of future applications using SHS.

Various publications are the backbone of this thesis. A detailed list is given at the end of the thesis.
This chapter deals with the experimental details and methodologies applied throughout the thesis. It contains three sections. In the first section, we discuss the optical setup and choice of optics as well as the applied assumptions. In the second section, we describe the complementary techniques and relevant algorithms and normalization schemes. In the last section, we describe the sample preparation and characterization.
2.1 SHS: Characterization & Assumptions

Figure 2.1: Schematic of the high efficiency angle-resolved SHS setup. The polarization can be chosen for the incoming and scattered light. Samples are contained in a cylindrical glass cuvette. Scattering patterns can be recorded over 180°.

2.1.1 SHS setup

The second harmonic scattering setup was built as a high efficiency setup for low contrast samples such as soft matter samples in aqueous dispersions. The initial setup was reported in Ref. [113], and has been altered subsequently to improve the scattering efficiency. Figure 2.1 shows a sketch of the core of the scattering setup. The horizontally polarized fundamental beam was generated by a mode-locked Yb:KGW laser (Pharos-SP system, Light Conversion) that produces 1030 nm ±5 nm femtosecond pulses with an adjustable repetition rate. In this work, the repetition rate was set to 200kHz. The polarization state of the fundamental beam was controlled by a Glan-Taylor polarizer (GT10-B, Thorlabs) and a zero-order half wave plate (WPH05M-1030) to be either horizontal (P, along x-axis in Fig. 2.1) or vertical (S, along y-axis in Fig. 2.1). Prior to focusing the fundamental beam, a long pass filter (FEL0750, Thorlabs) filtered out other frequencies. The fundamental laser beam was focused into a cylindrical glass sample cell (4.2 mm inner diameter, high precision cylindrical glass cuvettes, LS instruments) by a plano-convex lens (f = 7.5 cm). The beam waist was w0 = 36 μm; the corresponding Rayleigh length was ∼ 0.94 mm. The scattered SH light was collected and collimated with a plano-convex lens (f = 5 cm), and polarization analyzed using another Glan Taylor polarizer (GT10-A, Thorlabs). The collimated light was then filtered (ET525/50, Chroma) and focused into a gated photomultiplier tube (PMT, H7421-40, Hamamatsu). The gate width of the PMT was 10 ns. The detected signal was subsequently amplified by a GHz wide band amplifier (HFAC-26dB, Becker...
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& Hickl) and finally read out by a two channel photon counter (SR400, Stanford research systems). The angular acceptance of light was determined by an aperture positioned just behind the collecting lens. Scattering patterns could be obtained over a range of $\Delta \theta = 180^\circ$ using a custom-designed sample holder (Quantangle10, Quantum Northwest). The here described setup is shot-noise limited.

### 2.1.2 Characterization of the fundamental laser beam

**Figure 2.2: Temporal and spectral laser beam characterization.** (a) SH spectrum of the fundamental laser beam after transmission through a BBO crystal. The inset shows the spectrum of the fundamental beam. The spectral resolution is 0.2 nm. The solid lines are fits with a Gaussian function. (b) Temporal profile of a laser pulse as measured with an autocorrelator.

In order to confirm the proper functioning of the setup, we characterized the laser system prior to doing experiments. Figure 2.2a shows the spectrum of the laser pulses after frequency doubling with a $\beta$-barium borate (BBO) crystal recorded with an USB spectrometer (USB4000, Ocean Optics). The red circles represent the measured data points, whereas the solid line is a fit with a Gaussian function. The spectrum shows a single peak centered at 516 nm wavelength, which indicates a fundamental wavelength of 1032 nm. The inset shows the spectrum of the fundamental beam. It peaks at 1032.3 nm with a FWHM of 9.8 nm, which corresponds in the frequency domain to $2.76 \times 10^{12}$ Hz. We cannot obtain the full spectrum of the fundamental beam, because the detection range of this USB spectrometer is between 345-1037 nm.

To determine the temporal profile of a pulse, we measured the fs-pules with an autocorrelator (PulseChek, A.P.E). Figure 2.2b shows a photo from the measurement. The pulse duration (FWHM) from the autocorrelator is 246 fs corresponding to an
actual duration of 174 fs ($246/\sqrt{2}$). To rate the pulse quality, we also determined the time-bandwidth-product. For Gaussian shaped pulses generated from mode-locked lasers the minimum value is $\sim 0.44$. The time-bandwidth-product of this laser setup is $174 \text{ fs} \times 2.76 \times 10^{12} \text{ Hz} = 0.48$ implying a good quality of beam.

![Figure 2.3: Beam profile of the fundamental laser beam.](image)

**Figure 2.3: Beam profile of the fundamental laser beam.** (a) 2D schematic of the fundamental beam profile. The yellow circle indicates the intensity decay to $1/e$. The line through the center of the beam indicates the direction of the intensity cross section as plotted in (b). (b) Cross section of the 2D-intensity profile in (a) (red) with a Gaussian fit (black).

In the next step, we quantified the degree of ellipticity of the fundamental beam. A large discrepancy from a spherical Gaussian beam would lead to distorted asymmetric scattering patterns. Figure 2.3a shows a 2D representation of the collimated fundamental beam measured at 200kHz repetition rate and 15 mW average power. The yellow circle indicates the intensity drop to $1/e^2$ (13.5 % of the total intensity). The yellow center line is the x-axis along which we extracted the cross section of the beam, displayed in Fig. 2.3b. The recorded intensity cross section (red line) has a Gaussian shape (black line) as expected. The recorded FWHM is 2.55 mm. The cross section along the y-axis is almost the same. The ratio to determine the ellipticity is $d_{y-axis}/d_{x-axis} > 0.95$. These values are in agreement with the manufacture’s specifications. Using the focusing lens of the SH scattering setup does not significantly alter the beam shape which confirms a good quality of the optical elements.

### 2.1.3 Validation of elastic SHG

For the generation of SH light, high photon densities are required. Depending on the pulse energy and the repetition rate of the illuminating light pulses, also other nonlinear optical effects that affect the water ordering or sample heating can occur. Hence, to guarantee solely an elastic SH response, it is crucial to characterize the influence of the irradiation power on the detected intensity. The second-order response
depends quadratically on the power of the irradiating beam. Figure 2.4a shows the power normalized SH response at a scattering angle $\theta = 90^\circ$ in the SSS polarization combination as a function of power for a water sample. The letter assignment indicating the polarization combination is ordered according to the frequency. The first letter represents the polarization state of the detected SH light, whereas the following two letters describe the incoming beam polarization state. Up to 80 mW the SH intensity scales quadratically with the power as it is supposed to be for elastic SHG (red dashed line). At higher power, the intensity deviates from this behavior indicating additional processes. This also becomes apparent in the blue shift and broadening of the water spectra (Fig. 2.4b). To avoid any additional effects, we used 60 mW incident power for all sample measurements.

2.1.4 Polarization sensitivity of the setup
In order to obtain reliable polarization-resolved measurements, we quantified the detection sensitivity of the setup for horizontally (P) and vertically (S) polarized light. According to the manufacturer, the detection sensitivity of the PMT varies between P and S polarization by maximum 5% using a beam with 500 nm wavelength and normal incidence. However, the optical components in the setup may affect this polarization sensitivity. To quantify the polarization sensitivity of the setup, we measured the two-photon fluorescence of 40 μM Trypan blue in water. The emission of

![Figure 2.4: Elastic SHS of water.](image)
two-photon fluorescence is isotropic. Hence, for a polarization insensitive setup, we
would expect an emission at even magnitude for all scattering angles and independent
of the light polarization. Figure 2.5 shows the isotropic response obtained in the PPP
and SSS polarization combination and confirms that this is indeed the case. The
difference between the two polarization is slightly bigger than the prediction of the
manufacturer but still within the standard deviation of 20 measurements (< 8%).

2.1.5 Characterization of the setup alignment
Liquids are typically considered to be isotropic (see next section for details), which
means there should not be a coherent SH signal. However, there is an incoherent
background signal that originates from tiny fluctuations in the orientation of the
molecules. This scattering phenomenon is usually referred to as Hyper-Rayleigh
scattering (HRS). We use this HRS signal to determine the proper configuration
and alignment of the setup. Figure 2.6 displays the raw scattering pattern of water
in the PPP and PSS polarization combination, recorded with an angle of acceptance
of 3.4° from -90 to 90° in steps of 5°. The scattering patterns are symmetric around
0°. The peak in intensity at 0° originates from SH light that is produced in the optical
components of the detection arm and is usually excluded from further analysis.
The scattering pattern recorded in the PPP polarization combination should have
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Figure 2.6: Scattering patterns of water in the PPP and PSS polarization combinations. 0° corresponds to the forward propagation direction of the fundamental beam. The patterns were recorded in steps of 5° with an angle of acceptance of 3.4°. Error bars represent the standard deviation from 20 measurements per angle.

a minimum at ±90°,117 which is indeed the case. The pattern obtained in the PSS polarization combination follows the theoretical prediction as well. Schürer et al. were the first to publish nonresonant angle-resolved scattering patterns of water in the PPP and PSS polarization combinations.118 The displayed pattern agree with the literature. The matching intensities obtained in PPP and PSS at ±90°, also obey the theoretical predictions,117 and further validate the proper polarization sensitivity of the setup. We recorded the water pattern in the PPP polarization combination before every sample measurement to validate the alignment.

2.1.6 Normalization of the surface second harmonic (SH) data
As there is a background signal from the liquid, we need to correct the recorded SH intensity to obtain the surface related SH response of the samples. To do this, we first correct for the incoherent response of the bulk in the respective polarization combination. Second, we correct for angular differences of the focal volume and different measurement conditions by dividing the surface SH intensity by the SH intensity (HRS) of bulk water measured in the SSS polarization combination. This allows us to compare different data sets and to set an absolute scale. The normalization
can be summarized to

\[ S_{Pi}(\theta) = \frac{I_{Pi}(\theta) - I_{s,Pi}(\theta)}{I_{W,SSS}(\theta)} \]  

(2.1)

in which I_{s,Pi}(\theta) is the HRS intensity of the solution without particles in the same polarization combination. I_{W,SSS}(\theta) is the HRS intensity of uncorrelated isotropic bulk water measured in the SSS polarization combination, following the relationship by Bersohn et al.\cite{117}  

i represents a placeholder for the polarization direction (P or S, compare Fig. 2.1) The intensity of the scattered light in the SSS polarization combination is supposed to be constant over all scattering angles. Figure 2.7 shows a typical pattern for water in the SSS polarization combination and the standard deviation from 20 measurements. The solid line is a linear fit. Deviations from the fitting curve originate from different sample volumes at different angles. The displayed pattern is also in agreement with Ref. [118].

![Isotropic scattering pattern of water in the SSS polarization combination.](image)

**Figure 2.7:** Isotropic scattering pattern of water in the SSS polarization combination. 0° is the forward direction of the fundamental beam, the data is not shown here. The pattern was recorded in steps of 5° with an angle of acceptance of 3.4°. Error bars represent the standard deviation of 20 measurements per angle.

### 2.1.7 General assumptions for nonlinear optical processes

For the theoretical description of the nonlinear optical experiments, we describe the propagation of light in the form of a plane wave. All theoretical calculations in this thesis are based on the Rayleigh-Gans-Debye (RGD) approximation.\cite{99,101,119} The RGD theory assumes that light is neither reflected nor absorbed when crossing a particle.
Within this theory, the scattering response at each point of a particle can be considered isolated without interference from the rest of the particle. It is true when

\[
|1 - m| \ll 1 \\
\frac{2\pi n_s}{\lambda} R |1 - m| \ll 1
\]

(2.2)

with \( m \) being the ratio between the refractive indices \( \left( \frac{n_p}{n_s} \right) \) and \( R \) the particle size. A negligible dispersion due to small differences in the refractive index may physically not be feasible. However, we can use the RGD theory and correct for the difference between the refractive indices of the particle \( (n_p) \) and the solvent medium \( (n_{H2O}) \) using a linear correction term. This correction term accounts for the change of the electromagnetic field when it crosses the interface (Table I in Ref. [99]).

We also assume the absence of multiple scattering in the sample solution. Multiple scattering and other perturbing effects, such as the overlap of the hydration shells surrounding the probed particles, may bias the SH intensity and alter the otherwise linear dependence of the intensity on the scatterer concentration. Schneider et al.

Figure 2.8: Multiple scattering effects in SH experiments. The integrated SH intensity of 100 nm anionic liposomes as a function of lipid concentration in water. Solid lines are linear fits to the data. The arrow indicates the used sample concentration.
showed that the size of the particle, the length of the illuminating path, and the change in the refractive index have a critical impact on the linear behavior of the SH intensity in their measurements of polystyrene beads. Liposomes are filled with water and therefore we expect the refractive index to be almost constant.

To verify this assumption and to determine the linear range of lipid concentration in which multiple scattering can be excluded, we measured the SH intensity as a function of the sample concentration. Figure 2.8 shows the SH intensity $S(\theta)$ from anionic liposomes integrated from -90° to 90° as a function of scatterer density expressed in different quantities, lipid weight, volume % and number density. The liposomes had a diameter of 100 nm and were composed of either dioleoylphosphatidylserine (DOPS) or dioleolylphosphatidyl-1'-rac-glycerol (DOPG) in water. The error bar represents the angle-integrated standard deviation of 20 measurements per angle. The scattered intensity increases linearly with the number density of the scatterers as expected. Within the tested concentration range, the scattered intensity seems to level off at a critical number density $\sim 4.7 \times 10^{12}$ liposomes/ml (0.7 mg/ml). This may indicate the onset of multiple scattering. At this number density the inter-liposome distance from membrane to membrane is $\sim 500$ nm for both samples, which is at the same length scale as the second harmonic wavelength. To avoid possible biases, we used 0.5 mg/ml lipid concentration (as indicated with the arrow).

In addition to these assumptions, we use four common assumptions that are required to treat the recorded data and to develop the mathematical equations. These assumptions are used for the entire thesis and are valid for planar as well as for curved interfaces. They are related to the optical properties of the isotropic materials using nonresonant illumination. If additional assumptions and models are required, these are explicitly stated where they will be used. The four assumptions are:

1. We consider liquids generally as spatially isotropic.
2. We consider that the particle interface is isotropic in the interfacial plane (i.e. the tangential coordinates are degenerate).
3. The sample consists of a lossless and dispersion-free nonlinear medium, which means that no energy is transferred from the optical pulses to the material. This leads to the degeneracy of three of the four tensor elements of $\chi^{(2)}_3$ and $\chi^{(2)}_a$, and $\chi^{(3)}_1$ and $\chi^{(3)}_2$, so that only the pair $\chi^{(2)}_1$ and $\chi^{(2)}_2$ and $\chi^{(3)}_2$ are non-zero. We verified this assumption by (1) measuring the energy transfer from the beams to the medium (see Fig. 2.4), and (2) by confirming that the polarization combinations PSS, and SPS (or SSP), generate the same responses within the experimental uncertainty (Fig. 2.9).
4. The orientational distribution of water molecules at the interface is broad.\textsuperscript{121} Further details are given in chapter 4 and in Ref.[122].

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{scatter_pattern.png}
\caption{Scattering patterns of polystyrene beads} Scattering patterns of 200 nm polystyrene beads in 3 polarization combinations PPP, PSS, SPS and SSP. The same magnitudes indicate that the assumption of the degeneracy of the susceptibility elements is correct. Error Bars represent the standard deviation of 20 measurements.
\end{figure}

\section*{2.2 Complementary experimental techniques & Methodology}
We also used linear light scattering and electrophoretic measurements to characterize the size and electrostatic environment of liposomes and droplets.

\subsection*{2.2.1 Dynamic light scattering (DLS)}
To determine the average hydrodynamic particle size of a dispersion, we used autocorrelation spectroscopy (Zetasizer Nano ZS, Malvern). In this measurement, the linearly scattered light from the particles is analyzed with respect to the Brownian (random) motion\textsuperscript{123} of the particle in solution. The light source is most commonly a 633 nm continuous wave laser. Scattered light can be detected in forward and backward direction. Auto-correlating the scattering signal over time is used to calculate the motion of the illuminated particle which, in turn, can be linked to the size of the particle. The bigger the particle, the slower the movement and hence the correlation coefficient remains constant as a function of time. Figure 2.10 shows the typical slope of a correlogram for two differently sized scatterers, 500 nm silica particles and 60 nm DPPS liposomes in water demonstrating the difference in the correlation coefficient.
The autocorrelation function $G(\tau)$ of the intensity is

$$G(\tau) = \langle I(t) \times I(t+\tau) \rangle$$

in which $\tau$ is the time difference of the correlator. Assuming that the particles are in Brownian motion, the correlation function $G(\tau)$ can be expressed as

$$G(\tau) = A[1 + B g(\tau)^2].$$

(2.4)

$A$ represents the baseline of the correlation function and $B$ is the intercept of the correlation function $g$. For monodisperse solutions this function is an exponential decay according to

$$g(\tau) = e^{-2\Gamma \tau}$$

(2.5)

with $\Gamma = D q^2$. $D$ is the translational diffusion coefficient, $q$ the wave vector depending on the scattering angle ($\theta$), wavelength ($\lambda$) and refractive index of the medium ($n$):

$$q = (4\pi n / \lambda_0) \sin (\theta / 2).$$

The translational diffusion coefficient relates to the radius of the particle by the Stokes-Einstein equation assuming a spherical particle so that

$$R_{\text{hydrodynamic}} = \frac{k_B T}{6\pi \eta D},$$

(2.6)

where $k_B$ is Boltzmann’s constant, $T$ is the temperature, and $\eta$ is the viscosity of the medium.

**Figure 2.10: Autocorrelation-function for two differently sized particles.** The cumulant fit curve from sample solutions containing DPPS liposomes (r= 30 nm, blue) and silica particles (r=250 nm, red)
in which $k_B$ is the Boltzmann constant, $T$ the temperature, and $\eta$ the viscosity of the solution. Note that the assumption of Brownian motion also limits the particle sizes that can be analyzed with DLS measurements. If there is no random movement in the particles, i.e. because of sedimentation, the particles cannot be analyzed.

To describe the intensity-autocorrelation function applying eq. (2.4), two different fitting approaches can be used: the cumulant fit or the non-negative least square method. These approaches consider different sample properties and dispersion qualities. The cumulant fit uses a single exponential to obtain a mean radius and the standard deviation of the distribution, which is expressed in the polydispersity index, $PDI = (\sigma(r)/r)^2$. It is the best fit for describing monomodal modes. Figure 2.11 displays the correlation function with a cumulant fit and the derived size distribution for DOPS liposomes extruded through polycarbonate membranes with 100 nm pore sizes. We used the cumulant fit for all samples.

![Figure 2.11: Size extraction from DLS measurements.](image)

(a) The size is determined by fitting the beginning of the correlation data with a cumulant fit considering a monodisperse solution, here for DOPS liposomes in water extruded through 100 nm pores. Deviations from this fit become apparent in the width of the displayed distribution and are expressed in the PDI. (b) The extracted typical size distribution showing a very low PDI calculated from the fit in panel (a).

### 2.2.2 Calculation of the scattering efficiency $A$

In order to get a comparable value for the SHS or SFS intensity from different samples and to quantify for instance hydration effects, we normalized the intensity by the number of droplets ($N_d$) or liposomes ($N_{lip}$). For a monodisperse solution of droplets or liposomes that are smaller than $\sim 200$ nm in radius, the total scattered signal ($S$)
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from a solution with \( N_p \) particles that each scatter an intensity \( I(\theta) \) scales with

\[
S(\theta) = I(\theta)N_p \propto A(\theta)N_pR^6. \tag{2.7}
\]

The factor \( A(\theta) \) is the scattering efficiency and contains all the information about the surface response per droplet / liposome, independent of its size. Thus, if we want to compare the water response as a function of surface effects for a droplet or liposome we have to compute the following

\[
A(\theta) = \frac{S(\theta)}{N_pR^6} = I_{\text{norm}}(\theta, R). \tag{2.8}
\]

We use eq. (2.8) in chapter 5 and 6. When using such a correction, it is convenient to convert the particle distribution as displayed in Fig. 2.11b to a single size value correcting for the already low polydispersity. Correcting for the distribution it is convenient to replace the average radius \( R \) (Z-average) with an effective radius \( R_{\text{eff}} \). This procedure results in a more appropriate representation of the scattering efficiency \( A \), because it allows for a systematic error estimate of the size measurements. The conversion procedure to determine \( R_{\text{eff}} \) is described in the next section.

### 2.2.3 Calculation of an effective radius

All particles contribute in the same way to the overall intensity of any light scattering experiment in dilute conditions. Thus, we can use the DLS data to compute an effective radius that can be used in the analysis of SHS and SFS experiments with polydisperse samples. DLS uses the temporal autocorrelation of scattered light to measure an intensity-weighted particle size distribution histogram. The output of such a measurement is a (normalized) distribution \( D(R) \), which we use here to correct the SHS and SFS signal for variations in the droplet / liposome size distribution. In other words, we want to replace the total DLS intensity from a polydisperse distribution \( \sum_i I_i(R_i) \) by an intensity \( I_{\text{norm}}(\theta, R_{\text{eff}}) \) from a ‘monodisperse’ solution. The obtained effective radius can then be used to normalize the SH intensity according to Eq. 2.8. Explicitly, from Eq. 2.8, we have

\[
A(\theta) = \frac{\sum_i I_i(\theta)}{N_pR^6} = \frac{S(\theta)}{N_pR_{\text{eff}}^6} = I_{\text{norm}}(\theta) \tag{2.9}
\]

In the RGD limit, which is applicable here\(^{79}\), the intensity of scattered light in a DLS measurement also scales with \( R^6 \), so that

\[
D(R) = \frac{P(R)R^6}{\int P(R)R^6dR} \tag{2.10}
\]
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The particle size distribution $P(R)$ is a normalized probability distribution, such that $\int P(R)\,dR = 1$. We can calculate the particle size distribution from the DLS intensity-weighted distribution by

$$P(R) = \frac{D(R)}{R^6} / \int \frac{D(R)}{R^6} \,dR \quad (2.11)$$

Using the particle size distribution, we can calculate the effective radius for the liposomes using

$$R_{\text{eff, lip}} = \left[ \frac{\int P(R)\,R^6\,dR}{\int \frac{1}{2} P(R) \left( R^2 + (R - d)^2 \right) \,dR} \right]^{1/4} \quad (2.12)$$

in which the denominator takes into account that the altered radius also affects the number of lipids per liposome (i.e. size and number density are related). For droplets, we have the following expression

$$R_{\text{eff, oil}} = \left[ \frac{\int P(R)\,R^6\,dR}{\int P(R)\,R^3\,dR} \right]^{1/3} \quad (2.13)$$

in which the denominator is now representing a sphere rather than a hollow shell.

2.2.4 Electrophoretic measurements and the $\zeta$-potential

Any material that gets in contact with an aqueous solution will acquire charges. For colloidal solutions, this phenomenon can be crucial for the stability of the dispersion. According to the Derjaguin-Landau-Verwey-Overbeek (DLVO) theory, the stability depends on the trade-off between the short ranged attractive van-der-Waals-forces and the electrostatic repulsion generated by surface charges. Dispersions can be stabilized by two different means: Electrostatic stabilization or steric hindrance. Steric hindrance can be obtained by modifying the surface chemistry with bulky molecules, e.g. by polymer brushes. In this case, the distance between the particles remains larger than the effective range of the van-der-Waals force. Electrostatic hindrance originates from the surface charges of particles that result in repulsion of particles carrying surface charges of the same polarity. The acquisition of surface charges and thus the level of electrostatic interactions are highly dependent on the composition of the solution, i.e. pH, ionic strength, temperature and pressure. A convenient parameter to describe the stability of such solutions is the $\zeta$-potential, which is as sensitive to the composition of the solution as are the surface charges themselves.

The $\zeta$-potential is an electrokinetic potential representing not the material's bare surface charge but the ion atmosphere around a particle. Figure 2.12 sketches...
the interfacial ion distribution around a charged particle in an aqueous solution. The charges at the surface of the particles determine the distribution of ions in solution around these particles: Counterions are attracted whereas coions are repulsed from the interface. These interactions create an ion distribution that becomes more dilute with distance from the interface. This typical ion distribution is known as the electric double layer (EDL). Close to the interface, there is a build-up of counterions resulting in a very high density which becomes particularly evident at moderate and high salt concentrations (> 10mM). This region is labeled Stern layer in Fig. 2.12. With increasing distance the ion distribution becomes more homogeneous and the counterion concentration follows an exponential decay into the bulk. This region represents the diffuse layer.

Depending on the surface charge and ion concentration, a particle will move in the solution when an external electric field exerts a force on the particle. The direction and velocity of the particle’s movement depends on the sign and magnitude of the surface charges. While moving, the tightly bound ions at the particle interface will move with the particle, whereas shear forces prevail at a certain distance away from the interface. At this distance the diffusely attached ions will not be dragged along with the particle and remain behind. The distance at which the friction becomes bigger than the electrostatic interaction between ion and surface is the slipping plane, also known as the surface of hydrodynamic shear. The \( \zeta \)-potential is defined as the potential at this plane. It is, though, not feasible to determine the position of the slipping plane exactly. However, over the last decades it became popular to align the slipping plane with the Stern layer distance, which enables one to quantify the ion distribution, capacitance of the Stern layer, and the diffuse layer charges.

The \( \zeta \)-potential can be calculated by determining the electrophoretic mobility using Laser Doppler anemometry. Here the velocity of particles in solution are measured when accelerated by an externally applied electric dc-field. When an equilibrium between the accelerating forces and the viscous forces that oppose this movement is created, the velocity will be constant. The velocity of the samples is then determined analyzing the phase difference between the sample beam and a reference beam for a known electric field strength. The ratio between the velocity and the electric field strength is the electrophoretic mobility

\[
\mu_{el} = \frac{v}{E_{ext}} \tag{2.14}
\]

From the electrophoretic mobility the \( \zeta \)-potential can be calculated using the Henry equation

\[
\mu_{el} = \frac{2\epsilon \xi f (\kappa a)}{3\eta}, \tag{2.15}
\]
in which $\epsilon$, $\zeta$, $\eta$ and $f(\kappa a)$ are the dielectric constant, the $\zeta$-potential, the viscosity of the medium, and Henry’s function. $a$ is the radius of the particle. $\kappa$ is the Debye parameter (in SI units and $c$ in mol/l)\textsuperscript{127}

$$\kappa = \sqrt{\frac{2000e^2 N_A v z^2 c}{\epsilon_0 \epsilon_r k_B T}}$$

The solution to $f(\kappa a)$ is nonlinear. Therefore, $f(\kappa a)$ is usually approximated by the Smoluchowski or the Huckel solution. In the Smoluchowski approximation $f(\kappa a)$ the maximum value is 1.5, whereas in the Huckel approximation the minimum value is 1. Most samples are in between these margins without a simple solution. The Smoluchowski approximation is suitable for particle sizes $\sim$100 nm and Debye lengths ($\kappa^{-1}$) that are at the order and shorter than the particle radius. This is typically the case for aqueous solutions with moderate ionic strength ($> 100 \mu$M). We always used
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2.3.1 Lipids
The used lipids in this thesis vary in the headgroup structure, the length and saturation of the fatty acid tails, and the overall molecular dimensions. The headgroup structure enables the molecules to create intermolecular interactions via hydrogen-bonding and determines the lipid charge. Headgroup and structure of the fatty acid chains together define the occupied hydrated volume in the membrane. The used lipids vary in their length and saturation level. We use saturated and unsaturated lipids that affect the lipid packing, thickness and fluidity of the membranes. The studied lipids are listed in Fig. 2.13 and ordered according to their chain saturation, charge and hydrocarbon chain length. The abbreviations in Fig. 2.13 refer to: 1,2-dioleoyl-sn-glycero-3-phosphoethanolamine (DPPE), 1,2- dipalmitoyl-sn-glycero-3-phosphocholine (DPPC), 1,2- dipalmitoyl-sn-glycero-3-phosphate (DPPA), 1,2- dipalmitoyl-sn-glycero-3-phospho-L-serine (DPPS), 1,2-dioleoyl-sn-glycero-3-phosphocholine (DOPC) 1,2-dioleoyl-sn-glycero-3-phospho-L-serine (sodium salt) (DOPS) and 1,2-dioleoyl-sn-glycero-3-phospho-(1’-rac-glycerol) (sodium salt) (DOPG). For the sum-frequency studies in chapter 5, we also used deuterated DOPC and DPPS. Only the fatty acid chain in these two molecules (highlighted in blue) were substituted with deuterated carbons (CD2 and CD3). Thus, an artificial contrast for SFS measurements could be generated whereas the headgroup structures remained hydrogenated.

2.3.2 Liposome formation
Small unilamellar vesicles were prepared by extrusion according to Ref. [128, 129]. To create multilamellar vesicles, typically 3 mg lipid powder was dissolved in chloroform in a round-bottom glass tube. For liposomes composed of several lipids at a specific ratio, the respective lipids were weighted and diluted in chloroform. Then, volumes of each stock were mixed together using a glass syringe (Hamilton). Subsequently, the chloroform was evaporated with a gentle N2 gas stream under constant rotation of the tube. The glass tube was placed in a desiccator and the lipid film was further dried in vacuum (<100 mbar, created by an oil-free diaphragm pump) for at least 1.5 hours. Finally, the lipid film was re-suspended in 1ml H2O or D2O (99.8 %, Armar, > 2MΩ cm), respectively, and vortexed. To create unilamellar vesicles, the multilamellar vesicle solutions were extruded with a Minieextruder (AvantiPolarLipids, Al) using a polycarbonate membrane (Merck Millipore) with a pore diameter of typically 100 nm at room temperature (or above their respective lipid transition temperature). To obtain differently sized liposomes, extrusion was done with polycarbonate membranes having pore sizes of 30 nm, 50 nm, or 200 nm, respectively. The solution was pressed
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![Molecular structures of used phospholipids](image)

**Figure 2.13: Molecular structures of used phospholipids.** For the formation of liposomes and lipid droplets, we used diverse zwitterionic and anionic lipids that vary in their headgroup structure, their length (14-18 C atoms) and their rotational freedom of the hydrocarbon chains. The presence of a C-C double bond (unsaturated) limits the tilt angle of the hydrocarbon chains and leads to a less dense packing. For chapter 5 we also used deuterated versions of DOPC and DPPS. In this case the hydrocarbon chains highlighted in blue were substituted with deuterated carbon chains leaving the headgroup unmodified.

51 times through the membrane to obtain unilamellar vesicles. The temperature of the solution was always kept above the transition temperature of the lipids during this process. Unilamellar vesicles were stored in closed containers up to 2 weeks at 4 °C under an N₂-gas atmosphere. The liposome stock solutions were diluted with respective amounts of water or electrolyte containing solutions prior to the measurements. The size and ζ-potential distribution of the liposomes were measured with DLS and electrophoretic measurements at 24 °C (Malvern ZS nanosizer). To determine the size distribution of the vesicles, three subsequent measurements, each 11
runs, were averaged. To determine the $\zeta$-potential of the vesicles three subsequent measurements, each 75 runs at automated voltage, were averaged. The final lipid concentration was determined using a calorimetric phosphorus assay, a by now well established quantification method of phospholipid content (see Ref. [130]). A detailed protocol can be found in Ref. [131]. The concentration of the lipids in the sample was 0.5 mg lipids/ml (w/w) for DLS, $\zeta$-potential measurements, and SHS experiments.

### 2.3.3 Determination of total phosphorus content

The lipid concentration of the liposome stocks may be different from the theoretically calculated concentration because of various experimental influences:

1. The weighted quantity may vary because of systematic errors. It is also rather likely to lose lipids during the handling when transferring liquids to different vials.

2. The relatively rapid evaporation of chloroform in ambient conditions can bias the stock concentration as well.

3. During the extrusion process part of the lipids may get stuck in the polycarbonate filter membrane depending on pore size and lipid chemistry.

Hence, to verify the lipid concentration of the final liposome solution, we indirectly quantified the phosphate content of the samples with a colorimetric assay. All used lipids were phospholipids so that the amount of phosphate is directly proportional to the number of lipid molecules. The combination of phosphate ions with ammonium molybdate results in a phospho-molybdate complex that fluoresces blue. In order to create phosphate ions, the lipids need to be digested so that all organic content vanishes. The complex formation happens under acidic conditions and in the presence of ascorbic acid to prevent oxidization of the formed complex. Analyzing the light absorbance at a specific wavelength, here 800 nm, with a UV-VIS spectrometer from standards and sample solutions, the respective amount of phosphate can be determined. A detailed protocol including all necessary steps can be found in Ref. [131].

### 2.3.4 pH stability of aqueous solutions over time

As stated in the previous section, we stored the liposome solution for several days in screw-cap vials. Over this duration, the pH of the solution may change due to CO$_2$ absorption. Such pH change may lead to a difference in the ionization of the lipids and the surface chemistry, which could have severe impacts on the drawn conclusions. To quantify the degree of pH change, we measured the pH as a function of time of nanopure water with 10 μM NaCl in closed screw-cap vials (~20ml volume)
and in contact with a N₂ atmosphere over the duration of 7 consecutive days with a
commercial pH meter (HI5255, Hanna Inst.). Typical liposome stock solutions as used
in this work have at least 10 μM ionic strength. Figure 2.14 shows the recorded data for
the aqueous samples. Data points are averages of 3 measurements of a single vial with
the error bar representing the standard deviation. In open vials the pH value drops to
pH ~ 5.8 (*not shown*). In closed vials the pH remains almost constant over 1 week, and
biasing effects can be neglected. We will see further evidence for stable pH values in
chapter 6.

![Figure 2.14: The pH stability of aqueous solutions over time. pH was measured in 10 μM NaCl solutions that were stored in closed screw-cap vials in contact with an N₂ atmosphere. Courtesy of H. Okur.](image)
3 Modulation of second harmonic and sum-frequency generation from aqueous interfaces by interference

The interfacial region of aqueous systems, also known as the electrical double layer, can be characterized on the molecular level with second harmonic and sum frequency generation (SHG/SFG). SHG and SFG are surface specific methods for centrosymmetric isotropic liquids. In this chapter, we model the SHG/SFG intensity in reflection, transmission and scattering geometry taking into account the spatial variation of all optical and electric fields. We show that, in the presence of a surface electrostatic field, interference effects that originate from differently oriented water molecules on a length scale over which the potential decays, can strongly modify the probing depth as well as the expected intensity at ionic strengths $< 10^{-3} \text{ M}$. For reflection experiments this interference phenomenon leads to a significant reduction of the SHG/SFG intensity. In transmission mode experiments from aqueous interfaces this phenomenon is present, but barely affects the measurement. For SHG/SFG scattering experiments this same interference leads to a change in intensity and to different scattering patterns, which can be independently described.
3.1 Introduction

Ions modify the structure and dynamics of water. In contact with an interfacial region, ions change the physical, chemical, electrostatic and biochemical properties of a material. Quantifying the molecular properties of the electrical double layer (EDL), which consist of the interface itself as well as the diffuse EDL (DDL), is important for many processes in biology and chemistry. Many methods exist for this purpose: employing electrokinetic mobility, scattered or reflected, visible or X-ray photons and neutrons, vibrational spectroscopy, photoelectron spectroscopy, and nonlinear optical methods, such as second harmonic and sum-frequency generation (SHG/SFG). What all of these methods have in common, and what considerably complicates the interpretation of data and the formulation of a consistent molecular level picture of the EDL, is that the interfacial region and its thickness can be chosen in different ways. The interfacial thickness typically depends on the sensitivity, the background, and penetration depth of the method. SHG and SFG are background free methods and thus the probing depth depends on the requirement of spatial non-centrosymmetry of the material: Typically, the definition of the interface is the region where centrosymmetry is broken, provided that it is located between isotropic media. SHG and SFG are thus ideal methods for probing molecular level details of the aqueous interface, which one normally considers to be only a few molecular dimensions thick (see Refs. [84, 86, 96, 134, 141] for excellent reviews). However, when there is an (electrolyte dependent) electrostatic field in the interfacial region, water molecules in the EDL reorient (even if they are isotropically distributed in absence of an electrostatic field). The reorientation results in a small amount of centrosymmetry breaking, leading to an additional contribution to the nonlinear optical response. Consequently, the probed, interfacial thickness changes in the experiment. At the same time, the optical beams vary in phase as they propagate in the aqueous phase, which may result in interference effects with the spatially varying electrostatic field. Does this influence the probing depth and does it depend on electrolyte concentration? Can we still assume that we probe only the first few molecular diameters at the interface? Interpreting SHG and SFG data, we need to take these factors into account.

In this chapter, we consider these questions, following the trend set by various previous studies. We take into account the ionic strength range from $10^{-7}$ to 10 M and derive a theoretical expression for the SHG/SFG response. We calculate the SHG and SFG response from an aqueous planar interface in reflection and transmission geometry and an aqueous colloidal interface in scattering geometry. Based on our findings, it turns out that the probing depth into the bulk solution varies with ionic strength and that, in certain experimental conditions, the probing depth can be as deep as 1 μm. Within this 1 μm thick region, interference effects...
between photons, which are generated at different distances away from the Gibbs dividing surface of the interface, alter the expected intensity considerably. For reflection mode experiments this may result in a significantly lower intensity at low ionic strengths than what one would expect. Furthermore, the interference effect at low ionic strengths effectively reduces the probing depth to a distance that is—in the limit of an infinite Debye length—similar to the probed, interfacial region in the absence of an electrostatic field. For transmission experiments this effect has barely an influence. For nonresonant angle-resolved scattering\textsuperscript{106,113,150} experiments, the contribution from the diffuse EDL increases the intensity and modifies the angle-specific scattering leading to different scattering patterns, which give us the opportunity to separate the surface signal from that of the DDL.

In the first part of this chapter, we describe reflection and transmission mode experiments considering a theoretical background in the most general way (applicable to sum-frequency generation) to which we add the expected changes when interference occurs. We then describe the result related to the probing depth and make a comparison to previous reflection mode studies in the literature. In the second part of this chapter, we describe the theoretical background (using the Rayleigh-Gans-Debye approximation) for second harmonic and sum-frequency scattering (SHS/SFS), adapt the formalism to incorporate scattering from the DDL, and examine the probing depth. Finally, we compare reflection, transmission and scattering experiments.

\section{3.2 Results & Discussion}

\subsection{3.2.1 SHG/ SFG in reflection mode}

\textbf{Theoretical background.} In the electric-dipole approximation\textsuperscript{151} in an SFG process two optical fields

\[ E_1(\omega_1) = E_1(\omega_1, k_1)u_1 = E_1(\omega_1)e^{-i(\omega_1 t - k_1 r)}u_1 \]

\[ E_2(\omega_2) = E_2(\omega_2, k_2)u_2 = E_2(\omega_2)e^{-i(\omega_2 t - k_2 r)}u_2 \]

with wave vectors and frequencies $k_1, \omega_1$ and $k_2, \omega_2$ interact with an interface that is characterized by a surface second-order susceptibility $\chi_s^{(2)}(\omega_0 = \omega_1 + \omega_2)$. For SHG $\omega_1 = \omega_2$ and $k_1 = k_2$. The second-order nonlinear optical polarization $P^{(2)}(\omega_0)$ that results from the interaction of the beams with surface is

\[ P^{(2)}(\omega_0) = \varepsilon_0 \chi_s^{(2)} : E_1(\omega_1)E_2(\omega_2). \] (3.1)

$\chi_s^{(2)}$ is the surface susceptibility, a macroscopic property of the material. The magnitude of the surface susceptibility depends on the molecular hyperpolarizability $\beta^{(2)}$ of the interfacial molecules and their respective degree of ordering in the interfacial...
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region. In a label-free nonresonant SHG experiments, the $\beta^{(2)}$ of water molecules are responsible for the signal, because of their strong dipole moment. The degree of molecular orientation at the surface is contained in the susceptibility value. The molecular orientation can be transformed to a surface response by transforming $\beta^{(2)}$ to $\chi^{(2)}_s$ using a rotation around the molecular symmetry axis, an angular tilt ($\phi$) and a rotation around the interface normal ($\psi$). However, assuming interfacial isotropy, the rotations become redundant so that only the molecular tilt perpendicular to the interface determines the respective $\chi^{(2)}_s$ elements. For the following derivation and implementation of interference effects as well as to highlight the overall signal sensitivity, we do not require the mathematical description of this transformation nor a molecular level picture. Hence, we skip this description here, but, for completeness, we give the required expressions in the Appendix (8.1) according to Ref. [122].

The ordering of interfacial molecules can also be affected by surface charges and ions in solution that generate an electrostatic field in addition to the optical fields. We have to consider this E-field by implementing an additional interaction term in the nonlinear polarization. For a reflection mode experiment with the interface placed at $z = 0$ (Fig. 3.1a), we thus have $E(\omega = 0, z) = E_{dc}(z) = -\nabla \Phi(z)$ and the nonlinear polarization becomes

$$P_{NL}(\omega_0) = P^{(2)}(\omega_0) + P^{(3)}(\omega_0) + \ldots, \text{ with}$$

$$P^{(3)}(\omega_0) = \int_0^{+\infty} P^{(3)}(\omega_0, z) dz \text{ and}$$

$$P^{(3)}(\omega_0, z) = \epsilon_0 \chi^{(3)'} E_1(\omega_1) E_2(\omega_2) E_{dc}(z). \quad (3.2)$$

Here, $\chi^{(3)'}$ is an effective third-order susceptibility tensor. $\chi^{(3)'}$ represents all processes that lead to emission at $\omega_0$ and that require an interaction with $E_{dc}(z)$. In label-free experiments, this includes $E_{dc}$-oriented water molecules at the interface and in the bulk solution ($\beta^{(2)}$) as well as a pure third-order interaction that is mediated by the isotropic third-order susceptibility of bulk water $\chi^{(3)}_b$ (originating from the molecular third-order polarizability $\beta^{(3)}$). $P^{(3)}(\omega_0, z)$ is a function of $z$ because the electrostatic field changes in the direction perpendicular to the interface. The total $P^{(3)}(\omega_0)$ polarization is obtained by an integration over $z$. Assuming isotropy in the $x$ and $y$ directions the amplitude of $P^{(3)}(\omega_0)$ becomes

$$P^{(3)}(\omega_0) = \epsilon_0 \int_0^{+\infty} \chi^{(3)'}(\omega_1, k_1) E_1(\omega_1) E_2(\omega_2, k_2) E_{dc}(z) dz \quad (3.3)$$
Integrating, one obtains

\[ P^{(3)}(\omega_0) \propto \chi^{(3)'} E_1(\omega_1, k_1) E_2(\omega_2, k_2) \int_0^{+\infty} E_{dc}(z) dz \]

in which \( \Phi_0 \) represents the surface potential. The surface potential of an object in solution with the surface at \( R \) is:

\[ \Phi_0 = - \int_0^{R} E_{dc}(r) dr \]

where \( r \) indicates the distance away from the interface and \( E_{dc} \) is the total electrostatic field that emerges from all possible sources of charges in solution.\(^{154}\)

**Interference and the DDL at planar interfaces.** Provided one knows the relationship between \( \Phi_0 \), the ionic strength \( (c) \) and the surface charge, Eq. (3.4) allows to estimate the surface potential \( \Phi_0 \) by the Eisenthal \( \chi^{(3)} \)-method, utilizing a reflection mode SHG experiment as sketched in Fig. 3.1a,\(^{95,103,141}\) with \( \omega_1 = \omega_2 \) and \( k_1 = k_2 \). Eq. (3.4) assumes that the optical fields are independent of \( z \), meaning that the phases of the incoming and returning fields do not change in the region where \( E_{dc} \) is nonzero. We can validate this assumption by comparing the \( z \)-dependent decay of the electrostatic potential \( \Phi(z) \) to the phase change of the generated SHG/ SFG field originating from different \( z \)-planes. For a planar surface with an electrostatic potential that decays as \( e^{-\kappa z} \), in which \( \kappa^{-1} \) is the Debye length, the potential has decayed to 2% of its maximum value at \( z = 4\kappa^{-1} \) (Fig. 3.1b). The wave vector mismatch for SHG/ SFG photons generated at different probing depth is\(^{155}\)

\[ \Delta k_z = |k_{1z} + k_{2z} - k_{0z}| = k_{1z} + k_{2z} + k_{0z} \text{ with } k_{iz} = \frac{\omega_i}{c} \sqrt{n(\omega_i)^2 - \sin(\theta_i)^2}, \]

in which \( n(\omega_i) \) is the refractive index of the media and \( \theta_i \) is the angle between the incoming \( k_i \)-vector and the surface normal in air for each beam \( i \) (sketched in Fig. 3.1a). In an experiment performed at the air/water interface with \( \theta_{1,2} = 45^\circ, \lambda_1 = \lambda_2 = 800 \text{ nm} \), the phase of the generated SHG beam changes by \( \pi \) at a distance \( z = 88 \text{ nm} \) (\( \pi \Delta k_z^{-1} = 88 \text{ nm} \), the black line in Fig. 3.1b). Thus, at ionic strengths for which \( E_{dc} \) is insufficiently screened so that it is still present beyond \( \pi \Delta k_z^{-1} \), we can expect that Eq. (3.4) becomes invalid. To take this fact into account, we have to incorporate a \( z \)-dependence in the optical beams of Eq. (3.3) at certain ionic strengths. From Fig. 3.1b, we can estimate that this will be the case if \( c \leq 10^{-3} \text{ M} \) assuming a monovalent electrolyte. Correcting for the \( z \)-dependence, we need to change (3.3) accordingly into

\[ P^{(3)}(\omega_0) = \epsilon_0 \int_0^{+\infty} \chi^{(3)'} E_1(\omega_1, k_1) E_2(\omega_2, k_2) E_{dc}(z) e^{i\Delta k_z z} dz, \]
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Figure 3.1: (a) Illustration of an SFG reflection experiment at the air/water interface. Arrows $k_1$, $k_2$, and $k_0$ refer to the visible, IR, and sum-frequency beams that can interact at various $z$-planes. The dashed arrows refer to their projection along the $z$-axis, and the relevant phase difference. $\Delta k_z$ is also illustrated. For collinear SHG $k_1 = k_2$ and $\omega_1 = \omega_2$. (b) Exponentially decaying electrostatic potentials of the form $\Phi(z) = \Phi_0 e^{-\kappa z}$ for ionic strengths of (red) $10^{-7}$, (orange) $10^{-6}$, (yellow) $10^{-5}$, (green) $10^{-4}$, (cyan) $10^{-3}$, (blue) $10^{-2}$ M. The black line indicates the distance $z = 88$ nm at which, in the current geometry, $\Delta k_z z = \pi$.

which is identical to

$$P^{(3)}(\omega_0) = \varepsilon_0 \chi^{(3)'} E_1(\omega_1) E_2(\omega_2) \int_0^{+\infty} \left( -\frac{d}{dz} \Phi(z) \right) e^{i\Delta k_z z} dz$$

(3.7)

using $E_{dc}(z) = -\frac{d}{dz} \Phi(z)$. Integration by parts of the integral in Eq. (3.7) returns the following expression

$$P^{(3)}(\omega_0) = \varepsilon_0 \chi^{(3)'} E_1(\omega_1) E_2(\omega_2) \left( \Phi_0 + i\Delta k_z \int_0^{+\infty} \Phi(z) e^{i\Delta k_z z} dz \right).$$

(3.8)

To evaluate the expression in Eq. (3.8), we need an analytical expression for $\Phi(z)$ in the second term. We can use for $\Phi(z)$ the DDL equation $\Phi(z) = \Phi_0 e^{-\kappa z}$ without loss of generality because this part in eq. (3.8) only contributes to the expression several nanometers away from the interface. This also means that the integral in Eq. (3.8) does not contribute to the polarization at ionic strengths $> 10^{-2}$ M. Thus, above this ionic strength, the result will not depend on the functional form chosen to describe $\Phi(z)$. Note that, as the integral in Eq. (3.8) does not contribute to the outcome of the expression beyond several nanometers, an explicit incorporation of a Stern layer would not result in very different intensities. Substituting the diffuse double layer equation and integrating, we obtain

$$P^{(3)}(\omega_0) = \varepsilon_0 \chi^{(3)'} E_1(\omega_1) E_2(\omega_2) \Phi_0 \frac{\kappa}{\kappa - i\Delta k_z}$$

$$= \varepsilon_0 \chi^{(3)'} E_1(\omega_1) E_2(\omega_2) \Phi_0 f_3(\kappa, \Delta k_z).$$

(3.9)
Finally, the emitted intensity is
\[
I(\omega_0) \propto \left| P^{(2)}(\omega_0) + P^{(3)}(\omega_0) \right|^2 \tag{3.10a}
\]
\[
I(\omega_0) \propto I_1(\omega_1) I_2(\omega_2) \left| \chi^{(2)}_s + \chi^{(3)}_s' \Phi_0 \frac{\kappa}{\kappa - i \Delta k_z} \right|^2 \tag{3.10b}
\]

One still needs to insert the appropriate tensor elements for \(\chi^{(2)}_s\) and \(\chi^{(3)}_s'\), and the respective Fresnel coefficients that depend on the used polarization combination, the materials, and the optical geometry in order to utilize Eq. (3.10b).\(^{156}\) Also, note that we considered in this derivation \(\chi^{(2)}_s\) to be constant, which means that we do not take any chemical surface changes into account.

Figure 3.2: Calculated SHG intensity (left axis) as a function of ionic strength considering (blue line) only \(\chi^{(2)}_s\), using Eqs. (3.1) and (3.10a), (green line) \(\chi^{(2)}_s\) and \(\chi^{(3)}_s'\) contribution, using Eqs. (3.4) and (3.10a), and (red line) both effects together with the interference term \(f_3(\kappa, \Delta k_z)\) using Eq. (3.10b). The magnitude of the correction factor \(f_3(\kappa, \Delta k_z)\) (grey line) is also shown as a function of ionic strength (right axis). We used the following parameters: \(|\chi^{(2)}_s| = 1, |\chi^{(3)}_s'| = -1, \theta_1 = \theta_2 = 45^\circ, \lambda_1 = \lambda_2 = 800\,\text{nm}, n_{\text{air}} = 1, n_{H_2O(800\,\text{nm})} = 1.33,\) and \(n_{H_2O(400\,\text{nm})} = 1.34.\) The dotted (dashed) line correspond to curves calculated for \(\theta_1 = \theta_2 = 10^\circ (\theta_1 = \theta_2 = 80^\circ).\) The \(|\chi^{(2)}_s| = 1, |\chi^{(3)}_s'| = -1\) values also take into account the Fresnel factors. \(|\chi^{(2)}_s|\) and \(|\chi^{(3)}_s'|\) were taken from published data of air-water interfaces.\(^{93,157–159}\)

Figure 3.2 shows the magnitude of the correction term \(f_3(\kappa, \Delta k_z) = \frac{\kappa}{\kappa - i \Delta k_z}\) for a collinear \(k_1=k_2\) SHG reflection experiment (right axis) using \(\lambda_1 = \lambda_2 = 800\,\text{nm}, \theta_{1,2} = \theta_0 = 45^\circ, |\chi^{(2)}_s| = 1,\) and \(|\chi^{(3)}_s'| = -1,\) which are values close to derived numbers from published experiments.\(^{93,157–159}\) Since \(\Phi_0\) typically depends on the ionic strength, we use for illustration purposes only\(^{67}\) \(\Phi_0 = \frac{2k_B T}{\gamma} \sinh^{-1}\left(\frac{\sigma}{\sqrt{8000k_B T N_A e c_0 e_r}}\right)\) for a 1:1 elec-
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trolyte with a surface charge density $\sigma = -0.05 \text{ Cm}^{-2}$. For $c > 10^{-3}$ M, $\kappa^{-1} \gg \Delta k_z^{-1}$ and $f_3(\kappa, \Delta k_z)$ approaches the value 1, in agreement with Eq. (3.4). Figure 3.2 also displays the calculated emitted SHG intensity (left axis) considering three relevant functions:

1. the potential independent $\chi_s^{(2)}$ intensity according to Eqs. (3.1) and (3.10a) (blue line),
2. the intensity originating from both the $\chi_s^{(2)}$ and $\chi_s^{(3)'}$ contribution according to Eqs. (3.1) and (3.10a) (green line), and
3. the intensity originating from both the $\chi_s^{(2)}$ and $\chi_s^{(3)'}$ contribution excited with optical fields that vary along the $z$-direction (Eq. (3.10b)).

For the calculation of the SH intensity, we approximated $\chi_s^{(2)}$ from Refs. [93, 157–159], which deal with nonresonant SHG from air/water interfaces. The $\chi_s^{(2)}$ contribution (blue line) to the total intensity, which neglects possible electrostatic field induced reorientation of interfacial water molecules, does not depend on the ionic strength as it does not depend on $\Phi_0$. The combined $z$-independent $\chi_s^{(2)}$ and $\chi_s^{(3)'}$ contribution (green line) strongly depends on the ionic strength and keeps increasing as the ionic strength is lowered. When we consider the $z$-dependence of all fields (Eq. 9b, red line), the intensity does not increase below $\sim 10^{-3}$ M, but drops back to the level of the $\chi_s^{(2)}$-only contribution.

**Probing depth.** We can explain the trend of the red line in Fig. 3.2 considering the following effects: At ionic strengths $> 10^{-1}$ M, $\chi_s^{(2)}$ is mainly responsible for the SHG signal as $4\kappa^{-1}$ involves only a few layers of water molecules, and the effect of reorientation by an electrostatic field is generally smaller than other effects. Decreasing the ionic strength from $10^{-1}$ to $10^{-3}$ M, the electrostatic field affects more water molecules by penetrating deeper into the bulk (up to a distance of $4\kappa^{-1} \approx 36$ nm, involving $\sim 120$ layers of water molecules). This increase in probing depth increases the SHG signal (by $\sim 35\%$ for the case of susceptibility elements with equal magnitudes plotted in Fig. 3.2). Between $10^{-3}$ and $10^{-4}$ M, $4\kappa^{-1} \approx \pi \Delta k_z^{-1}$. Below $10^{-4}$ M, $4\kappa^{-1} \gg \pi \Delta k_z^{-1}$. SHG photons are generated at different $z$-planes within the $4\kappa^{-1}$ region, that may extend up to $\sim 4000$ nm at $10^{-7}$ M, involving 13000 ‘layers’ of water molecules. The interferences of the reflected SHG photons generated at the different planes is, however, destructive and reduces the SHG intensity even though the probing depth is increased. Once $\kappa^{-1} \gg \Delta k_z^{-1}$ (or $\kappa \ll \Delta k_z$), there is complete destructive interference and there remains only the $\chi_s^{(2)}$ contribution to the intensity. Thus, although the probing depth may be very deep, the destructive nature of the interference brings back the interfacial specificity. We will see that this is a purely geometrical effect when we consider transmission experiments and scattering experiments from a particle.
Comparison to existing literature. The above mentioned analysis has significant consequences for the interfacial description. Many SFG studies that aimed at probing the EDL as a function of ionic strength or pH (see e.g. the overviews of Refs. [161–164]) generally employ only the framework of Eqs. (3.4) and (3.10a). These studies often report that adding an electrolyte (or changing the pH) causes a big increase in the intensity compared to an electrolyte-free condition. The authors interpret the different response to originate from a large free energy for ionic absorption. However, Fig. 3.2 shows that, if one relies on an interpretation that is based on Eqs. (3.4) and (3.10a), the expected ion induced change will be much larger than the change obtained by Eq. (3.10b). Actually, the green curve in Fig. 3.2 highlights the fact that increasing the ionic strength from $10^{-7}$ to $10^1$ M results in a decrease in the intensity by a factor of 2. According to the red curve, however, the intensities at $10^{-7}$ and $10^1$ M are approximately identical (although for different reasons). This effectively implies that, when we correct for interference, ions are not nearly as strongly surface specific as expected. The described behavior can very well explain the SHG intensity change observed by the Geiger lab\textsuperscript{165} at the fused silica/water interface as a function of electrolyte concentration (NaCl). This study reports an electrolyte dependent intensity that closely resembles the red line in Fig. 3.2. Rather than requiring ion adsorption or surface modification at very low ionic strengths, the SH intensity reports on the interference between photons generated in the bulk of the diffuse EDL and the surface structure. Also, the dependence of the SFG intensity on ionic strength measured at the fused silica/water interface reported by the Hore lab\textsuperscript{146} deviates strongly from the behavior expected on the basis of Eq. (3.4). Instead of a sharply increasing intensity with low ionic strength, the data levels off at ionic strengths $< 0.7$ mM and shows similarities to the data in Fig. 3.2. Although the interpretation here is similar to the interpretation of Ref. [146] for $c > 10^{-3}$ M, it is different for $c < 10^{-3}$ M: The probing depth is not limited by the coherence length. Rather, in the case of a decaying electrostatic field, $\chi(3)^{3'}$ is $z$-dependent and will continue contributing over distances beyond the coherence length. The $z$-dependence effectively increases the $\chi(3)^{3'}$ contribution and would modify the presented solution in Ref. [146] with one that does not require a concentration dependence of the bulk $\beta^{(3)}$ or $\beta^{(2)}$ term and a smaller adjustment in the $\chi_s^{(2)}$ contribution. It is also worth noting that a correction in the charge density may have been needed as we took this value from the literature and did not measure it.

Another set of studies in Refs. [144, 166, 167] reports on an increase in the resonant SFG intensity as a function of increasing pH on the octadecyltrichlorosilane (OTS)/water interface\textsuperscript{144,167} and the PDMS/water interface.\textsuperscript{166} The authors\textsuperscript{144} concluded that hydroxide ions have unusually high surface affinities for hydrophobic interfaces because they observed an increase in intensity. Based on this interpretation,
they calculated a free energy of absorption of 45 kJ/mol (18 kT). Changing the pH from 7 to 14 or 11, the SFG intensity peaks at pH 10/11, i.e. at an ionic strength of $10^{-4}$ or $10^{-3}$ M. This peak corresponds to the trend plotted in Fig. 3.2. It is therefore probably more meaningful to explain the strong pH dependence as mainly originating from interference, instead of by the adsorption of OH$^-$ ions. In favor for the here presented interference interpretation are two other arguments: First, many experimental and theoretical studies have considered the possible surface propensity of hydroxide ions; the majority of these studies did not find a large surface affinity of OH$^-$ ions (reviewed in Ref. [168]). Second, Tian et al. report in the same work a similar trend also for NaCl (although this is limited only to ionic strengths up to $\sim 30 \mu$M, which would correspond to a pH of $\sim 9.5$).

The underlying concept and idea to the here presented derivations were present in an internal report of the laboratory already in 2009. Some of the ideas that led to the exact analytical expressions as stated in here appeared in part since then. However, these concepts were mainly dismissed in literature and unfortunately not considered in the interpretation of most of the data. The full description, as given in here, was recently applied to verify the phase relationships of only the aqueous phase with the orientation of the $\alpha$-quartz surfaces using reflection SHG.

### 3.2.2 SHG/ SFG in transmission mode

Next, we consider briefly the case for a transmission mode geometry. The treatment for SHG and SFG in transmission geometry follows closely the one in reflection geometry, and Eqs. (3.1)-(3.10b) are still valid. The fundamental difference is in the expression for $\Delta k_z$. In transmission geometry and away from resonances

$$\Delta k_z = |k_1z + k_2z - k_0z| = k_{1z} + k_{2z} - k_{0z}, \quad (3.11)$$

which returns bigger values for $\Delta k_z^{-1}$ compared to the reflection geometry in Eq. (3.5). Using for the transmission geometry the same incident parameters as for the reflection geometry - namely, a collinear illumination ($k_1 = k_2$) with $\lambda_1 = \lambda_2 = 800 \text{ nm}$, $\theta_{1,2} = 45^\circ$, $n_{\text{H}_2\text{O}}(800 \text{ nm})=1.33$, and $n_{\text{H}_2\text{O}}(400 \text{ nm})=1.34$ - we obtain $\Delta k_z^{-1} \approx 5.4 \mu$m. Hence, using transmission geometry and a 1:1 electrolyte we would theoretically need an ionic strength $c < 1.7 \times 10^{-12}$ M in order to have $4\kappa^{-1} > \pi \Delta k_z^{-1}$. This means that in the whole experimentally accessible range $|f_3(\kappa, \Delta k_z)|$ tends to be unity. In other words, Eq. (3.4) provides a good description of SHG/ SFG in transmission geometry at any ionic strengths. For a direct comparison, Fig. 3.3 shows both $|f_3(\kappa, \Delta k_z)|$ contributions as calculated in transmission geometry (left axis) as well as in reflection geometry (right axis, same as Fig. 3.2) as a function of the ionic strength. The two sketches below the graph indicate the main difference between the two geometries and the resulting $\Delta k_z$ depending on the point of observation (compare Eqs. (3.11) and (3.5)). Note, though,
that we are not aware of anyone ever conducting transmission experiments.

$$\Delta k_z$$

**Figure 3.3:** \( |f_3(\kappa, \Delta k_z)| \) in transmission geometry (blue continuous curve, left axis) and reflection geometry (gray continuous curve, right axis), as a function of ionic strength. We used the following input values: \( \theta_1 = \theta_2 = 45^\circ, \lambda_1 = \lambda_2 = 800 \text{ nm}, \) \( n_{air} = 1, n_{H_2O(800 \text{ nm})} = 1.33, \) and \( n_{H_2O(400 \text{ nm})} = 1.34. \) The dotted (dashed) line corresponds to curves calculated for \( \theta_1 = \theta_2 = 10^\circ \) (\( \theta_1 = \theta_2 = 80^\circ \)). The sketches highlight the different coherence length for transmission and reflection geometry and the therefore affected impact of the \( f_3 \) contribution.

### 3.2.3 SHG/ SFG in scattering mode

**Theoretical background.** The previous considerations are equally important for the analysis of the EDL of particles, droplets, vesicles and other colloids in aqueous solution. We start with developing the formalism to describe SFS and SHS. We anticipate that a different geometry will lead to expressions that differ from the ones derived for transmission and reflection geometry (Eqs. (3.9) and (3.10b)). Figure 3.4 shows the top view of a SF scattering experiment. Here \( \theta \) is the scattering angle, which is the angle between the wave vector of the scattered (detected) light, \( k_0 \), and the sum of the incoming wavevectors \( k_1 \) and \( k_2 \). Figure 3.4a also displays the definition of the opening angles \( \alpha \) and \( \beta \) for the two incoming beams.

The scattering wave vector \( q \) is defined as \( q \equiv k_0 - (k_1 + k_2) \). For collinear SHS, \( k_1 = k_2 \) and \( \omega_1 = \omega_2 \). As shown previously, in absence of surface charges, the
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Figure 3.4: Sketch of the SFS/SHS scattering geometry, top view. P polarized light oscillates in the x-z (scattering) plane, whereas S polarized light oscillates in the y direction.

scattered SH intensity is given by

\[ I(\omega_0) = 2n(\omega_0) \sqrt{\frac{\varepsilon_0}{\mu_0}} |E(\omega_0)|^2 \]  \tag{3.12}

in which \( n(\omega_0), \varepsilon_0, \mu_0 \) are the refractive index, vacuum permittivity and permeability, respectively. The amplitude of the scattered SF/SH field \( E_{ijk}(\omega_0) \) from a sphere can be expressed as

\[
E_{ppp}(\omega_0) = \frac{ick^2}{2\pi |\hat{r}| |\hat{I}|} \frac{e^{ik_0 r_0}}{r_0} E_1(\omega_1)E_2(\omega_2) \left[ \cos\left(\frac{\theta}{2}\right) \cos\left(\frac{\theta}{2} - \alpha\right) \cos\left(\frac{\theta}{2} - \alpha + \beta\right) \right] \Gamma_{1}^{(2)} \\
+ \cos(\theta - \alpha + \beta) E_{ssp} + \cos(\theta - \alpha) E_{sps} + \cos(\beta) E_{pss} \tag{3.13}
\]

\[
E_{ssp}(\omega_0) = \frac{ick^2}{2\pi |\hat{r}| |\hat{I}|} \frac{e^{ik_0 r_0}}{r_0} E_1(\omega_1)E_2(\omega_2) \cos\left(\frac{\theta}{2} - \alpha\right) \Gamma_{2}^{(2)}
\]

\[
E_{sps}(\omega_0) = \frac{ick^2}{2\pi |\hat{r}| |\hat{I}|} \frac{e^{ik_0 r_0}}{r_0} E_1(\omega_1)E_2(\omega_2) \cos\left(\frac{\theta}{2} - \alpha + \beta\right) \Gamma_{3}^{(2)}
\]

\[
E_{pss}(\omega_0) = \frac{ick^2}{2\pi |\hat{r}| |\hat{I}|} \frac{e^{ik_0 r_0}}{r_0} E_1(\omega_1)E_2(\omega_2) \cos\left(\frac{\theta}{2}\right) \Gamma_{4}^{(2)}
\]

in which \( i, j, k \) refer to the polarization state (S or P, see 2.1.1 for a definition) of the SF, visible and IR beams, respectively. The product \(|\hat{r}| |\hat{I}|\) is a unit vector product of a distance and current and is needed to preserve the (S.I.)-units of Eq. (3.13). \( c \) is the speed of light. \( \Gamma_{ij}^{(2)} \) is the effective particle surface second-order susceptibility, which is defined as \( \Gamma_{ij}^{(2)} = \sum_{abc} \int_{\Omega} T_{ia}T_{jb}T_{kc} \chi_{s,abc}^{(2)} e^{i\mathbf{q}\cdot\mathbf{r}} d\Omega \). Here, \( \mathbf{r} \) is a point on the particle surface and the integration is performed over the entire surface \( \Omega \) of the particle. \( \Gamma_{ij}^{(2)} \) thus captures the combined symmetry of the spherical scatterer and interacting...
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electromagnetic fields. The definition of $\Gamma^{(2)}_i$, with $i=1\ldots4$ is

$$
\Gamma^{(2)}_1 = \Gamma^{(2)}_{\perp \perp} - \Gamma^{(2)}_{\perp \parallel} - \Gamma^{(2)}_{\parallel \perp} - \Gamma^{(2)}_{\parallel \parallel},
$$

$$
\Gamma^{(2)}_2 = \Gamma^{(2)}_{\parallel \perp},
$$

$$
\Gamma^{(2)}_3 = \Gamma^{(2)}_{\perp \parallel}, \text{ and}
$$

$$
\Gamma^{(2)}_4 = \Gamma^{(2)}_{\perp \parallel}.
$$

The index $\perp (\parallel)$ refers to the direction perpendicular (parallel) to $q$. For non-chiral surfaces, the effective susceptibility $\Gamma^{(2)}$ is related to the surface susceptibility $\chi^{(2)}_s$ by the following transformation

$$
\begin{pmatrix}
\Gamma^{(2)}_1 \\
\Gamma^{(2)}_2 \\
\Gamma^{(2)}_3 \\
\Gamma^{(2)}_4
\end{pmatrix}
= \begin{pmatrix}
2F_1 - 5F_2 & 0 & 0 & 0 \\
F_2 & 2F_1 & 0 & 0 \\
F_2 & 0 & 2F_1 & 0 \\
F_2 & 0 & 0 & 2F_1
\end{pmatrix}
\begin{pmatrix}
\chi^{(2)}_{s1} \\
\chi^{(2)}_{s2} \\
\chi^{(2)}_{s3} \\
\chi^{(2)}_{s4}
\end{pmatrix}
$$

(3.14)

with $2^{4,101,173}$

$$
F_1(qR) = 2\pi R^2 i \left( \frac{\sin(qR)}{(qR)^2} - \frac{\cos(qR)}{qR} \right), \text{ and}
$$

$$
F_2(qR) = 4\pi R^2 i \left( 3\frac{\sin(qR)}{(qR)^4} - 3\frac{\cos(qR)}{(qR)^3} - \frac{\sin(qR)}{(qR)^2} \right).
$$

Also $q = |q|$, and $R$ is the radius of the spherical particle, and $\chi^{(2)}_{s1} = \chi^{(2)}_{\perp \perp} - \chi^{(2)}_{\perp \parallel} - \chi^{(2)}_{\parallel \perp} - \chi^{(2)}_{\parallel \parallel}$, $\chi^{(2)}_{s2} = \chi^{(2)}_{\parallel \perp}$, $\chi^{(2)}_{s3} = \chi^{(2)}_{\perp \parallel}$, and $\chi^{(2)}_{s4} = \chi^{(2)}_{\perp \parallel}$, in which $\perp (\parallel)$ refers to the direction perpendicular (parallel) to the particle surface.

In the presence of an electrostatic field one needs to modify these expressions similarly to what we did in the previous sections for planar interfaces. This is done by replacing $\Gamma^{(2)}$ with $\Gamma^{(2)} + \Gamma^{(3)}$, with $\Gamma^{(3)}$, the third-order effective particle susceptibility, defined as

$$
\Gamma^{(3)}_n = \sum_{abc} \int_\Omega \int_0^{+\infty} T_{ia} T_{jb} T_{kc} \chi^{(3)}_n \cdot E_{dc} (r) e^{iqr} dr d\Omega
$$

(3.15)

in which $\Gamma^{(3)}_n = 2F_1(qr) \chi^{(3)}_n$, $(n = 2, 3, 4)$ with $\chi^{(3)}_n$ being defined as in the case of planar interfaces. This simplification is possible, because $E_{dc} (r)$ always points along the radial direction and the integral over the angular range $\Omega$ is identical to that for
\( \Gamma^{(2)} \). Eq. 3.15 reduces to the same linear combination as reported in Eq. 3.14. However, because of symmetry properties \( \chi_1^{(3)'} = \chi_{1\perp\perp\perp}^{(3)'} - \chi_{1\parallel\perp\perp}^{(3)'} - \chi_{1\perp\parallel\perp}^{(3)'} = 0 \), and thus \( \Gamma_1^{(3)'} = 0 \). With \( E_{dc}(r) = -\frac{d}{dr}\Phi(r) \), Eq. 3.15 becomes

\[
\Gamma_n^{(3)'} = -\int_R^{+\infty} \frac{d\Phi(r)}{dr} \Gamma_n^{(3)}(r) dr
\]

(3.16)

For ionic strengths > \( 10^{-3} \) M, similar to the case of planar interfaces (3.1b), \( E_{dc}(r) \) decays much faster than the period over which \( \Gamma_n^{(3)}(r) \) varies, and thus, \( \Gamma_n^{(3)} \) can be considered constant and equal to \( \Gamma_n^{(3)}(R) \). Eq. 3.16 results then in

\[
\Gamma_n^{(3)'} = \Phi_0 \Gamma_n^{(3)}(R) = 2F_1(qR)\Phi_0 \chi_n^{(3)'}
\]

(3.17)

with \( \Phi_0 \) the surface potential, in agreement with Ref. [100].

**Interference and the diffuse EDL around particles.** For ionic strengths < \( 10^{-3} \) M, we can think of the particle as being surrounded by a soft shell of weakly oriented water (the diffuse EDL, DDL) with a thickness \( 4\kappa^{-1} \). Over this distance, we must consider \( \Gamma_n^{(3)}(r) \) as being dependent of \( r \). Then Eq. 3.16 reads as

\[
\Gamma_n^{(3)'} = -\int_R^{+\infty} \frac{d\Phi(r)}{dr} \Gamma_n^{(3)}(r) dr
\]

\[
= 2F_1(qR)\Phi_0 \chi_n^{(3)'} + 2\chi_n^{(3)'} \int_R^{+\infty} \frac{dF_1(qr)}{dr} \Phi(r) dr.
\]

(3.18)

The second term now represents the contribution that originates from the DDL. As with Eq. 3.8, the second part of Eq. 3.18 only contributes to the expression several nanometers away from the interface. Therefore implementing here a Stern layer would also not result in different scattering values. In addition, it is insensitive to a change in the interfacial (Stern) dielectric constant (as suggested by ??) Thus, we can use the mean-field expression for the DDL\(^{127} \) \( \Phi(r) = \Phi_0 \frac{R}{r} e^{-\kappa(r-R)} \), with \( \Phi_0 = \Phi(R) \), and obtain

\[
\Gamma_n^{(3)'} = 2\Phi_0 \chi_n^{(3)'} \left( F_1(qR) + F_3(\kappa R, qR) \right),
\]

with

\[
F_3(\kappa R, qR) = 2\pi R^2 i \frac{qR \cos(qR) + \kappa R \sin(qR)}{(qR)^2 + (\kappa R)^2}.
\]

(3.19)

which depends on the particle radius \( R \), the Debye length \( \kappa^{-1} \), and the scattering wave vector modulus \( q \).

In the case of high ionic strength, we have

\[
\kappa^{-1} \rightarrow 0 \text{ and } F_3(\kappa R, qR) \rightarrow 0, \text{ in agreement with Eq. 3.17.}^{100}
\]
For low ionic strength, we have

\[
\kappa \to 0, \quad \text{and} \quad F_3(\kappa R, qR) \to 2\pi R^2 i \frac{\cos(qR)}{qR}.
\]

This change in the \( F_3 \) term becomes apparent in the shape of the scattering pattern and is solely available in scattering experiments, but not in the reflection and transmission mode experiments from planar interfaces. Hence, such a specific behavior offers an opportunity to gain experimentally access to the EDL. To demonstrate the effect of the \( F_3(\kappa R, qR) \) term on SHS for different ionic strengths, we calculated SHS patterns for a spherical particle (R=50 nm) in an aqueous solution containing either \( 10^{-5}, 10^{-2}, \) or 1 M of a 1:1 electrolyte as shown in Fig. 3.5. For illustration purposes only, we calculated \( \Phi_0 \) using

\[
\sigma = \sqrt{(8000k_B T N_{A\nu} c e_0 e_r) \left[ \sinh \frac{e\Phi_0}{2k_B T} + \frac{1}{eR} \sqrt{\frac{2k_B T c e_0 c_r}{1000c}} \tanh \frac{e\Phi_0}{4k_B T} \right]}
\]
and assuming a surface charge density $\sigma_0 = -0.05 \text{ Cm}^{-2}$ (the same as used for Fig. 3.2). The solid lines show the resulting intensity scattering patterns (using the above equations and $\Gamma^{(3)\prime}$ from Eq. 3.19, while the dotted and dashed lines represent the surface response ($\chi^{(3)\prime} = 0$) and the bulk response ($\chi^{(2)} = 0$), respectively. The computed patterns for the individual contributions do not add up, because we plot the intensities of the pure bulk and pure surface contribution omitting the cross product. The DDL contribution dominates for $10^{-5}$ M (Fig. 3.5, b). The intensity is much reduced for an ionic strength of $10^{-2}$ M (Fig. 3.5c, d), and almost completely absent at 1 M (Fig. 3.5e, f). There is thus a significant contribution from the DDL to the SHS pattern for ionic strength < $10^{-3}$ M. In a scattering experiment, the $F_3(\kappa R, qR)$ contribution perturbs the $\chi^{(3)\prime}$ contribution, adds constructively to the $\chi^{(2)}$ contribution, and thus significantly alters the shape of the scattering pattern. Specifically, the peak shape of scattered light is severely distorted towards forward scattering angles and the shape change varies distinctively in different polarization combinations. This characteristic peak shape and polarization dependence should therefore be visible in particle-/droplet dispersions at low ionic strength. We will test the developed theory and the impact of the contributions using angle- and polarization-resolved SHS experiments in the next chapter.

3.2.4 Comparison between reflection, transmission, and scattering experiments

Comparing differences between scattering and reflection/ transmission experiments, we can make the following observations:

1. For a proper description, scattering and reflection/transmission experiments require completely different sets of equations that reflect the different optical processes occurring in the different systems. These equations are solutions to the Maxwell equations that depend on the geometry and topology of the light-matter interaction process. Just like in linear scattering and reflection/transmission experiments where the former is, e.g. described by Rayleigh-scattering or Mie-scattering, and the latter is described by the Fresnel factors, each process needs to be described with the physical expressions that report the right type of light-matter interactions. Therefore, it is not meaningful to describe nonlinear optical scattering processes in intensity versus ionic strength series by Eq. 3.4 (or Eq. 3.10b).

2. There is a distinct difference in ionic strength dependence. To illustrate this, we compare the concentration dependence by examining $|f_3(\kappa, \Delta k_z)|$ in reflection geometry (Fig. 3.3) and $|F_3(\kappa R, qR)| / (4\pi R^2)$ for a particle with $R = 50$ nm in scattering geometry (Fig. 3.6). Note that there is no polarization dependence
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yet. While $|f_3(\kappa, \Delta k_z)|$ is small for $c < 10^{-3}$ M, and increases with higher ionic strengths, $|F_3(\kappa R, qR)|/(4\pi R^2)$ is large for $c < 10^{-3}$ M and vanishes at higher ionic strengths. In the range of ionic strength from $10^{-7}$ M to $10^{-3}$ M, the reflected intensity increases with increasing ionic strength, whereas the scattering intensity decreases. A more important difference, however, originates from the dependence on the scattering angle. Figure 3.6 shows $|F_3(\kappa R, qR)|/(4\pi R^2)$ for scattering angles of $10^\circ$, $45^\circ$, and $80^\circ$. The magnitude of $|F_3(\kappa R, qR)|/(4\pi R^2)$ starting at low ionic strength either continuously decreases with increasing ionic strength ($10^\circ$), or remains relatively steady and then decreases ($45^\circ$), or increases to a maximum and then decreases ($80^\circ$). This behavior translates directly into an intensity dependence that would qualitatively follow reported trends detected at different angles.

3. Different polarization combinations result in different scattering pattern shapes. This offers an opportunity for a more extensive characterization of the EDL than what is possible at planar interfaces.

4. As shown in the simulation in Fig. 3.5 the angle- and polarization-resolved data represent a way to determine surface properties in a very accurate manner. As pointed out already elsewhere, measuring SHS in the forward direction is not the optimal way of gathering SHS light that exclusively originates from the surface.

Figure 3.6: $|F_3(\kappa R, qR)|/(4\pi R^2)$ for a scattering geometry calculated as a function of ionic strength $c$. We used the following parameters: $\theta = 45^\circ$, $\lambda_1 = \lambda_2 = 1028$ nm, $n_{\text{air}} = 1$, $n_{\text{H}_2\text{O}}(1028 \text{ nm}) = 1.33$, and $n_{\text{H}_2\text{O}}(514 \text{ nm}) = 1.33$, and $R = 50$ nm. The continuous, dotted, and dashed lines correspond to curves calculated at scattering angles $\theta = 45^\circ$, $10^\circ$, and $80^\circ$, respectively.
Chapter 3. Modulation of SHG and SFG intensities by interference

A commonly employed procedure to examine the surface of particles in solution is to record the SHG intensity in the forward direction. The choice of the detection angle and the polarization combination are not important parameters for reflection/transmission mode experiments. For this reason, it was most likely considered to be not relevant for the measurements and description of particle interfaces.\textsuperscript{103,139,150,174,175} In these cited experiments, the SHG intensity trend typically shows a continuously decreasing slope with ionic strength that is then described by Eq. 3.4 using the Gouy-Chapman model (or variations thereof). Although one can derive values for a surface potential and the charge density in this way, the description of the data uses the solution for a different, unrelated problem. Hence, the solutions are physically not meaningful.

![Figure 3.7](image)

**Figure 3.7:** Data (triangles) reprinted with permission from Fig. 6 of Ref. [174]: SH intensity as a function of NaCl concentration. For a better visibility, the solid line connects calculated solutions using the Eqs. 3.12, 3.13 and 3.19. As parameters for the calculation, we used $R = 500\text{nm}, \lambda = 800\text{nm}, n_{\text{air}} = 1, n_{\text{H}_2\text{O}} = 1.33, n_{\text{SiO}_2} = 1.43$, and assuming a collection angle of 40° in forward direction.

We can also show via another argumentation that the obtained surface potential values are rather ambiguous. The computation values for $|F_3(\kappa R, qR)|/(4\pi R^2)$ in
Fig. 3.6 are approximately proportional to the square root of the intensity ($\sqrt{I}$). The slope of the curves shows that the same particle dispersion can result in a different $\sqrt{I}$ versus $c$ curve simply by selecting a different scattering angle (in the case of Fig. 3.6, $\theta = 10^\circ, 45^\circ,$ and $80^\circ$). If the angle of acceptance for the detected SHS light or the central scattering angle had been different, a fit with Eq. 3.4 would have returned a different result for the surface potential (from the same particles).

To further illustrate the strength of our model, we have calculated the expected intensity versus concentration behavior for one of the data sets of particles in solution from literature (Fig. 6 of Ref. [174]). Figure 3.7 shows this dataset of silica particles together with a theoretical evaluation using Eqs. 3.12, 3.13 and 3.19. Assuming that the data in Ref. [174] has been obtained in the PPP polarization combination, there is a good agreement between the experimental data and the calculated trend using our model. This supports the conclusion that at low ionic strength the electric field penetrates deep into the bulk water.

### 3.3 Conclusions

In summary, we have theoretically described SFG/SHG responses in reflection, transmission and scattering mode explicitly considering the effects of low and high ionic strength on the emitted light. If an electrostatic field is present in the interfacial region, it will contribute to the intensity. For low ionic strengths ($< 10^{-3}$ M) the DDL can lead to significant distortions to the emitted light (compared to the case of higher ionic strengths) because of an interference between SHG/SFG photons that are generated at different positions within the DDL. For reflection and scattering mode experiments in typical experimental conditions, this interference can give rise to a probing depth up to $\sim 1 \mu m$ instead of being restricted to a region smaller than 1 nm. The described effect significantly modifies the interpretation of ion dependent SHG/SFG data. SHG and SFG scattering measurements report on the same phenomenon as their planar geometry counterparts, but contain a broader range of parameters that can be varied (scattering angle, particle size, polarization state of the light). In scattering experiments, the DDL takes the shape of a soft shell that not only produces a change in the scattered intensity but also significantly distorts the angle-resolved scattering patterns. The presented description is only relevant as the main aqueous phase is probed, i.e. for vibrational SFG experiments that center on the O-H stretch or bending mode (as reviewed in Ref. [121]), resonant SHG experiments that focus on the charge transfer to solvent mode as long as the water is also resonantly excited (e.g. Ref. [176]), and nonresonant SHG measurements that probe the response of all noncentrosymmetric molecules in the sample (e.g. Refs. [139, 177–179]). Given the interest and relevance of the electrostatic properties of interfaces and the need to characterize their properties, our results are of great value for determining the structure and
properties of the EDL at aqueous interfaces. For SHS and SFS, the resulting scattering patterns are very sensitive to the shape of the additional form factor $F_3(\kappa R, qR)$. This opens up future avenues for determining the surface potential without assumptions about the structure and properties of the EDL, as we will see in the next chapter.
The electrostatic environment of aqueous systems is an essential ingredient for the function of any living system. To understand the electrostatic properties and their molecular foundation in soft, living, and three-dimensional systems, we developed a table-top model-free method to determine the surface potential of nano- and microscopic objects in aqueous solutions. Angle-resolved nonresonant second harmonic scattering measurements (AR-SHS) contain enough information to determine the surface potential unambiguously, without making assumptions on the structure of the interfacial region. The scattered second harmonic (SH) light that is emitted from both the spherical particle interface and the diffuse double layer can be detected in two different polarization states that have independent scattering patterns. The angular shape and intensity are determined by the surface potential and the second-order surface susceptibility. Calibrating the response with the SH intensity of bulk water, a single, unique surface potential value can be extracted.

First, we demonstrate the validity of the previously described equations and contributions using hexanol stabilized droplets and binary mixed liposomes of dioleoylphosphatidylcholine (DOPC) and dioleoylphosphatidylserine (DOPS) in three different electrolyte solutions. Following this, we apply the method to 150 nm bare oil droplets in water and to ~100 nm zwitterionic or anionic liposomes at various ionic strengths to extract the surface potential.
Chapter 4. Extraction of the surface potential

4.1 Introduction
The electrostatic potential of interfaces drives diverse processes such as self-assembly, transport, chemical reactions, and many other phenomena in biology and chemistry. The surface potential affects the stability of nanoparticles, nanoemulsions, micelles, and their electrochemical reactivity. The surface potential participates also in membrane / liposome fusion. What all of these systems and processes have in common, is, that they are composed of nanoscopic or micron-sized structures in aqueous solution. It is the aim here to provide a label- and interface model-free, optical method to determine the surface potential of such particles in aqueous solution. It is generally a complex task to obtain a (surface) potential from a planar macroscopic electrode, because it typically involves measuring an electric current and/or charge distribution that one needs to attribute to a variety of different sources. For a solution of small particles, such measurements are not possible and the situation is even more complex. Traditionally, for particle dispersions, one employs electrokinetic mobility measurements that result in a \( \zeta \)-potential. This quantity is commonly interpreted as the electrostatic potential at the ‘slipping plane’ of the diffuse double layer (DDL). The position of this hypothetical plane varies with electrolyte concentration and one thinks of it as a plane that is positioned up to a few nanometers away from the actual interfacial plane. To estimate a value for the surface potential \( \Phi_0 \) from the \( \zeta \)-potential, the interfacial structure is described by a simplified mean field model, such as the (planar) Gouy-Chapman (GC) or the constant capacitor (CC) model. The GC model relates \( \Phi_0 \) to the surface charge density \( \sigma_0 \) maintaining the electrolyte concentration as variable parameter. In this model, the interface appears as a uniformly charged surface surrounded by a continuous dielectric medium. The model considers ions as point charges that screen the electrostatic field from the interface, but it neglects hydration, changes in the water structure and the specific surface chemistry.

Spectroscopic measurements offer a way to access the surface potential more directly. Brown et al. recently proposed X-ray photoelectron spectroscopy measurements as a way to determine the surface potential of silica nanoparticles in highly concentrated solutions. It is yet unclear, though, how applicable the method is in general, as all measurements to date have been performed at synchrotron facilities that have a superior brilliance over table-top sources. Nonresonant SHS is an optical process that can probe the net orientational order of water molecules along the surface normal (Ref. [152] and references therein). This method is thus sensitive to the orientational directionality of water molecules in the interfacial region defined as the region from the surface plane to the position where the field has decayed to zero. Angle-resolved (AR) nonresonant SHS is applicable to a wide variety of

---

\(a\) Private communication with Dr. M. Brown.
4.2. Materials & Methods

4.2.1 Chemicals

Sulfuric acid (95-97 %, ISO, Merck), ammonium hydroxide (30 %, Sigma-Aldrich), hydrogen peroxide (30 %, Reactolab SA), chloroform (Emsure, ACS, ISO, Merck) and sodium chloride (NaCl, >99 %, Sigma-Aldrich), phosphorus standard solution (0.6 M, Reactolab SA) are used in the experiments. The chemicals are used to prepare various solutions for the experiments described in this chapter.
M, Sigma-Aldrich), L-ascorbic acid (ACS, ≥ 99 %, Sigma-Aldrich), ammonium molybdate (VI, ACS, 81-83 %, Sigma-Aldrich), sodium hydroxide (99.99 %, Sigma-Aldrich), hexanol (>99.5 %, Sigma-Aldrich) and hexadecane (>99.8 %, Fluka) were used as received. 1,2-dioleoyl-<i>sn</i>-glycero-3-phosphocholine (DOPC) and 1,2-dioleoyl-<i>sn</i>-glycero-3-phospho-L-serine (sodium salt) (DOPS), were purchased in powder form (>99 %) from Avanti Polar Lipids (Alabama, USA) and stored at -20 °C until further use.

### 4.2.2 Cleaning procedures

Glassware was cleaned with a 1:3 H₂O₂:H₂SO₄ solution and rinsed with ultrapure water (Milli Q, Millipore, Inc., electrical resistance of 18.2 MΩ cm). The glassware for the phosphate assay required a two-step cleaning procedure: First a cleaning with a 3:1:1 H₂O:H₂SO₄:H₂O₂ solution at 100 °C was done, which was followed by a cleaning with a 3:1:1 H₂O:NH₄OH:H₂O₂ solution at 80 °C, each for 10 minutes. After and in between the cleaning steps the glassware was thoroughly rinsed with ultrapure water.

### 4.2.3 Sample preparation

**Oil droplets.** Nanodroplets were prepared in a similar fashion to the procedure described in Ref. [194]. For bare oil droplets, we mixed 2 vol. % hexadecane in slightly basic H₂O (adjusted with NaOH to pH=8.3) in a 4 ml glass vial and vortexed the liquid, followed by ultrasonication (35 kHz, 400 W, Bandelin) for 5 minutes. For hexanol stabilized droplets the procedure was almost the same: we mixed 2 vol. % hexadecane with 10 mM hexanol and ultrapure water in a 4 ml glass vial, stirred the liquid with an homogenizer for 5 minutes, followed by ultrasonication for 5 minutes. The droplet size distribution was checked by dynamic light scattering (DLS) whereas the ζ-potential was derived from electrophoretic measurements (Zetasizer Nano ZS, Malvern) using Smoluchowski’s approximation. The bare droplets had a mean hydrodynamic diameter of ~170 nm with a polydispersity index (PDI) of ~0.2, whereas the hexanol stabilized droplets had a mean hydrodynamic diameter of ~150 nm also with a PDI of < 0.2. The ζ-potential was -34 ±7 mV peak value for bare oil droplets and -38 ±8 mV for hexanol covered droplets. Values for size and ζ-potential are averages of 3 measurements. For SHS measurements, the emulsion was diluted with ultrapure water to 0.1 vol. % just before the measurement was started.

**Liposomes.** We prepared and characterized the liposomes according to the procedure given in section 2.2. The liposomes were found to have a mean diameter in the range of 94 - 110 nm with a polydispersity index (PDI) of less than 0.1. Liposome solutions were diluted with pure water just before the measurements. Samples containing NaCl were diluted with the respective salt solution prior to the SHS experiments and incubated for 30 min to reach equilibrium. The stability of these solutions was confirmed by DLS and ζ-potential measurements as well.
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4.2.4 Angle-resolved (AR)-SHS measurements
For scattering patterns the acceptance angle was set to 3.4°. Patterns were obtained in steps of 5° from \( \theta = -90° \) to \( \theta = 90° \) with 0° being the forward direction of the fundamental beam. Data points were acquired using 20 x 1s or 1.5 s acquisition time with a PMT gate width of 10 ns. Single angle measurements were carried out at the angle of maximum intensity, \( \theta = 50° \) with an acceptance angle of 11.4°. For single angle measurements acquisition time was 20x 1s, also with 10 ns gate width.

4.3 Results & Discussion

4.3.1 Physical contributions and origin of the signal for an AR-SHS experiment
The generated signal of aqueous dispersions in a label-free nonresonant AR-SHS experiment originates mainly from the water molecules. The interface disturbs the overall isotropic distribution of water molecules. This disturbance gives rise to scattered SH photons (1 in Fig. 4.1a). The quantity of scattered photons depends on the orientational average of the second-order hyperpolarizability tensor \( (\beta^{(2)}) \) elements of water. Computing these values over the entire interface of the scatterer results in values for the surface second-order susceptibility \( (\chi_s^{(2)}) \) tensor elements of the interfacial water.\(^{195,196}\) In addition to the perturbation in orientation because of an interface, an electrostatic field that originates from a surface charge distribution may generate a small amount of non-isotropically oriented water molecules that can also act as sources of SH photons (on the surface and in the double layer, 2, 3 in Fig. 4.1a). Lastly, isotropically oriented water molecules possess a third-order molecular hyperpolarizability tensor \( (\beta^{(3)}) \)^\(b\) that can also couple with the incoming optical fields and the electrostatic field to give rise to additional emitted SH photons (4 in Fig. 4.1a). This last contribution is only responsible for less than 1% of the emitted intensity.\(^{197}\) These four contributions all depend linearly on the electrostatic field and contribute to an effective third-order susceptibility tensor, \( \chi^{(3)} \).\(^\text{100} \) Considering these four effects, various dilute 'hydration shells' of very weakly oriented but correlated water molecules surrounding the particle contribute to the characteristic SHS pattern (Fig. 4.1b).\(^\text{1b} \) These layers contributing to the SH intensity consist of the interface and the entire DDL up to the distance at which the surface potential has decayed to zero. To illustrate this distance and its dependence on the ionic strength and particle radius R, we plot in Fig. 4.1c an exponentially decaying electrostatic potential emanating from a charged spherical nanoparticle with R=50 nm (using \( \Phi(r) = \Phi_0 R e^{-\kappa (r-R)} \)). Here, \( \kappa \) is the inverse of the Debye length, \( \kappa^{-1} = \sqrt{(\epsilon_0 \epsilon_r k_B T)/(2000 e^2 z^2 N_{Av} c)} \), with \( \epsilon_0, \epsilon_r, k_B, T, e, z, N_{Av}, c \)

\(^b\text{Note that, since isotropically oriented water molecules do not contribute to the SH signal, tiny fluctuations in the water structure are sufficient to generate enough SH photons.}\)
the vacuum and relative permittivity, Boltzmann constant, temperature, elementary charge, valency, Avogadro's number and ionic strength (in mol/L). We know from the analytical derivation of this phenomenon that the thickness of this weakly oriented hydration layer can have a significant impact and is highly dependent on the ionic strength of the solution. This explains why the emitted SH pattern is very sensitive to the structure of the interfacial water, the thickness of the DDL and the surface potential. These three parameters are represented by the second-order surface susceptibility \( \chi^{(2)} \) (at \( r=0 \), i.e. at surface of the droplet / liposome), the Debye length \( (\kappa^{-1}) \), and the surface potential \( (\Phi_0) \), respectively. They determine the shape and magnitude of the SH intensity scattering patterns for which we just derived the analytical expressions in the previous chapter 3.

4.3.2 AR-SHS theory for a collinear beam geometry

In the previous chapter, we used always the general form of the nonlinear light scattering equations (Eq. (3.13)), valid for both, sum-frequency and second harmonic generation. For SHS with a collinear beam geometry probing spherical scatterers in aqueous solutions and with the assumptions given in section 2.1.7 the non-zero susceptibility elements are related as follows

1. \[ \chi_{s,1}^{(2)} = \chi_{s,⊥⊥}^{(2)} - \chi_{s,∥∥}^{(2)} - \chi_{s,⊥∥}^{(2)} - \chi_{s,∥⊥}^{(2)} \]
2. \[ \chi_{s,2}^{(2)} = \chi_{s,∥∥}^{(2)} \]
3. \[ \chi_{s,4}^{(2)} = \chi_{s,3}^{(2)} = \chi_{s,2}^{(2)} \]
4. \[ \chi_{4}^{(3)} = \chi_{3}^{(3)} = \chi_{2}^{(3)} \]
Consequently, there remain only two independent scattered SH field components $E_{PPP}(2\omega)$, and $E_{PSS}(2\omega)$, which depend on the three parameters $\chi_s^{(2)}$, the Debye length ($\kappa^{-1}$), and the surface potential $\Phi_0$. We can describe the amplitude for these two components according to:

$$
E_{ppp}(2\omega) = \frac{ik^2_0}{2\pi |\hat{r}| |\hat{l}|} e^{ik_0 r_0} E(\omega)^2 \left[ \cos \left( \frac{\theta}{2} \right)^3 \Gamma_1^{(2)} + \cos \left( \frac{\theta}{2} \right) \left( \Gamma_2^{(2)} + \Gamma_2^{(3)'} \right) (2\cos(\theta) + 1) \right]
$$

$$
E_{pss}(2\omega) = \frac{ik^2_0}{2\pi |\hat{r}| |\hat{l}|} e^{ik_0 r_0} E(\omega)^2 \cos \left( \frac{\theta}{2} \right) \left( \Gamma_2^{(2)} + \Gamma_2^{(3)'} \right)
$$

$\Gamma_1^{(2)}, \Gamma_2^{(2)}$ and $\Gamma_2^{(3)'}$ are non-zero elements of the effective particle second- and third-order susceptibility.\textsuperscript{101,155,173} These quantities capture the combined symmetry of the scatterers and the incoming electromagnetic fields, the interfacial structure and the electrostatic field in the aqueous phase\textsuperscript{173} (as discussed previously in chapter 3). The total effective particle susceptibility is a function of the surface second-order susceptibility ($\chi_s^{(2)}$) and the effective third-order susceptibility ($\chi^{(3)'}_s$) elements (with its three sources illustrated in Fig. 4.1a), the radius of the particle R, and the magnitude of the scattering wave vector ($q = |\mathbf{q}| = \left| (4\pi n_{H_2O})/ (\lambda_{SH}) \sin (\theta/2) \right|$). Considering a lossless nonlinear medium and iostropy in the interfacial plane, there remain only four independent elements of the effective particle susceptibility for spheres:

$$
\Gamma_1^{(2)} = (2F_1(qR) - 5F_2(qR)) \chi_{s,1}^{(2)''},
$$

$$
\Gamma_2^{(2)} = F_2(qR) \chi^{(2)''}_{s,1} + 2F_1(qR) \chi^{(2)''}_{s,2},
$$

$$
\Gamma_1^{(3)'} = 0,
$$

$$
\Gamma_2^{(3)'} = 2\chi^{(3)''}_s \Phi_0 \left( F_1(qR) + F_3(qR, \kappa R) \right),
$$

$\chi^{(2)''}_{s,1}$ and $\chi^{(3)''}_s$ are second and third-order susceptibilities that are corrected for changes in the refractive index between medium and particle following Ref. [119] so that we can consider a negligible dispersion (see section 2.1.7). Table 4.1 contains the analytical expressions for the corrected surface susceptibility $\chi_{s,1}^{(2)''}$ and the DDL $\chi^{(3)''}_s$. F$_{1,2,3}$ are analytical goniometric scattering form factor functions for spheres that depend on R, q, and in the case of F$_3$, also on $\kappa$. Although the detailed expressions were listed in the previous chapter already, for a compact summary, we restate the analytical expression for the form factor functions F$_{1,2,3}$ and the scattering vector ($\mathbf{q}$) in Table 4.1.
Table 4.1: Equalities and analytical expressions used for computing Eqs. (4.1) and (4.2) comprised of the susceptibility elements of the interface and diffuse layer, the form factor functions, and the scattering vector.

<table>
<thead>
<tr>
<th>Equalities</th>
<th>Susceptibility elements$^{99,155}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\chi^{(2)}<em>{s,1} = \chi^{(2)}</em>{s,\perp\perp\perp} - \chi^{(2)}_{s,\parallel\parallel\parallel}$</td>
<td>$\chi^{(2)\prime\prime}<em>{s,1} = 27\eta \left( \chi^{(2)}</em>{s,1} \eta^2 + 3\chi^{(2)}<em>{s,2}(\eta^2-1) \right)/(2+\eta)^3$; $\eta = \left( n_p/n</em>{H_2O} \right)^2$</td>
</tr>
<tr>
<td>$\chi^{(2)}<em>{s,2} = \chi^{(2)}</em>{s,|\perp}$ (\perp: surface normal direction; |: tangential direction)</td>
<td>$\chi^{(2)\prime\prime}_{s,2} = 27\eta^2/(2+\eta)^3$</td>
</tr>
<tr>
<td>$\chi^{(2)}<em>{s,4} = \chi^{(2)}</em>{s,3} = \chi^{(2)}<em>{s,2}$; $\chi^{(3)\prime}</em>{2} = \chi^{(3)\prime}_{2}$</td>
<td>$\chi^{(3)\prime}<em>{2} = N_b/\varepsilon_0 \left( \beta^{(3)} + \beta^{(2)} \mu</em>{dd}/3k_b T \right)$</td>
</tr>
</tbody>
</table>

| Form factor functions and scattering vector | $\mathbf{q} \equiv k_0 - 2k_1$; $q = \left| 4\pi n_{H_2O}/\lambda_{SH} \sin \left( \theta/2 \right) \right|$ |
|-------------------------------------------|----------------------------------------------------------------------------------------------------------------------------------|
| $F_1 \left( qR \right) = 2\pi R^2 i \left( \sin(qR)/(qR)^2 - \cos(qR)/(qR) \right)$ | $F_2 \left( qR \right) = 4\pi R^2 i \left( 3\sin(qR)/(qR)^4 - 3\cos(qR)/(qR)^2 - \sin(qR)/(qR)^2 \right)$ |
| $F_3 \left( \kappa R, qR \right) = 2\pi R^2 i qR\cos(qR)/(qR)^2 + (\kappa R)^2 \times \sin(qR)$ | $qR = \left| 4\pi n_{H_2O}/\lambda_{SH} \sin \left( \theta/2 \right) \right|$ |

4.3.3 Experimental verification of equations

In this section, we want to verify the previously derived equations experimentally. Considering the derivations for scattering in chapter 3 and the applicability to our experimental system via Eq. (4.1), we recorded scattering patterns from a dispersion of R=75 nm hexadecane droplets stabilized with hexanol in ultrapure water. These droplets have been previously characterized with sum-frequency scattering$^{32}$ so that we know the interfacial structure. Figure 4.2 displays the SH scattering patterns in the two independent polarization combinations. The $\zeta$-potential of the droplets was -37 mV. The black lines in Fig. 4.2 are fits for both the PPP and PSS data obtained using Eqs. (3.12) and (3.13) replacing $\Gamma^{(2)}$ with the combined $\Gamma^{(2)}$ and $\Gamma^{(3)\prime}$ expressions, in which $\Gamma^{(3)\prime}$ is designated as in Eq. (3.19), with R=75 nm (as obtained from dynamic light scattering), $\kappa^{-1} = 168$ nm ($c = 3.32 \times 10^{-6}$ mol/L), and $\chi^{(2)}_{s,2}/(\chi^{(2)}_{2} \Phi_0) = 3.8$. The fits (black lines) represent the data very well. The scattering patterns can be broken down into a surface- ($\chi^{(2)}_{s}$ only) and a diffuse EDL ($\chi^{(3)\prime}$ only)- contribution. With this procedure we determine that 55% of the total emitted field from this sample originates from the DDL. The grey line is the fit considering $\Gamma^{(3)\prime}$ from Eq. (3.17), (without the DDL ($F_3$) contribution). This curve does not capture the typical asymmetric
shape of the scattering pattern and peaks at a larger scattering angle indicative of an underestimation of the effective size of the droplets and an equation lacking the right contributions. We thus find that adding the contribution from the soft shell of weakly oriented water molecules to the scattering formalism describes the SHS patterns at ionic strengths $< 10^{-3}$ M very accurately. If we had not incorporated this contribution, we would end up with the grey lines in Fig. 4.2.

Figure 4.2: SHS intensity patterns of hexanol-covered hexadecane droplets in ultrapure water for the (a) PPP and (b) PSS polarization combinations. The best fit (black line) was achieved using Eq. (3.19) for $\Gamma^{(3)'},$ i.e. using the contribution of $F_3(\kappa R, qR)$ to describe the behavior at low ionic strength. The gray line represents the best fit without the $F_3(\kappa R, qR)$ correction, i.e. using Eq. (3.17) for $\Gamma^{(3)'}. The intensities originating from a pure surface response, $\chi^{(3)'},$ and pure bulk response, $\chi^{(2)}_s = 0,$ are displayed as dotted and dashed lines, respectively.

Next, we quantify the impact of the $F_3$-contribution at a fixed angle for an SHS experiment as a function of salt concentration as simulated in Fig. 3.6. Figure 4.3 shows the scattering intensity for liposomes composed of DOPC and DOPS lipids in a 9:1 ratio at $\theta = 50^\circ$ as a function of added electrolyte concentration normalized for comparability with the strongest SH response in pure water. We used three different monovalent symmetric electrolytes: LiCl, KCl, and NaCl. The SH intensity shows the same trend for all three salts. Above 10 $\mu$M added salt, the intensity drops until it saturates around $10^{-2}$ M. The drop of the SH signal can be explained by two interfering effects. First, the $F_3$-contribution scales inversely with higher salt concentration. Second, screening of the surface charges and the presence of additional ions may result in less intensity and support the intensity decay. For comparability, the solid lines shows the trend of the $F_3$-contribution for the respective radii, scattering angle, and ionic strength. The salt concentration is the most crucial parameter and its magnitude affects the slope and onset of the decay of the $F_3$-curves. The error bar on the x-axis consider the slightly different final ionic strengths due to counterions from the lipids. Although these counterion concentration is rather low, it can have a big impact at low ionic strength. This also means that the left hand side in the plot ($< 10^{-5}$ M) has big error bars in x-direction. Nevertheless it still shows an almost constant
intensity trend. The inset shows the data plotted as a function of total ionic strength of the solution. Considering the uncertainty in the ionic strength, the SH intensity behavior represents the simulated trend as plotted in Fig. 3.6 for a detection angle of $\theta = 45^\circ$ rather well.

Figure 4.3: SH intensity trend at a fixed scattering angle $\theta = 50^\circ$ as a function of added salt concentration for three monovalent salts: LiCl, KCl and NaCl. The computed trend for the $F_3^-$ contribution is laid on top. Inset: The same data plotted for overall ionic strength of the sample and not just added salt concentration.

To extract surface potential values from the data, we can use the derived expressions of chapter 3. However, we need to relate the measured data that is a relative quantity to absolute quantities for the parameters required in these expressions: $\beta^{(2)}, \beta^{(3)}$, number of contributing molecules, interfacial thickness and ionic strength, radius of the particle, temperature, and refractive indices. Unfortunately, we cannot directly link detector counts using a certain polarization combination to a certain magnitude of the $\beta^{(2)}$ component. We therefore use a normalization scheme that employs water as a reference. This reference has the advantage that the $\beta^{(2)}$ and $\beta^{(3)}$ values for uncorrelated water are known so that we can use the calibrated SSS response of water. Using this approach we are able to compare data sets measured at different times and under different conditions.

4.3.4 Implementation: Normalization to the bulk water response

In order to obtain reliable and reproducible SHS values independent of the used setup and alignment, we normalized the data according to (2.1), which results in a pure surface SH intensity. Without multiple scattering effects, the intensity generated in the focal volume corresponds to the intensity of a single particle multiplied by the
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number of particles in the volume. Following Eq. (4.1), the AR-SHS data in the two independent polarization combinations, normalized by the bulk water signal, are then

\[
\frac{I_{PPP}(\theta)}{I_{SSS}(\theta)} = \left( \frac{E_P(\omega)^2 \cos \left( \frac{\theta}{2} \right)^3 \Gamma^{(2)}_1 + \cos \left( \frac{\theta}{2} \right) \left( \Gamma^{(2)}_2 + \Gamma^{(3)'}_2 \right) (2 \cos (\theta) + 1) }{\langle \bar{\mu}^2 \rangle N_b / N_p} \right)^2
\]

\[
\frac{I_{PSS}(\theta)}{I_{SSS}(\theta)} = \left( \frac{E_S(\omega)^2 \cos \left( \frac{\theta}{2} \right) \left( \Gamma^{(2)}_2 + \Gamma^{(3)'}_2 \right) }{\langle \bar{\mu}^2 \rangle N_b / N_p} \right)^2
\]

with \( \bar{\mu} = \bar{\beta}^{(2)}_e E(\omega)^2 \) being the averaged induced dipole moment of a water molecule. To compute the values for the scattered SH intensities, we use this dipole moment and the hyperpolarizability tensor elements of water that were computed with an ab-initio model in which the water molecule is represented as three point charges (using 1064 nm as wavelengths for the incoming light, Table 4, Model IIIa, in Ref. [198]). Although there are 3 \( (\beta^{(2)}) \) or 6 \( (\beta^{(3)}) \) nonzero tensor elements for a single water molecule, averaging over many water molecules in an isotropic liquid will produce a single valued response, here indicated as \( \bar{\beta}^{(2)} \) and \( \bar{\beta}^{(3)} \). \( N_p \) is the density of particles, and \( N_b \) is the density of bulk water (3.34×10^{28} molecules/m^3). \( N_b / N_p \) represents the number of bulk water molecules per particle. The respective values for the dipole moment, the hyperpolarizabilities and calculated third-order susceptibility are given in Table 4.2. With the distribution of water being broad, \( \chi^{(2)}_1 \) becomes negligible (section 2.1.7 assumption 4).\(^{122}\) Using Eqs.(4.3) to describe data processed according to Eq. (2.1), we can obtain \( \chi^{(2)}_{s,2} \) and \( \Phi_0 \) independently.

<table>
<thead>
<tr>
<th>Constants(^{198})</th>
<th>( \mu_{dc} = 8.97 \cdot 10^{-30} ) Cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \bar{\beta}^{(2)} )</td>
<td>( 3.09 \cdot 10^{-52} ) C^2 m^3 J^{-2}</td>
</tr>
<tr>
<td>( \bar{\beta}^{(3)} )</td>
<td>( 4.86 \cdot 10^{-62} ) C^4 m^4 J^{-3}</td>
</tr>
<tr>
<td>( \chi^{(2)}_{s,1} )</td>
<td>( 0 ) (see Ref. [122])</td>
</tr>
<tr>
<td>( \chi^{(3)'}_{2} )</td>
<td>( 10.3 \cdot 10^{-22} ) m^2/\sqrt{V} (calculated from ( \bar{\beta}^{(3)} ))</td>
</tr>
</tbody>
</table>

4.3.5 Oil droplets and DOPC liposomes in aqueous solutions

Figures 4.4a and 4.4b show SHS scattering patterns obtained for a solution of hexadecane droplets (R=80 nm) in weakly basic solution (pH∼ 8). Although it is also a droplet system, this bare droplet system is different from surfactant stabilized droplets
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Figure 4.4: Scattering patterns of hexadecane droplets [red, panels (a) and (b)] and DOPC liposomes [blue, panels (c) and (d)] in water. The polarization combinations PPP (PSS) are shown on the top (bottom). Error bars represent the standard deviation of 20 measurements.

studied in Refs. [32, 155, 194] and in Fig. 4.2, because of a different interfacial structure. We chose this system because the magnitude and origin of the surface charges on neutral droplets or air bubbles continues to be a matter of debate.\(^{162}\) It is still not understood what may be the magnitude and sign of the surface potential for such a system.\(^{168}\) Hence, it is quite crucial to determine a reliable value of the droplet’s surface potential in order to remove the uncertainty about both magnitude and sign of the potential. The error bars represent the standard deviation from 20 measurements. The scattering patterns are different for the PPP and PSS polarization combinations. 

As already discussed in the previous chapter, AR-SHS patterns of droplets at very low ionic strength present a very peculiar shape induced by the \(F_3(qR, \kappa R)\) factor. Thanks to the normalization by the bulk water signal described by Eq. (2.1) and the use of Eqs. (4.3), it is now possible to fit the data obtained in the two polarization combinations under these low ionic strength conditions and independently determine \(\chi_{s,2}^{(2)}\) and \(\Phi_0\). For the droplet system we find \(\chi_{s,2}^{(2)} = -(1.41 \pm 0.20) \times 10^{-22} \text{ m}^2/\text{V} \) and \(\Phi_0 = -(38 \pm 15) \text{ mV}\). The given error in the potential takes the variations from the experimentally determined parameters (the radius, the number density, and \(\chi_{s,2}^{(2)}\)) into account. The corresponding value of the \(\zeta\)-potential is \(\zeta = -32 \pm 9 \text{ mV}\), which is similar in magnitude. Here, the error represents the standard deviation of the measured distribution. 

DOPC is a zwitterionic phospholipid. DOPC liposomes in pH neutral solutions are therefore expected to have a negligible surface potential. Figs. 4.4c and 4.4d display scattering patterns of DOPC liposomes (R=47 nm) in water. The fit to Eq. (4.3)
(black lines) results in $\chi^{(2)}_{s,2} = -(1.36 \pm 0.20) \times 10^{-22} \text{ m}^2/\text{V}$ and $\Phi_0 = -(11 \pm 20) \text{ mV}$. The $\zeta$-potential of DOPC liposomes is $\zeta = -(6\pm 7) \text{ mV}$. Both values, indeed, indicate that the DOPC interface has negligible or a very small electrostatic surface potential.

Table 4.3: Input parameters for global fit analysis of scattering patterns from oil droplets and DOPC and DOPS liposomes.

<table>
<thead>
<tr>
<th></th>
<th>$R$ [nm]</th>
<th>$N_p$ [m$^{-1}$]</th>
<th>Added NaCl [M]</th>
<th>Ionic Strength of solution [M]</th>
<th>Temp [°C]</th>
<th>$n_{\text{particle}}$ (1028 nm)</th>
<th>$\kappa^{-1}$ [nm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oil droplets</td>
<td>80 ± 8</td>
<td>$(3.6 \pm 0.3) \times 10^{12}$</td>
<td>0</td>
<td>$(4 \pm 1) \times 10^{-6}$</td>
<td>24</td>
<td>1.435$^{200}$</td>
<td>153</td>
</tr>
<tr>
<td>DOPC</td>
<td>47 ± 5</td>
<td>$(3.3 \pm 0.3) \times 10^{12}$</td>
<td>0</td>
<td>$(2.2 \pm 1) \times 10^{-6}$</td>
<td>24</td>
<td>1.420$^{201}$</td>
<td>207</td>
</tr>
<tr>
<td>DOPS</td>
<td>57 ± 5</td>
<td>$(3.09 \pm 0.3) \times 10^{11}$</td>
<td>0</td>
<td>$(150^{-150}_{+150}) \times 10^{-6}$</td>
<td>24</td>
<td>1.420$^{201}$</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>54 ± 5</td>
<td>$(2.92 \pm 0.3) \times 10^{12}$</td>
<td>$100 \times 10^{-6}$</td>
<td>$(130^{-130}_{+130}) \times 10^{-6}$</td>
<td>24</td>
<td>1.420$^{201}$</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>50 ± 5</td>
<td>$(2.92 \pm 0.3) \times 10^{12}$</td>
<td>$200 \times 10^{-6}$</td>
<td>$(190^{-190}_{+190}) \times 10^{-6}$</td>
<td>24</td>
<td>1.420$^{201}$</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>50 ± 5</td>
<td>$(2.92 \pm 0.3) \times 10^{12}$</td>
<td>$300 \times 10^{-6}$</td>
<td>$(210^{-210}_{+210}) \times 10^{-6}$</td>
<td>24</td>
<td>1.420$^{201}$</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>50 ± 5</td>
<td>$(3.27 \pm 0.3) \times 10^{12}$</td>
<td>$500 \times 10^{-6}$</td>
<td>$(500^{-500}_{+500}) \times 10^{-6}$</td>
<td>24</td>
<td>1.420$^{201}$</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>50 ± 5</td>
<td>$(3.78 \pm 0.3) \times 10^{12}$</td>
<td>$1000 \times 10^{-6}$</td>
<td>$(10^{-10}_{+10}) \times 10^{-3}$</td>
<td>24</td>
<td>1.420$^{201}$</td>
<td>3</td>
</tr>
</tbody>
</table>

4.3.6 $\chi_s^{(2)}$

The values of $\chi_s^{(2)}$ for oil droplets $-(1.41 \pm 0.20) \times 10^{-22} \text{ m}^2/\text{V}$ and DOPC liposomes $-(1.36 \pm 0.20) \times 10^{-22} \text{ m}^2/\text{V}$ are comparable in magnitude and sign. $\chi_s^{(2)}$ is a measure of the orientation of the water molecules at the interface. Our observation thus supports the idea that an electrostatic field, such as that present in the Stern layer, is not strong enough to affect the shape of the orientational distribution function of water molecules. These values are also in good agreement with the nonresonant value of $\chi^{(2)}_{s,2,\text{eff}} = -(1.30 \pm 0.40) \times 10^{-22} \text{ m}^2/\text{V}$ obtained from sum-frequency generation experiments, performed on the air/liquid interface. They are also within the range of $\chi^{(2)}_{s,2}$ values of $-0.04 \times 10^{-22} \text{ m}^2/\text{V}$ and $-2.26 \times 10^{-22} \text{ m}^2/\text{V}$ found from numerical simulations.

4.3.7 DOPS liposomes in aqueous solutions vs. ionic strength

Figure 4.5a and 4.5b show SHS patterns from anionic DOPS liposomes obtained in the PPP and PSS polarization combinations with different ionic strength. The SHS intensity decreases when the ionic strength is increased and further addition of salt, up to 100 mM (not shown), does not induce further changes in the AR-SHS patterns. The decrease in intensity is expected because the additional salt screens effectively the surface charges and decreases the size of the DLL (Fig. 4.1c). The charge screening reduces the extent of the somewhat ordered water molecules contributing to the scattered SH light, and the decrease of the DLL reduces the effective radius of the...
probed ‘soft shell’ (Fig. 4.1b); both effects diminish the scattered SH intensity. We fit the data with a single value of $\chi^{(2)}_{s,2} = -(1.40 \pm 0.20) \times 10^{-22}$ m$^2$/V, because the strength of the electrostatic field in this range is insufficient to alter the orientational distribution of water.\textsuperscript{122,155} Using the input parameters as listed in Table 4.3 and a global fit, we obtain values for $\Phi_0$ ranging from $-149 \pm 30$ mV for 0.15 mM ionic strength down to $-23 \pm 30$ mV at 10 mM (Fig. 4.5c). The error represents the propagated uncertainty considering different values for $\chi^{(2)}_2$, the standard deviation of the radius and correspondingly altered number densities. Note though, that altering other constants, in particular the dielectric constant, would also result in values within these error bars. The predicted trend of the surface potential is in agreement with expectations: The surface potential is found to decrease with the ionic strength. The $\zeta$-potential varies between $-52$ mV $< \zeta < -34$ mV for all solutions in agreement with earlier measurements.\textsuperscript{204–206} The fact that overall $|\zeta| < |\Phi_0|$ is reasonable because the $\zeta$-potential is measured at the slipping plane, which is located at some distance away from the interface, and it does not represent the surface potential.\textsuperscript{135} Comparing the patterns from Fig. 4.4 with the DOPS patterns (Fig. 4.5), the shape of the DOPS AR-SHS patterns is quite different. This difference arises because DOPS liposomes contain Na$^+$ counterions that increase the ionic strength of the solution to $> 100 \mu$M, even if no extra salt is added. Therefore, the contribution of $F_3(qR, \kappa R)$ in Eq. (4.2) will be very small in contrast to the measurements of DOPC and bare oil droplets.

![Figure 4.5](image-url) Figure 4.5: The SHS patterns from DOPS liposomes in solution. (a) The PPP- and (b) PSS-polarization combination. Error bars represent the standard deviation of 20 measurements. (c) The extracted surface potential vs. ionic strength. Error bars represent the total uncertainty from propagating the standard deviations for $\chi^{(2)}_{s,2}$, the number density and the radius, which have the most impact on the fitting routine. The dashed blue lines represent surface potential values calculated with the GC model for spherical particles,\textsuperscript{207} using different surface charge densities $\sigma_0$ (indicated as degree of ionization of the DOPS head groups in the outer leaflet). The solid black line represents a fit using the spherical CC model. Table 4.3 contains all experimental parameters to compute the plotted values.
4.3.8 Comparison between the SHS derived values and solutions to the Gouy-Chapman and constant capacitor model

Finally, we examine how our $\Phi_0$ values for DOPS compare to the spherical GC or spherical CC models.\textsuperscript{208} To do this, we compute solutions for the surface potential as a function of ionic strength for a given surface charge density, which relates to the degree of ionization (unscreened surface charges) of the lipids in the outer leaflet.\textsuperscript{154} The dashed blue lines in Fig. 4.5c correspond to solutions to the spherical GC model (Eq. 7.11.11 in Ref. [67]), with a surface charge density that corresponds to 80 %, 20 %, 10 %, 8 %, 5 % and 3 % ionization of PS head groups in the outer leaflets of the membrane of DOPS liposomes, assuming a head group area of 0.653 nm\textsuperscript{2}.\textsuperscript{55} A single GC curve cannot fully capture all the data. Within the assumption that the interfacial water can be treated as a bulk dielectric and that ions are point charges without hydration shells, this suggests that the charge density of the interface may change with ionic strength. Hence, the phospholipid dissociation decreases with increasing ionic strength. The solid black line represents a solution to the spherical CC model assuming a lipid head group ionization of $\sim$2 % ($\sigma_0 = (-5 \pm 0.6) \times 10^{-3}$ Cm\textsuperscript{-2}) (Eq. 50 in Ref. [208]). Within this model a constant degree of lipid ionization describes the observed trend with a similar accuracy as the GC model except for the DOPS liposomes in pure water. Although we have no information about the validity of the assumptions in both models, a comparison to the data suggests that the degree of ionization of the liposomes is below 20 % of all available charges in the outer leaflet of the membrane. Riske \textit{et al.} determined the ionization of anionic dimyristoylphosphatidylglycerol (DMPG) liposomes in pure water based on linear light scattering techniques and a modified GC model, which considers the association constants of ions.\textsuperscript{209} They found an ionization of 12 %, which is comparable to what we report. In the next chapters, we will analyze the surface properties of liposomes in more detail focusing first, in chapter 5, on hydration of and lipid distributions and lipid interactions in membranes and then, in chapter 6, on the electrostatic properties of membranes.

4.4 Conclusions

In this chapter we demonstrated the possibility to obtain unique values for the surface potential of nanoscopic objects in aqueous solutions by employing nonresonant AR-SHS measurements that are calibrated by the incoherent response of bulk water. We successfully applied the method to aqueous dispersions of nanoscopic oil droplets ($\Phi_0=-38$ mV), zwitterionic DOPC ($\Phi_0=-11$ mV) and anionic DOPS liposomes at different ionic strengths ($-148$ mV $< \Phi_0 < -23$ mV). With this proof of principle we enabled the analysis of potentials in charge neutral and low ionic strength dispersions. The obtained values are extremely useful for theoretical work, because the values are derived from analytical expressions without assuming a certain simplified model.
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for neither the distribution of ions in the electrical double layer, nor the hydration
structure of ions and the orientation of water molecules. In addition, as this experi-
mental table-top method is non-invasive and applicable to aqueous solutions with
particles of various sizes, it will be of great value to characterize and understand the
electrostatic properties and molecular structure of many biologically and chemically
relevant interfaces.
Intermolecular headgroup interaction
and hydration as driving force for lipid transmembrane asymmetry

Variations between the inner and outer leaflets of cell membranes are crucial for cell functioning and signaling, drug-membrane interactions, and the formation of lipid domains. Transmembrane asymmetry can in principle be comprised of an asymmetric charge distribution, differences in hydration, specific headgroup/ H-bonding interactions or a difference in the number of lipids per leaflet. Here, we characterize the transmembrane asymmetry of small unilamellar liposomes consisting of zwitterionic and charged lipids in aqueous solution using vibrational SFS and SHS, label-free methods, specifically sensitive to lipid and water asymmetries. For single component liposomes, transmembrane asymmetry is present for the charge distribution and lipid hydration, but the leaflets are not detectably asymmetric in terms of the number of lipids per leaflet, even though geometrical packing arguments would predict so. Such a lipid transmembrane asymmetry can, however, be induced in binary lipid mixtures under conditions that enable H-bonding interactions between phosphate and amine groups. In this case, the measured asymmetry consists of a different number of lipids in the outer and inner leaflet, a difference in transmembrane headgroup hydration, and a different headgroup orientation for the interacting phosphate groups.

This chapter displays work of equal contributions between Nikolay Smolentsev and Cornelis Lütgebaucks. Cornelis prepared all the samples, measured and evaluated the SH data, whereas Nikolay was responsible for the SFS measurements, analysis and calculation of the the orientation of the chemical groups.
5.1 Introduction

Cells require a compositional diversity between the inner and outer leaflets of cellular and organelle membranes in order to function properly. In nature, there are non-random and non-equal leaflet compositions in eukaryotic membranes. Certain lipids, such as glycolipids, phosphatidylcholine (PC) and sphingomyelin, are predominantly in the outer leaflet, whereas others, such as phosphatidylserine (PS), remain almost completely in the inner leaflet of the plasma membrane. Although the molecular level details are still ambiguous, it is clear that transmembrane asymmetry is vital for cellular functioning. PS transmembrane asymmetry was, for example, shown to regulate and maintain cell metabolism. Different pathways, active and passive, are responsible for such a lipid transmembrane asymmetry. Active pathways use regulating proteins and peptides to induce asymmetry, whereas passive pathways comprise several effects: a non-homogeneous inter-leaflet charge distribution or hydration, asymmetry of specific interactions, and packing differences between leaflets. Although all these effects have been studied, the most attention has been given to transmembrane asymmetry as caused by a different available area of the inner and outer leaflet. This difference results in a different number of lipids in the inner and outer leaflet, and is related to local membrane stiffness and curvature.

The investigation of passively induced asymmetry is in general challenging as it ideally requires free floating, unperturbed, membranes. Labels, substrates, or invasive tools can induce changes to the bilayer composition and should therefore ideally be avoided. Furthermore such investigations require sensitivity to molecular structure and the ability to distinguish between the inner and outer leaflet of a bilayer. Vibrational sum frequency generation (SFG) is a nonlinear spectroscopy that can be considered as a simultaneous IR and Raman measurement. SFG is forbidden in a centrosymmetric medium (under the dipole approximation). It can therefore directly detect transmembrane asymmetry. Assuming identical orientational distributions, with respect to the surface plane, for lipids located in the inner and outer leaflet, SFG reports on the average number difference of lipids between these two leaflets. Conboy et al. demonstrated these features by measuring the lipid redistribution across a supported planar bilayer that was initially made asymmetric.

In this chapter, we study the hydration, charge and lipid transmembrane asymmetry in free-floating lipid membranes in form of unilamellar liposomes (diameter < 100 nm) using both sum frequency scattering (SFS) and SHS. Probing the C-H and P-O stretch region of the vibrational spectrum with vibrational SFS, we quantify the transmembrane asymmetry of the fatty acid tails and headgroups of the lipids. With AR-SHS, we determine the transmembrane hydration asymmetry. The SHS signal relates not only to the surface potential as shown in the pre-
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5.2.1 Lipids
Lipids used in this study are: DOPC, DPPC, DOPS, DPPS, DPPA, DPPE, d62-DPPS, and d66-DOPC. The chemical structures of the used lipids are presented in Fig. 2.13 and the liposome characterization is given in Table 5.1. For SFS experiments probing the transmembrane asymmetry by analyzing the CH mode of the hydrocarbon tails, the fatty acids of one of the two lipids were deuterated to generate an artificial contrast. Vesicles were prepared according to the description in section 2. For lipids that have a higher transition temperature than the room temperature, all solutions were heated to be above the transition temperature for all processing steps.

5.2.2 SHS measurements and normalization
Scattering patterns were recorded in steps of 5° from $\theta = -90^\circ$ to $\theta = 90^\circ$ with 0° being the forward direction of the fundamental, and using an acceptance angle of 3.4°. Data points were acquired using 20 x 1.5s acquisition time with a PMT gate width of 10 ns. SH signals were evaluated according to (2.1) to account for incoherent Hyper-
Table 5.1: The results of dynamic light scattering and electrophoretic measurements with standard deviations from the mean of three measurements.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Hydrodynamic diameter [nm]</th>
<th>ζ-potential [mV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>DPPS</td>
<td>98.4 ±0.5</td>
<td>-45 ±-1</td>
</tr>
<tr>
<td>DOPC</td>
<td>94.0 ±0.3</td>
<td>-6 ±-1</td>
</tr>
<tr>
<td>DPPC</td>
<td>96.0 ±0.3</td>
<td>-4 ±-1</td>
</tr>
<tr>
<td>d66-DOPC:DPPS</td>
<td>90.4 ±0.4</td>
<td>-42 ±-1</td>
</tr>
<tr>
<td>DOPC:d62-DPPS</td>
<td>69.8 ±0.3</td>
<td>-43 ±-1</td>
</tr>
<tr>
<td>DOPC:DPPS</td>
<td>95.3 ±0.3</td>
<td>-43 ±-1</td>
</tr>
</tbody>
</table>

Rayleigh scattering and the measurement geometry. We additionally corrected the so obtained SH signals S(θ) for size differences and varying number densities (see Fig. 6.1). The size correction is made according to section 2.2.2, Eq. (2.8).

5.2.3 Vibrational sum-frequency scattering (SFS)

Vibrational sum frequency spectra were measured using the setup for sum frequency generation experiments described in Ref. [98, 179, 229]. An 800 nm regeneratively amplified Ti:sapphire system (Spitfire Pro, Spectra physics) seeded with an 80 MHz 800 nm oscillator (Integral 50, Femtolasers) was operated at a 1 kHz repetition rate to pump a commercial OPG/OPA/DPG system (HE-TOPAS-C, Light Conversion), which was used to generate IR pulses. The visible beam was split off directly from the amplifier, and spectrally shaped with a home-built pulse shaper. The angle between the 10 μJ visible (VIS) beam (800 nm, FWHM 15 cm⁻¹) and the 6 μJ IR beam (9700 nm or 3200 nm, FWHM 160 cm⁻¹) was 20° (as measured in air). The focused laser beams were overlapped in a sample cuvette with a path length of 200 μm. At a scattering angle of 55°, the scattered SF light was collimated using a plano-convex lens (f=15 mm, Thorlabs LA1540-B) and passed through two short wave pass filters (3rd Millenium, 3RD770SP). The SF light was spectrally dispersed with a monochromator (Acton, SpectraPro 2300i) and detected with an intensified CCD camera (Princeton Instruments, PI-Max3) using a gate width of 10 ns. The acquisition time for a single spectrum was 10-20 min for PO stretch modes and 40 min for CH stretch modes for liposomes. A Glan-Taylor prism (Thorlabs, GT15-B), a half-wave plate (EKSMA, 460-4215) and a polarizing beam splitter cube (CVI, PBS-800-050) and two BaF₂ wire grid polarizers (Thorlabs, WP25H-B) were used to control the polarization state of the SFG, VIS and IR beams respectively. The SFG, and VIS beams were polarized in the vertical (S) direction, and the IR beam was polarized in the horizontal plane (P), leading to the
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polarization combination SSP. The recorded intensity was baseline subtracted and normalized to the SFG spectrum of a gold mirror in the PPP polarization combination that was recorded before each measurement.

Measurements were done at 5 mg/ml lipid concentration.

5.2.4 SFS spectral fitting

The SFS signal \( S \) can be described by the following Lorentzian line shape expression\textsuperscript{230}

\[
S_{\text{SFS}}(\theta, \omega) \propto \left| A_{\text{NR}}(\theta) f(\omega) e^{i\phi_{\text{NR}}} + \sum_i A_i(\theta) \gamma_i \frac{\omega - \omega_i + i \gamma_i}{i \gamma_i} \right|^2,
\]

(5.1)

where \( A_{\text{NR}}(\theta) \) is the amplitude and \( f(\omega) \) is the spectral shape of a weakly dispersive ('non-resonant') background, \( \phi_{\text{NR}} \) is the phase of the background signal relative to that of the resonant signal, \( A_i(\theta) \) is the amplitude of the \( i \)-th vibrational mode with the resonance frequency \( \omega_i \) and linewidth \( \gamma_i \). The strength of the vibrational mode is proportional to \( A_i(\omega = \omega_i) \). The SFS spectra (\( I_{\text{SF}}/I_{\text{IR}} \)) were fitted using Eq. (5.1), employing IGOR Pro 6 (WaveMetrics) and using Levenberg-Marquardt iterations. The fitted parameters for the SFS spectra are shown in Table 5.2 and 5.3. The SFS intensity in the s-PO\textsubscript{2}- stretch region in the SPS polarization combination was too low to reliably fit for all the samples. The SFS spectra that do not show any detectable features are fitted with a third order polynomial.

Note that, for the SFS data, we first plot the measured spectrum (\( I_{\text{SF}}/I_{\text{IR}} \)). Then we use the procedure outlined in 5.2.5 to compute the average asymmetry per liposome in lipid number density using the fitted amplitudes of the symmetric (s-) P-O stretch and the symmetric (s-) CH\textsubscript{3} stretch mode as input. For both the SHS and SFS experiments, we correct for polydispersity by replacing the radius \( R \) in Eq. (2.8) with an effective radius (\( R_{\text{eff}} \)). The procedure to calculate \( R_{\text{eff}} \) is described in 2.2.3.

5.2.5 Calculation of the orientational distribution of phosphate groups

The orientational analysis to calculate ratio of SFS amplitudes in the SSP and PPP polarization combinations of s-PO\textsubscript{2} vibration is adapted from our procedure published earlier\textsuperscript{32,101} based on Rayleigh-Gans-Debye approximation in combination with non-linear light scattering theory. We use a tilt angle \( \phi \) of PO\textsubscript{2}- group to the surface normal and a twist angle \( \psi \) of the PO\textsubscript{2}- group about its molecular axis with respect to the surface normal. This results in the following relation\textsuperscript{231} between surface second-order
polarizability $\chi^{(2)}$ and molecular hyperpolarizabilities $\beta^{(2)}$

\[
\chi_{xxz}^{(2)} = \chi_{yyz}^{(2)} = \frac{1}{2} N \left( \beta_{aac}^{(2)} \cos^2 \psi + \beta_{bbc}^{(2)} \sin^2 \psi + \beta_{ccc}^{(2)} \right) \cos \phi +
\]
\[
\frac{1}{2} N \left( \beta_{aac}^{(2)} \sin^2 \psi + \beta_{bbc}^{(2)} \cos^2 \psi - \beta_{ccc}^{(2)} \right) \cos^3 \phi
\]
\[
\chi_{zzz}^{(2)} = N \left( \beta_{aac}^{(2)} \sin^2 \psi + \beta_{bbc}^{(2)} \cos^2 \psi \right) \cos \phi - N \left( \beta_{aac}^{(2)} \sin^2 \psi + \beta_{bbc}^{(2)} \cos^2 \psi - \beta_{ccc}^{(2)} \right) \cos^3 \phi
\]  

with $N$ being the surface density of PO$_2^-$ groups. We assume that the interface is azimuthally isotropic. The values of the second order hyperpolarizability were taken from Ref. [231].

### 5.2.6 Calculation of the degree of asymmetry based on geometrical arguments

The number of lipids per leaflet can be calculated assuming that the liposomes have a spherical shape. We assume that each lipid headgroup occupies a constant area, $a$, which is the same at the inner and outer leaflets. Then we get for the respective number difference ($\Delta N$) between the outer leaflet and inner leaflet

\[
\Delta N = \frac{4\pi \left( R^2 - (R-d)^2 \right)}{a}.
\]

$\Delta N$ can be expressed as a percentage of the total lipid number density per liposome ($N_{tot}$), which is given by $N_{tot} = \left[ 4\pi \left( R^2 + (R-d)^2 \right) \right] / a$. Here, $R$ is the outer radius of the liposome and $d$ is the membrane thickness, for which we assume $d \sim 5$ nm in common agreement with literature results.41,232

### 5.2.7 Calculation of the degree of asymmetry from the SFS data

For a monodisperse solution the number densities ($N_{d,\text{oil}}$) of nanodroplets can be calculated by dividing the volume concentration of oil ($V_{\text{oil}}$) by the volume of one droplet with radius $R_d$

\[
N_{d,\text{oil}} = \frac{V_{\text{oil}}}{\frac{4}{3} \pi R_d^3}.
\]

For liposomes we have a spherical bilayer rather than a sphere with radius $R_{\text{lip}}$ and thickness $d$ and lipid volume concentration $V_{\text{lip}}$, so that the number density is different
\[ N_{d,\text{lip}} = \frac{V_{\text{lip}}}{\frac{4}{3} \pi R_{\text{lip}}^3 - (R_{\text{lip}} - d)^3}. \] (5.4)

To extract the degree of asymmetry for a certain vibrational mode, we fit the obtained spectra according to Eq. (5.1) and use the obtained amplitude \( A_i(\theta) \) in the expression for \( \alpha \) (Eq. (2.8))

\[ \alpha_{\text{lip},i}(\theta, R_{\text{eff,\text{lip}}}) = \frac{|A_i(\theta)|^2}{N_{\text{lip}} R_{\text{eff,\text{lip}}}^6}. \] (5.5)

This value is now independent of liposomes size, has been corrected for polydispersity, and can be compared to other samples. For droplets we obtain the same expression.

5.3 Results & Discussion

5.3.1 Single component liposomes

Starting with lipid hydration, Fig. 5.1a shows SHS patterns of single component liposomes made from DOPC, DPPC, and DPPS. The data is scaled to correct for the difference in number density and size of the scatterers (see section 2.2.2). The SH signal is non-zero, which indicates that for these \( \sim 100 \) nm diameter liposomes the hydration environment of the inner leaflet is different from the outer leaflet. Also, charged DPPS liposomes generate \( \sim 21 \times \) more intensity per liposome than the zwitterionic, neutral, liposomes. This difference arises because the electrostatic field of the headgroup charge affects the adjacent water molecules, which induces changes in the orientational distribution of the interfacial water molecules and hence increases the SHS intensity. This effect is absent for zwitterionic lipids. Thus, we observe a sizeable asymmetry in the distribution of water molecules that is particularly sensitive to charge. Differently oriented hydrating water molecules in the inner and outer leaflets agree with the finding from X-ray, neutron and dynamic light scattering that the electron density is asymmetrically distributed across the leaflets of anionic vesicles. They also agree with the commonly employed assumption that the inner leaflet is considered charge neutral.

Does such transmembrane hydration asymmetry require transmembrane lipid asymmetry as well? According to calculations assuming a spherical geometry and constant lipid headgroup areas a number difference of 8% should be present between the inner and outer leaflet of these liposomes (see 5.2.6). We can estimate the number difference of lipids per leaflet from SFS spectra, since SFS is sensitive to asymmetric orientations. In particular, assuming a homogeneous distribution of lipid
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Figure 5.1: (a): SHS patterns measured with all beams polarized parallel to the scattering plane (PPP) of DPPS (blue), DOPC (green), and DPPC (red) liposomes in pure H2O (extruded through a 100 nm pore). The scattering pattern originates from the overall transmembrane asymmetry in the orientational distribution of water molecules around the lipids (as illustrated in the cartoons). The data is scaled to correct for differences in size distribution and number density of the scatterers (as described in section 2.2.2. (b): SFS spectra of the same liposomes in D2O in the P-O stretch region together with an SFS spectrum of hexadecane oil droplets covered with a DPPC monolayer (top trace). The spectra were collected with the IR (VIS, SF) beam polarized parallel (perpendicular) to the scattering plane (SSP). The SFS data are offset vertically for clarity.

molecules we can probe e.g. a lipid monolayer on an oil droplet. The detected SFS amplitude is proportional to the averaged projection of the molecular tilt angle to the interfacial normal, multiplied by the number of lipids in the probed area. For purposes of brevity we refer to this as the ‘projected surface density’. For a liposome that has two oppositely oriented leaflets, the SFS amplitude reports on the transmembrane difference in the projected surface density. Therefore, to quantify transmembrane lipid asymmetry, we measured with SFS the headgroup intensity in the P-O stretch region of liposomes and relate it to the intensity of a DPPC monolayer on 100 nm hexadecane droplets in water. The molecular area per DPPC molecule is known to be 0.48 nm².¹⁹⁴ Knowing the area per lipid of the nanodroplet system, the size distribution of the droplets, and having a reasonable estimate of the average tilt angle of the P-N headgroup, we can compute the amplitude per lipid molecule, which can be used to derive a detection limit in terms of transmembrane lipid asymmetry. Assuming that the cross sections of the vibrational modes and average chain orientation are comparable, our previously derived detection limit,²³⁴ can be converted to a lower limit for the detectable transmembrane number difference of ~ 2%.
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Figure 5.1b shows SFS spectra of the same liposomes as in Fig. 5.1a in the P-O stretch region. Within the signal to noise ratio of our instrument we did not observe transmembrane lipid asymmetry. For the C-H modes the same result was obtained (not shown). Thus, the lipid number difference for these single component liposomes is under our detection limit, meaning that the projected surface density difference is below 2%. Comparing this to the 8% in transmembrane lipid asymmetry\textsuperscript{125} that can be found from a computation considering constant headgroup areas independent of the leaflet, it appears that a different lipid hydration does not require transmembrane lipid asymmetry in terms of a different number of lipids in the inner and outer leaflet. Instead, other factors such as specific lipid-lipid intermolecular interactions may create the hydration asymmetry.\textsuperscript{59} Such interactions would change the local (aqueous) environment of the lipids, which we can probe via the vibrational resonances of phospholipid headgroups in binary lipid mixtures.

**The phosphate stretch mode is sensitive to the local environment.** The s-PO\textsubscript{2}\textsuperscript{-} stretch mode has been shown to be very sensitive to changes in intermolecular and H-bonding interactions as well as the local aqueous environment. The s-PO\textsubscript{2}\textsuperscript{-} stretch mode can shift because of counterion interactions.\textsuperscript{55,235} Dehydration of a DPPC monolayer on a planar air/water interface results in a ~10 cm\textsuperscript{-1} spectral shift of the s-PO\textsubscript{2}\textsuperscript{-} mode to higher frequencies.\textsuperscript{55} In order to verify that the s-PO\textsubscript{2}\textsuperscript{-} stretch vibration is indeed a sensitive probe for changes in the local environment / lipid-lipid interactions, we have measured vibrational SFS spectra of hexadecane droplets covered with a dense monolayer of DPPC (analyzed in detail in Ref. [194]) and of DPPE (1,2-dipalmitoyl-sn-glycero-3-phosphoethanolamine). The DPPE headgroup is different from DPPC in that it lacks the CH\textsubscript{3} groups around the N atom in the headgroup (see Fig. 2.13). We expect that the amine and the phosphate group of DPPE interact through intermolecular interactions,\textsuperscript{125} which also becomes obvious in an increase of the gel phase transition temperature from 314 K for DPPC to 336 K for DPPE. Figure 5.2a displays the SFS spectra for DPPC and DPPE covered hexadecane droplets in water. The DPPC monolayer spectrum contains two peaks, one at ~1070 cm\textsuperscript{-1}, assigned to the s-(C=O)-O-C stretch mode, and one at ~1100 cm\textsuperscript{-1} assigned to the s-PO\textsubscript{2}\textsuperscript{-} stretch mode of DPPC in a hydrated monolayer.\textsuperscript{194,236–238} The DPPE monolayer spectrum is different: it shows a single peak at ~1080 cm\textsuperscript{-1}. Based on the demonstrated sensitivity of the s-PO\textsubscript{2}\textsuperscript{-} stretch mode on the local environment at the air/water interface, this peak likely originates from a population of H-bonded PE groups\textsuperscript{12} resulting in red shifted s-PO\textsubscript{2}\textsuperscript{-} stretch modes. Another advantage of the s-PO\textsubscript{2}\textsuperscript{-} region is that the s-PO\textsubscript{2}\textsuperscript{-} resonance is easily observable because there are no other modes. With this feature, we can obtain the orientational distribution of the headgroups. We use this mode as a probe to study transmembrane lipid asymmetry in liposomes composed of two different lipids. We start using binary mixtures of PS...
lipids and another lipid with a different acyl chain length following studies of giant unilamellar vesicles with similar compositions. These mixtures displayed phase separation behavior as a function of acyl chain conformation, and thus may exhibit a certain amount of transmembrane asymmetry.

Figure 5.2: a: SFS spectra in the phosphate region of DPPC (black) and DPPE (blue) monolayers on oil nanodroplets at maximum lipid coverage measured using the SSP polarization combination. The dashed lines show the positions of the PO2⁻ symmetric stretch modes in DPPC and DPPE. b: SFS (SSP) spectra taken in the P-O stretch region of ∼100 nm diameter liposomes in pure D₂O composed of 1:1 mixtures of DOPS:DPPS (brown), DOPC:DPPS (black), DOPS:DPPC (blue) and DOPC:DPPA (red) and the P-O spectrum of the liquid condensed like DPPC monolayer (with known headgroup area) on oil droplets (green).

5.3.2 Liposomes from binary mixtures
Figure 5.2b shows SFS spectra of liposomes in the P-O stretch region composed of a 1:1 mixture of DOPC:DPPS, DOPS:DPPC, DOPS:DPPS and DOPC:DPPA. For comparison, we also plotted the P-O signal from the DPPC monolayer (green curve). The DOPC:DPPS liposomes generate a non-zero SF spectrum. Compared to the spectrum of the PC headgroups in a DPPC monolayer, there is a single peak at ∼1080 cm⁻¹. Based on the comparison between DPPC and DPPE monolayers in Fig. 5.2a, the 1080 cm⁻¹ mode is likely assigned to a population of H-bonded s-PO2⁻ stretch modes. Liposomes composed of a 1:1 DPPC:DOPS mixture possess the same headgroup chemistry, but they will likely have a different packing. From Fig. 5.2b we see that these liposomes do not generate any detectable SFS intensity. Thus, in these mixtures all the lipid headgroups are distributed symmetrically across both leaflets (within the detection limit). We observe such a symmetric distribution also for other mixtures: DOPS:DOPC,
DPPS:DPPC mixtures (Fig. 5.3). Removing the amine group, but keeping the negative charge as in a DOPC:DPPA mixture also results in an absence of transmembrane asymmetry.

The phosphate groups in the PA and PS headgroups are likely equally well hydrated. Hence, based on the observed differences in intensity, it appears that a charged lipid with a free amine group is crucial for the observed transmembrane asymmetry. We investigate this apparent PS specificity further by measuring single lipid DOPS liposomes and DOPS:DPPS liposomes. The former displays a comparable hydration asymmetry as DPPS, with no apparent transmembrane asymmetry (data not shown in Fig. 5.1). A 1:1 DOPS:DPPS mixture, however, which possesses the same headgroup chemistry and the same difference in fatty acid tail chemistry as the DOPC:DPPS liposomes displays transmembrane asymmetry (Fig. 5.2b). For this binary lipid mixture we observe the s-PO$_2^-$ stretch mode at 1085 cm$^{-1}$, thus with a comparable frequency and intensity as for DOPC:DPPS liposomes. The measured PO$_2^-$ modes represent the population of asymmetrically distributed phosphate groups between the leaflets. In the following paragraph, we formulate a hypothesis to rationalize where this PO$_2^-$ signal originates from and how intermolecular interactions participate in this scenario.

Figure 5.3: SFS spectra of mixtures of PC and PS lipids with different combinations of fatty acid tails: DPPC:DOPS (red), DPPC:DPPS (blue) and DOPC:DOPS (green).
5.3.3 Can lipid-lipid interactions drive transmembrane asymmetry?

As Fig. 5.2b shows, charged PS headgroups are crucial ingredients to establish transmembrane asymmetry in the studied systems. PS headgroups possess oppositely charged phosphate, carboxylate and amine groups, which can each participate in H-bonding interactions with a neighboring lipid and with water.\textsuperscript{59,220,240} We know that NH\textsubscript{4}\textsuperscript{+} ions as well as NH\textsubscript{3}\textsuperscript{+} groups interact with PO\textsubscript{4}\textsuperscript{−} groups of neighboring molecules\textsuperscript{26,28,240} (in the fashion illustrated in Fig. 5.4). However, as Fig. 5.1 shows, there is no transmembrane lipid asymmetry for pure DPPS liposomes indicating that an additional criterion needs to be satisfied. A difference in the fatty acid chain length and thus a specific packing appears to be necessary, as is also corroborated by the aforementioned studies on giant unilamellar vesicles.\textsuperscript{231,239} Together with the result from the s-PO\textsubscript{2}− stretch mode - a red shift similar to the DPPE monolayers in which headgroup-headgroup H-bonding occurs - it seems likely that packing differences and intermolecular interactions are crucial here.

Figure 5.4A and 5.4B illustrate one way that would explain the observed data: PS-PC headgroups may interact through H\textsubscript{2}N-H-···O-PO H-bonding, which would shift the vibrational frequency of the interacting phosphate groups (on the PC lipids) to a lower frequency. In doing so, they become SFS active. This interaction could, however, only occur if the probability of intermolecular interactions was increased (compared to the pure DPPS or DOPS liposomes). By changing the lipid tails from DO (18 C...
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atoms, one unsaturated bond) to the 1 Å shorter DP tails\(^a\) (16 C atoms, saturated)
the distance between the H\(_2\)N-H and the O-PO groups is reduced facilitating more
favorable intermolecular interactions\(^{220}\) in a mixture of DOPC with DPPS, or DOPS
with DPPS. Although this explanation agrees with the presented data, it will have to
be investigated in more details e.g. by employing molecular dynamics simulations.
Using this explanation and the C-H mode signal as a probe for lipid transmembrane
asymmetry, and the phosphate stretch mode signal as a probe for (DOPC) lipids that
are interacting with DPPS lipids, we quantify lipid transmembrane asymmetry and
headgroup orientation differences between the leaflets in the DOPC:DPPS liposomes.

5.3.4 Quantification of transmembrane asymmetry

To determine the percentage of lipids that are asymmetrically distributed across the
membrane, we use selective deuteration and measure SFS spectra in the C-H stretch
mode region by targeting the lipid fatty acid tails. C-D modes vibrate at different
frequencies so that we can determine the amount of hydrogenated lipids and thus the
transmembrane asymmetry.

Figure 5.5a shows SFS spectra of liposomes in the C-H stretch region
composed of a 1:1 mixture of d\(_{66}\)-DOPC:DPPS, and DOPC:d\(_{62}\)-DPPS. The top trace repre-
sents the C-H mode signal from the DPPC monolayer on oil droplets for comparison.
There are the following peaks in the C-H mode region\(^{24,26,241,242}\): the s-CH\(_2\) stretch
mode (~2852 cm\(^{-1}\), d\(^+\)), the s-CH\(_3\) stretch mode (~2876 cm\(^{-1}\), r\(^+\)), the antisymmetric
(as-) CH\(_3\) stretch mode (~2965 cm\(^{-1}\), r\(^-\)), the s-CH\(_2\)-Fermi resonance (~2919 cm\(^{-1}\),
d\(^{+\text{FR}}\)), the s-CH\(_3\)-Fermi resonance (~2935 cm\(^{-1}\), r\(^{+\text{FR}}\)) and the as-CH\(_2\) stretch mode
(~2905 cm\(^{-1}\), d\(^-\)). The s-CH\(_3\) stretch mode is dominant for the monolayer on droplets,
which means that the alkyl chains are nearly all-trans in their conformation.\(^{194}\) The
liposomes with PS and PC mixtures display only a detectable SF response in the case of
the d\(_{66}\)-DOPC:DPPS mixture, which indicates that only the DPPS molecules are immo-
bile and asymmetrically distributed across the bilayer, and not the DOPC molecules
(assuming that the deuteration procedure does not change any lipid properties, which
is generally expected to be the case\(^{242}\)). This is reasonable considering that DOPC
molecules are in the liquid phase and thus are moving around due to thermal mo-
tion, whereas the DPPS molecules are in the gel-phase. The SF spectrum of the DPPS
molecules shows a prominent peak at 2870 cm\(^{-1}\), which corresponds to the s-CH\(_3\)
stretch mode, whereas barely a peak is visible at 2850 cm\(^{-1}\), indicating an all-trans
conformation of the tails (identical to that of DPPC). We thus assume that the DP acyl
tail conformations are equal in both systems. Table 5.2 lists the extracted values for

\(^a\)Although the mode at 1080 cm\(^{-1}\) could in principle be assigned to both modes, the s-(C=O)-O-C
stretch mode is not involved in any lipid specific interaction, which means it is an unlikely candidate
for the assignment.
the s-CH$_3$ stretch mode as shown in Fig. 5.5a.

Figure 5.5: a: SFS (SSP) spectra taken in the C-H stretch region of ~100 nm diameter liposomes in pure water composed of 1:1 mixtures of d$_{66}$-DOPC:DPPS (black), DOPC:d$_{62}$-DPPS (purple) and d$_{66}$-DOPC:DPPA (red) and the spectrum of the DPPC monolayer on oil droplets (green). The solid lines represent fits to the data. The SFS data are offset vertically for clarity. b: SFS spectra of a DPPC monolayer on oil droplets, recorded in the SSP (red), PPP (black) and SPS (green) polarization combinations. c: SFS spectra of DOPC:DPPS liposomes in the SSP (red), PPP (black) and SPS (green) polarization combinations. d: dependence of the amplitude ratio of the SSP and PPP polarization combinations of the s-PO$_2^-$ stretch mode on the tilt angle. The boxes indicate the measured ratios obtained from the spectra of the oil droplets and DOPC:DPPS liposomes in panels (b) and (c) indicating the uncertainties from the amplitude fits of different samples.

Considering these values, we compare the obtained SFS intensity ($\alpha$) of the s-CH$_3$ stretch mode for the d$_{66}$-DOPC:DPPS liposomes to that of the DPPC monolayer. We find a transmembrane asymmetry in terms of the surface number density.
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The ratio \( n_{\text{lip,DPPS}}/n_d \) of

\[
\sqrt{\frac{\alpha_{\text{lip}}}{\alpha_d}} \frac{(C-H)}{n_{\text{lip,DPPS}}/n_d} = (5.6)
\]

in which \( \alpha \) is scaled in order to be independent of the size of the droplet/liposome (see Eqs. (5.3)-(5.5)). We use Eq. (5.6) to determine the transmembrane asymmetry for DPPS: \( n_{\text{lip,DPPS}}/n_d = 0.16 \) (i.e. \( \sim 58 \% \) of the DPPS molecules is located on the outer leaflet and \( \sim 42 \% \) of the DPPS molecules is located on the inner leaflet, assuming similar sizes for DPPS and DPPC).

**Table 5.2:** Fitted frequency, amplitude and linewidth for the SFS spectrum of \( \text{d}_{66}-\text{DOPC:DPPS} \) liposomes in the CH region.

<table>
<thead>
<tr>
<th>mode</th>
<th>( \omega_i [\text{cm}^{-1}] )</th>
<th>( \Upsilon_i [\text{cm}^{-1}] )</th>
<th>( A_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r^+ )</td>
<td>2868</td>
<td>20</td>
<td>0.15</td>
</tr>
<tr>
<td>( d_{\text{FR}}^+ )</td>
<td>2926</td>
<td>16</td>
<td>0.11</td>
</tr>
<tr>
<td>( r^- )</td>
<td>2968</td>
<td>20</td>
<td>0.14</td>
</tr>
<tr>
<td>( d^- )</td>
<td>2906</td>
<td>20</td>
<td>0.02</td>
</tr>
</tbody>
</table>

From the polarization dependent spectra shown in Fig. 5.5b and Fig. 5.5c, we can estimate the orientational distribution \( < \cos \phi_d > \) (\( < \cos \phi_{\text{lip}} > \)) of the asymmetrically distributed phosphate headgroups on the DPPC covered droplets and DOPC:DPPS liposomes. The angle \( \phi \) represents the tilt angle of the symmetry axis of the s-PO\(_2\)\(^-\) mode with the surface normal of the liposome or droplet. To determine \( < \cos \phi_d > \), the orientational analysis for polarization resolved SFS\(^{101,194}\) is extended to include a relationship between the second-order susceptibility and hyperpolarizability elements that uses a tilt (\( \phi \)) and a twist (\( \psi \)) angle for the phosphate group. We follow here the procedure as introduced by the Allen lab.\(^{231}\) Figure 5.5d displays the computed amplitude polarization ratio as a function of tilt angle for the s-PO\(_2\)\(^-\) stretch mode for the case \( \psi = 0 \).\(^{231}\) The fit parameters for the amplitude are given in Table 5.3. The rectangular areas in Fig. 5.5d indicate the experimentally measured scattering amplitude ratios from Fig. 5.5b and Fig. 5.5c considering the uncertainties of the amplitude fits for different samples. The phosphate groups of the DPPC molecules situated on oil droplets have an average tilt angle of \( \phi = 60 \pm 10^\circ \) with respect to the droplet surface normal. This value is in good agreement with the tilt angle found for DPPC molecules at the air/water interface.\(^{231}\) For the liposomes, we find a tilt angle of \( \phi = 10 \pm 10^\circ \). Note that we assumed a narrow Gaussian distribution regarding the tilt angle and a uniform distribution of lipids for the analysis. The latter is expected\(^{243}\)
because we have not detected any SFS signal in the PSP, PPS and SPP polarization combinations. Using a Gaussian distribution may not be completely justifiable because the number of participating lipids (several thousand) are not sufficient to make a statistical distribution.

Table 5.3: Fitted frequency, amplitude and linewidth for the SFS spectra in the phosphate region for the symmetric stretch (ss) mode for PO$_2^-$ and C-O-P vibration.

<table>
<thead>
<tr>
<th>Sample</th>
<th>DOPC:DPPS</th>
<th>DPPC on oil</th>
<th>DPPE on oil</th>
<th>DOPS:DPPS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SSP</td>
<td>PPP</td>
<td>SSP</td>
<td>PPP</td>
</tr>
<tr>
<td>ss PO$_2^-$</td>
<td>A$_i$</td>
<td>1.13</td>
<td>1.85</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$\omega_i$ [cm$^{-1}$]</td>
<td>1079</td>
<td>1099</td>
<td>1085</td>
</tr>
<tr>
<td></td>
<td>$\gamma_i$ [cm$^{-1}$]</td>
<td>17</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>ss C-O-P</td>
<td>A$_i$</td>
<td>1.31</td>
<td>1.85</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$\omega_i$ [cm$^{-1}$]</td>
<td>1072</td>
<td>1099</td>
<td>1085</td>
</tr>
<tr>
<td></td>
<td>$\gamma_i$ [cm$^{-1}$]</td>
<td>20</td>
<td>10</td>
<td>20</td>
</tr>
</tbody>
</table>

To estimate the percentage of DOPC molecules that interact with DPPS, we compare the s-PO$_2^-$ mode amplitude of the DOPC:DPPS mixtures and the DPPC monolayer. We use the following expression

$$\frac{\alpha_{lip}}{\alpha_d} (P-O) \left[ \frac{n_{lip,DOPC} < \cos(\phi_{lip}) >}{n_d < \cos(\phi_d) >} \right].$$

The ratio $\sqrt{\frac{\alpha_{lip}}{\alpha_d} (P-O)}$ represents the amplitude ratio of the s-PO$_2^-$ mode of the lipids in the liposomes and the droplet monolayers (corrected for the difference in droplet/liposome number density and size distribution). This number reports only on the head groups that exhibit intermolecular interactions, and thus likely on DOPC molecules. The ratio $n_{lip,DOPC}/n_d$ represents the number density ratio of the interacting DOPC lipids in the liposomes compared to the DPPC number density on the droplets. < $\cos(\phi)$ > represents the orientational distribution as discussed in the previous paragraph. From Fig. 5.5a we have $\sqrt{\frac{\alpha_{lip}}{\alpha_d} (P-O)} = 0.9 \pm 0.3$. The factor $\frac{< \cos(\phi_{lip}) >}{< \cos(\phi_d) >} = 2$. From Eq. (5.7) we get $n_{lip,DOPC}/n_d = 0.45$. This means effectively that all the DOPC molecules in the outer leaflet are interacting with DPPS molecules. In this analysis we implicitly assumed that the inner leaflet is charge neutral. This means that the Na$^+$ counterions are in close proximity to the PS headgroups (but likely not ion paired so that no frequency shifts are detectable), it will result in a much lower probability for intermolecular H-bonding in the inner
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Thus, from the analysis of the spectra in Fig. 5.2 and Fig. 5.5 (and relying on the interpretation in Fig. 5.4) we find that there is a lipid number difference of ∼16% of DPPS between the inner and outer leaflets. There is no detectable difference in the number of DOPC lipids between the outer and inner leaflets. The shifted s-PO$_2^-$ SFS response from the liposomes indicates that some of the DOPC molecules interact with DPPS through intermolecular H-bonding. Assuming charge neutrality in the interior, and a consequential lack of intermolecular H-bonds, we find that nearly all of the DOPC in the outer leaflet interacts with DPPS.

5.4 Conclusions

We find that charge and hydration transmembrane asymmetry is present in liposomes in aqueous solution, whereas for the same single component liposomes lipid transmembrane asymmetry is not detectable. Asymmetry in the number of lipids per leaflet can be induced by H-bond interactions between PS and PC/PS headgroups that depend on and can be influenced by varying the lipid structure. DOPC:DPPS liposomes exhibit a 16% DPPS asymmetry but no detectable DOPC asymmetry. The P-O vibrational stretch mode intensity becomes clearly observable, indicating transmembrane asymmetry. This is related to a different orientational distribution of PC phosphate groups that participate in H-bond interactions with the PS amine groups. In particular, we find that the average orientational angle with respect to the surface normal of the phosphate group becomes close to 10° which is substantially different from the 60° that is found in a saturated monolayer.

The presence of lipid transmembrane asymmetry and probable underlying mechanism offer insights into the complexity of lipid membrane chemistry. If specific/chemical interactions lead to association of molecules in a 100 nm liposome, then it is likely that similar mechanisms can play a role in the formation and stabilization of lipid domains. Lipid rafts are considered to be dynamic structures > 40 nm in size that form and dissolve on ms timescales.$^{245}$ As such our work provides insights into how these domains might form. Future work that is geared at further understanding the link between the transmembrane asymmetry studied here and lipid raft structures might involve nonlinear scattering experiments performed in all polarization combinations, which is sensitive to structural heterogeneities.$^{243}$ These measurements should be performed on liposomes with a diameter of ∼10 μm, to enable the formation of multiple domains and to obtain good signal to noise ratios. Given the importance of membrane properties and liposomes in basic biophysical research and biotechnology, our combination of SF and SH scattering techniques demonstrates a high potential to elucidate transmembrane asymmetry in lipid membranes. Particularly, these methods can be used to investigate lipid asymmetry induced by drug-membrane interactions.
or biomacromolecule-membrane interactions along with domain formation in lipid mixtures.
6 Characterization of the interface of binary mixed DOPC:DOPS liposomes in water: Charge condensation and curvature effects

Solutions of liposomes composed of binary mixtures of anionic dioleoylphosphatidylserine (DOPS) and zwitterionic dioleoylphosphatidylcholine (DOPC) are investigated with label-free angle-resolved (AR) second harmonic scattering (SHS) and electrokinetic mobility measurements. The membrane surface potential is extracted from the AR-SHS response. As a function of DOPS content, that is varied from 0 to 100 %, the surface potential changes from -10 to -145 mV and levels off already at ~10 % DOPS content. The ζ-potential shows the same trend but with a drastically lower saturation value (-44 mV). This difference is explained by the formation of a condensed layer of Na\(^+\) counterions around the outer leaflet of the liposome as predicted by charge condensation theories for polyelectrolyte systems. A very similar behavior is observed for DOPC:cardiolipin membranes and NH\(_3\)^+ counterion.
Chapter 6. Ionization of DOPC:DOPS lipid membranes

6.1 Introduction
Lipid bilayer membranes are the primary building blocks of organisms. These membranes exhibit a diverse composition in order to separate functional compartments and to control signalling processes. In plasma membranes the lipid composition between the two leaflets is highly asymmetric and changes dynamically to trigger environmental responses. For instance, cells that undergo apoptosis concentrate anionic phosphatidylserine (PS) in the outer leaflet of the plasma membrane to signal phagocytes to approach and digest them, whereas in healthy cells PS lipids are only present in the inner leaflet.\textsuperscript{246}

In order to understand membrane structure, hydration, and the changes therein it is crucial to characterize the interfacial properties of lipid membranes and their aqueous environment. Non-resonant second harmonic scattering\textsuperscript{120,152} (SHS) is an optical process used to probe the net orientational order of water molecules along the surface normal of a particle,\textsuperscript{106,118,175,178} droplet,\textsuperscript{32,178,179} or liposome.\textsuperscript{104,192} We recently demonstrated that polarization- and angle-resolved (AR) SHS represents a method to obtain a unique value for the surface potential of a particle in aqueous solution.\textsuperscript{247} As we have seen earlier in this thesis, we can describe scattering patterns by exact analytical expressions\textsuperscript{155} that rely on the surface potential and one non-vanishing surface susceptibility tensor element. Therefore, two independent scattering patterns are sufficient to retrieve unique values for both parameters. Applying AR-SHS in combination with sum frequency scattering (SFS) to probe the transmembrane asymmetry in single component anionic DOPS and zwitterionic DOPC liposomes, which in pH neutral conditions are either charged (DOPS) or neutral (DOPC). We found that the molecular trans-membrane asymmetry originates from a disparity in the amount of hydrating water molecules that surrounds the phospholipid headgroups (see chapter 5). We did not find transmembrane asymmetry in the form of a different number of lipid molecules in the inner and outer leaflets.

In this chapter, we quantify the surface properties of liposomes in water that are composed of a binary mixture of phosphocholine and phosphoserine, which are the two main constituents of the eukaryotic plasma membrane.\textsuperscript{4} We apply AR-SHS and electrokinetic mobility measurements to dilute solutions of liposomes composed of different binary mixtures of DOPS and DOPC, spanning the full range of possible mixtures. The membrane surface potential is extracted from the AR-SHS response. Upon increasing the amount of DOPS in the membrane, the surface potential changes from -10 ±20 mV to -145 ±30 mV and levels off at ~10 % DOPS. The $\zeta$-potential shows the same trend but with a drastically lower saturation value (-44 mV). This observation is explained by the formation of a condensed layer of Na\textsuperscript{+} counterions around the outer leaflet of the liposome and agrees with predictions of charge condensation theory for polyelectrolyte systems. Size dependent SHS measurements show that the
relative (size normalized, single liposome response) increases for smaller liposomes indicating that the difference in the amount of headgroup hydrating water between the inner and outer leaflet increases for smaller liposomes.

6.2 Materials & Methods

6.2.1 Chemicals
Sulfuric acid (95-97 %, ISO, Merck), ammonium hydroxide (30 %, Sigma-Aldrich), hydrogen peroxide (30 %, Reactolab SA), chloroform (Emsure, ACS, ISO, Merck) and sodium chloride (NaCl, >99 %, Sigma-Aldrich), phosphorus standard solution (0.6 M, Sigma-Aldrich), L-ascorbic acid (ACS, ≥ 99 %, Sigma-Aldrich), ammonium molybdate (VI, ACS, 81-83 %, Sigma-Aldrich), and hexadecane (>99.8 %, Fluka) were used as received. 1,2-dioleoyl-sn-glycero-3-phosphocholine (DOPC) and 1,2-dioleoyl-sn-glycero-3-phospho-L-serine (sodium salt) (DOPS), were purchased in powder form (>99 %) from Avanti Polar Lipids (Alabama, USA) and stored at -20 °C until further use.

6.2.2 Cleaning procedures
Glassware was cleaned with a 1:3 H₂O₂:H₂SO₄ solution and rinsed with ultrapure water (Milli Q, Millipore, Inc., electrical resistance of 18.2 MΩ cm). The glassware for the phosphate assay required a two-step cleaning procedure: First a cleaning with a 3:1:1 H₂O:H₂SO₄:H₂O₂ solution at 100 °C was done, which was followed by a cleaning with a 3:1:1 H₂O:NH₄OH:H₂O₂ solution at 80 °C, each for 10 minutes. After and in between the cleaning steps the glassware was thoroughly rinsed with ultrapure water.

6.2.3 Liposomes
The liposomes were found to have a mean diameter in the range of 94 - 110 nm with a polydispersity index (PDI) of less than 0.1.

6.2.4 SHS
SHS patterns were recorded with an angle of acceptance of 3.4° in steps of 5°, whereas single angle measurements were recorded with an angle of acceptance of 11.4°.

6.3 Results & Discussion

6.3.1 DOPC:DOPS membranes
Figure 6.1a and 6.1b show the measured SH scattered intensity from liposomes as a function of scattering angle θ for the two polarization combinations (PPP and PSS) for three different DOPC:DOPS ratios. Figure 6.1c shows the maximum scattered intensity (at θ = 50°) as a function of DOPS concentration in the liposome. The SH intensity, which is directly linked to the orientational order of interfacial water molecules, is...
creases with an increasing amount of DOPS molecules in the membrane, but saturates at \( \sim 10\% \) (w/w) DOPS content.

**Figure 6.1:** (a) SH scattering patterns in the PPP polarization combination. (b) SH scattering patterns in the PSS polarization combination. The lines represent fits made to the nonlinear Rayleigh-Gans-Debye theory from which the surface potential values were extracted using the parameters of Table 6.1 (c) Maximum SH intensity as a function of DOPS weight percentage in the liposomes (in the PPP polarization combination). The solid line is a guide for the eye.

To understand the saturation behavior in more detail we analyzed the data in Fig. 6.1a and 6.1b determining the surface potential as listed in detail in chapter 4 and quantifying the degree of ionization afterwards. The solid lines in Fig. 6.1a and 6.1b represent fits to the nonlinear light scattering equations (Eqs. (4.3)) that were made using for the surface susceptibility element \( \chi^{(2)}_{s,2} = 1.36(\pm0.2) \times 10^{-22} \text{ m}^2/\text{V} \) and surface potential values that range from \( \Phi_0 = -10 \pm 20 \text{ mV} \) (pure DOPC) to \( \Phi_0 = -145 \pm 30 \text{ mV} \) (pure DOPS). The obtained values for \( \Phi_0 \) are plotted in Fig. 6.2a. From previous measurements (see chapter 4) we knew that the value does not significantly differ between pure DOPC and DOPS liposomes and therefore we kept it constant.

The maximum magnitude for \( \Phi_0 \) is reached at \( \sim 10\% \) w/w of DOPS in the liposomes. The values for \( \Phi_0 \) can be compared to measured \( \zeta \)-potential values (Fig. 6.2b) that were extracted from electrokinetic mobility measurements of the same samples. The \( \zeta \)-potential follows the same trend as the surface potential: The magnitude of the \( \zeta \)-potential increases with increasing DOPS concentration and levels off at \( \sim 10\% \) DOPS. At higher concentrations the \( \zeta \)-potential remains constant at \( -44 \pm 7 \text{ mV} \), independent of the DOPS concentration. The saturated values of \( \Phi_0 \) and \( \zeta \) differ significantly, by \( \sim 100 \text{ mV} \). We analyze this difference to obtain insight into the molecular level structure of the interfacial layer. To estimate the behavior of the electrostatic potential and the amount of free charges on the DOPS headgroups, we need to assume a model for the structure of the interfacial region. Assuming an arbitrary sized smooth sphere with a certain surface charge density \( \sigma_0 \) that is embedded in a continuous medium with a 1:1 electrolyte concentration \( c \), we can compute both
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Table 6.1: Input parameters and fit values for scattering patterns from mixed DOPC:DOPS liposomes.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Hydrodynamic radius [nm]</td>
<td>47</td>
<td>56</td>
<td>56.9</td>
<td>57.5</td>
<td>58.4</td>
<td>57.6</td>
<td>59</td>
</tr>
<tr>
<td>Headgroup area [nm²]</td>
<td>0.725ᵃ</td>
<td>0.71</td>
<td>0.71</td>
<td>0.7</td>
<td>0.696</td>
<td>0.689</td>
<td>0.65ᵃ</td>
</tr>
<tr>
<td>Number density (Nₚ) (×10^{-12} \text{[#/ml]} )</td>
<td>3.3</td>
<td>3.59</td>
<td>3.43</td>
<td>3.23</td>
<td>2.92</td>
<td>3.21</td>
<td>2.87</td>
</tr>
<tr>
<td>R.I. particle (514 nm)ᵇ</td>
<td>1.4</td>
<td>1.4</td>
<td>1.4</td>
<td>1.4</td>
<td>1.4</td>
<td>1.4</td>
<td>1.4</td>
</tr>
<tr>
<td>R.I. solution (514 nm)</td>
<td>1.33</td>
<td>1.33</td>
<td>1.33</td>
<td>1.33</td>
<td>1.33</td>
<td>1.33</td>
<td>1.33</td>
</tr>
<tr>
<td>Temperature [°C]</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>Ionic Strength [mM]</td>
<td>0.0022</td>
<td>0.092</td>
<td>0.138</td>
<td>0.148</td>
<td>0.141</td>
<td>0.121</td>
<td>0.246</td>
</tr>
</tbody>
</table>

ᵃ Taken from [55]. ᵇ Adapted from [201].

the surface charge density \(\sigma₀\) and the decay of the electrostatic potential into the solution \(\Phi(r)\) for a given value of \(\Phi₀\). Using Ohshima’s exact solution for the potential distribution around a sphere with arbitrary potential, we have¹²⁷

\[
\Phi(r) = \frac{2k_B T}{\epsilon}\ln\left[\frac{1 + \tanh\left(\frac{z\epsilon\Phi₀}{4k_B T}\left(\frac{R}{r}\right)e^{-\kappa(r-R)}\right)}{1 - \tanh\left(\frac{z\epsilon\Phi₀}{4k_B T}\left(\frac{R}{r}\right)e^{-\kappa(r-R)}\right)}\right]
\]

(6.1)

and

\[
\sigma_d = \frac{2\epsilon\epsilon_r \kappa k_B T}{e} \sinh\left(\frac{z\epsilon\Phi₀}{2k_B T}\right) \times
\sqrt{\frac{1 + \frac{1}{\kappa R} \cosh\left(\frac{z\epsilon\Phi₀}{4k_B T}\right)}{1 + \frac{1}{(\kappa R)^2}}} + \frac{8\ln\left[\cosh\left(\frac{z\epsilon\Phi₀}{4k_B T}\right)\right]}{\sinh\left(\frac{z\epsilon\Phi₀}{4k_B T}\right)^2}.
\]

(6.2)

Figure 6.2c shows the computed potential decay using Eq. (6.1) (dashed blue curve). The dashed black line indicates the \(\zeta\)-potential. As we have seen in the previous chapters, the \(\zeta\)-potential is the potential that is measured at the boundary between stagnant and free flowing liquid positioned at a distance \(d\) away from the surface.⁶⁶,¹³⁵ This plane is thought to be positioned not more than \(\sim 3\) water diameters (< \(\sim 1\) nm) away from the interface of an atomically smooth surface.²⁴⁸ In our samples there
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will be some variations in the positions of the lipids as they are in the liquid phase, exhibit thermal motion, and the liposome surface is not atomically smooth. This could lead to variations on the order of ~1 nm, but certainly not more. Applying Eq. (6.1) to the found values of $\Phi_0$ and determining where the $|\zeta|$-potential crosses the $\Phi(r)$-curve results in a slipping plane distance of $d= 20$ nm. This is physically

![Graphs showing ionization of DOPC:DOPS lipid membranes](image_url)

Figure 6.2: (a) Extracted surface potential values from the data in Fig. 6.1a and 6.1b with an indication of propagated uncertainties of the input parameters ($\chi^2$, ionic strength, radius, number density, and dielectric constant). (b) Measured $\zeta$-potential values for the same samples used in panel (a). The error bars represent the standard deviation after 75 measurements. Solid lines are guides to the eye. (c) Computed values for the electrostatic potential as a function of distance ($r$, $r=0$, $r=R$) along the surface normal for a diffuse electric double layer only (labeled DDL, dashed blue curve) and a Stern layer with a diffuse double layer (solid red curve). The inset shows a zoom-in for $0<r<1$ nm. (d) The computed surface charge density $\sigma_d$ at the shear plane (solid blue squares) and the overall degree of ionization (open green triangles) of the liposomes as a function of DOPS content.
unrealistic: It does not seem energetically meaningful to have a layer of 60 stagnant water molecules. According to the available knowledge that the slipping plane is at a distance \( d < 2 \) nm the potential difference \(|\Phi_0 - \zeta|\) should occur over a distance \( d < 2 \) nm here, which requires a significant electrostatic field strength of \( > 4.9 \times 10^7 \) V/m. In case \( d=0.3 \) nm (which corresponds to one layer of water molecules and is the lower limit of the slipping plane distance\(^{67,250}\)) the field strength becomes \( 3 \times 10^8 \) V/m. If an electrostatic field with such a high strength emerges from the surface, it will result in a high concentration of counterions. This hints towards a low degree of completely ionized surface headgroups and the presence of a kind of Stern-like layer or charge condensation at DOPS concentrations exceeding 10 %, even though the ionic strength of the solution is low. With that expectation in mind, the potential distribution from the shear plane into the solution should be modified by replacing \( \Phi_0 \) with \( \zeta \) and the very proximity to the membrane can be represented by a constant capacitor model\(^{66,208}\). The resulting estimated distance dependent potential is plotted in Fig. 6.2c. Using the \( \zeta \) for \( \Phi_0 \), the charge density \( \sigma_d \) on the shear plane is then determined by Eq. (6.2). Values for \( \sigma_d \) (solid blue squares, left axis) and the corresponding degree of ionization on the liposomes outer leaflet (\( \sigma_d/\sigma_0 \), open green triangles, right axis) are plotted in Fig. 6.2d. For this calculation we used a \( \sigma_0 \) calculated with effective headgroup areas\(^{55}\) ranging between 0.653 nm\(^2\) and 0.713 nm\(^2\) for DOPS and DOPC:DOPS[9:1] liposomes\(^{6.1}\). The degree of ionization as calculated on the shear plane is almost constant around 1 % indicating that almost all charges are screened within the first few hydration shells. This means that in 100 % DOPS liposomes only 1 in 100 DOPS molecules have no counterions associated with them and for liposomes with 10 % DOPS this amounts to \( \sim 1 \) in 10 lipids. This level of counterion condensation would require a total effective interfacial Na\(^+\) concentration in the order of 1 - 3 M (assuming the lipid headgroup area and thickness of the condensed layer as mentioned above).

The observed large difference between the surface and the \( \zeta \)-potential as well as the independence of both potentials on the surface charge density are clear indicators of some form of charge condensation at the outer leaflet of the liposomes. Charge condensation\(^{251}\) is more commonly observed in polyelectrolyte solutions (Ref. [252] and references therein) and some colloidal systems\(^{253,254}\). This condensation occurs in solutions of low ionic strength as a consequence of free energy minimization originating from electrostatic enthalpic interactions favouring association and entropic interactions favouring dissociation\(^{255}\). We can calculate the critical surface charge density \( \sigma_{0,\text{crit}} \) above which charge condensation occurs for spherical particles with sizes that are comparable to the Debye length \( (1/\kappa, \kappa R \sim 1) \) according to\(^{255}\)

\[
\sigma_{0,\text{crit}} = \frac{e (1 + \kappa R) \ln (\kappa l_b)}{2\pi R z l_b} \tag{6.3}
\]
in which $\kappa$ is again the Debye screening parameter ($\kappa = \sqrt{\frac{2000e^2z^2N_Ac}{e_fzKB}}$), $c$ the respective concentration (in mol/l), $R$ the radius of the liposome, $l_b$ the Bjerrum length in water (0.71 nm) and $z$ the valency (1). For the liposome solutions, we obtain $-7.9 < \sigma_{0,\text{crit}} < -6.7 \text{ mC/m}^2$. A theoretical maximum surface charge density of 100 % (10 %) DOPS liposomes is $\sigma_0 = -245 \text{ mC/m}^2 (-22.5 \text{ mC/m}^2)$ considering 1 charge per headgroup and the same headgroup areas as before (see Table 6.1). These values for the surface charge density are much larger than the computed critical value above which charge condensation occurs. Based on Eq. (6.3) we can infer that condensation would start around 3 % of DOPS in the liposome, which is in reasonable agreement with our data considering our error bars.

Figure 6.3: Variation in the bulk pH of DOPC:DOPS liposome solutions as a function of DOPS content. The pH was derived from three consecutive potentiometric measurements. Error bars indicate the standard deviation of three measurements.

One question one might ask is if the ions that are responsible for the charge condensation consist of $\text{Na}^+$ ions or $\text{H}^+$ ions from the autoprotolysis reaction of water. If $\text{H}^+$ is responsible for the condensation of charge, given the amount of charge condensation (99 %) and the number of liposomes in the solution ($\sim 2.87 \times 10^{12} \text{ cm}^{-3}$) for the liposomes with 100 % DOPS, we may expect a change of the bulk pH value to pH $= 10.4$. A potentiometric measurement of the pH as a function of DOPS concentration did not show any changes (see Fig. 6.3). As such the condensed layer most likely consists of $\text{Na}^+$ ions. This finding is also in agreement with computer simulations, which, when modelling bilayer interfaces, obtain a high density in counterions around the bilayer headgroups.\textsuperscript{59,235,236}
6.3.2 DOPC:cardiolipin mixtures
To investigate whether the observed effect is a DOPS specific phenomenon, we altered the membrane composition using different ratios of DOPC:cardiolipin. Cardiolipin is also anionic, but much more bulky compared to DOPS being composed of 4 fatty acid chains and 2 phosphate groups (see Fig. 2.13). Cardiolipin carries an NH$_4^+$ counterion instead of Na$^+$. The ratio between the charged moieties and fatty acid chains is the same for both lipids and hence the achievable surface charge density is approximately equivalent. Figure 6.4 shows the SH intensity measured at the angle of maximum intensity $\theta = 50^\circ$ in the PPP polarization combination as a function of cardiolipin content. The overall trend in the SHS intensity resembles the one shown in Fig. 6.1c. The SH signal and the zeta potential saturate both at 9:1 % (w/w) ratio, indicating that the observed saturation purely originates from electrostatic influences and not from specific interactions (as was the case in chapter 5).

![Figure 6.4](image)

**Figure 6.4:** (a) SHS intensity at $\theta = 50^\circ$ of DOPC:cardiolipin liposomes as a function of cardiolipin content in the PPP polarization combination. Solid lines are guides to the eye. (b) Absolute $\zeta$-potential of the same liposomes.

6.4 Conclusions
We characterized DOPC:DOPS liposomes with AR-SHS as a function of lipid composition and size. The polarization state resolved AR-SHS response is an indicator for the amount of orientationally ordered water, which is used to extract the membrane surface potential. As the DOPS membrane content is varied from 0 to 100 % the surface potential changes from -10 to -145 mV at a few percent of DOPS in the membrane after which it remains constant. The $\zeta$-potential shows the same trend but has a drastically lower saturation value (-44 mV). The big potential difference and the absence of sensitivity of both potentials on the amount of charged lipids in the mem-
brane is explained by the formation of a condensed layer of Na\(^+\) counterions around the liposome. This explanation agrees well with predictions of charge condensation theory for polyelectrolyte systems. Size dependent SHS measurements show that the relative, size normalized, single liposome response increases for smaller liposomes indicating that the difference in the amount of headgroup hydrating water between the inner and outer leaflet increases for smaller liposomes.

The presented experimental findings demonstrate that the Gouy-Chapman model, despite its wide use\(^{58,256-258}\), is not suitable without modification for the description of the diffuse double layer around lipid membranes, even under conditions of low ionic strength. Specifically, the relatively strong association of counterions with interfacial charged groups, independent of the lipid, needs to be considered. In addition, from a purely theoretical angle there is still an ongoing discussion about ion behaviour at charged interfaces at high concentrations, for which different scenarios from simulations exist\(^{168}\), but also at low concentrations, for which very little data exists. The present data will help to select the correct way to describe theoretically the composition and physical chemistry of membranes in terms of ion distribution.
7 Summary & Outlook

7.1 Summary

In this thesis, we used second harmonic scattering to characterize lipid membranes and their aqueous environment by accessing the interfacial structure experimentally. In the first part of this thesis we generalized the nonlinear optical theory to describe interfaces in aqueous solutions independent of the ionic strength. Subsequently, we verified the correctness of the derived theory experimentally. In the second part, we used this generalized theory to characterize different lipid membranes. We determined the surface potential of various lipid membranes in different aqueous solutions by analyzing the water orientation. We compared this approach with well-established models and analyzed the electrostatic interactions in membranes by quantifying the effective surface charge density and headgroup hydration. This thesis represents one of the first systematic label-free studies of free floating lipid membranes.

In particular, in chapter 3 we generalized the existing nonlinear optical theory to be able to describe the second-order optical response originating from planar and curved interfaces correctly. Although the nonlinear optical theory for scattering in aqueous solutions for high ionic strength existed already, it is now possible to describe the SH and SF signal over the full range of theoretical available ionic strengths from $10^{-7}$ to $10^1$. The nonlinear optical techniques SFG and SHG are known to be surface sensitive. At low ionic strength the probed interfacial region can be up to 1 μm deep. The detected signal can be affected by interfering photons generated at water molecules within this depth. This observation helps to clarify differences in the existing literature that used various equations despite different measurement geometries or unsuitable experimental conditions. The described effect has a significant impact on the interpretation of ion-surface interactions measured with SF or SH measurements and is applicable to planar as well as spherical interfaces.

Using the generalized theory and the hyperpolarizability of the main liquid (water) as reference, it is now possible to determine unique surface potential values from scattering patterns of aqueous colloidal suspensions. This determination does
not require assumptions about the surface structure beyond azimuthal isotropy nor
does it require the use off a mean-field model for the interfacial chemistry (chapter 4). We
determined the surface potential of bare hexadecane droplets in water (pH = 8) and
zwitterionic DOPC liposomes, as well as anionic DOPS liposomes in different ionic
strength. In agreement with their respective surface charges, hexadecane droplets
and DOPC liposomes have barely a surface potential, whereas the anionic DOPS
membranes revealed surface potentials between $-150$ mV (100 μM ionic strength)
and -23 mV at 10 mM ionic strength. We also found that the non-zero element of the
second order susceptibility $\chi^{(2)}$ is almost constant leading to the conclusion that a
similar orientational distribution of interfacial water molecules must exist on these
different surfaces. This method is applicable to small sample volumes, dilute particle
concentrations, particle sizes > 25 nm, and not restricted to the chemical nature of
the dispersion – as long as there is no bulk response from the particle. Summarizing, it
represents a distinct, portable, optical, label-free probe of surface potentials without
using models for the interfacial chemistry.

In chapter 5, we focused on intermolecular interactions within the membrane
and how these may affect the membrane structure as well as the hydration. There
is a hydration asymmetry between the inner and outer leaflet, but for most lipid
mixtures there is no lipid transmembrane asymmetry observable indicating a very
dynamic molecular lipid layer. However, gel-phase DPPS lipid molecules did not mix
homogeneously with zwitterionic liquid-phase DOPC molecules forming bilayers,
but distribute asymmetrically over the leaflets. H-bonds between the headgroups
of these two types of lipids seems to be supported by geometrical factors, such as
the length of the hydrocarbon chain and the lipid packing density. These findings
show that combined SHS and SFS experiments can also contribute to fundamental
discussions about the structure of the membrane. In particular, ongoing debates
about the occurrence of lipid rafts and domain formation could be solved with the
appropriate experiments using SHS and SFS.

In chapter 6 we determined the counterion association to anionic lipid mem-
branes experimentally. We showed that almost independent of the lipid concentration,
anionic liposomes have a very low surface charge (1 %) and a high counterion associa-
tion even in pure water. Typical interfacial models that depend on the ionic strength
of the solution, such as the Gouy-Chapman model, may not correctly describe the
interfacial chemistry. It is absolutely necessary to consider binding constants and the
presence of the respective ions, even at very low ionic strength. The ion behavior is in
agreement with predictions of condensation theory in polyelectrolyte systems. The
presented findings are helpful for ongoing theoretical discussions about ion-surface
association behavior at high and low ionic strength.
7.2 Outlook

In this thesis, we demonstrated the possibilities of polarization and angle-resolved nonresonant SHS to characterize the inter- and intramolecular interactions and hydration structures of lipid membrane interfaces.

We advanced the theoretical description of nonlinear light scattering experiments to describe scattering patterns in any ionic strength solutions and to quantify the surface potentials of dispersed particles. The here presented method can be adapted to consider a wide range of molecular species enabling one to extract surface potentials, label-free and interface model-free, from any type of dispersion. Our polarimetric AR-SHS method is thus applicable to dispersions in different media such as ionic liquids and non-aqueous particle solutions. The sole requirement would be the knowledge of the molecular hyperpolarizability elements of the solvent. As such, the presented algorithm is very valuable for interfacial electrostatic interactions of colloids in non-aqueous media. Another requirement is that the method is nonresonant, but this can, in theory, be overcome by extending the model. We therefore expect that the method can be employed to several systems such as metal oxide particles, e.g. silica or polymer beads. These particles are of great importance in modern applications due to their high surface to volume ratio, surface modification possibilities and structural diversity, which affect the interaction with the environment. These kind of particles can be found in sensing and separation applications, gas storage, catalysis, ceramic production and as cancer treatment. Especially for characterizing the surface properties of such solid nanoparticles, an interesting approach would be a comparison study together with X-ray photoelectron spectroscopy (XPS). Using SHS, the surface potential is determined probing the water orientation at the interface, whereas studies using XPS claim to extract surface potentials directly from probing the change in binding energies in the material. Hence, one could obtain complementary information from the material and the interfacial environment using both methods together in a variety of solvents.

In terms of membrane biophysics/chemistry, this work represents a first systematic characterization of lipid membranes and intermolecular interactions on a molecular level in label-free conditions with the nonlinear optical technique SHS. Characterizing the hydration structure and the ionization around lipid membranes will help to shed light on the molecular interactions in membrane related processes, e.g. protein-membrane interactions label-free and in real time. As demonstrated in this thesis, SHS is exclusively sensitive to the hydration structure so that, for instance, the hydration of the protein in the aqueous solution alone could be characterized and how this hydration affects the respective membrane kinetics. The choice of the protein here is not limited but exclusively dependent on the molecular information one wants to obtain. Very likely possibilities include phospholipase kinetics alterin
free-floating membranes, aggregation of amyloids on lipid bilayers, or kinetics in lipid related signaling. The phosphorylation of the lipid phosphoinositide by the phosphoinositide 3-kinase could be a very likely and interesting target for the here presented techniques as well. Phosphoinositide is known to participate in several signaling pathways; a combined approach similar to chapter 5 could therefore be an interesting approach to determine the different phosphate orientations of the inositide in combination with its hydration properties. This represents only a small degree of possible approaches. The work of this thesis demonstrates that biotechnological studies but also very fundamental questions could be equally well addressed with these nonlinear optical techniques.
8 Appendix

8.1 $\beta^{(2)}$ to $\chi^{(2)}$ transformation

We follow here the description of De Beer et al.,\textsuperscript{100,101,122} considering the simplifications listed in Ref. \[89\]. As stated shortly in chapter 1, 3, and 4, the second harmonic response originates from the induced molecular dipoles due to an illumination with an optical field. The second-order polarizability of a molecule is captured in the molecular hyperpolarizability $\beta^{(2)}$. The various non-vanishing tensor elements of $\beta^{(2)}$ depend on the molecular symmetry of each molecule. In analogy to (3.1), the molecular second-order polarization $p_i$ of a molecule is

$$p_i = \beta^{(2)} : \text{EE} \quad (8.1)$$

To express the polarization macroscopically, that is relative to an interface as done in chapter 3, one needs to transform the molecular hyperpolarizability to the surface susceptibility considering the orientational distribution of all interfacial molecules so that

$$\chi_{ijk}^{(2)} = N_s \langle T_{ia} T_{jb} T_{kc} \rangle \beta_{abc}^{(2)}. \quad (8.2)$$

The subscripts $i,j,k$ and $a,b,c$ represent the directions in the respective coordinate system, either the surface coordinate frame or the molecular coordinate frame. $N_s$ represents the number density of the interfacial molecules. $T$ is the transformation matrix. The transformation is typically a rotation around the molecular axis, a tilt by an angle with respect to the surface normal, and another rotation around the surface normal. The transformation requires certain assumptions to yield an unambiguous solution. With the assumption of rotational isotropy at the interface and nonchiral molecules, only the tilt angle $\phi$ determines the $\chi^{(2)}$ components. This results in only 4 independent $\chi^{(2)}$ elements for spherical scatterers for which the transformation can
be written as
\[
\begin{pmatrix}
\chi^{(2)}_1 \\
\chi^{(2)}_2 \\
\chi^{(2)}_3 \\
\chi^{(2)}_4 \\
\end{pmatrix}
= N_s \langle \cos \phi \rangle \frac{1}{2}
\begin{pmatrix}
(5D - 3) & 0 & 0 & 0 \\
(1 - D) & 2 & 0 & 0 \\
(1 - D) & 0 & 2 & 0 \\
(1 - D) & 0 & 0 & 2 \\
\end{pmatrix}
\begin{pmatrix}
\beta^{(2)}_1 \\
\beta^{(2)}_2 \\
\beta^{(2)}_3 \\
\beta^{(2)}_4 \\
\end{pmatrix}
\]
(8.3)

and

\[
D = \frac{\langle \cos^3 \phi \rangle}{\langle \cos \phi \rangle}.
\]

Here, the \( \chi^2 \) elements are defined as already given in section 3.2.3; \( \beta^{(2)}_1 = \beta^{(2)}_{ccc} - \beta^{(2)}_2 - \beta^{(2)}_3 - \beta^{(2)}_4 \), and \( \beta^{(2)}_2 = \left( \beta^{(2)}_{aac} + \beta^{(2)}_{bbc} \right) / 2 \), \( \beta^{(2)}_3 = \left( \beta^{(2)}_{aca} + \beta^{(2)}_{bcb} \right) / 2 \), and \( \beta^{(2)}_2 = \left( \beta^{(2)}_{caa} + \beta^{(2)}_{cbb} \right) / 2 \), for a right-handed coordinate system. \( \langle \cos \phi \rangle \) represents the cosine of the tilt angle averaged over space.
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