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Abstract. A new multiscale coupling method is proposed for elliptic problems with highly
oscillatory coefficients with a continuum of scales in a subset of the computational domain and
scale separation in complementary regions of the computational domain. A discontinuous Galerkin
(DG) finite element heterogeneous multiscale method (FE-HMM) is used in the region with scale
separation, while a continuous standard finite element method is used in the region without scale
separation. The use of a DG-FE-HMM method allows for a flexible meshing of the different models
in the overlapping region. The unknown boundary conditions at the interfaces are obtained by
minimizing the error of the two models in the overlapping region. We prove the well-posedness of both
the continuous and discrete coupling problems and establish convergence of the multiscale method
towards the fine scale solution. Since in the region with scale separation we obtain an approximation
at a cost independent of the smallest scale in the problem, the computational cost of the multiscale
method is significantly smaller than a fine scale solver over the whole computational domain, while
the algorithm allows us to treat situations for which standard numerical homogenization methods
do not apply.
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1. Introduction. Partial differential equations (PDEs) with multiple scales are
used to model a wide range of physical systems with numerous applications, ranging
from material and natural sciences to problems in engineering or biology. When the
ratio of the smallest scale in the problem to the size of the computational domain
is very large, the numerical approximation of such problems with classical numerical
methods can become computationally prohibitive as the smallest scales in the problem
have to be resolved, leading to discretization with a very large number of degrees
of freedom. Numerous multiscale methods have been developed in the past decade.
Without attempting to be exhaustive, we recall two important approaches that we
will contrast later with the new multiscale method proposed and analyzed in this paper.
We will focus on linear elliptic problems, but note that some methods described below
have been proposed also for other types of PDEs.

We first mention methods based on coarse oscillatory basis functions that encode
the high variation of the data in the multiscale PDE. In this class of methods we
have, for example, the multiscale finite element method (see the references in, e.g.,
[22]) and the recently proposed local orthogonal decomposition (LOD) (see [32, 27]).
In principle these methods can be applied to problems with general coefficients (e.g.,
without structural assumption on the coefficients), and convergence has, indeed, been
proved for rough coefficients for the LOD in [32, 27]. While these methods are quite
general, they also come with a high computational cost to precompute the coarse basis functions, as the original fine scale problem has to be solved on localized coarse elements whose union is a partition of the computational domain of interest.

The next class of multiscale methods that we mention are methods supplementing macroscopic data (computed through microcomputations) for the solution of an effective equation solved by a macroscopic solver. This approach, widely used by engineers (see, e.g., the references in [23]), has been developed into a general framework in the heterogeneous multiscale method (HMM) [20, 2]. When finite element methods (FEMs) are used (at the micro- and macroscales), these methods are called finite element heterogeneous multiscale methods (FE-HMMs). The theoretical justification of these methods is that of the homogenization theory: given a family of PDEs indexed by a parameter $\varepsilon$, the theory of $H$-convergence establishes the convergence of a subsequence of solutions to an effective PDE under quite general assumptions (e.g., boundedness and ellipticity of the diffusion tensor of an elliptic problem and right-hand side in the dual of the Hilbert space considered in the weak formulation). In a numerical approach such as the FE-HMM, the microcomputations are usually done in sampling domains of size much smaller than the mesh width used for the macroscopic solver. Hence, to extract the effective data, a computational cost independent of the small scales can be achieved when, indeed, the small scales can be localized, i.e., when the problem features scale separation. Rigorous convergence analysis has been established for locally periodic coefficients or random stationary coefficients [1, 21, 3, 2].

In this paper we are interested in problems in which the scales are separated in a subset of the computational domain with possibly a continuum of scales in the complementary domain. Our aim is to couple numerical homogenization methods such as the FE-HMM in part of the computational domain with a fine scale solver. Such problems arise in many situations, for example, heterogeneous composite materials whose effective properties can be well captured by assuming a (locally) periodic microstructure that might not, however, be valid near defects. In our modeling the smallest scale is still supposed to be discretized at the continuum level, but for some applications an atomistic scale should be considered.

Algorithms that couple numerical homogenization methods with a fine scale solver have appeared in the literature. We mention the goal-oriented method [36], in which the unknown boundary conditions for the fine scale subregions are provided by a precomputed homogenized solution. Recently in [9], the authors propose a local-global solution based on the $L^2$ projection of the homogenized solution onto the solutions of fine scale local problems.

In this paper we propose and analyze a new coupling strategy inspired by virtual control methods pioneered in [26, 31, 24] (see also [19] for recent developments). Our method also shares some similarities with the recent works on atomistic-to-continuum coupling [37] and the coupling of local and nonlocal diffusion models [16]. The method that we propose relies on a decomposition of the computational domain $\Omega$ into a region without scale separation $\omega$ where the homogenized model is not valid, an overlapping region $\omega_0$ where both the fine scale and the homogenized models are valid, and a region $\omega_2$ where the homogenized solution adequately describes the physical problem. Thus, we decompose the domain into a family of overlapping domains and introduce virtual (interface) controls as boundary conditions. The interface controls will act as unknown traces or fluxes, and the problem is reformulated as a minimization problem with state equations as constraints. The optimal boundary controls of two overlapping domains are found by a heterogeneous optimization problem that is based on minimizing the discrepancy between the two models on the overlapping region. It is shown that by
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using a Caccioppoli inequality, the minimization can be performed for an $L^2$ norm. As in the region with scale separation an energy approximation towards the fine scale problems can also be obtained through the use of a locally periodic corrector we also obtain an $H^1$-convergence rate towards the fine scale solution over the whole computational domain. In order to allow flexibility in the mesh used in the coarse and fine scale regions, we use the discontinuous Galerkin (DG) FE-HMM [4] for the numerical homogenization. The method analyzed in this paper was first announced in [5]. In this paper we give a more general framework for the method presented in [5] and offer the first full analysis for both the continuous and the discrete coupling algorithms.

We finally compare our method with the recently developed numerical homogenization of periodic microstructure with a defect proposed in [11]. There, the highly oscillatory coefficient is assumed to be the sum of a periodic function and a localized perturbation. The goal is to compute an approximation of the fine scale solution that relies on homogenization but uses a nonperiodic corrector on a domain that accounts for the defect. We will further compare these two approaches, each of which is interesting in its own right, in our numerical experiments.

The outline of this article is as follows. In section 2 we describe our optimization based multiscale method and prove the well-posedness of the optimization problem. A priori error estimates of the continuous version of the optimization algorithm are proved in section 3, while the fully discrete optimization based method is described in section 4. In section 5 we state and prove fully discrete error estimates between the numerical solution of the multiscale optimization based method and the fine scale solution. Numerical experiments that verify the theoretical convergence rates and comparisons with other coupling strategies are provided in section 6.

Notation. In what follows, $C > 0$ is used to denote a generic constant independent of $\varepsilon$. We consider the usual Sobolev space $H^1(\Omega) = \{ u \in L^2(\Omega) \mid D^r u \in L^2(\Omega), |r| \leq 1 \}$, where $r \in \mathbb{N}^d, |r| = r_1 + \cdots + r_d$, and $D^r = \partial_1^{r_1} \cdots \partial_d^{r_d}$. The notation $|\cdot|$ stands for the standard Euclidean norm in $\mathbb{R}^d$. Let $Y$ denote the unit cube $(0,1)^d$, and define $W^1_{\text{per}}(Y) := \{ v \in H^1_{\text{per}}(Y) \mid \int_Y v \, dy = 0 \}$, where the set $H^1_{\text{per}}(Y)$ is the closure of $C^\infty(\Omega)$ in the $H^1$ norm.

2. Optimization based method. Let $\Omega$ be a convex, polygonal domain in $\mathbb{R}^d, d = 1, 2, 3$, with a boundary $\Gamma = \Gamma_D \cup \Gamma_N$, where Dirichlet conditions are imposed on $\Gamma_D$ and Neumann conditions on $\Gamma_N$. Further, assume that $\Gamma_D \cap \Gamma_N = \emptyset$ and that $\Gamma_D$ has positive measure. Let $f \in L^2(\Omega), g_D \in H^{1/2}(\Gamma_D)$, and $g_N \in L^2(\Gamma_N)$, and consider the following second order elliptic problem:

\begin{align}
-\text{div}(a^{\varepsilon} \nabla u^{\varepsilon}) &= f & \text{in } \Omega, \\
u^{\varepsilon} &= g_D & \text{on } \Gamma_D, \\
n \cdot (a^{\varepsilon} \nabla u^{\varepsilon}) &= g_N & \text{on } \Gamma_N,
\end{align}

where the $a^{\varepsilon} \in (L^\infty(\Omega))^{d \times d}$ are highly oscillatory, bounded coefficients with scale separation only in some subregions of $\Omega$. Further, $a^{\varepsilon}$ is uniformly elliptic; that is, there exists $0 < \alpha \leq \beta$ such that

\begin{align}
\alpha|\xi|^2 \leq a^{\varepsilon}(x)\xi \cdot \xi, & \quad |a^{\varepsilon}(x)\xi| \leq \beta|\xi| & \forall \xi \in \mathbb{R}^d, \text{ for a.e. } x \in \mathbb{R}.
\end{align}

Thanks to the Lax–Milgram lemma, problem (2.1) is well-posed.

Let $\omega$ denote a subregion of $\Omega$ in which there is no scale separation. Hence we denote by $\omega_2 := \Omega \setminus \overline{\omega}$ the domain where we will apply the classical homogenization. The
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fine scale solver will be applied on a domain $\omega_1$, slightly larger than $\omega$, $\omega_1 \supset \omega$, and the overlap is denoted by $\omega_0 := \omega_1 \cap \omega$. Figure 1 illustrates possible domain decompositions. Assume that the tensor $a^\varepsilon$ is given by

$$a^\varepsilon(x) = a^{\omega_1}_\omega(x) + a^{\omega_2}_\omega(x),$$

where $\mathds{1}_\omega$ denotes the characteristic function associated to the subdomain $\omega$. Further, assume that the tensor $a^{\omega_2}_\varepsilon$ has scale separation, e.g., $a^{\omega_2}(x, x/\varepsilon)$, and is locally periodic in the fast variable. Following the homogenization theory, a tensor $a^0_{\omega_2}$ can be derived from $a^{\omega_2}_\varepsilon$. On the contrary, in the tensor $a^{\omega_1}_\varepsilon$, the scales are not well separated, which prevents the use of numerical homogenization methods. The heterogeneities can also be present in the right-hand side $f$, and following homogenization theory, the smooth part of $f$ converges to a function $f^0$ when the size of the heterogeneities goes to zero; see [15].

Let $\Gamma_1 = \partial \omega_1 \setminus \Gamma$ and $\Gamma_2 = \partial \omega_2 \setminus \Gamma$ be Lipschitz continuous boundaries. We consider the following minimization problem: find $u^\varepsilon_1 \in H^1(\omega_1)$ and $u^0_2 \in H^1(\omega_2)$ such that $\frac{1}{2} \| u^\varepsilon_1 - u^0_2 \|^2_{L^2(\omega_0)}$ is minimized under the following constraints for $i = 1, 2$:

$$
\begin{align*}
-\text{div}(a_i \nabla u_i) &= f & \text{in } \omega_i, \\
u_i &= \theta_i & \text{on } \Gamma_i, \\
u_i &= g_D & \text{on } \partial \omega_i \cap \Gamma_D, \\
n_i \cdot (a_i \nabla u_i) &= g_N & \text{on } \partial \omega_i \cap \Gamma_N,
\end{align*}
$$

where the boundary conditions $\theta_i$, which we refer to as virtual controls, are to be determined. Here and in what follows, we will sometimes use the short-hand notation

$$
\begin{align*}
a_1 &= a^{\omega_1}_\varepsilon = a^{\omega_1}_\omega + a^{\omega_2}_\omega, & u_1 &= u^\varepsilon_1, \\
a_2 &= a^0_{\omega_2}, & u_2 &= u^0_2,
\end{align*}
$$

and $u_i(\theta_i)$ to emphasize the dependency on $\theta_i$. One could also consider Neumann boundary controls instead of Dirichlet controls and follow the theory with some adjustments.

The strategy is to solve a minimization problem in a space of admissible controls, where the cost function to minimize is

$$J(\theta_1, \theta_2) = \frac{1}{2} \| u^\varepsilon_1(\theta_1) - u^0_2(\theta_2) \|^2_{L^2(\omega_0)}.$$

The existence and uniqueness of the solution will be proved following the method of Lions [29].
Following the virtual control method exposed in [24], we split the solutions into two parts as

\[ u_i^\varepsilon(\theta_1) = u_{i,0}^\varepsilon + v_i^\varepsilon(\theta_1), \quad u_0^\varepsilon(\theta_2) = u_{2,0}^0 + v_2^0(\theta_2), \]

where \( u_{i,0}^\varepsilon \) and \( u_{2,0}^0 \) are independent of the controls and are defined as in (2.5). The functions \( (v_i^\varepsilon, v_2^0) \) are called the state variables and satisfy, for \( i = 1, 2 \),

\[
\begin{aligned}
-\text{div}(a_i\nabla v_i) &= 0 \quad \text{in } \omega_i, \\
v_i &= \theta_i \quad \text{on } \Gamma_i, \\
v_2 &= 0 \quad \text{on } \partial \omega_i \cap \Gamma_D, \\
n_i \cdot (a_i\nabla v_i) &= 0 \quad \text{on } \partial \omega_i \cap \Gamma_N,
\end{aligned}
\]

(2.4)

where \( v_1 = v_1^\varepsilon \) and \( v_2 = v_2^0 \).

The space of admissible Dirichlet controls on \( \Gamma_i, i = 1, 2 \), is defined by

\[
U_i^D = \{ \mu_i \in H^{1/2}(\Gamma_i) \mid \exists u \in H^1(\omega_i), u = \mu_i \text{ on } \Gamma_i, u = 0 \text{ on } \partial \omega_i \cap \Gamma_D, \text{ and } n_i \cdot (a_i\nabla u) = 0 \text{ on } \partial \omega_i \cap \Gamma_N \}.
\]

For simplicity, we set \( \mathcal{U} := U_1^D \times U_2^D \). We define for \( i = 1, 2 \)

\[
\begin{aligned}
H^1_D(\omega_i) &= \{ u \in H^1(\omega_i) \mid u = 0 \text{ on } \partial \omega_i \cap \Gamma_D \}, \\
H^1_{D, \Gamma_i}(\omega_i) &= \{ u \in H^1(\omega_i) \mid u = 0 \text{ on } \partial \omega_i \cap \Gamma_D \text{ and } \Gamma_i \}.
\end{aligned}
\]

Let \( \gamma_D : H^1(\Omega) \to H^{1/2}(\Gamma_D) \) denote a linear continuous map, called the trace map.
As \( g_D \) is in \( H^{1/2}(\Gamma_D) \), there exists \( R_{g_D} \in H^1(\Omega) \), called a lifting of the boundary data \( g_D \), such that \( \gamma_D(R_{g_D}) = g_D \). Further, there exists a constant \( C(\Omega) \) depending on \( \Omega \) such that

\[
\|R_{g_D}\|_{H^1(\Omega)} \leq C(\Omega)\|g_D\|_{H^{1/2}(\Gamma_D)}.
\]

The function \( u_{i,0} \in H^1_{D, \Gamma_i}(\omega_i) \) satisfies, for all test functions \( w \in H^1_{D, \Gamma_i}(\omega_i) \),

\[
B_i(u_{i,0}, w) := \int_{\omega_i} a_i\nabla u_{i,0} \cdot \nabla wd\!x
\]

\[
= \int_{\omega_i} f wd\!x - \int_{\omega_i} a_i\nabla R_{g_D} \cdot \nabla wd\!x + \int_{\partial \omega_i \cap \Gamma_N} g_N ws ds := F_i(w).
\]

(2.5)

The state solution \( v_i \in H^1_D(\omega_i) \) verifies, for \( i = 1, 2 \),

\[
B_i(v_i, w) = 0 \quad \forall w \in H^1_{D, \Gamma_i}(\omega_i).
\]

Thanks to the Lax–Milgram lemma, the solutions \( u_{1,0}^\varepsilon \) and \( u_{2,0}^0 \) exist and are unique. Moreover, if the virtual controls \( \theta_1 \) and \( \theta_2 \) are given, the solutions \( v_1^\varepsilon \) and \( v_2^0 \) can be uniquely determined. The solutions \( u_{1,0}^\varepsilon \) and \( u_{2,0}^0 \) can be computed before the coupling, as they are independent of the virtual controls \( (\theta_1, \theta_2) \).

**Homogenization method.** As mentioned at the beginning of this section, the homogenization method can be used in \( w_2 \) to capture the effective behavior \( u_2^0 \). With additional information on the structure of the tensor \( a_2^y \), such as \( a_2^y(x) = a_2(x, x/\varepsilon) = a_2(x, y) \) is \( Y \)-periodic in \( y \), where \( Y = (0, 1)^d \), the homogenized tensor \( a_2^0 \) can be explicitly computed as

\[
a_2^0(x) = \frac{1}{|Y|} \int_Y a_2(x, y) (I + \nabla \chi) dy,
\]
where \( \nabla \chi = (\nabla \chi^1, \ldots, \nabla \chi^d) \) and \( I \) denotes the \( d \times d \) identity matrix. Let \( (e_i)_{i=1}^d \) be the canonical basis of \( \mathbb{R}^d \). The functions \( \chi^j \in W^1_{\text{per}}(Y) \) are called the first order correctors, and, for \( j = 1, \ldots, d \), \( \chi^j \) is the solution of the cell problem

\[
J(\chi^j) = \int_Y a_2(x,y) \nabla \chi^j \cdot \nabla v dy = - \int_Y a_2(x,y) e_j \nabla v dy \quad \forall v \in W^1_{\text{per}}(Y),
\]

with periodic boundary conditions.

This homogenized solution \( u_2^0 \) will be a good approximation of \( u^\varepsilon \) in the \( L^2 \) norm but will fail in the \( H^1 \) norm. However, we can correct the homogenized solution and prove convergence in the \( H^1 \) norm in a subregion of \( \omega_2 \). Let \( u^0 \) be the homogenized solution corresponding to \( u^\varepsilon \) in \( \omega_2 \) with, for all \( x \in \Gamma_2 \), \( u^0(x) = u^\varepsilon(x) \) in the sense of the trace. Then, \( u^0 \) can be corrected using the periodic correctors \( \chi^j \), and we obtain convergence to \( u^\varepsilon \) in the \( H^1 \) norm on \( \omega_2 \),

\[
\|u^\varepsilon - (u^0 + \varepsilon w(x,x/\varepsilon))\|_{H^1(\omega_2)} \leq C\varepsilon^{1/2},
\]

where the corrector term \( w(x,x/\varepsilon) \) is given by

\[
w(x, x/\varepsilon) = \sum_{j=1}^d \chi^j \left( x, \frac{x}{\varepsilon} \right) \frac{\partial u^0(x)}{\partial x_j}, \quad x \in \omega_2.
\]

This will be explained in detail during the analysis in section 3. For classical results and proofs in homogenization, see, among others, [10, 28].

**Nonoverlapping domain decomposition.** The strategy relies on overlapping domain decomposition, but one could treat the problem using a domain decomposition method without overlapping domains [38]. Let \( n \) stand for the outer normal derivative at the interface \( \Gamma_2 \). The problem will be as follows: find \( u_1^0 \in H^1(\omega), u_2^0 \in H^1(\omega_2) \) satisfying

\[
-\text{div}(a^\varepsilon \nabla u_1^0) = f \quad \text{in } \omega,
\]

\[
w_1^0 = u_2^0 \quad \text{on } \Gamma_2,
\]

\[
n \cdot (a^\varepsilon \nabla u_1^0) = n \cdot (a_2^0 \nabla u_2^0) \quad \text{on } \Gamma_2,
\]

\[
-\text{div}(a_2^0 \nabla u_2^0) = f \quad \text{in } \omega_2,
\]

with the boundary conditions on \( \Gamma_D \) and \( \Gamma_N \) inherited from problem (2.1).

**The Euler–Lagrange variational formulation.** The minimization problem reads as follows: find \( (\theta_1, \theta_2) \in \mathcal{U} \) such that

\[
J(\theta_1, \theta_2) = \min_{(\mu_1, \mu_2) \in \mathcal{U}} J(\mu_1, \mu_2) = \min_{(\mu_1, \mu_2) \in \mathcal{U}} \frac{1}{2} \|u_1^\varepsilon(\mu_1) - u_2^0(\mu_2)\|_{L^2(\omega_0)}^2.
\]

Using the splitting into \( v_i(\mu_i) \) and \( u_i,0 \), the cost \( J \) can be written as

\[
J(\mu_1, \mu_2) = \frac{1}{2} \|v_1^\varepsilon(\mu_1) - v_2^0(\mu_2)\|_{L^2(\omega_0)}^2 + \frac{1}{2} \|u_1,0 - u_2^0\|_{L^2(\omega_0)}^2 + \int_{\omega_0} (v_1^\varepsilon(\mu_1) - v_2^0(\mu_2)) (u_1,0 - u_2^0) dx
\]

\[
= \frac{1}{2} \pi((\mu_1, \mu_2), (\mu_1, \mu_2)) - F(\mu_1, \mu_2) + \frac{1}{2} \|u_1,0 - u_2^0\|_{L^2(\omega_0)}^2,
\]
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where \( \pi : \mathcal{U} \times \mathcal{U} \to \mathbb{R} \) is given by

\[
\pi((\theta_1, \theta_2), (\mu_1, \mu_2)) = \int_{\omega_0} (v_1^\varepsilon(\theta_1) - v_2^\varepsilon(\theta_2))(v_1^\varepsilon(\mu_1) - v_2^\varepsilon(\mu_2)) \, dx
\]

and \( F : \mathcal{U} \to \mathbb{R} \) is given by

\[
F(\mu_1, \mu_2) = -\int_{\omega_0} (v_1^\varepsilon(\mu_1) - v_2^\varepsilon(\mu_2))(\eta v_1 - v_2^0) \, dx
\]

for \((\theta_1, \theta_2), (\mu_1, \mu_2) \in \mathcal{U}\). Following [29], the existence and uniqueness of the optimal controls hold when the form \( \pi \) is a scalar product on the space of admissible controls.

To prove the coercivity of the form \( \pi \), we need a strong version of the Cauchy–Schwarz inequality. The proof is given in Appendix A.1.

**Lemma A.3 (strong Cauchy–Schwarz).** Let \( v_1^\varepsilon \in H_0^1(\omega_1) \) and \( v_2^0 \in H_0^1(\omega_2) \) be solutions of (2.4) for \( i = 1, 2 \), respectively. Then, there exist an \( \varepsilon_0 > 0 \) and a positive constant \( C_\varepsilon < 1 \) such that for all \( \varepsilon \leq \varepsilon_0 \), it holds that

\[
\int_{\omega_0} v_1^\varepsilon v_2^0 \, dx \leq C_\varepsilon \| v_1^\varepsilon \|_{L^2(\omega)} \| v_2^0 \|_{L^2(\omega)}.
\]

**Lemma 2.1.** Let \( v_1^\varepsilon \) and \( v_2^0 \) be solutions of (2.4) for \( i = 1, 2 \), respectively. The following bounds hold:

\[
\| v_1^\varepsilon \|_{L^2(\omega)} \leq \frac{C}{\tau} \| v_1^\varepsilon \|_{L^2(\omega_0)},
\]

\[
\| v_2^0 \|_{L^2(\Omega(\omega_1))} \leq \frac{C}{\tau} \| v_2^0 \|_{L^2(\omega_0)},
\]

where \( \tau \) is the width of the overlap and \( C \) is a constant depending on \( \alpha \), \( \beta \), and the Poincaré constant associated to \( \omega_1 \) and \( \omega_2 \), respectively.

**Proof.** We prove the lemma for the function \( v_1^\varepsilon \). Let \( \eta \) be a cutoff function such that \( \eta = 1 \) in \( \pi \), \( \eta = 0 \) in \( \Omega \setminus \omega_1 \), and \( |\nabla \eta| \leq 1/\tau \). Further, we have \( \text{supp}(\nabla \eta) \subset \omega_0 \).

Then \( \eta v_1^\varepsilon \in H_0^1(\omega_1) \), and using the Poincaré inequality, it holds that

\[
\| v_1^\varepsilon \|_{L^2(\omega)} \leq \| \nabla (\eta v_1^\varepsilon) \|_{L^2(\omega)} \leq C_{\omega_1} \| \nabla (\eta v_1^\varepsilon) \|_{L^2(\omega)}.
\]

The proof follows from the Caccioppoli inequality lemma, Lemma A.2, as

\[
\| \nabla (\eta v_1^\varepsilon) \|_{L^2(\omega_1)} \leq \frac{\beta}{\alpha \tau^2} \| v_1^\varepsilon \|_{L^2(\omega_0)}^2.
\]

We obtain

\[
\| v_1^\varepsilon \|_{L^2(\omega)} \leq C_{\omega_1} \sqrt{\frac{\beta}{\alpha \tau}} \| v_1^\varepsilon \|_{L^2(\omega_0)}.
\]

The proof is similar for \( v_2^0 \).

**Lemma 2.2.** Let \( \varepsilon_0 \) be given by the strong Cauchy–Schwarz lemma, Lemma A.3, and assume that \( \varepsilon \leq \varepsilon_0 \). Then, the form \( \pi \) defines an inner product on \( \mathcal{U} \).

**Proof.** The bilinearity, symmetry, and positivity are clear. We prove that the form is definite, i.e., \( \pi((\mu_1, \mu_2), (\mu_1, \mu_2)) = 0 \) if and only if \( (\mu_1, \mu_2) = (0, 0) \).

On the one hand, if the virtual controls are zero traces or fluxes, the state functions \( v_1^\varepsilon \) and \( v_2^0 \) must be zero everywhere, as they are solutions of boundary value problems with zero right-hand side and boundary conditions. Thus \( \pi((\mu_1, \mu_2), (\mu_1, \mu_2)) = 0 \).
On the other hand, using the strong Cauchy–Schwarz lemma, Lemma A.3,

\[
0 = \pi((\mu_1, \mu_2), (\mu_1, \mu_2)) = \|v_1^\pi(\mu_1) - v_2^0(\mu_2)\|^2_{L^2(\omega_0)}
\]
\[
= \|v_1^\pi(\mu_1)\|_{L^2(\omega_0)}^2 + \|v_2^0(\mu_2)\|_{L^2(\omega_0)}^2 - 2\int_{\omega_0} v_1^\pi(\mu_1)v_2^0(\mu_2)dx
\]
\[
\geq \|v_1^\pi(\mu_1)\|_{L^2(\omega_0)}^2 + \|v_2^0(\mu_2)\|_{L^2(\omega_0)}^2 - 2C_s\|v_1^\pi(\mu_1)\|_{L^2(\omega_0)}\|v_2^0(\mu_2)\|_{L^2(\omega_0)}
\]
\[
\geq (1 - C_s)\left(\|v_1^\pi(\mu_1)\|_{L^2(\omega_0)}^2 + \|v_2^0(\mu_2)\|_{L^2(\omega_0)}^2\right).
\]

As \(C_s < 1\), it holds that \(\|v_1^\pi(\mu_1)\|_{L^2(\omega_0)} = \|v_2^0(\mu_2)\|_{L^2(\omega_0)} = 0\), which implies that \(v_1^\pi = v_2^0 = 0\), a.e. in \(\omega_0\). By Lemma 2.1, we then have that \(\|v_1^\pi(\mu_1)\|_{L^2(\omega)} = 0\) and \(\|v_2^0(\mu_2)\|_{L^2(\Omega\setminus\omega_1)} = 0\), and thus \(v_i = 0\) a.e. in \(\omega_i\) for \(i = 1, 2\). Then we obtain, for \(i = 1, 2\),

\[
\|\mu_i\|_{H^{1/2}(\Gamma_i)} \leq C_s\|v_i(\mu_i)\|_{H^1(\omega_i)} = 0,
\]

where the constants depend on \(\omega_i\), and the trace operators \(\gamma_i : H^{1/2}(\Gamma_i) \to H^1(\omega_i)\).

Thus, \(\mu_i = 0\) on \(\Gamma_i\), and the form \(\pi\) is an inner product on \(\mathcal{U}\).

We can then define a norm on \(\mathcal{U}\) induced by the inner product \(\pi\). For a pair \((\mu_1, \mu_2) \in \mathcal{U}\), we set

\[
\|(\mu_1, \mu_2)\|_{L^2(\mathcal{U})} := \|v_1^\pi(\mu_1) - v_2^0(\mu_2)\|_{L^2(\omega_0)}.
\]

The space \(\mathcal{U}\) might not be complete with respect to this norm, but we can construct a completion of \(\mathcal{U}\) and solve the minimization problem in the completed space. Let us denote the completed control space by \(\tilde{\mathcal{U}}\). Using the Hahn-Banach theorem, the inner product \(\pi\) and the functional \(F\) can be continuously extended in a unique way on \(\tilde{\mathcal{U}}\), and we denote these extensions by \(\tilde{\pi}\) and \(\tilde{F}\). The form \(\tilde{\pi}\) is continuous, symmetric, and coercive in \(\tilde{\mathcal{U}}\). The existence and uniqueness of the optimal pair in \(\tilde{\mathcal{U}}\) is given in the next theorem.

**Theorem 2.3.** The minimization problem (2.7) has a unique solution \((\theta_1, \theta_2) \in \tilde{\mathcal{U}}\) that satisfies the Euler–Lagrange equation

\[
\tilde{\pi}((\theta_1, \theta_2), (\mu_1, \mu_2)) = \tilde{F}(\mu_1, \mu_2) \quad \forall (\mu_1, \mu_2) \in \tilde{\mathcal{U}},
\]

where \(\tilde{\pi}\) and \(\tilde{F}\) are the continuous extensions of \(\pi\) and \(F\) given by (2.8) and (2.9).

**Proof.** The existence and uniqueness of \((\theta_1, \theta_2) \in \tilde{\mathcal{U}}\) follows from [29, Theorem 1.1.1], as the form \(\tilde{\pi}\) is symmetric, continuous, and coercive, and \(\tilde{F}\) is continuous.

The optimal pair \((\theta_1, \theta_2) \in \tilde{\mathcal{U}}\) minimizes the cost function, but in general there exist no functions \(u_i \in H^1(\omega_i)\) that satisfy (2.3). However, there exists an embedding \(\sigma : \mathcal{U} \to \tilde{\mathcal{U}}\) such that \(\sigma(\mathcal{U})\) is dense in \(\tilde{\mathcal{U}}\). Further, we can identify \(\mathcal{U}\) with \(\sigma(\mathcal{U})\) and conclude that \((\theta_1, \theta_2)\) is the limit of a sequence \((\theta_{1n}, \theta_{2n})_{n \in \mathbb{N}}\) with \(u_i(\theta_{in}) \in H^1(\omega_i)\) satisfying (2.3). In what follows, for simplicity, we assume that the optimal pair is in \(\mathcal{U}\), and hence \(u_i(\theta_i) \in H^1(\omega_i)\) for \(i = 1, 2\) (we then also have \(v_i(\theta_i) \in H^1(\omega_i)\)).

**Optimality system.** The state solutions and the optimal controls \((\theta_1, \theta_2) \in \mathcal{U}\) are obtained by solving an optimality system, derived from the minimization problem. The boundary value problems on \(\omega_1\) and \(\omega_2\) act as constraints. Let \(\lambda_i, \ i = 1, 2\), be Lagrange multipliers associated to the constraints in \(\omega_i\), and consider the critical
point of the Lagrangian functional

\[ \mathcal{L}(u_1^\varepsilon, \lambda_1, \theta_1, u_0^\varepsilon, \lambda_2, \theta_2) = \frac{1}{2} \| u_1^\varepsilon - u_0^\varepsilon \|_{L^2(\omega_0)}^2 + (f + \text{div} \, (a_1^\varepsilon \nabla u_1^\varepsilon), \lambda_1)_{H^{-1}, H^1} + (f + \text{div} \, (a_0^\varepsilon \nabla u_0^\varepsilon), \lambda_2)_{H^{-1}, H^1}, \]

with \( u_i \in H^1_D(\omega_i) \) and \( \lambda_i \in H^2(\omega_i) \), with \( \lambda_i = 0 \) on \( \partial \omega_i \cap \Gamma_D \) and \( \Gamma_i \), and \( n_i \cdot (a_i \nabla \lambda_i) = 0 \) on \( \partial \omega_i \cap \Gamma_N \) for \( i = 1, 2 \). Using the transposition method [30], we can write the right-hand side of the Lagrangian in terms of the state, Lagrange multipliers, and control variables. Computing the Gâteaux derivatives for each of the unknowns leads to the optimality system.

We note that the optimality system can also be derived by using the adjoint problems of (2.3).

3. A priori error analysis of the continuous coupled problem. In this section, we give an a priori error analysis of the optimization based method. The analysis is separated into fine and coarse scale error estimates. The solution of the minimization problem with constraints (2.3) gives us a fine scale solution in \( \omega_1 \) and a coarse scale solution in \( \omega_2 \). Looking at the error between the solution of the coupling and the exact fine scale solution \( u^\varepsilon \) on either \( \omega_1 \) or \( \omega_2 \) obliges us to estimate terms on the boundary \( \Gamma_1 \) or \( \Gamma_2 \), respectively. In order to avoid such additional error terms, we introduce an intermediate domain \( \omega^+ \) with \( \omega \subset \omega^+ \subset \omega_1 \). Then given \( u_1^\varepsilon(\theta_1) \) and \( u_2^0(\theta_2) \), the solutions of the optimization based coupling method, we define

\[ \bar{u}^\varepsilon = \begin{cases} u_1^\varepsilon(\theta_1) & \text{in } \omega^+, \\ u_2^0(\theta_2) & \text{in } \Omega \setminus \omega^+, \end{cases} \tag{3.1} \]

where \( u_2^0 \) stands for a correction to the homogenized solution \( u_2^0(\theta_2) \) given below.

The main convergence results are

\[ \| u^\varepsilon - \bar{u}^\varepsilon \|_{H^1(\omega^+)} \leq C\varepsilon, \]

\[ \| u^\varepsilon - \bar{u}^\varepsilon \|_{H^1(\Omega, \omega^+)} \leq C\varepsilon^{1/2}, \]

where the constants depend on the width of \( \omega^+ \) and the ellipticity constants of \( a^\varepsilon \). For the analysis, we consider the classical locally periodic correctors \( \chi^j \) solutions of (2.6), but other postprocessing procedures could be used. The correction \( u_2^{rec}(\theta_2) \) is given by

\[ u_2^{rec}(x) = u_2^0(x) + \varepsilon \sum_{j=1}^{d} \chi^j \left( x, \frac{x_j}{\varepsilon} \right) \frac{\partial u_0^0(x)}{\partial x_j}, \quad x \in \Omega \setminus \omega^+, \tag{3.2} \]

where \( u_2^0 = u_2^0(\theta_2) \). We sometimes use \( u_2^0(\theta_2) \) and \( u_2^{rec}(\theta_2) \) to emphasize the dependency on \( \theta_2 \). We will, however, avoid the heavy notation \( u_2^0(\theta_2)(x) \) and drop the dependency on \( \theta_2 \) when writing such maps as functions of \( x \).

A priori error estimates for the fine scale solver in \( \omega^+ \). The coupled solution restricted to the subregion \( \omega^+ \) is given by the fine scale solution \( u_1^\varepsilon(\theta_1) \); hence the error becomes

\[ \| u^\varepsilon - \bar{u}^\varepsilon \|_{H^1(\omega^+)} = \| u^\varepsilon - u_1^\varepsilon(\theta_1) \|_{H^1(\omega^+)}. \]

Let \( \tau^+ \) denote the width of the overlap \( \omega_0 \), and recall that the heterogeneous tensor \( a_2^\varepsilon \) satisfies the ellipticity condition (2.2). Further, we denote by \( \tau^+ \) the distance between \( \partial \omega^+ \) and \( \omega^+ \); it holds that \( \tau^+ < \tau^+ \). Moreover, we suppose that there exists \( \varepsilon_0 > 0 \) such that the strong Cauchy–Schwarz lemma, Lemma A.3, holds for all \( \varepsilon \leq \varepsilon_0 \).
Let \( \gamma_i : H^1(\omega_i) \to H^{1/2}(\Gamma_i), i = 1, 2, \) be trace operators, and consider the solution \( u^\varepsilon \) restricted to the domain \( \omega_2, \)
\[
-\text{div} (a_2^\varepsilon \nabla u^\varepsilon) = f \quad \text{in } \omega_2, \\
u^\varepsilon = \gamma_2(u^\varepsilon) \quad \text{on } \Gamma_2, \\
u^\varepsilon = g_D \quad \text{on } \partial \omega_2 \cap \Gamma_D, \\
n_2 \cdot (a_2^\varepsilon \nabla u^\varepsilon) = g_N \quad \text{on } \partial \omega_2 \cap \Gamma_N.
\]
Further, for a fixed \( \varepsilon \leq \varepsilon_0, \) we introduce \( u^0 \in H^1(\omega_2), \) the homogenized solution of
\[
-\text{div} (a_2^0 \nabla u^0) = f \quad \text{in } \omega_2, \\
u^0 = \gamma_2(u^0) \quad \text{on } \Gamma_2, \\
u^0 = g_D \quad \text{on } \partial \omega_2 \cap \Gamma_D, \\
n_2 \cdot (a_2^0 \nabla u^0) = g_N \quad \text{on } \partial \omega_2 \cap \Gamma_N.
\]
We assume that strong convergence in the \( L^2 \) norm is available [28, sect. 1.4], i.e.,
\[
\|u^\varepsilon - u^0\|_{L^2(\omega_2)} \leq C\varepsilon.
\]

Remark 3.1. The error estimate (3.4) holds if \( a_2(\cdot, y) \in W^{1,\infty}(Y) \) and \( u^0 \in H^2(\omega_2). \) This can be seen by following the lines of the proof in [28]. Thanks to the regularity of \( a_2^\varepsilon, \) we have \( \chi^2 \in W^{1,\infty}(Y). \) The regularity on the tensor can be relaxed to \( a_2(\cdot, y) \in W^{1,p}(Y) \) for \( p > 2, \) and \( \chi^2 \in W^{1,p}(Y) \cap C^{1-}(\overline{Y}) \) for \( s = 1 - d/p. \) For the proof of (3.4), we refer the reader to [28, 33].

We follow the framework introduced in [37] and define an operator \( P : U \to H^1(\omega_1) \times H^1(\Omega \setminus \omega_1) \) by
\[
(\mu_1, \mu_2) \mapsto P(\mu_1, \mu_2) = \begin{cases} u_1^0 + v_1(\mu_1) & \text{in } \omega_1, \\ u_2^0 + v_2(\mu_2) & \text{in } \Omega \setminus \omega_1, \end{cases}
\]
where \( v_i \) are solutions of (2.4) for \( i = 1, 2. \) We note that for the traces \( (\gamma_1(u^\varepsilon), \gamma_2(u^\varepsilon)) \) of the exact solution \( u^\varepsilon, \) we obtain
\[
P(\gamma_1(u^\varepsilon), \gamma_2(u^\varepsilon)) = \begin{cases} u^\varepsilon & \text{in } \omega_1, \\ u^0 & \text{in } \Omega \setminus \omega_1. \end{cases}
\]
The operator \( P \) can be split into \( P(\mu_1, \mu_2) = U_0 + Q(\mu_1, \mu_2) \) for \( (\mu_1, \mu_2) \in U, \) where we define
\[
U_0 = \begin{cases} u_1^0 & \text{in } \omega_1, \\ u_2^0 & \text{in } \Omega \setminus \omega_1 \end{cases} \quad \text{and} \quad Q(\mu_1, \mu_2) = \begin{cases} v_1(\mu_1) & \text{in } \omega_1, \\ v_2(\mu_2) & \text{in } \Omega \setminus \omega_1. \end{cases}
\]

Theorem 3.2. Let \( u^\varepsilon \) be the solution of (2.1), and let \( \bar{u}^\varepsilon \) be given by (3.1). Suppose that \( u^0 \) and \( \chi^2 \) are regular enough so that (3.4) holds. Let \( \varepsilon_0 \) be given by the strong Cauchy–Schwarz lemma, Lemma A.3, and assume that \( \varepsilon \leq \varepsilon_0. \) Then, we have
\[
\|u^\varepsilon - u_1^0(\theta_1)\|_{H^1(\omega_2)} \leq C\varepsilon,
\]
where the constant \( C \) depends on \( \tau, \tau^+, \alpha, \beta, \) and on the domains \( \omega_1 \) and \( \omega_2. \)
Proof. The difference \( u^\varepsilon - u_1^\varepsilon(\theta_1) \in H^1_0(\omega_1) \) is \( \alpha^\varepsilon \)-harmonic in \( \omega_1 \), and the Caccioppoli inequality theorem, Theorem A.1, can be applied; that is,
\[
\|u^\varepsilon - u_1^\varepsilon(\theta_1)\|_{H^1(\omega^+)} \leq \frac{C}{\tau - \tau^+} \|u^\varepsilon - u_1^\varepsilon(\theta_1)\|_{L^2(\omega_1)},
\]
where the constant \( C \) depends on the ellipticity constants of the tensor \( \alpha^\varepsilon \). Let us focus on the \( L^2 \) norm; recalling that \( u_1^\varepsilon(\theta_1) = P(\theta_1, \theta_2) \), it holds that
\[
\|u^\varepsilon - u_1^\varepsilon(\theta_1)\|_{L^2(\omega_1)} = \|u^\varepsilon - P(\theta_1, \theta_2)\|_{L^2(\omega_1)}
\leq \|u^\varepsilon - P(\gamma_1(u^\varepsilon), \gamma_2(u^\varepsilon))\|_{L^2(\omega_1)} + \|P(\gamma_1(u^\varepsilon), \gamma_2(u^\varepsilon)) - P(\theta_1, \theta_2)\|_{L^2(\omega_1)}.
\]
By the definitions of \( P \) and \( u^\varepsilon \), the first \( L^2 \) error is zero, and it remains to bound the second \( L^2 \) error
\[
\|u^\varepsilon - u_1^\varepsilon(\theta_1)\|_{L^2(\omega_1)} \leq \|u^\varepsilon - P(\gamma_1(u^\varepsilon), \gamma_2(u^\varepsilon))\|_{L^2(\omega_1)}
\leq \|\gamma_1(u^\varepsilon) - (\theta_1, \theta_2)\|_{L^\infty(U)} \cdot \|u^\varepsilon\|_{L^2(\omega_1)},
\]
where the norm \( \|\cdot\|_{L^\infty(U)} \) is induced by the inner product \( \pi \) and defined in (2.10). Using Lemmas 3.3 and 3.4 given below proves the result.

**Lemma 3.3.** Let \( u^\varepsilon \) and \( u^0 \) solve (2.1) and (3.3), respectively, and let \( (\theta_1, \theta_2) \in U \) be the optimal virtual controls. Then
\[
\|\gamma_1(u^\varepsilon) - (\theta_1, \theta_2)\|_{L^\infty(U)} \leq \|u^\varepsilon - u^0\|_{L^2(\omega_0)}.
\]

**Proof.** By definition, we have
\[
\|\gamma_1(u^\varepsilon) - (\theta_1, \theta_2)\|_{L^\infty(U)} = \sup_{(\mu_1, \mu_2) \in U} \frac{|\pi(\gamma_1(u^\varepsilon), \mu_1, \mu_2) - \pi(\theta_1, \theta_2, \mu_1, \mu_2)|}{\|\gamma_1(u^\varepsilon), \mu_1, \mu_2\|_{L^\infty(U)}}.
\]
We look at the numerator. As the pair \( (\theta_1, \theta_2) \) minimizes the cost function \( J \), the Euler–Lagrange formulation (2.11) holds, and
\[
\pi(\gamma_1(u^\varepsilon), \gamma_2(u^\varepsilon), \mu_1, \mu_2) - \pi(\theta_1, \theta_2, \mu_1, \mu_2)
\]
\[
= \int_{\omega_0} \left( (v_1^\varepsilon(\gamma_1(u^\varepsilon)) - v_2^\varepsilon(\gamma_2(u^\varepsilon)))v_1^\varepsilon(\mu_1) - v_2^\varepsilon(\mu_2) \right) dx
\]
\[
+ \int_{\omega_0} \left( (v_1^\varepsilon(\mu_1) - v_2^\varepsilon(\mu_2))(u_1^\varepsilon, 0 - u_2^\varepsilon, 0) \right) dx
\]
\[
= \int_{\omega_0} \left( (v_1^\varepsilon(\mu_1) - v_2^\varepsilon(\mu_2))(u_1^\varepsilon, 0 - u_2^\varepsilon, 0) \right) dx
\]
\[
= \int_{\omega_0} (u^\varepsilon - u^0)(v_1^\varepsilon(\mu_1) - v_2^\varepsilon(\mu_2)) dx \leq \|u^\varepsilon - u^0\|_{L^2(\omega_0)} \|\mu_1, \mu_2\|_{L^\infty(U)}.
\]
The result follows. \( \square \)

To complete the a priori error analysis in the continuous case, we need to bound the norm of the operator \( Q \).
LEMMA 3.4. Let \( \varepsilon_0 \) be given by the strong Cauchy–Schwarz lemma, Lemma A.3, and assume that \( \varepsilon \leq \varepsilon_0 \). The operator \( Q \), defined by (3.6), is bounded from \( L^2(\Omega) \) to \( L^*(\mathcal{U}) \):

\[
\|Q\| \leq C,
\]

where the constant \( C \) depends on \( \omega_1, \omega_2, \tau \), and the strong Cauchy–Schwarz constant; see Lemma A.3.

Proof. By definition, the norm of the operator \( Q \) is given by

\[
\|Q\| := \sup_{(\mu_1, \mu_2) \in \mathcal{U}} \frac{\|Q(\mu_1, \mu_2)\|_{L^2(\Omega)}}{\|\mu_1, \mu_2\|_{L^*(\mathcal{U})}}.
\]

For \( (\mu_1, \mu_2) \in \mathcal{U} \), we show the existence of a positive constant such that

\[
\|Q(\mu_1, \mu_2)\|_{L^2(\Omega)}^2 \leq C\|\mu_1, \mu_2\|_{L^*(\mathcal{U})}^2.
\]

For simplicity, we set \( v_i = v_i(\mu_i), i = 1, 2 \). Using Lemma 2.1, we have

\[
\|Q(\mu_1, \mu_2)\|_{L^2(\Omega)}^2 = \|v_1^\varepsilon\|^2_{L^2(\Omega)} + \|v_2^0\|^2_{L^2(\Omega)} \leq \frac{C(\omega_1; \omega_2)}{\tau^2} \left( \|v_1^\varepsilon\|^2_{L^2(\omega_0)} + \|v_2^0\|^2_{L^2(\omega_0)} \right).
\]

Next, using the strong Cauchy–Schwarz lemma, Lemma A.3, yields

\[
\|(\mu_1, \mu_2)\|_{L^*(\mathcal{U})}^2 = \|v_1^\varepsilon\|^2_{L^2(\omega_0)} = \|v_1^\varepsilon\|^2_{L^2(\omega_0)} + \|v_2^0\|^2_{L^2(\omega_0)} - 2 \int_{\omega_0} v_1^\varepsilon v_2^0 \, dx \geq \|v_1^\varepsilon\|^2_{L^2(\omega_0)} + \|v_2^0\|^2_{L^2(\omega_0)} - 2C_s\|v_1^\varepsilon\|_{L^2(\omega_0)}\|v_2^0\|_{L^2(\omega_0)} \geq (1 - C_s) \left( \|v_1^\varepsilon\|^2_{L^2(\omega_0)} + \|v_2^0\|^2_{L^2(\omega_0)} \right).
\]

Summarizing, this gives

\[
\|Q(\mu_1, \mu_2)\|_{L^2(\Omega)}^2 \leq \frac{C(\omega_1; \omega_2)}{\tau^2(1 - C_s)} \|(\mu_1, \mu_2)\|_{L^*(\mathcal{U})}^2.
\]

A priori error estimates for the reconstructed coarse scale solver in \( \Omega \setminus \omega^+ \). In this section, we give an a priori error estimate in the coarse scale region \( \Omega \setminus \omega^+ \). The coupled solution restricted to the subregion \( \Omega \setminus \omega^+ \) is given by \( u_{2,\varepsilon}^0(\theta_2) \).

LEMMA 3.5. Let \( u^\varepsilon \) and \( u_2^0 \) be the solutions of problems (2.1) and (2.3), respectively. Assuming that (3.4) holds, we obtain

\[
\|u^\varepsilon - u_2^0(\theta_2)\|_{L^2(\omega_2)} \leq C\varepsilon.
\]

Proof. We define an operator \( P : \mathcal{U} \rightarrow H^1(\omega) \times H^1(\omega_2) \) by

\[
P(\mu_1, \mu_2) = \begin{cases} u_{1,0}^\varepsilon + v_1(\mu_1) & \text{in } \omega, \\
u_{2,0}^0 + v_2(\mu_2) & \text{in } \omega_2,
\end{cases}
\]

and consider the decomposition \( P = U_0 + Q \), following (3.6). It holds that \( u_2^0(\theta_2) = P(\theta_1, \theta_2) \|_{\omega_2} \), and

\[
\|u^\varepsilon - u_2^0(\theta_2)\|_{L^2(\omega_2)} \leq \|u^\varepsilon - P(\gamma_1(u^\varepsilon), \gamma_2(u^\varepsilon))\|_{L^2(\omega_2)} + \|P(\gamma_1(u^\varepsilon), \gamma_2(u^\varepsilon)) - P(\theta_1, \theta_2)\|_{L^2(\omega_2)}.
\]
The term $P(\gamma_1(u^\varepsilon), \gamma_2(u^\varepsilon))$, restricted to $\omega_2$, is equal to $u_2^0(\gamma_2(u^\varepsilon))$, which is defined as the homogenized solution $u^0$ obtained in (3.3). Using (3.4), we have
\[
\|u^\varepsilon - u_2^0(\theta_2)\|_{L^2(\omega_2)} \leq \|u^\varepsilon - u^0\|_{L^2(\omega_2)} + \|P(\gamma_1(u^\varepsilon), \gamma_2(u^\varepsilon)) - P(\theta_1, \theta_2)\|_{L^2(\omega_2)} \\
\leq C\varepsilon + \|Q\| \left(\|\gamma_1(u^\varepsilon), \gamma_2(u^\varepsilon)\| - (\theta_1, \theta_2)\|_{L^2(\Omega)}\right).
\]

Following the proof of Lemma 3.4, we can show that $\|Q\|$ is bounded, and using Lemma 3.3, we obtain
\[
\|u^\varepsilon - u_2^0(\theta_2)\|_{L^2(\omega_2)} \leq C_1\varepsilon + C_2\|u^\varepsilon - u^0\|_{L^2(\omega_2)} \leq C\varepsilon.
\]

**Theorem 3.6.** Let $u^\varepsilon$ be the solution of (2.1), and let $u_2^{0,rec}(\theta_2)$ be given by (3.2). Let $a_2(x,y) \in C(\mathcal{W}_2; L^2_{\text{per}}(Y))$ and $\chi^j \in W^1_{\text{per}}(Y)$, $j = 1, \ldots, d$. If, in addition, $u^\varepsilon \in H^2(\Omega)$, $u_2^0(\theta_2) \in H^2(\omega_2)$, and $\chi^j \in W^{1,\infty}(Y)$, $j = 1, \ldots, d$, it holds that
\[
\|u^\varepsilon - u_2^{0,rec}(\theta_2)\|_{H^1(\Omega; \omega^+)} \leq C\varepsilon^{1/2},
\]
where the constant $C$ is independent of $\varepsilon$, but depends on $\tau$, $\tau^+$, and the ellipticity constants of $a_2^0$.

**Proof.** Recall that $u^0$ is the homogenized solution of (3.3); using the periodic corrector $\chi$, we have a reconstructed solution $u^{0,rec}$ given by
\[
u^{0,rec}(x) = u^0(x) + \varepsilon \sum_{j=1}^d \chi^j \left(\frac{x}{\varepsilon}\right) \frac{\partial u^0(x)}{\partial x_j}.
\]
Using the triangular inequality with $u^{0,rec}$, we have
\[
\|u^\varepsilon - u_2^{0,rec}(\theta_2)\|_{H^1(\Omega; \omega^+)} \leq \|u^\varepsilon - u^{0,rec}\|_{H^1(\Omega; \omega^+)} + \|u^{0,rec} - u_2^{0,rec}(\theta_2)\|_{H^1(\Omega; \omega^+)}.
\]
The first norm is bounded by $C\varepsilon^{1/2}$; this follows from [28]. The second norm can be bounded by
\[
\|u^{0,rec} - u_2^{0,rec}(\theta_2)\|_{H^1(\Omega; \omega^+)} \leq \|u^0 - u_2^0(\theta_2)\|_{H^1(\Omega; \omega^+)} + \varepsilon \left(\sum_{j=1}^d \chi^j \left(\frac{x}{\varepsilon}\right) \left(\frac{\partial u^0(x)}{\partial x_j} - \frac{\partial u_2^0(x)}{\partial x_j}\right)\right)_{H^1(\Omega; \omega^+)}.
\]
Each of the terms can be bounded by $C\varepsilon$, using the Caccioppoli inequality on the difference $u^0 - u_2^0(\theta_2)$ and Lemma 3.5. □

4. **Fully discrete optimization based coupling method.** In this section, we derive a numerical method to solve the optimization based fine scale and coarse scale problems. To fully resolve the fine scales in $\omega_1$, we need a triangulation with mesh size that resolves the fine scale, whereas the triangulation of $\Omega \setminus \omega_1$ can be coarse and independent of the smallest scale, thanks to numerical homogenization techniques. In order to allow for flexible meshing, we do not impose continuity of the numerical homogenization method on $\Gamma_1$. Here we choose to use a discontinuous Galerkin method on $\omega_2$ and a continuous FEM on $\omega_1$.

In what follows, we restrict the family of problems (2.1) to homogeneous Dirichlet problems; i.e., we set $g_D = 0$ and $\Gamma_N = \emptyset$. We denote by $H^1_D(\omega_i)$ the set of functions in $H^1(\omega_i)$ that vanish on $\partial \omega_i \cap \Gamma_D$ for $i = 1, 2$.

Further, we assume that the strong Cauchy–Schwarz lemma, Lemma A.3, and its discrete version, Lemma A.7, hold.
Numerical method for the fine scale problem. Let \( \{ T_h \}_h \) be a family of partitions over \( \omega \) in simplicial or quadrilateral elements, with mesh size \( h \ll \varepsilon \), where \( h = \max_{K \in T_h} h_K \), and \( h_K \) is the diameter of the element \( K \). In addition, we suppose that the family of partitions \( \{ T_h \}_h \) is admissible and shape regular [14]:

1. **Admissible.** \( \mathcal{W}_1 = \bigcup_{K \in T_h} K \), and the intersection of two elements is empty, a vertex, or a common face.

2. **Shape regular.** There exists \( \sigma > 0 \) such that \( h_K / \rho_K \leq \sigma \) for all \( K \in T_h \) and for all \( T_h \in \{ T_h \}_h \), where \( \rho_K \) is the diameter of the largest circle contained in the element \( K \).

For simplicity, we consider, for each partition \( T_h \in \{ T_h \}_h \), a piecewise FE in \( \omega \), given by

\[
V^1_D(\omega_1, T_h) = \{ w \in H^1_D(\omega_1) \mid w_{|K} \in \mathcal{R}^1(K) \quad \forall K \in T_h \},
\]

where \( \mathcal{R}^1 \) is the space of piecewise polynomials on \( K \). Further, we denote by \( V^1_0(\omega_1, T_h) \) the functions in \( V^1_D(\omega_1, T_h) \) that vanish on \( \partial \omega_1 \).

Let \( u_{1,h} \) be the numerical approximation of \( u_1^* \) satisfying (2.3) for \( i = 1 \). We can decompose \( u_{1,h} \) into \( u_{1,h} = u_{1,0,h} + v_{1,h} \), where \( v_{1,h} \in V^1_D(\omega_1, T_h) \) is obtained by the optimization method and \( u_{1,0,h} \in V^1_0(\omega_1, T_h) \) is the solution of

\[
B_1(u_{1,0,h}, w_{1,h}) = F_1(w_{1,h}) \quad \forall w_{1,h} \in V^1_0(\omega_1, T_h),
\]

where the right-hand side \( F_1 \) is given by

\[
F_1(w_{1,h}) = \int_{\omega_1} f w_{1,h} \, dx.
\]

Thanks to the Poincaré inequality, the bilinear form \( B_1 \) is coercive and bounded over \( V^1_0(\omega_1, T_h) \); the existence and uniqueness of \( u_{1,0,h} \) follows. We note that a quadrature formula should be considered for the bilinear form \( B_1 \) and for the right-hand side \( F_1 \).

Discontinuous Galerkin (DG) method for the coarse scale problem. Let \( \{ T_H \}_H \) be a family of partitions over \( \omega_2 \), with discontinuity in \( \Gamma_1 \) and mesh size \( H = \max_{K \in T_H} h_K \); further, we assume that the family of partitions \( \{ T_H \}_H \) is shape regular (T2). For each partition \( T_H \in \{ T_H \}_H \), we denote by \( E \) the set of \((d-1)\)-dimensional elements of \( T_H \) that form the boundary \( \Gamma_1 \)---it will be edges (for \( d = 2 \)) or faces (for \( d = 3 \)). Further, assume that the set \( E \) is composed of the smallest common interface between two elements \( K_+ \) and \( K_- \) of \( T_H \), with intersection in \( \Gamma_1 \); that is, \( e \in E \) if \( e = \min K_+ \cap K_- \) and \( e \subset \Gamma_1 \). As the solutions of problem (2.3) for \( i = 2 \) are assumed to be continuous in \( \omega_2 \setminus \Gamma_1 \), we construct a piecewise FE space as

\[
V^1_D(\omega_2, T_H) = \{ v \in H^1_D(\omega_2 \setminus \Gamma_1) \cap L^2(\omega_2) \mid v_{|K} \in \mathcal{R}^1(K) \quad \forall K \in T_H \},
\]

and we denote by \( V^1_0(\omega_2, T_H) \) the set of functions of \( V^1_D(\omega_2, T_H) \) that vanish over \( \partial \omega_2 \). For \( v \in V^1_D(\omega_2, T_H) \), we consider its average \( \{ \cdot \} \) and its jump \( [\cdot] \) given by

\[
\{ v \} = \frac{1}{2} (v_+ + v_-) \quad \text{and} \quad [v] = v_+ n_+ + v_- n_-,
\]

where \( v_{|K_\pm} \) denotes the trace of \( v \) from within \( K_\pm \) and \( n_{\pm} \) stands for the unit outward normal in \( K_{\pm} \).

Quadrature formula. For piecewise FE spaces, a quadrature formula is given by the pair \( (x_K, |K|) \), where \( x_K \) is the barycenter of \( K \). The sampling domain of size \( \delta \) around each point \( x_K \) is denoted by \( K_\delta = x_K + \delta [-1/2, 1/2]^2 \).
The numerically homogenized tensor \( a_{2,0,h}(x_K) \) around the quadrature point \( x_K \) is obtained using numerical solutions of microproblems defined in the sampling domains \( K_\delta \); we note that a numerical approximation of \( f_0 \) can be obtained similarly. Let us consider a partition \( T_h \) of \( K_\delta \) in simplicial or quadrilateral elements \( K \) of diameter \( h_K \); the mesh size is \( h = \max_{K \in T_h} h_K \), and as the fine scales should be resolved in \( K_\delta \), we impose \( h < \varepsilon \). The piecewise micro-FE space is given by

\[
S^1(K_\delta, T_h) = \{ v^h \in W(K_\delta) \mid v^h_K \in \mathcal{R}^1(K) \quad \forall K \in T_h \},
\]

where \( W(K_\delta) \) depends on the boundary conditions imposed on the microproblems; \( W(K_\delta) = H^1_0(K_\delta) \) for Dirichlet coupling, or \( W(K_\delta) = W^1_{per}(K_\delta) \) for periodic coupling. We introduce discrete microproblems: find \( \psi_{K_\delta}^{i,h} \in S^1(K_\delta, T_h), i = 1, \ldots, d \), the solution of

\[
(4.2) \quad \int_{K_\delta} a_2^\varepsilon(x) \nabla \psi_{K_\delta}^{i,h} \cdot \nabla u_j^h \, dx = - \int_{K_\delta} a_2^\varepsilon(x) e_i \cdot \nabla u_j^h \, dx \quad \forall u_j^h \in S^1(K_\delta, T_h).
\]

The numerically homogenized tensor at a quadrature point \( x_K \) in a macroelement \( K \) is computed by

\[
(4.3) \quad a_{2,0,h}(x_K) = \frac{1}{|K_\delta|} \int_{K_\delta} a_2^\varepsilon(x) (I + \nabla \psi_{K_\delta}^{i,h}) \, dx,
\]

where \( \nabla \psi_{K_\delta}^{i,h} = (\nabla \psi_{K_\delta}^{1,h}, \ldots, \nabla \psi_{K_\delta}^{d,h}) \). Following [4], we define a DG macroelementary form \( B_{2,H}(\cdot,\cdot) \) over \( V^1_D(\omega_2, T_H) \times V^1_D(\omega_2, T_H) \) by

\[
B_{2,H}(v_{2,H}, w_{2,H}) = \sum_{K \in T_h} |K| a_{2,0,h}(x_K) \nabla v_{2,H}(x_K) \cdot \nabla w_{2,H}(x_K)
+ \sum_{e \in E} \int_e \mu_e \|v_{2,H}\| \|w_{2,H}\| \, ds
- \sum_{e \in E} \int_e \left( a_{2,0,h}(x_K) \nabla v_{2,H}(x_K) \right) \|w_{2,H}\|
+ a_{2,0,h}(x_K) \nabla w_{2,H}(x_K) \|v_{2,H}\| \, ds,
\]

where the functions \( \mu_e \) stand for weighting functions that penalize the jumps of \( v_{2,H} \) and \( w_{2,H} \) over the element \( e \) in \( E \). They are given by

\[
(4.5) \quad \mu_e = \kappa h_e^{-1},
\]

with \( \kappa > 0 \), and \( h_e \) is the size of the interface \( e \).

The numerical homogenized solution \( u_{2,H} \) is split into \( u_{2,H} = u_{2,0,H} + v_{2,H} \), where \( v_{2,H} \in V^1_D(\omega_2, T_H) \) is given by the coupling and \( u_{2,0,H} \in V^1_D(\omega_2, T_H) \) by solving

\[
(4.6) \quad B_{2,H}(u_{2,0,H}, w_{2,H}) = F_2(w_{2,H}) \quad \forall w_{2,H} \in V^1_D(\omega_2, T_H).
\]

The right-hand side \( F_2 \) is given by

\[
F_2(w_{2,H}) = \sum_{K \in T_h} |K| f(x_K) w_{2,H}(x_K).
\]
Proofs of the error estimates are given in the next sections. The optimality system (4.7)–(4.10) can be written in matrix form, for the unknown vector \( U = (v_1, h, v_2, h, \lambda_1, h, \lambda_2, h) \), as

\[
\begin{pmatrix}
M & -B^T \\
B & 0
\end{pmatrix}
U = G.
\]

The algorithm for the numerical coupling method is the following:

1. Find \( u_{1,0,h} \in V_0^1(\omega_1, T_h) \) satisfying

\[
B_1(u_{1,0,h}, u_{1, h}) = F_1(u_{1, h}) \quad \forall u_{1, h} \in V_0^1(\omega_1, T_h).
\]

2. Find \( w_{2,0,h} \in V_0^1(\omega_2, T_H) \) satisfying

\[
B_2(w_{2,0,h}, w_{2, h}) = F_2(w_{2, h}) \quad \forall w_{2, h} \in V_0^1(\omega_2, T_H).
\]

3. Find \( v_1, h \in V_D^1(\omega_1, T_h) \) and \( v_2, h \in V_D^1(\omega_2, T_H) \) by solving the saddle point problem (4.11).
We state the two main convergence results for the fully discrete coupling. The optimization based method relies on the DG-FE-HMM; thus one should expect to find the DG-FE-HMM error in the a priori estimates. The DG-FE-HMM is split into a macro-, a micro-, and a modeling error:

\[ e_{HMM} \leq e_{MAC} + e_{MIC} + e_{MOD}. \]

The macro- and microerrors correspond to FE errors due to the choice of macro- and micro-FEM, respectively. The modeling error is due to the upscaling procedure and will be influenced by the choice of boundary conditions for (4.2), the size of the sampling domain, and whether we consider collocation in the macro- and microlocal linear forms of the slow variable \( x \) to the quadrature points in the tensor \( a_2^s \). Details about the DG-FE-HMM error are given in section 5. Let \((\hat{\theta}_1, \hat{\theta}_2, \hat{\theta}_H)\) be the discrete couple of boundary conditions given by the minimization problem (2.7). We recall the notation

\[ u_1, \hat{\theta}_1(\hat{\theta}_1, \hat{\theta}_2, \hat{\theta}_H) \text{ denotes the fine scale numerical solution in } \omega_1, \]

\[ u_2, H(\hat{\theta}_2, \hat{\theta}_H) \text{ denotes the coarse scale numerical solution in } \omega_2. \]

The coupling solution, denoted by \( \bar{u}_{H,h} \), is defined as

\[ u_{1, \hat{\theta}_1}(\hat{\theta}_1, \hat{\theta}_2, \hat{\theta}_H) \text{ in } \omega^+, \]

\[ u_{2, \hat{\theta}_2}(\hat{\theta}_2, \hat{\theta}_H) \text{ in } \Omega \setminus \omega^+, \]

(4.14)

where \( u_{2, \hat{\theta}_2}(\hat{\theta}_2, \hat{\theta}_H) \) corresponds to the reconstructed coarse scale solution \( u_2, H(\hat{\theta}_2, \hat{\theta}_H) \) and is defined by

\[ u_{2, \hat{\theta}_2}(x) = u_{2, \hat{\theta}_1}(x) + \sum_{j=1}^d \psi_{K, h}^{\hat{\theta}_2}(x) \frac{\partial u_{2, \hat{\theta}_1}}{\partial x_j}(x), \quad x \in K, \]

where \( \psi_{K, h}^{\hat{\theta}_2} \) are the micro solutions of (4.2). As the reconstructed numerical solution might be discontinuous across elements in \( \omega_2 \), we consider a broken \( H^1 \) seminorm,

\[ \| v \|^2_{H^1(\omega^+)} := \sum_{K \in T_h(\omega^+)} \| \nabla v \|^2_{L^2(K)} + \sum_{K \in T_h(\Omega \setminus \omega^+)} \| \nabla v \|^2_{L^2(K)}. \]

We next state our main convergence result for the optimization based numerical solution. We first have an error estimate in the fine scale region.

**Theorem 4.3** (a priori error analysis in \( \omega^+ \)). Let \( \varepsilon_0 \) be given by the strong Cauchy–Schwarz lemma, Lemma A.3, and consider \( \varepsilon \leq \varepsilon_0 \). Let \( u^e \) and \( u^0 \) be the exact solutions of problems (2.1) and (3.3), respectively, and let \( \bar{u}_{H,h} \) be the numerical solution of the coupling (4.14). Assume \( u^e \in H^{s+1}(\Omega) \), with \( s \leq 1 \), \( u^0 \in H^2(\omega_2) \), and assume that (3.4) holds; then

\[ \| u^e - u_{1, \hat{\theta}_1}(\hat{\theta}_1, \hat{\theta}_2, \hat{\theta}_H) \|_{H^1(\omega^+)} \leq C_1 \hat{h}^s \| u^e \|_{H^{s+1}(\omega_1)} + \frac{C_2}{\tau - \tau^+} \left( \hat{h}^{s+1} \| u^e \|_{H^{s+1}(\omega_1)} + \varepsilon + e_{HMM, L2} \right), \]

where the constants are independent of \( \varepsilon, H, \hat{h}, \) and \( h \). The DG-FE-HMM error is given in Lemmas 5.2, 5.3, and 5.5.

Next, we state error estimates in the coarse scale region for the optimization based numerical solution with correctors.
Theorem 4.4 (error estimates in $\Omega \setminus \omega^+$). Let $u^\varepsilon$ be the exact solution of problem (2.1) and $\tilde{u}_{2,H}$ be the numerical solution of the coupling (4.14). Let $a_2^\varepsilon(x) = a_2(x,x/\varepsilon)$, where $a_2(x,y)$ is $Y$-periodic in $y$ and satisfies $a_2(x,y) \in C(\mathbb{R}^2;L^\infty_{per}(Y))$. Let $\psi_{K_j}^j(x) \in W^1_{per}(K_j), j = 1, \ldots, d$. If, in addition, $u^\varepsilon \in H^2(\Omega)$, $u_0^\varepsilon(\theta_2) \in H^2(\omega_2)$, $u_1^\varepsilon \in H^{s+1}(\omega_1)$, with $s \leq 1$, and $\psi_{K_j}^j(x) \in W^{1,\infty}(K_j), j = 1, \ldots, d$. It holds that

$$
\|u_2^{re}(\theta_2) - u_{2,H}^{re}(\theta_2,H)\|_{H^1(\Omega \setminus \omega^+)} \leq C_1\varepsilon^{1/2} + C_2 \left(\frac{h}{\varepsilon}\right) + C_3 \|u_2^0\|_{H^2(\omega_2)} + \frac{C_4}{\tau^2} \left(h^{s+1}\|u_1^\varepsilon\|_{H^{s+1}(\omega_1)} + \varepsilon + H^2\|u_2^0\|_{H^2(\omega_2)}\right),
$$

where the constants are independent of $H$, $\tilde{h}$, $h$, and $\varepsilon$.

Both theorems will be proved in section 5. We first discuss the well-posedness of the numerical method.

4.2. Well-posedness. In this subsection, we prove the well-posedness of the discrete coupling problem. The well-posedness of the DG optimization based coupling method can be established using Brezzi’s theory [12] and the well-posedness of problems (4.12) and (4.13). The Lax–Milgram lemma implies the existence and uniqueness of $u^1_{1,0,H} \in V_0^1(\omega_1, T_H)$.

Due to the discontinuity in $T_H$, the space $V_0^1(\omega_2, T_H)$ is not a subspace of $H^1_0(\omega_2)$; however, it will lie in the piecewise Sobolev space

$$
H^2(T_H) := \prod_{K \in T_H} H^2(K) = \{v \in L^2(\omega_2) \mid v|_K \in H^2(K) \ \forall K \in T_H\}.
$$

Suppose that the exact solution $u_{2,0}$ of problem (2.5) is in the space $H^1_0(\omega_2) \cap H^2(\omega_2)$. We define the proper space for the analysis as $V(\omega_2) := V_0^1(\omega_2, T_H) \cap H^1_0(\omega_2) \cap H^2(\omega_2) \subset H^2(T_H)$; see discussions in [8, 18]. The space $V(\omega_2)$ is equipped with the norm

$$
\|v\|_{\omega_2} := \left(\|\nabla v\|_{L^2(\omega_2)}^2 + \sum_{K \in T_H} h_K^2 \|v|_K^2 + |v|^2_\varepsilon\right)^{1/2},
$$

where

$$
\|\nabla v\|_{L^2(\omega_2)}^2 = \sum_{K \in T_H} |v|^2_{1,K}, \quad |v|^2_{2,K} = \sum_{|r| = 2} \|\partial^r v\|_{L^2(K)}^2, \quad |v|^2_\varepsilon = \sum_{e \in E} \|\nu_e^{1/2} v\|_{L^2(\varepsilon)}^2.
$$

One can prove that (4.15) is a norm over $V(\omega_2)$, using the discrete Poincaré–Friedrichs inequality [12],

$$
\|v\|_{L^2(\omega_2)}^2 \leq C(\|\nabla v\|_{L^2(\omega_2)}^2 + |v|^2_\varepsilon).
$$

Thanks to local inverse inequalities [14], restricting $V(\omega_2)$ to $V_0^1(\omega_2, T_H)$ reduces the norm (4.15) to

$$
\|v\|_{\omega_2} = \left(\|\nabla v\|_{L^2(\omega_2)}^2 + |v|^2_\varepsilon\right)^{1/2}.
$$
Proposition 4.5. There exists a value $\kappa_0$ that depends only on (2.2), the shape regularity of $T_H$, and the dimension $d$ such that for all $\kappa \geq \kappa_0$, $\kappa$ being defined in (4.5), the bilinear form $B_{2,H}$ (4.4) is stable in $V_0^1(\omega_2, T_H)$; i.e.,

$$B_{2,H}(v_H, v_H) \geq C_1 \|v_H\|^2 \quad \forall v_H \in V_0^1(\omega_2, T_H).$$

Furthermore, the bilinear form is bounded; i.e.,

$$B_{2,H}(v_H, w_H) \leq C_2 \|v_H\||w_H| \quad \forall v_H, w_H \in V_0^1(\omega_2, T_H).$$

The constants $C_1$ and $C_2$ are independent of $H, \tilde{h}, h,$ and $\varepsilon$.

Proof. For the proof, see [4, Lemmas 4.3, 4.4, and 5.18].

Theorem 4.6. Let assumption (2.2) hold. Then there exists a unique solution $u_{1,0,\tilde{h}} \in V_0^1(\omega_1, T_{\tilde{h}})$ of problem (4.12) which satisfies

$$\|u_{1,0,\tilde{h}}\|_{H^1(\omega_1)} \leq C_1 \|F_1\|_{H^{-1}(\omega_1)},$$

with a constant $C_1$ independent of $H, \tilde{h}, h,$ and $\varepsilon$.

Moreover, let $\kappa_0$ be given by Proposition 4.5. Then, the problem (4.13) admits a unique solution $u_{2,0,\tilde{h}} \in V_0^1(\omega_2, T_{\tilde{h}})$, and it holds that

$$\|u_{2,0,\tilde{h}}\| \leq C_2 \|F_2\|_{H^{-1}(\omega_2)},$$

where the constant $C_2$ is independent of $H, h, \tilde{h},$ and $\varepsilon$.

Proof. The existence and uniqueness of $u_{1,0,\tilde{h}}$ and $u_{2,0,\tilde{h}}$ follows from the Lax–Milgram lemma and Proposition 4.5.

We introduce $V^1(\Gamma_i)$ as the set of functions $\mu_i \in \mathcal{U}_i$ that are piecewise polynomials on the elements over $\Gamma_i$, $i = 1, 2$. Let us write system (4.7)–(4.10) in terms of the discrete virtual controls $\theta_{1,\tilde{h}}$ and $\theta_{2,H}$: find $(\theta_{1,\tilde{h}}, \lambda_{1,\tilde{h}}, \theta_{2,H}, \lambda_{2,H}) \in V^1(\Gamma_1) \times V_0^1(\omega_1, T_{\tilde{h}}) \times V^1(\Gamma_2) \times V_0^1(\omega_2, T_H)$ satisfying

\begin{align}
\pi((\theta_{1,\tilde{h}}, \theta_{2,H}), (\mu_{1,\tilde{h}}, \mu_{2,H})) - B((\mu_{1,\tilde{h}}, \mu_{2,H}), (\lambda_{1,\tilde{h}}, \lambda_{2,H})) &= G(\mu_{1,\tilde{h}}, \mu_{2,H}), \\
B((\theta_{1,\tilde{h}}, \theta_{2,H}), (\xi_{1,\tilde{h}}, \xi_{2,H})) &= 0
\end{align}

for all $(\mu_{1,\tilde{h}}, \mu_{2,H}) \in V^1(\Gamma_1) \times V^1(\Gamma_2)$ and $(\xi_{1,\tilde{h}}, \xi_{2,H}) \in V_0^1(\omega_1, T_{\tilde{h}}) \times V_0^1(\omega_2, T_H)$. The forms $\pi$, $B$, and $G$ are defined by

\begin{align}
\pi((\theta_{1,\tilde{h}}, \theta_{2,H}), (\mu_{1,\tilde{h}}, \mu_{2,H})) &= \int_{\omega_0} (v_{1,\tilde{h}}(\theta_{1,\tilde{h}}) - v_{2,H}(\theta_{2,H}))(v_{1,\tilde{h}}(\mu_{1,\tilde{h}}) - v_{2,H}(\mu_{2,H})) dx, \\
B((\theta_{1,\tilde{h}}, \theta_{2,H}), (\xi_{1,\tilde{h}}, \xi_{2,H})) &= B_1(\theta_{1,\tilde{h}}, \xi_{1,\tilde{h}}) + B_{2,H}(\theta_{2,H}, \xi_{2,H}), \\
G(\theta_{1,\tilde{h}}, \theta_{2,H}) &= -\int_{\omega_0} (u_{1,0,\tilde{h}} - u_{2,0,H})(v_{1,\tilde{h}}(\theta_{1,\tilde{h}}) - v_{2,H}(\theta_{2,H})) dx.
\end{align}

(Note that in order to avoid overloading of notation, we reuse the notation $\pi$ in the discrete context, which should not be confused with (2.8).)

To prove the well-posedness of system (4.17)–(4.18), we need to show that the following hold:

- The form $\pi$ is continuous and coercive on $V^1(\Gamma_1) \times V^1(\Gamma_2)$ equipped with the inner product $\pi$. 

The form $B$ is continuous and satisfies an inf-sup condition. The continuity of $\pi$ can be easily obtained with the Cauchy–Schwarz inequality and the discrete Poincaré inequality (4.16).

The coercivity of $\pi$ can be proved similarly to the continuum case (cf. Lemma 2.2), as is done in the next lemma.

**Lemma 4.7.** Let $\varepsilon_0$ be given by the strong Cauchy–Schwarz lemma, Lemma A.3, and assume that $\varepsilon \leq \varepsilon_0$. Then, the form $\pi$ defines an inner product on $V^1(\Gamma_1) \times V^1(\Gamma_2)$.

**Proof.** We will use the discrete Cauchy–Schwarz lemma, Lemma A.7, with the same $\varepsilon_0$ and $C_s$, to prove that $\pi$ is definite. Indeed, arguing as in Lemma 2.2, we assume that $(\mu_{1,\tilde{h}}, \mu_{2,\tilde{h}})$ is such that

$$0 = \pi((\mu_{1,\tilde{h}}, \mu_{2,\tilde{h}}), (\mu_{1,\tilde{h}}, \mu_{2,\tilde{h}})) = \|v_{1,\tilde{h}}(\mu_{1,\tilde{h}}) - v_{2,\tilde{h}}(\mu_{2,\tilde{h}})\|_{L^2(\omega_0)}^2$$

$$\geq (1 - C_s) \left(\|v_{1,\tilde{h}}(\mu_{1,\tilde{h}})\|_{L^2(\omega_0)}^2 + \|v_{2,\tilde{h}}(\mu_{2,\tilde{h}})\|_{L^2(\omega_0)}^2\right).$$

As $C_s < 1$, it holds that $\|v_{1,\tilde{h}}(\mu_{1,\tilde{h}})\|_{L^2(\omega_0)} = \|v_{2,\tilde{h}}(\mu_{2,\tilde{h}})\|_{L^2(\omega_0)} = 0$, which implies that $v_{1,\tilde{h}}(\mu_{1,\tilde{h}}) = v_{2,\tilde{h}}(\mu_{2,\tilde{h}}) = 0$ in $\omega_0$ and, in particular, $\mu_{1,\tilde{h}} = 0$ and $\mu_{2,\tilde{h}} = 0$. \rlap{$\square$}

Next, we prove the inf-sup condition for the bilinear form $B$.

**Lemma 4.8.** The form $B$ satisfies

$$\sup_{(\mu_{1,\tilde{h}}, \mu_{2,\tilde{h}})} \frac{B((\mu_{1,\tilde{h}}, \mu_{2,\tilde{h}}), (\xi_{1,\tilde{h}}, \xi_{2,\tilde{h}}))}{\|B((\mu_{1,\tilde{h}}, \mu_{2,\tilde{h}}), (\xi_{1,\tilde{h}}, \xi_{2,\tilde{h}}))\|_{L^*((U))}} \geq C \left(\|\xi_{1,\tilde{h}}\|_{H^1(\omega_1)} + \|\xi_{2,\tilde{h}}\|_{\omega_2}\right)$$

for all $(\xi_{1,\tilde{h}}, \xi_{2,\tilde{h}}) \in V_0^1(\omega_1, T_\tilde{h}) \times V_0^1(\omega_2, T_H)$. The constant $C$ is independent of $\varepsilon$.

**Proof.** Let $(\xi_{1,\tilde{h}}, \xi_{2,\tilde{h}}) \in V_0^1(\omega_1, T_\tilde{h}) \times V_0^1(\omega_2, T_H)$. By the definition of $B$, we have

$$B((\mu_{1,\tilde{h}}, \mu_{2,\tilde{h}}), (\xi_{1,\tilde{h}}, \xi_{2,\tilde{h}})) = B_1(\mu_{1,\tilde{h}}, \xi_{1,\tilde{h}}) + B_2(\mu_{2,\tilde{h}}, \xi_{2,\tilde{h}}).$$

Take $(\mu_{1,\tilde{h}}, \mu_{2,\tilde{h}})$ such that $v_{1,\tilde{h}}(\mu_{1,\tilde{h}}) = \xi_{1,\tilde{h}} \in V_0^1(\omega_1, T_\tilde{h})$ and $v_{2,\tilde{h}}(\mu_{2,\tilde{h}}) = \xi_{2,\tilde{h}} \in V_0^1(\omega_2, T_H)$. Then,

$$B_1(\mu_{1,\tilde{h}}, \xi_{1,\tilde{h}}) = \int_{\omega_1} a_{\tilde{h}}^h \nabla v_{1,\tilde{h}}(\mu_{1,\tilde{h}}) \cdot \nabla \xi_{1,\tilde{h}} \, dx = \int_{\omega_1} a_{\tilde{h}}^h \nabla \xi_{1,\tilde{h}} \cdot \nabla \xi_{1,\tilde{h}} \, dx \geq C \|\xi_{1,\tilde{h}}\|_{H^1(\omega_1)}^2.$$

Similarly, by the coercivity of $B_{2,\tilde{h}}$, it holds that

$$B_{2,\tilde{h}}(\mu_{2,\tilde{h}}, \xi_{2,\tilde{h}}) \geq C \|\xi_{2,\tilde{h}}\|_{\omega_2}^2.$$
5. Fully discrete error estimates. In this section, we derive error estimates for the fully discrete optimization based method. A postprocessing procedure is used on the coarse solution \( u_{2,H}(\theta_{2,H}) \) to reach convergence to the exact solution \( u^\varepsilon \). The norm considered is a broken \( H^1 \) seminorm, as we allow the corrected solution to be discontinuous across elements of \( \Omega \setminus \omega \). The fully discrete analysis is then conducted for the error

\[
\| u^\varepsilon - \bar{u}_{hH} \|_{H^1(\Omega)} = \sum_{K \in T_h(\omega^+)} \| \nabla (u^\varepsilon - \bar{u}_{hH}) \|_{L^2(K)}^2 + \sum_{K \in T_h(\Omega \setminus \omega^+)} \| \nabla (u^\varepsilon - \bar{u}_{hH}) \|_{L^2(K)}^2,
\]

where the numerical solution of the coupling \( \bar{u}_{hH} \) is given by (4.14). In the fully discrete analysis of the DG-FE-HMM method, the error between the homogenized solution and its approximation is decomposed into a macro-, a micro-, and a modeling error [2]. These errors will contribute to the a priori estimates of our method.

**Remark 5.1.** In section 3, the error estimates depend on the bound of the operator \( Q \) (3.6). This bound was obtained in Lemma 3.4 using Caccioppoli inequalities. In the fully discrete case, we introduce a discrete operator \( \tilde{Q}^{h,H} \), which is a discrete version of the operator \( Q \) and the estimates will depend on \( \| \tilde{Q}^{h,H} \| \). For conforming FE spaces, the norm of \( \tilde{Q}^{h,H} \) is bounded independently of \( h, h, \) and \( H \); this can be seen by following along the lines of Lemma 3.4. For nonconforming meshes, we will assume that \( \| \tilde{Q}^{h,H} \| \) is bounded independently of \( h, h, \) and \( H \). In what follows, we will use the notation \( \tilde{P}, \tilde{U}_0, \) and \( \tilde{Q} \), previously used in the continuous analysis, to denote the operators in the discrete analysis.

**Preliminaries.** We recall that \( u^0 \), the solution of (3.3), denotes a homogenized solution over \( \omega_2 \) with boundary condition on \( \Gamma_2 \) given by the trace of the physical solution \( u^\varepsilon \) for a fixed \( \varepsilon \). The DG-FE-HMM gives us an approximation \( u^H \in V^1_0(\omega_2, T_H) \) of the homogenized solution \( u^0 \). We state here the main results needed to bound \( \| u^0 - u^H \|_{L^2(\omega_2)} \); for further details we refer the reader to [1, 2, 3] and the references therein. We decompose the DG-FE-HMM error into the macro-, micro-, and modeling errors.

\[
\| u^0 - u^H \|_{L^2(\omega_2)} \leq e_{MAC} + e_{MIC} + e_{MOD}.
\]

**Macroerror.** We define \( u^0_H \in V^1_0(\omega_2, T_H) \) as the FEM approximation of the homogenized problem (3.3), i.e.,

\[
B_{2,H}^0(u_H^0, v_H) = F_2(v_H) \quad \forall v_H \in V^1_0(\omega_2, T_H),
\]

where the bilinear form is given by

\[
B_{2,H}^0(u_H, v_H) = \sum_{K \in T_H} |K| a^0_K(x_K) \nabla u_H \nabla v_H + \sum_{e \in E} \int_{e} \mu_e \| u_H \| \| v_H \| ds
\]

\[
- \sum_{e \in E} \int_{e} \left( \{ a^0_2 \nabla u_H \| v_H \| + \{ a^0_2 \nabla v_H \} \| u_H \| \right) ds \quad \forall u_H, v_H \in V^1_0(\omega_2, T_H).
\]

The error can be formulated as

\[
\| u^0 - u^H \|_{L^2(\omega_2)} \leq \| u^0 - u^0_H \|_{L^2(\omega_2)} + \| u^0_H - u^H \|_{L^2(\omega_2)}
\]

\[
\leq \| u^0 - u^0_H \|_{L^2(\omega_2)} + \| u^0_H - u^H \|_{\omega_2},
\]

where the first norm is the macroerror and the second norm stands for the modeling and microerrors.
To simplify the analysis, we make the following assumptions on the structure of the tensor $a_2^0$:

(H1) $a_2^0(x) = a_2(x, x/\varepsilon) = a_2(x, y)$ is $Y$-periodic in $y$, and $a_2(\cdot, y)|_K$ is constant within each $K \in T_H$.

**Lemma 5.2 (macroerror).** Let $u^0$ and $u^0_H$ be the solutions of problems (3.3) and (5.1), respectively. Assume that (2.2) and (H1) hold and that $u^0 \in H^2(\omega_2)$. Then,

$$\|u^0 - u^0_H\|_{L^2(\omega_2)} \leq CH^2,$$

where the constant $C$ is independent of $H, \tilde{h}, h, \varepsilon$, and $\delta$, but depends on the stability constant of the bilinear form $B^0_{2,h}$.

**Proof.** For the proof, see [8].

**Micro- and modeling errors.** For the micro- and modeling errors, we follow [4, sect. 5]. We assume the following regularity on $\psi_{K_\delta}$, the nondiscretized microsolutions of problem (4.2), in $W(K_\delta)$:

(H2) $|\psi_{K_\delta}'|_{H^2(K_\delta)} \leq C\varepsilon^{-1}\sqrt{|K_\delta|}$ for $i = 1, \ldots, d$.

To discuss the micro- and modeling errors, we recall that $a_2^0$ is the homogenized tensor on the domain $\omega_2$ and that $a_2^{0,h}$ is the numerical homogenized tensor given by (4.3). Consider further the tensor $\tilde{a}_2^0$ defined by (4.3) using the nondiscretized microfunctions $\psi_{K_\delta}'$, solutions of (4.2) in $W(K_\delta)$, instead of the discretized functions $\psi_{K_\delta}$. The error between the homogenized tensor $a_2^0$ and its numerical approximation $a_2^{0,h}$ can be bounded by

$$\sup_{K \in T_H} \|a_2^0(x_K) - a_2^{0,h}(x_K)\|_F \leq \sup_{K \in T_H} \|a_2^0(x_K) - \tilde{a}_2^0(x_K)\|_F + \sup_{K \in T_H} \|\tilde{a}_2^0(x_K) - a_2^{0,h}(x_K)\|_F,$$

where the first term on the right-hand side of the above inequality is denoted by $e_{MOD}$ (modeling error) and the second by $e_{MIC}$ (microerror).

**Lemma 5.3 (micro- and modeling errors).** Let $u^0_H$ be the solution of (5.1), and let $u^H$ be the DG-FE-HMM approximation of $u^0$. Assume that (2.2) holds; then

$$\|u^0_H - u^H\|_{H^2(\omega_2)} \leq C \sup_{K \in T_H} \|a_2^0(x_K) - a_2^{0,h}(x_K)\|_F \|u^H\|,$$

where the constant $C$ is independent of $H, \tilde{h}, h, \varepsilon$. Further, assuming (H2), the Frobenius norm is bounded by

$$\sup_{K \in T_H} \|a_2^0(x_K) - a_2^{0,h}(x_K)\|_F \leq e_{MOD} + C \left(\frac{\tilde{h}}{\varepsilon}\right)^2,$$

where the modeling error $e_{MOD}$ is given in Lemma 5.5.

**Proof.** The proof follows from [4, sect. 5].

**Remark 5.4.** A higher order microerror $(\tilde{h}/\varepsilon)^{2q}$ can be obtained for higher order micro-FEMs, provided that there is higher order regularity of the microfunctions; i.e.,

$$|\psi_{K_\delta}'|_{H^{q+1}(K_\delta)} \leq C\varepsilon^{-q}\sqrt{|K_\delta|}$$

for $i = 1, \ldots, d$.

The modeling error $e_{MOD}$ will depend on the choice of boundary condition on the microproblems.
LEMMA 5.5 (modeling error). The modeling error is given by

\[ e_{\text{MOD}} = \begin{cases} 
0, & S^1(K_\delta, \mathcal{T}_h) \subset W^1_{\text{per}}(K_\delta), \delta/\varepsilon \in \mathbb{N}, \text{ and collocation}, \\
C_1\delta, & S^1(K_\delta, \mathcal{T}_h) \subset W^1_{\text{per}}(K_\delta), \delta/\varepsilon \in \mathbb{N}, \\
C_2\frac{\delta}{\varepsilon}, & S^1(K_\delta, \mathcal{T}_h) \subset H^1_0(K_\delta), \delta/\varepsilon \notin \mathbb{N}, \text{ and collocation}, \\
C_3\left(\delta + \frac{\delta}{\varepsilon}\right), & S^1(K_\delta, \mathcal{T}_h) \subset H^1_0(K_\delta), \delta/\varepsilon \notin \mathbb{N}.
\end{cases} \]

Proof. For the proof, see \cite{1, 2}.

5.1. A priori error estimates in the fine scale region. In this section, we will prove Theorem 4.3.

Proof of Theorem 4.3. Let \( u_h \in V^1_D(\omega_1, \mathcal{T}_h) \) be the FE approximation of the physical solution \( u^\varepsilon \) over the mesh \( \mathcal{T}_h \), i.e., \( u_h = u_{1,0,h} + v_{1,\tilde{h}}(I^{\tilde{h}}\gamma_1(u)) \), where \( I^{\tilde{h}} \) is the Lagrange interpolant on \( \Gamma_1 \). Classical FE estimates hold:

\[ \|u^\varepsilon - u_h\|_{H^1(\omega^+)} \leq C\delta^s|u^\varepsilon|_{H^{s+1}(\omega_1)}, \]

where the constant \( C \) is independent of \( H, h, \tilde{h}, \) and \( \varepsilon \). Applying a triangular inequality, we obtain

\[ \|\nabla(u^\varepsilon - \bar{u}_{h\Omega})\|_{L^2(\omega^+)} \leq C\delta^s|u^\varepsilon|_{H^{s+1}(\omega_1)} + \|\nabla(u_h - \bar{u}_{h\Omega})\|_{L^2(\omega^+)} \]

The numerical solution \( \bar{u}_{h\Omega} \) over \( \omega^+ \) is equal to the numerical fine scale solution \( u_{1,\tilde{h}}(\theta_{1,\tilde{h}}) \), and it holds that

\[ B_1(u_h - u_{1,\tilde{h}}, v_h) = 0 \quad \forall v_h \in V^1_0(\omega_1, \mathcal{T}_h), \]

i.e., the difference \( u_h - u_{1,\tilde{h}}(\theta_{1,\tilde{h}}) \) is \( a^\varepsilon \)-harmonic in \( \omega_1 \), and thus the discrete Caccioppoli inequality lemma, Lemma A.5, can be applied. That is,

\[ \|\nabla(u_h - u_{1,\tilde{h}}(\theta_{1,\tilde{h}}))\|_{L^2(\omega_1)} \leq \frac{C}{(\tau - \tau^+)}\|u_h - u_{1,\tilde{h}}(\theta_{1,\tilde{h}})\|_{L^2(\omega_1)}, \]

where the constant \( C > 0 \) is independent of \( H, h, \tilde{h}, \) and \( \varepsilon \), but depends on the ellipticity constants of the tensor \( a^\varepsilon \). Consider an operator \( P : V^1(\Gamma_1) \times V^1(\Gamma_2) \to V^1_D(\omega_1, \mathcal{T}_h) \times V^1_D(\Omega \setminus \omega_1, \mathcal{T}_H) \) defined as

\[ P(\mu_{1,\tilde{h}}, \mu_{2,H}) = \begin{cases} 
v_{1,0,h} + v_{1,\tilde{h}}(\mu_{1,\tilde{h}}) & \text{in } \omega_1, \\
v_{2,0,H} + v_{2,H}(\mu_{2,H}) & \text{in } \Omega \setminus \omega_1.
\end{cases} \]

As in the continuous case, we decompose the operator \( P \) as \( P = U_0 + Q \). Over \( \omega_1 \), it holds that \( u_{1,\tilde{h}}(\theta_{1,\tilde{h}}) = P(\theta_{1,\tilde{h}}, \theta_{2,H}) \) and \( u_h = P(I^{\tilde{h}}\gamma_1(u^\varepsilon), I^H\gamma_2(u^\varepsilon)) \). Then,

\[ \|u_h - u_{1,\tilde{h}}(\theta_{1,\tilde{h}})\|_{L^2(\omega_1)} = \|P(I^{\tilde{h}}\gamma_1(u^\varepsilon), I^H\gamma_2(u^\varepsilon)) - P(\theta_{1,\tilde{h}}, \theta_{2,H})\|_{L^2(\omega_1)} \]

\[ \leq ||Q||(I^{\tilde{h}}\gamma_1(u^\varepsilon), I^H\gamma_2(u^\varepsilon)) - (\theta_{1,\tilde{h}}, \theta_{2,H})|_{L^\cdot(\mu)}. \]

As \( (\theta_{1,\tilde{h}}, \theta_{2,H}) \) are the discrete optimal virtual controls, they satisfy

\[ \int_{\omega_0} (v_{1,\tilde{h}}(\theta_{1,\tilde{h}}) - v_{2,H}(\theta_{2,H}))(v_{1,\tilde{h}}(\mu_{1,\tilde{h}}) - v_{2,H}(\mu_{2,H}))dx = -\int_{\omega_0} (v_{1,\tilde{h}}(\mu_{1,\tilde{h}}) - v_{2,H}(\mu_{2,H}))(u_{1,0,h} - u_{2,0,H})dx \]
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We bound the error in
\(\|\frac{\pi}{\mu}(I^h \gamma_1(u^\varepsilon), I^H \gamma_2(u^\varepsilon)) - \pi((\theta_{1,h}, \theta_{2,H}) - (\theta_{1,h}, \theta_{2,H}))\|_{L^\infty(\mathcal{U})}\)
by Lemmas 5.2, 5.3, and 5.5.

and following the proof of Lemma 3.3,
\[
\pi((I^h \gamma_1(u^\varepsilon), I^H \gamma_2(u^\varepsilon)), (\mu_{1,h}, \mu_{2,H})) - \pi((\theta_{1,h}, \theta_{2,H}), (\mu_{1,h}, \mu_{2,H}))
\]
\[
= \int_{\omega_0} (u^\Delta_h - u^H)(v_{1,h}(\mu_{1,h}) - v_{2,H}(\mu_{2,H})) \, dx
\]
\[
\leq \|u^\Delta_h - u^H\|_{L^2(\omega_0)}\|(\mu_{1,h}, \mu_{2,H})\|_{L^\infty(\mathcal{U})},
\]
where \(u^H = u_{2,0,H} + v_{2,H}(I^H \gamma_2(u^\varepsilon))\). We obtain that
\[
\|((I^h \gamma_1(u^\varepsilon), I^H \gamma_2(u^\varepsilon)) - (\theta_{1,h}, \theta_{2,H})\|_{L^\infty(\mathcal{U})} \leq \|u^\Delta_h - u^H\|_{L^2(\omega_0)}
\]
and summarizing, we have
\[
\|\nabla(u^\Delta_h - u_{1,h}(\theta_{1,h}))\|_{L^2(\omega^+)} \leq C\|u^\Delta_h - u^H\|_{L^2(\omega_0)}.
\]

Then, we decompose the error into
\[
\|u^\Delta_h - u^H\|_{L^2(\omega_0)} \leq \|u^\Delta_h - u^\varepsilon\|_{L^2(\omega_0)} + \|u^\varepsilon - u^0\|_{L^2(\omega_0)} + \|u^0 - u^H\|_{L^2(\omega_0)},
\]
and provided that the solutions \(u^\varepsilon\) and \(u^0\) are smooth enough, standard FE estimates and (3.4) can be applied to bound the first two quantities in (5.3), i.e.,
\[
\|u^\Delta_h - u^H\|_{L^2(\omega_0)} \leq C_h^{s+1}|u^\varepsilon|_{H^{s+1}(\omega_1)} + C\varepsilon + \|u^0 - u^H\|_{L^2(\omega_0)}.
\]

We bound the error in \(\omega_0\) by the error in \(\omega_2\):
\[
\|u^0 - u^H\|_{L^2(\omega_2)} \leq \|u^0 - u^H\|_{L^2(\omega_2)} \leq \|u^0 - u^H\|_{L^2(\omega_2)} + \|u^0 - u^H\|_{L^2(\omega_2)}.
\]

The two norms correspond to the DG-FE-HMM error in the \(L^2\) norm and are given by Lemmas 5.2, 5.3, and 5.5.

5.2. A priori error estimates in the scale separated region. We prove an a priori error bound between \(u^\varepsilon\) and \(\bar{u}^{h_h}_{h_h}\) in \(\Omega \setminus \omega^+\), where \(\bar{u}^{h_h}_{h_h}\) is defined in (4.14).

For simplicity, we assume that \(\delta = \varepsilon\) and choose periodic coupling conditions between the macro- and the microproblem. We recall that the reconstructed homogenized solution \(u_{2,rec}^\varepsilon\), and its numerical approximation \(u_{2,rec}^h\), are given by
\[
u_{2,rec}^\varepsilon(x) = u_2^0(x) + \varepsilon \sum_{j=1}^d \psi^j(x, x_j^\varepsilon) \frac{\partial u_2^0(x)}{\partial x_j},
\]
\[
u_{2,rec}^h(x) = u_{2,H}(x) + \sum_{j=1}^d \psi_{h_h}^j(x) \frac{\partial u_{2,H}(x)}{\partial x_j},
\]
where \(u_2^0 = u_2^0(\theta_2)\) and \(u_{2,H} = u_{2,H}(\theta_{2,H})\) are the exact solution and the numerical solution of the coupling in \(\omega_2\), respectively, and \(\psi_{h_h}^j\) are the microsolutions of (4.2).
We sometimes use \( u_2^{rec}(\theta_2) \) and \( u_2^{rec}_{\theta_2}(\theta_{2,H}) \) to emphasize the dependence on \( \theta_2 \) and \( \theta_{2,H} \), respectively.

We introduce the discrete microproblems on \( K^e_2 \): find \( u^h \) such that \( u^h - u_{2,H} \in S^1(K^e_2, T_h) \) and

\[
\int_{K^e_2} a^e_2(x) \nabla u^h \cdot \nabla z^h \, dx = 0 \quad \forall z^h \in S^1(K^e_2, T_h).
\]

From assumption (H1), the tensor \( a^e_2 \) is constant in each macroelement \( K \in T_H \). This simplifies the analysis, as the modeling error is zero. We introduce a semidiscrete problem over \( \omega_2 \): find \( \bar{u}_{2,H} \in V_D^1(\omega_2, T_H) \), the solution of

\[
\bar{B}_{2,H}(\bar{u}_{2,H}, w_H) = F_2(w_H) \quad \forall w_H \in V^1(\omega_2, T_H),
\]

where the bilinear form \( \bar{B}_{2,H} \) on \( V^1(\omega_2, T_H) \times V^1(\omega_2, T_H) \) is given by

\[
\bar{B}_{2,H}(v_H, w_H) = \sum_{K \in T_H} \frac{|K|}{|K|_e} \int_{K^e} a^e_2(x) \nabla v \cdot \nabla w \, dx + \sum_{e \in E} \mu_e \|v_H\|_{H^1} \|w_H\|_{H^1} - \sum_{e \in E} \mu_e \left( \|a^e_2 \nabla v\|_{H^1} + \|a^e_2 \nabla w\|_{H^1} \right) \, ds,
\]

where \( v \) and \( w \) are solutions of (5.6) in the exact Sobolev space \( W^1(K^e_2) \).

For a vector valued function \( \eta \), we define the average of the multiscale fluxes as

\[
\bar{\eta} = \frac{1}{2} \left( \int_{K^e_2} \eta_+ \, dx + \int_{K^e_2} \eta_- \, dx \right).
\]

We can then define \( \bar{u}_{2,H}^{rec} \) by

\[
\bar{u}_{2,H}^{rec}(x) = \bar{u}_{2,H}(x) + \sum_{j=1}^d \psi_{j,K^e_2}(x) \frac{\partial \bar{u}_{2,H}(x)}{\partial x_j}, \quad x \in K,
\]

where \( \bar{u}_{2,H} = \bar{u}_{2,H}(\theta_{2,H}) \). We use \( \bar{u}_{2,H}^{rec}(\theta_{2,H}) \) to denote the dependence on \( \theta_{2,H} \).

We now prove the proof of Theorem 4.4.

**Proof of Theorem 4.4.** We decompose the error into

\[
\|u^e - u_2^{rec}(\theta_2, \omega)\|_{H^1(\Omega_{\omega,\omega}^+)} \leq \|u^e - u_2^{rec}(\theta_2)\|_{H^1(\Omega_{\omega,\omega}^+)} + \|u_2^{rec}(\theta_2) - u_2^{rec}_{\theta_2}(\theta_{2,H})\|_{H^1(\Omega_{\omega,\omega}^+)}.
\]

From Theorem 3.6, it holds that \( \|u^e - u_2^{rec}(\theta_2)\|_{H^1(\Omega_{\omega,\omega}^+)} \leq C_1 \varepsilon^{1/2} \). We focus on \( \|u_2^{rec}(\theta_2) - u_2^{rec}_{\theta_2}(\theta_{2,H})\|_{H^1(\Omega_{\omega,\omega}^+)} \) and follow [2, sect. 3.3.3]. Using the triangular inequality, we obtain

\[
\|u^e - u_2^{rec}_{\theta_2}(\theta_{2,H})\|_{H^1(\Omega_{\omega,\omega}^+)} \leq C_1 \varepsilon^{1/2} + \|u_2^{rec}(\theta_2) - u_2^{rec}_{\theta_2}(\theta_{2,H})\|_{H^1(\Omega_{\omega,\omega}^+)} \leq C_1 \varepsilon^{1/2} + \|u_2^{rec}(\theta_2) - \bar{u}_{2,H}^{rec}(\theta_{2,H})\|_{H^1(\Omega_{\omega,\omega}^+)} + \|\bar{u}_{2,H}^{rec}(\theta_{2,H}) - u_2^{rec}_{\theta_2}(\theta_{2,H})\|_{H^1(\Omega_{\omega,\omega}^+)}.
\]

Lemma 5.7 gives us

\[
\|u_2^{rec}(\theta_2) - u_2^{rec}_{\theta_2}(\theta_{2,H})\|_{H^1(\Omega_{\omega,\omega}^+)} \leq C_3 H \|u_{2,H}^0\|_{H^2(\omega)}
\]

\[
+ \frac{C_4}{\tau} \left( h_+^{s+1} \|u_2^0\|_{H^{s+1}(\omega)} + \varepsilon + H^2 \|u_2^0\|_{H^2(\omega)} \right).
\]
Further, Lemma 5.9 provides us with
\[
\| \tilde{u}_{2,H}^{\text{rec}}(\theta_2,H) - u_{2,H}^{\text{rec}}(\theta_2,H) \|_{H^1(\Omega;\omega^+)} \leq C_2 \left( \frac{h}{\varepsilon} \right).
\]
Collecting the previous results gives
\[
\| u_2^{\text{rec}}(\theta_2) - u_{2,H}^{\text{rec}}(\theta_2,H) \|_{H^1(\Omega;\omega^+)} \leq C_1 \varepsilon^{1/2} + C_2 \left( \frac{h}{\varepsilon} \right) + C_3 H |u_2^0|_{H^2(\omega^2)} + \frac{C_4}{\tau + 1} \left( \varepsilon^{-1} |u_1^0|_{H^{s+1}(\omega_1)} + \varepsilon + H^2 |u_2^0|_{H^2(\omega_2)} \right).
\]

**Remark 5.6.** Theorem 4.4 can be adapted for the general tensor \( a^\omega(x) \) without a two-scale structure. In that case, the modeling error is present in the last term of the error.

Recall that we assume periodic coupling with \( \delta = \varepsilon \) and that (H1) and (H2) hold. Further, we assume Lipschitz continuity of the tensor in the first variable, i.e., \( a_2(x,y) \in W^{1,\infty}(\omega_2, L^\infty(Y)) \).

**Lemma 5.7.** Let \( u_{2,H}^{\text{reg}}(\theta_2) \) and \( \tilde{u}_{2,H}^{\text{reg}}(\theta_2,H) \) be given by (5.4) and (5.7). Assume that \( u_2^0 \in H^2(\omega^2) \), \( u_1^0 \in H^{s+1}(\omega_1) \), with \( s \leq 1 \), and that the exact solutions of the microproblem (4.2) verify (H2). Then
\[
\| u_{2,H}^{\text{reg}}(\theta_2) - \tilde{u}_{2,H}^{\text{reg}}(\theta_2,H) \|_{H^1(\Omega;\omega^+)} \leq C_1 H |u_2^0|_{H^2(\omega^2)} + \frac{C_2}{\tau + 1} \left( \varepsilon^{-1} |u_1^0|_{H^{s+1}(\omega_1)} + \varepsilon + H^2 |u_2^0|_{H^2(\omega_2)} \right),
\]
where the constants are independent of \( H, \tilde{h}, h, \) and \( \varepsilon \).

**Proof.** Using the definitions of \( u_{2,H}^{\text{reg}}(\theta_2) \) and \( \tilde{u}_{2,H}^{\text{reg}}(\theta_2,H) \), it holds that
\[
\| u_{2,H}^{\text{reg}}(\theta_2) - \tilde{u}_{2,H}^{\text{reg}}(\theta_2,H) \|_{L^2(K)}^2 = \sum_{K \in T_H(\Omega;\omega^+)} \| \nabla (u_{2,H}^{\text{reg}}(\theta_2) - \tilde{u}_{2,H}^{\text{reg}}(\theta_2,H)) \|_{L^2(K)}^2
\]
\[
\leq \sum_{K \in T_H(\Omega;\omega^+)} \| \nabla (u_2^0 - \tilde{u}_{2,H}) \|_{L^2(K)}^2
\]
\[
+ \sum_{K \in T_H(\Omega;\omega^+)} \left\| \sum_{j=1}^d \nabla \left( \varepsilon \chi^j(x, x/\varepsilon) \frac{\partial u_2^0}{\partial x_j} - \psi_{K_\varepsilon}^j(x) \frac{\partial \tilde{u}_{2,H}}{\partial x_j} \right) \right\|_{L^2(K)}^2.
\]
Thanks to (H1), it holds that \( \varepsilon \chi^j(x, x/\varepsilon) = \psi_{K_\varepsilon}^j(x) \), and the second norm is bounded by the first norm. We recall the bilinear form (5.2) for problem (2.3) with a quadrature formula,
\[
B_{2,H}^0(v_H, w_H) = \sum_{K \in T_H} |K| a_2^0(x_K) \nabla v_H : \nabla w_H + \sum_{e \in E} \int_{e_\varepsilon} \mu_\varepsilon \|v_H\| \|w_H\| ds
\]
\[- \sum_{e \in E} \int_{e_\varepsilon} \left( \{a_2^0(x_K, x/\varepsilon) v_H\} [w_H] + \{a_2^0(x_K, x/\varepsilon) w_H\} [v_H] \right) ds,
\]
and define \( \tilde{u}_{2,H}(\theta_2,H) \in V_0^1(\omega_2, T_H) \), the solution of
\[
B_{2,H}^0(\tilde{u}_{2,H}, w_H) = F_2(w_H) \quad \forall w_H \in V_0^1(\omega_2, T_H).
\]
By [2, Proposition 14], it holds that \( \bar{u}_{2,H} = \hat{u}_{2,H} \). By hypothesis, \( u_0^0(\theta_2) \) and \( \bar{u}_{2,H}(\theta_{2,H}) \) have zero boundary conditions on \( \partial \omega_2 \cap \partial \Omega \), and we can use [13, Lemmas 4.1 and 4.2] to obtain

\[
\| u_0^0(\theta_2) - \bar{u}_{2,H}(\theta_{2,H}) \|_{H^1(\Omega \setminus \omega^+)} \leq C_1 \inf_{w \in V^2_{\omega_2}(\omega_2, T_H), w = 1^H \theta_2 \text{ on } \Gamma_2} \| u_0^0(\theta_2) - w \|_{H^1(\omega_2)} + \frac{C_2}{\tau^+} \| u_0^0(\theta_2) - \bar{u}_{2,H}(\theta_{2,H}) \|_{L^2(\omega_2)}.
\]

The first norm can be bounded by

\[
\inf_w \| u_0^0(\theta_2) - w \|_{H^1(\omega_2)} \leq \| u_0^0(\theta_2) - u_{2,H}(1^H \theta_2) \|_{H^1(\omega_2)} \leq C_1 H \| u_0^0 \|_{H^2(\omega_2)},
\]

where \( u_{2,H}(1^H \theta_2) \) is the FEM solution with an interpolation of \( \theta_2 \) on \( \Gamma_2 \). Following the proof of Theorem 4.3, the second part is bounded by

\[
\| u_0^0(\theta_2) - \bar{u}_{2,H}(\theta_{2,H}) \|_{L^2(\omega_2)} \leq \| u_0^0(\theta_2) - u_{2,H}(1^H \theta_2) \|_{L^2(\omega_2)} + \| u_{2,H}(1^H \theta_2) - \bar{u}_{2,H}(\theta_{2,H}) \|_{L^2(\omega_2)} \leq C_1 H^2 \| u_0^0 \|_{H^2(\omega_2)} + C_2 \| u_{1,\bar{h}}(1^H \theta_1) - \bar{u}_{2,H}(1^H \theta_2) \|_{L^2(\omega_2)}.
\]

where we have used that \((\theta_1^0, \theta_H^0)\) is the optimal couple of the discrete minimization problem and that \( Q \) is bounded. Finally, using the triangular inequality, we have

\[
\| u_{1,\bar{h}}(1^H \theta_1) - \bar{u}_{2,H}(1^H \theta_2) \|_{L^2(\omega_0)} \leq \| u_{1,\bar{h}}(1^H \theta_1) - u_0^0(\theta_1) \|_{L^2(\omega_0)} + \| u_0^0(\theta_1) - u_0^0(\theta_2) \|_{L^2(\omega_0)} + \| u_0^0(\theta_2) - \bar{u}_{2,H}(1^H \theta_2) \|_{L^2(\omega_0)} \leq C \left( \bar{h}^{s+1} \| u_0^0 \|_{H^s+1(\omega_0)} + \varepsilon + H^2 \| u_0^0 \|_{H^2(\omega_2)} \right).
\]

Summarizing,

\[
\| u_{2,H}^{rec}(\theta_2) - u_{2,H}^{rec}(\theta_{2,H}) \|_{H^1(\Omega \setminus \omega^+)} \leq C_1 H \| u_0^0 \|_{H^2(\omega_2)} + \frac{C_2}{\tau^+} \left( \bar{h}^{s+1} \| u_0^0 \|_{H^s+1(\omega_0)} + \varepsilon + H^2 \| u_0^0 \|_{H^2(\omega_2)} \right).
\]

The result of the lemma follows.

**Remark 5.8.** The proof of Lemma 5.7 can be generalized for functions with nonhomogeneous boundary conditions. This can be done by splitting the solutions into a function depending on the controls and a function independent of the controls. The proof follows the same lines.

**Lemma 5.9.** Let \( \bar{u}_{2,H}^{rec}(\theta_{2,H}) \) and \( u_{2,H}^{rec}(\theta_{2,H}) \) be defined by (5.7) and (5.5), respectively. Then

\[
\| \bar{u}_{2,H}^{rec}(\theta_{2,H}) - u_{2,H}^{rec}(\theta_{2,H}) \|_{H^1(\Omega \setminus \omega^+)} \leq C \left( \frac{h}{\varepsilon} \right).
\]

**Proof.** The proof follows from [2, sect. 3.3.3].
6. Numerical experiments. In this section we present various numerical experiments to illustrate the convergence rates and the performance of our method. In the first two examples, we compare our coupling method with the classical global-local method [36], where the homogenized solution is considered as the boundary condition on \( \Gamma_1 \). To facilitate the numerical comparison, we assume that the meshes \( T_h \) and \( T_H \) have the same triangulation in the overlap \( \omega_0 \). The implementations can be adapted to the case where the meshes are not equal in \( \omega_0 \), using interpolations between the two meshes.

Computational costs of the methods. Here, we briefly comment on the computational cost of the optimization based method and of the global-local method [36]. Both methods use the FE-HMM (or DG-FE-HMM) and the FEM.

Let \( N \) denote the total degrees of freedom (DOF) of the initial triangulation over \( \Omega \), and let \( N_{\text{mic}} \) denote the micro-DOF needed to obtain the homogenized conductivity at the quadrature points of the macromesh. Further, let \( N_{\omega_1} \) be the DOF of the fine triangulation in \( \omega_1 \), and let \( N_{\Omega(\omega_1)}, N_{\omega_2} \) be the DOF of the coarse triangulation over \( \Omega \setminus \omega_1 \) and \( \omega_2 = \Omega \setminus \omega_1 \), respectively.

For the classical global-local method, (DG-)FE-HMM provides us with a numerical homogenized solution \( u^H \), which is used as the boundary condition on \( \Gamma_1 \), and the total cost is \( \mathcal{O}(N \cdot N_{\text{mic}}) + \mathcal{O}(N_{\omega_1}) \).

For the optimization based method, we start by computing the numerical solutions \( u_{1,0,h} \) and \( u_{2,0,H} \), using FEM and (DG-)FE-HMM, respectively. The cost is \( \mathcal{O}(N_{\omega_1}) \) for FEM and \( \mathcal{O}(N_{\omega_2}, N_{\text{mic}}) \) for (DG-)FE-HMM. Then, we solve a saddle point problem with cost \( \mathcal{O}(N_{\omega_1} + N_{\Omega(\omega_1)}) \). We note that the cost of the optimization based method can be further reduced [6].

6.1. A domain with a crack. Consider an elliptic boundary value problem in \( \Omega = [0,1]^2 \),

\[- \text{div}(a^{\varepsilon} \nabla u) = 0 \quad \text{in} \ \Omega,\]

with Dirichlet boundary condition \( u = \varphi \) on \( \partial \Omega \), where \( \varphi \in [0,2\pi] \) is the angle measured counterclockwise from the axis \( \{(x,0.5) : x \geq 0\} \). We add a free Neumann boundary condition on the crack \( \{x \in \Omega : x_1 \geq 0, x_2 = 0.5\} \). The homogenization model might not be accurate around the crack. A mesh refinement of the coarse model around the crack may lead to coarse meshes with mesh size smaller than \( \varepsilon \); hence it requires more work around the crack than the FEM with scale resolution. For the treatment of the crack problem with the FE-HMM, we refer the reader to [7].

We take a tensor \( a^{\varepsilon} \)—represented in Figure 2(a) for \( \varepsilon = 1/10 \)—with separation of scale and locally periodic in \( Y \),

\[ a^{\varepsilon}(x_1, x_2) = \left( \frac{1}{(1.1 + \cos(2\pi x_1))} + \frac{1}{(1.1 + \cos(2\pi x_2))} \right)^{1/2}. \]

Let \( x_c = [1/2,1/2] \) be the center of \( \Omega \), and let \( \omega_1 = x_c + \frac{1}{15}[-1,1]^2 \) and \( \Gamma_1 = \partial \omega_1 \).

The classical global-local numerical solution is the approximation of the following problem:

\[ - \text{div}(a^{\varepsilon} \nabla u) = f \quad \text{in} \ \omega_1, \]

\[ u = u^0 \quad \text{on} \ \Gamma_1, \]

(6.1)

where \( u^0 \) is the homogenized solution. Recall that \( \omega \subset \omega_1 \), where \( \omega = x_c + \frac{1}{30}[-1,1]^2 \).

We compute the numerical homogenized solution \( u^H \) over \( \Omega \) on the coarse initial mesh.
and use the value of $u^H$ as Dirichlet boundary condition on $\Gamma_1$ to solve problem (6.1) with a fine scale FEM.

We refine uniformly in $\omega_1$, and as the mesh size in $\omega$ should be small enough to capture the microscopic scales of the problems, it would be prohibitive to compute the numerical homogenized solution at each iteration. The coupling and the classical global-local method are both performed on the same mesh, while the coarse mesh in $\Omega \setminus \omega_1$ is left unchanged. We then compare the numerical solution with a reference solution obtained with an FEM on a very fine mesh. The reference solution is shown in Figure 2(d) and the numerical optimization based coupling solution in Figure 2(c).

We plot the $H^1$ seminorm for the two methods in Figure 2(b). We see that the global-local method reaches a threshold value, as expected due to the use of the numerical homogenized function $u^H$ as Dirichlet data on $\Gamma_1$.

6.2. Singular source term. In this experiment, we consider an elliptic problem with a singular source term given by random peaks. The tensor is assumed to have scale separation and is given by

$$a^\varepsilon(x) = \frac{1}{6} \left( \frac{1.1 + \sin \left( 2\pi \frac{x_1^2 x_2^2}{x_0^2} \right)}{1.1 + \sin \left( 4\pi x_1^2 x_2^2 \right) + 2} \right).$$
Depending on the location of the random peaks, the numerical homogenized right-hand side \( f^0 \) can be wrong, leading to an inaccurate approximation of \( u^0 \). As in the crack experiments, we compute a numerical approximation of \( u^0 \) on a coarse initial mesh and then use it as boundary condition on \( \Gamma_1 \). In Figure 3(a) we show the tensor for \( \varepsilon = 1/25 \). Let \( x_c = [1/2, 1/2] \) be the center of \( \Omega \); we set \( \omega = x_c + \frac{1}{12}[-1, 1]^2 \) and \( \omega_1 = x_c + \frac{1}{4}[-1, 1]^2 \). In Figure 3(b), we illustrate the random source term \( f \) with 20 peaks. Figures 4(a) and 4(b) illustrate the reference solution and the optimization based solutions, with the fine scale solution in \( \omega \) and the coarse scale solution in \( \Omega \setminus \omega \).

The \( H^1 \) error between the numerical and reference solutions, for \( \varepsilon = 1/10 \) and 100 random peaks, is shown in Figure 5 for the classical global-local method (in red) and the coupling (in black) (color available online). While we observe a linear convergence rate for the optimization based method, as predicted by Theorem 4.3, we see that the classical coupling leads to saturation in the error decay. This is due to inaccurate boundary conditions for the fine scale problems.

**6.3. A domain with a defect.** We consider a homogenization problem with a local perturbation in the tensor, treated in [11]. The PDE is

\[
- \text{div} (a^\varepsilon \nabla u^\varepsilon) = f \quad \text{in } \Omega, \\
u^\varepsilon = 0 \quad \text{on } \partial \Omega,
\]
where the tensor is of the form \( \alpha^\varepsilon = a^\text{per}_\varepsilon(x) + b^\varepsilon(x) \), where \( a^\text{per}_\varepsilon(x) = a^\text{per}(x, x/\varepsilon) \) is (locally) periodic and \( b^\varepsilon \in L^2(\Omega)^2 \) is a local perturbation of size \( \varepsilon \). A numerical homogenized solution \( u^H \) can be obtained with FE-HMM and produces a good approximation of \( u^\varepsilon \) in the \( L^2 \) norm. To obtain good approximation in the \( H^1 \) norm, one needs to add correctors. However, the usual periodic cell problems are not valid, as \( \alpha^\varepsilon \) is not periodic. One could compute the periodic correctors corresponding to the \( \varepsilon \)-periodic correctors as follows. Let \( \chi_j^\varepsilon \in W^1_{\text{per}}(Y) \) be the classical periodic correctors that satisfy the cell problems

\[
\int_Y a^\text{per}_\varepsilon(x) \nabla \chi_j^\varepsilon \cdot \nabla v \, dy = - \int_Y a^\text{per}_\varepsilon(x) e_j \nabla v \, dy \quad \forall v \in W^1_{\text{per}}(Y).
\]

Then, the additional term will be the solution of a Dirichlet boundary value problem in \( K_n = [-n\varepsilon, n\varepsilon]^2 \), where \( n \) is large enough so that the effects of the defect are negligible at the boundary of \( K_n \). The problem reads as follows: find \( \chi_j^\varepsilon \in H^1_0(K_n) \), the solution of

\[
\int_{K_n} a^\varepsilon(x) \nabla \chi_j^\varepsilon \cdot \nabla v \, dx = - \int_{K_n} b^\varepsilon(x)(e_j + \nabla \chi_j^\varepsilon) \cdot \nabla v \, dx \quad \forall v \in H^1_0(K_n).
\]

One can extend \( \chi_j^\varepsilon \) periodically to \( K_n \) and obtain a corrector \( \tilde{\chi}_j^\varepsilon(x) = \chi_j^\varepsilon(x) + \chi_j^\varepsilon(x) \) for all \( x \in K_n \). In this numerical example, we compute the FE-HMM solution and add to it either the periodic correctors \( \chi \) or the modified correctors \( \tilde{\chi} \). We then compare these solutions with the optimization based solution presented in this paper. We will take the same oscillatory data as given in [11, sect. 4.]. Let \( \Omega = [-1, 1]^2 \), and define

\[
a^\varepsilon(x_1, x_2) = 3 + \cos \left( \frac{2\pi x_1}{\varepsilon} \right) + \sin \left( \frac{2\pi x_2}{\varepsilon} \right),
\]

\[
b^\varepsilon(x_1, x_2) = 10 \exp \left( - \left( \frac{x_1^2}{\varepsilon^2} + \frac{x_2^2}{\varepsilon^2} \right) \right),
\]

\[
f(x_1, x_2) = \sin(\pi x_1) \cos(\pi x_2).
\]

We use a uniform triangular mesh and compute a reference solution on a very fine mesh. We compute the periodic correctors on \( T_n(Y) \) and extend them to \([-n\varepsilon, n\varepsilon]^2\)
where $n$ is sufficiently large. The terms $\chi_b$ are then computed on $[-n \varepsilon, n \varepsilon]^2$ with Dirichlet boundary conditions, and adding them to $\chi$, we obtain the nonperiodic correctors $\tilde{\chi}$. In each macroelement $K$ we define a mesh $T_{h,rec}(K)$, obtained by uniform refinement of $K$ until the mesh size $h_{rec}$ is smaller than or equal to $h$. The two reconstructed solutions read as

$$u_{H,rec}^\varepsilon(x) = u_H(x) + \sum_{i=1}^{d} \varepsilon \chi_{i,h}(x, \varepsilon/\varepsilon) \frac{\partial u_H(x)}{\partial x_{i}},$$

$$\tilde{u}_{H,rec}^\varepsilon(x) = u_H(x) + \sum_{i=1}^{d} \varepsilon \tilde{\chi}_{i,h}(x, \varepsilon/\varepsilon) \frac{\partial u_H(x)}{\partial x_{i}},$$

where both correctors are defined on $[-n \varepsilon, n \varepsilon]^2$ with mesh size $h$ and interpolated to $T_{h,K}(K)$. In the coupling method, the fine scale region $\omega_1$ will be centered around the defect; as its size is $\varepsilon$, we set $\omega = [-1/4, 1/4]^2$ and $\omega_1 = [-1/2, 1/2]^2$. The mesh size in $\omega_1$ is equal to $h_{rec}$, and the mesh size in the coarse region $\Omega \setminus \omega_1$ is $H$. We recall that the fine scale reference solution is given by

$$\tilde{u}_{H} = \begin{cases} u_{1,H} & \text{in } \omega_+, \\ u_{2,H} & \text{in } \Omega \setminus \omega_+, \end{cases}$$

where we have chosen $\omega_+ = [-3/8, 3/8]^2$. We compute the error between the reference solution and the numerical solutions $u_{H,rec}^\varepsilon$, $\tilde{u}_{H,rec}^\varepsilon$, and $\tilde{u}_{H}^\varepsilon$ in $\omega_1$ and in $[-\varepsilon, \varepsilon]^2$. We first take $\varepsilon = 1/5$, $H = 1/16$, and a micro-DOF of $N_{micro} = \frac{1}{32}.$

We look at the relative error between the reference solution and the reconstructed solution $u_{H,rec}^\varepsilon$ (resp., $\tilde{u}_{H,rec}^\varepsilon$) for the periodic correctors (resp., nonperiodic),

$$\frac{\| \nabla (u^\varepsilon - u_{H,rec}^\varepsilon) \|_{L^2(\omega_1)}}{\| \nabla u^\varepsilon \|_{L^2(\omega_1)}}.$$

As expected (see, e.g., [11]), the errors with the two reconstructed solutions are similar in the far field, and one should look at the error around the defects to see the advantage of the correctors $\tilde{\chi}$. In Table 1, we see the relative errors for the three methods for $\varepsilon = 1/5$ and $\varepsilon = 1/10$. In Figure 6, we display the error in $\omega_1$ between the reference solution and the numerical fine scale solutions obtained with the periodic correctors 6(a), nonperiodic correctors 6(b), and the optimization based method 6(c). While the errors between the periodic and nonperiodic methods are similar in $\omega_1$, the difference is more important in $[-\varepsilon, \varepsilon]^2$, near the defect. There is, however, a
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significant improvement when the optimization based coupling method is used. This is to be expected, as a fine scale solver is used in $\omega_1$ and is coupled with a coarse scale solver. The strength of the method is that it produces a good $H^1$ approximation of the fine scale solution on $\Omega$, but allows for a large mesh size $H$ in $\Omega \setminus \omega_1$. We note that in [11], the same macro- and micro-DOF were used, with macromesh size of 1/1000, leading to a smaller discretization error and a larger difference between the periodic correctors and the nonperiodic correctors. Setting $H$ to such a small value is not necessary in our experiments, as we only need a fine mesh in $\omega_1$ and want to take full advantage of the homogenization techniques in the region with scale separation.

Appendix A. Inequalities.

A.1. Continuous inequalities. Let us start by recalling the Caccioppoli inequality [25]. Let $\omega \subset \omega_1$ be subdomains of $\Omega$ with $\tau = \text{dist}(\partial \omega, \partial \omega_1)$ and set $\Gamma = \partial \Omega$. For a tensor $a$, we define the set of $a$-harmonic functions by $H(\omega_1)$, which consists of functions $u \in L^2(\omega_1) \cap H_{\text{loc}}^1(\omega_1)$ such that

$$B_1(u, v) = \int_{\omega_1} a \nabla u \cdot \nabla v dx = 0 \quad \forall v \in C^\infty_0(\omega_1),$$

where $H_{\text{loc}}^1$ is defined by

$$H_{\text{loc}}^1(\omega_1) := \{ u \in H^1(O) \mid \text{for any open set } O \text{ with } \overline{O} \subset \omega_1\}.$$

If the domains have shared boundaries, i.e., $\partial \omega_1 \cap \Gamma \neq \emptyset$, we construct the space of $a$-harmonic functions by $H_0(\omega_1)$, which consists of functions $u \in H(\omega_1)$ with zero boundary condition on $\partial \omega_1 \cap \Gamma$. We recall that $\Gamma_1 = \partial \omega_1 \setminus \Gamma$.

**Theorem A.1** (Caccioppoli inequality [25]). Let $u \in H(\omega_1)$; then

$$\| \nabla u \|_{L^2(\omega)} \leq \frac{\beta^{1/2}}{\alpha^{1/2} \tau} \| u \|_{L^2(\omega_1)},$$

where $\alpha$ and $\beta$ are the coercivity constants of the tensor $a$ given by (2.2) and $\tau$ is the width of the domain $\omega_0$.

We note that an elliptic problem with a nonnull right-hand side can also be considered, and we refer the reader to [25] for details. Next we generalize the above result in order to have only the overlapping domain in the right-hand side.

---

**Fig. 6.** Error in $\omega_1$ between the reference solution and the numerical fine scale solution obtained with periodic correctors (a), with nonperiodic correctors (b), and by the coupling (c).
Lemma A.2. Let $\omega_0 = \omega_1 \setminus \overline{\omega}$. Let $u \in H(\omega_1)$; then
\[
\|\nabla u\|_{L^2(\omega)} \leq \frac{\beta^{1/2}}{\alpha^{1/2} \tau} \|u\|_{L^2(\omega_0)},
\]
where $\alpha$ and $\beta$ are given by (2.2) and $\tau$ is the width of the domain $\omega_0$.

Proof. Let $\eta \in C^1_c(\omega_1)$ be a cutoff function with $\eta = 1$ in $\overline{\omega}$, $\eta = 0$ in $\partial \omega_1$, and $|\nabla \eta| \leq 1/\tau$. Further, $\eta = 0$ on $\Gamma_1$, and $\text{supp}(\nabla \eta) \subset \omega_0$. Then, it holds that $\eta^2 u \in H^1_0(\omega_1)$ and
\[
\int_{\omega_1} a \nabla u \cdot \nabla (\eta^2 u) \, dx = 0.
\]
Then,
\[
0 = \int_{\omega_1} a \nabla u \cdot \nabla (\eta^2 u) \, dx = 2 \int_{\omega_1} a \nabla u \cdot \nabla \eta u \eta' \, dx + \int_{\omega_1} a \nabla u \cdot \nabla \eta^2 \, dx.
\]
Using the ellipticity of $a$ and the definition of $\eta$, it holds that
\[
\alpha \|\nabla u\|^2_{L^2(\omega)} \leq \int_{\omega_1} a \nabla (\eta u) \cdot \nabla (\eta u) \, dx
\]
and
\[
\int_{\omega_1} a \nabla (\eta u) \cdot \nabla (\eta u) \, dx = \int_{\omega_1} a \nabla (\eta u) \cdot \nabla (\eta u) \, dx - \int_{\omega_1} a \nabla u \cdot \nabla (\eta^2 u) \, dx
\]
\[
= \int_{\omega_1} a \nabla (\eta u) \cdot \nabla (\eta u) \, dx - 2 \int_{\omega_1} a \nabla u \cdot \nabla \eta u \eta' \, dx - \int_{\omega_1} a \nabla u \cdot \nabla \eta^2 \, dx
\]
\[
= \int_{\omega_1} a \nabla \eta \cdot \nabla \eta u^2 \, dx
\]
\[
= \int_{\omega_1} a \nabla \eta \cdot \nabla \eta u^2 \, dx
\]
\[
\leq \frac{\beta}{\tau} \int_{\omega_0} u^2 \, dx = \frac{\beta}{\tau} \|u\|^2_{L^2(\omega_0)}.
\]

In the next lemma, we prove a strong version of the Cauchy–Schwarz inequality. We recall the problems for the state variables: find $v_i \in H^1_D(\omega_i)$, the solution of
\[
\begin{align*}
-a_i \nabla v_i &= 0 \quad &\text{in } \omega_i, \\
v_i &= \theta_i \quad &\text{on } \Gamma_i, \\
v_i &= 0 \quad &\text{on } \partial \omega_i \cap \Gamma_D, \\
(v_i \cdot a_i \nabla v_i) &= 0 \quad &\text{on } \partial \omega_i \cap \Gamma_N,
\end{align*}
\]
where $a_1 = a_1^\iota$ and $a_2 = a_2^0$.

Lemma A.3 (strong Cauchy–Schwarz). Let $v_i^\iota \in H^1_D(\omega_1)$ and $v_2^0 \in H^1_D(\omega_2)$ be solutions of (A.1) for $i = 1, 2$. Then, there exist an $\varepsilon_0 > 0$ and a positive constant $C_\varepsilon < 1$ such that for all $\varepsilon \leq \varepsilon_0$, it holds that
\[
\int_{\omega_0} v_1^\iota v_2^0 \, dx \leq C_\varepsilon \|v_1^\iota\|_{L^2(\omega_0)} \|v_2^0\|_{L^2(\omega_0)}.
\]
Proof. We reason by contradiction. Suppose there exists a sequence of \( \{ \varepsilon_n \}_{n \geq 1} \) that tends to zero such that
\[
\int_\omega v_1^{\varepsilon_n} \cdot v_2^0 \, dx > C_n \| v_1^{\varepsilon_n} \|_{L^2(\omega)} \| v_2^0 \|_{L^2(\omega)} \quad \forall n \geq 1,
\]
for any sequence \( \{ C_n \}_{n \geq 1} \) that tends to 1, with \( C_n < 1 \). Without loss of generality, we can normalize the vectors \( v_1^{\varepsilon_n} \) and \( v_2 \) and obtain
\[
\| v_1^{\varepsilon_n} \|_{L^2(\omega)} = 1, \quad \| v_2^0 \|_{L^2(\omega)} = 1, \quad \text{and} \quad (v_1^{\varepsilon_n}, v_2^0)_{L^2(\omega)} := \int_\omega v_1^{\varepsilon_n} \cdot v_2^0 \, dx \to 1.
\]
As the sequence of tensors \( \{ a_1^{\varepsilon_n} \}_{n \geq 1} \in (L^\infty(\Omega))^{d \times d} \) is bounded and uniformly elliptic, by the \( H \)-convergence, there exist a subsequence of \( \{ \varepsilon_n \}_{n \geq 1} \) still denoted by \( \{ \varepsilon_n \}_{n \geq 1} \) and a tensor \( a_1^0 \in (L^\infty(\Omega))^{d \times d} \) bounded and uniformly elliptic such that \( \{ a_1^{\varepsilon_n} \}_{n \geq 1} \) \( H \)-converges to \( a_1^0 \). By definition of the \( H \)-convergence, the solution \( v_1^{\varepsilon_n} \) of (A.1)—for the subsequence \( \{ \varepsilon_n \} \)—is such that
\begin{itemize}
\item[(i)] \( v_1^{\varepsilon_n} \rightharpoonup v_1^0 \) in \( H^1(\Omega) \),
\item[(ii)] \( a_1^0 \Delta v_1^{\varepsilon_n} \rightharpoonup a_1^0 \Delta v_1^0 \) in \( L^2(\omega) \),
\end{itemize}
where \( v_1^0 \) is the unique solution of
\[
-\text{div}(a_1^0 \nabla v_1^0) = 0 \quad \text{in} \ \omega_1,
\]
\[
v_1^0 = 0 \quad \text{on} \ \Gamma_1,
\]
\[
v_1^0 = 0 \quad \text{on} \ \partial \omega_1 \cap \Gamma_D,
\]
\[
n_1 \cdot (a_1^0 \nabla v_1^0) = 0 \quad \text{on} \ \partial \omega_1 \cap \Gamma_N.
\]
As \( H^1(\omega_1) \) is compactly embedded in \( L^2(\omega_1) \), strong convergence in \( L^2 \) of \( v_1^{\varepsilon_n} \) to \( v_1^0 \), for a subsequence of \( \{ \varepsilon_n \}_{n \geq 1} \), is achieved, i.e.,
\[
v_1^{\varepsilon_n} \to v_1^0 \quad \text{in} \ L^2(\omega_1).
\]
By the continuity of the norm, we have that
\[
\lim_{n \to \infty} (v_1^{\varepsilon_n}, v_2)_{L^2(\omega)} = (v_1^0, v_2)_{L^2(\omega)}, \quad \| v_1^{\varepsilon_n} \|_{L^2(\omega)} \leq 1, \quad \text{and} \quad (v_1^0, v_2)_{L^2(\omega)} = 1.
\]
As
\[
1 = (v_1^0, v_2)_{L^2(\omega)} \leq \| v_1^0 \|_{L^2(\omega)} \| v_2 \|_{L^2(\omega)} \leq 1,
\]
we must have that \( \| v_1^0 \|_{L^2(\omega)} \| v_2 \|_{L^2(\omega)} = 1 \) and hence \( \| v_1^0 \|_{L^2(\omega)} = 1 \). The previous inequalities become equalities, i.e.,
\[
1 = (v_1^0, v_2)_{L^2(\omega)} = \| v_1^0 \|_{L^2(\omega)} \| v_2 \|_{L^2(\omega)}.
\]
An equality in Cauchy–Schwarz is possible if and only if \( v_1^0 \) and \( v_2 \) are linearly dependent, that is, there exists a constant \( c > 0 \) such that \( v_1^0 = c v_2 \) a.e. in \( \omega_0 \). As the norms of \( v_1^0 \) and \( v_2 \) are equal to 1, we can easily conclude that \( c = \pm 1 \) and that \( v_1^0 = \pm v_2 \) a.e. in \( \omega_0 \). Finally, as \( (v_1^0, v_2)_{L^2(\omega_0)} = 1 \), it holds that \( v_1^0 = v_2 \).

Both \( v_1^0 \) and \( v_2 \) are solutions of a homogenized equation and are equal on the overlap, so we can combine them into a homogenized solution on the entire domain \( \Omega \). Further, the tensors \( a_2^0 \) and \( a_1^0 \) are equal in \( \omega_0 \). Indeed, let us continuously extend the tensors \( a_2^0 \) and \( a_1^0 \) to the domain \( \Omega \). The tensor \( a_1^0 \) \( H \)-converges to the tensor \( a_1^0 \), and the tensor \( a_2^0 \) \( H \)-converges to \( a_2^0 \) in \( \Omega \). It holds that \( a_2^0 = a_1^0 \) in \( \omega_0 \), and using the
locality of $H$-convergence [34, 15], we can conclude that $a_2^0 = a_1^0$ in $\omega_2$. Thus they are equal in the overlap.

Let us split $\omega_0$ into two disjoint sets $\omega_1$ and $\omega_2$ such that $\omega \subseteq \omega_0 \cup \omega_1 \cup \omega_0$. As the solutions $v_1$ and $v_2$ are equal in $\omega_0$, we can construct a smooth function $\bar{v}$ over $\Omega$ as

$$\bar{v}(x) = \begin{cases} v_1(x) & \text{if } x \in \omega \cup \omega_1, \\ v_2(x) & \text{if } x \in \omega_2 \setminus \omega_1. \end{cases}$$

The function $\bar{v}$ is in $H_0^1(\Omega)$, has zero Neumann boundary condition on $\Gamma_N$, and satisfies

$$\int_\Omega \bar{a}^0 \nabla \bar{v} \cdot \nabla w = 0 \quad \forall w \in H_0^1(\Omega),$$

where the tensor $\bar{a}^0$ is given by

$$\bar{a}^0 = \begin{cases} a_1^0 & \text{in } \omega \cup \omega_1, \\ a_2^0 & \text{in } \omega_2 \setminus \omega_1. \end{cases}$$

The solution $\bar{v}$ must be zero everywhere in $\Omega$, i.e., $\bar{v} \equiv 0$, which is a contradiction with $\|\bar{v}\|_{L^2(\omega)} = 1$. \hfill \Box

**A.2. Discrete inequalities.** Let $\omega \subset \omega_1 \subset \Omega$, with $\tau = \text{dist}(\partial \omega_1, \partial \omega)$, and consider a partition $T_h$ of $\Omega$ in simplicial or quadrilateral elements $K$, with diameter $h_K$ and where the mesh size $h$ is given by $h = \max_{K \in T_h} h_K$. Further, we assume that $h$ is smaller than $\tau$ and that $T_h$ is admissible (T1) and shape regular (T2). The inequalities are given for general FE spaces of degree $p \geq 1$.

We give a discrete Caccioppoli inequality for functions $v^h \in V^p(\omega_1, T_h)$ that are solutions of

$$B_1(v^h, w^h) := \int_{\omega_1} a \nabla v^h \cdot \nabla w^h dx = 0 \quad \forall w^h \in V^p_0(\omega_1, T_h).$$

Let us denote by $I_h$ the Lagrange interpolant and state a superapproximation useful in the proof of the discrete Caccioppoli inequality.

**Lemma A.4.** Let $\eta \in C^1(\omega_1)$ with $|\nabla \eta| \leq C \tau^{-1}$. Then for each $v^h \in V^p(\omega_1, T_h)$ and $K \in T_h$, with $h_K \leq \tau$, it holds that

$$\|\eta^2 v^h - I_h(\eta^2 v^h)\|_{H^1(\omega_1)} \leq C \left( \frac{h_K}{\tau} \|\nabla (\eta v^h)\|_{L^2(K)} + \frac{h_K}{\tau^2} \|v^h\|_{L^2(K)} \right).$$

**Proof.** For the proof, see [17, Theorem 2.1]. \hfill \Box

We recall that local inverse inequalities are valid for functions $v^h \in V^p(\omega_1, T_h)$; that is,

$$\|\nabla v^h\|_{L^2(K)} \leq C h_K^{-1} \|v^h\|_{L^2(K)},$$

where the constant $C$ is independent of $h_K$.

**Lemma A.5** (discrete Caccioppoli inequality for interior domains [35]). Let $v^h \in V^p(\omega_1, T_h)$ satisfy (A.2) for all $w^h \in V^p_0(\omega_1, T_h)$; it holds that

$$\|\nabla v^h\|_{L^2(\omega)} \leq C \frac{1}{\tau} \|v^h\|_{L^2(\omega)},$$

where the constant $C$ is independent of $h$. 
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Using $\eta^2 v^h$ as a test function in (A.2) and expanding the integral, we obtain

\[
\int_{\omega_1} a \nabla v^h \cdot \nabla \eta^2 v^h \, dx = \int_{\omega_1} a \nabla v^h \cdot \nabla v^h \eta^2 \, dx + \int_{\omega_1} a \eta \nabla v^h \cdot \nabla \eta v^h \, dx,
\]

and thus

\[
\int_{\omega_1} a \nabla v^h \cdot \nabla \eta v^h \, dx = \int_{\omega_1} a \nabla v^h \cdot \nabla (\eta^2 v^h) \, dx - 2 \int_{\omega_1} (\eta a^{1/2} \nabla v^h) \cdot (v^h a^{1/2} \nabla \eta) \, dx
\]

\[
\leq \int_{\omega_1} a \nabla v^h \cdot \nabla (\eta^2 v^h) \, dx + 2 \int_{\omega_1} (\eta a^{1/2} \nabla v^h) \cdot (v^h a^{1/2} \nabla \eta) \, dx
\]

\[
\leq B_1(v^h, \eta^2 v^h) + \zeta \int_{\omega_1} a \nabla v^h \cdot \nabla v^h \eta^2 \, dx + \frac{1}{\zeta} \int_{\omega_1} a \nabla v^h \cdot \nabla \eta v^h \, dx
\]

\[
\leq B_1(v^h, \eta^2 v^h) + \frac{\beta}{\zeta^2} \|v^h\|_{L^2(\omega_1)}^2,
\]

The last step is to bound the quantity $B_1(v^h, \eta^2 v^h)$. Let us consider $I_0(\eta^2 v^h) \in V^p(\omega_1, T_h)$; it holds that

\[
B_1(v^h, I(\eta^2 v^h)) = 0,
\]

and then

\[
B_1(v^h, \eta^2 v^h) = B_1(v^h, \eta^2 v^h - I(\eta^2 v^h)) = \int_{\omega_1} a \nabla v^h \nabla (\eta^2 v^h - I(\eta^2 v^h)) \, dx
\]

\[
\leq \beta \|\nabla v^h\|_{L^2(\omega_1)} \|\nabla (\eta^2 v^h - I(\eta^2 v^h))\|_{L^2(\omega_1)}
\]

\[
\leq \beta \sum_{K \in T_h} \|\nabla v^h\|_{L^2(K)} \|\nabla (\eta^2 v^h - I(\eta^2 v^h))\|_{L^2(K)}.
\]

Using the local inverse inequality (A.3) and Lemma A.4, we obtain

\[
B_1(v^h, \eta^2 v^h) \leq C\beta \sum_{K \in T_h} \frac{1}{h_K} \|v^h\|_{L^2(K)} \left( \frac{h_K}{\tau} \|\nabla (\eta v^h)\|_{L^2(K)} + \frac{h_K}{\tau^2} \|v^h\|_{L^2(K)} \right)
\]

\[
= \beta \sum_{K \in T_h} \|v^h\|_{L^2(K)} \left( \frac{C}{\tau} \|\nabla (\eta v^h)\|_{L^2(K)} + \frac{C}{\tau^2} \|v^h\|_{L^2(K)}^2 \right)
\]

\[
\leq \beta \sum_{K \in T_h} \frac{C}{\tau^2} \left( \frac{1}{\zeta} + 1 \right) \|v^h\|_{L^2(K)}^2 + \zeta \|\nabla (\eta v^h)\|_{L^2(K)}^2
\]

\[
\leq \frac{C\beta}{\tau^2} \left( \frac{1}{\zeta} + 1 \right) \|v^h\|_{L^2(\omega_1)}^2 + \beta \zeta \|\eta \nabla v^h\|_{L^2(\omega_1)}^2 + \beta \|v^h \nabla \eta\|_{L^2(\omega_1)}^2
\]

\[
\leq \beta \left( \frac{C}{\tau^2} \left( \frac{1}{\zeta} + 1 \right) \|v^h\|_{L^2(\omega_1)}^2 + \zeta \|\eta \nabla v^h\|_{L^2(\omega_1)}^2 \right).
\]
Recalling that
\[ \| \eta \nabla v^h \|_{L^2(\omega_1)}^2 = \int_{\omega_1} \nabla v^h \cdot \nabla v^h \eta^2 \, dx \leq \frac{1}{\alpha} \int_{\omega_1} a \nabla v^h \cdot \nabla v^h \eta^2 \, dx, \]
and collecting the previous bounds, it holds that
\[ \int_{\omega_1} a \nabla v^h \cdot \nabla v^h \eta^2 \, dx \leq C \left( \frac{2}{\zeta} + 1 + \zeta \right) \| v^h \|_{L^2(\omega_1)}^2 \]
\[ + \zeta \left( \frac{\beta}{\alpha} + 1 \right) \int_{\omega_1} a \nabla v^h \cdot \nabla v^h \eta^2 \, dx. \]
This gives, for \( \zeta \neq 1/(\beta/\alpha + 1) \),
\[ \left( 1 - \zeta \left( \frac{\beta}{\alpha} + 1 \right) \right) \int_{\omega_1} a \nabla v^h \cdot \nabla v^h \eta^2 \, dx \leq C \left( \frac{2}{\zeta} + 1 + \zeta \right) \| v^h \|_{L^2(\omega_1)}^2, \]
and finally
\[ \| \nabla v^h \|_{L^2(\omega)}^2 \leq \frac{C}{\left( 1 - \zeta/(\beta/\alpha + 1) \right) \left( \frac{2}{\zeta} + 1 + \zeta \right) \frac{\beta}{\alpha \zeta^2} \| v^h \|_{L^2(\omega_1)}^2}. \]

Assume now that \( \partial \omega \cap \Gamma \neq \emptyset \). A discrete Caccioppoli inequality can be proved.

**Lemma A.6 (discrete Caccioppoli inequality for domains with shared boundaries).** Let \( v^h \in V^\alpha(\omega, \hat{T}_h) \) satisfy (A.2) for all \( w^h \in V^\alpha_0(\omega_1, \hat{T}_h) \). Further assume that \( v^h = 0 \) on \( \partial \omega_1 \cap \Gamma \). Then it holds that
\[ \| \nabla v^h \|_{L^2(\omega)} \leq C \frac{1}{\tau} \| v^h \|_{L^2(\omega_1)}, \]
where the constant \( C \) is independent of \( h \).

**Proof.** Now we consider a cutoff function \( \eta \) such that \( \eta \equiv 1 \) in \( \overline{\omega} \), \( \eta \equiv 0 \) in \( \Omega \setminus \omega_1 \), and \( \eta \equiv 0 \) on \( \partial \omega_1 \cap \Omega \). We can then follow the proof of Lemma A.5, as
\[ B_1(v^h, \eta^2 v^h) = \int_{\omega_1} a \nabla v^h \cdot \nabla (\eta^2 v^h) \, dx = 0. \]

We now show that the strong Cauchy–Schwarz inequality lemma, Lemma A.3, is still valid for discrete functions. For simplicity in the notation, we omit the \( \varepsilon \) dependency in \( v_1 \).

**Lemma A.7.** Let \( \varepsilon < \varepsilon_0 \) and \( C_8 < 1 \) be given by the strong Cauchy–Schwarz lemma, Lemma A.3, and let \( v_1, h \in V^\alpha_D(\omega_1, \hat{T}_h) \) and \( v_2, H \in V^\alpha_D(\omega_2, \hat{T}_H) \) be numerical solutions of (4.11). There exist \( \hat{h}_0 > 0 \) and \( H_0 > 0 \) such that
\[ \int_{\omega_0} v_{1, \hat{h}} v_{2, H} \, dx \leq C_8 \| v_{1, \hat{h}} \|_{L^2(\omega_0)} \| v_{2, H} \|_{L^2(\omega_0)} \quad \forall \hat{h} < \hat{h}_0, H < H_0. \]

**Proof.** Let \( \{ \hat{h}_n, H_n \}_{n \geq 1} \) be a sequence of mesh sizes converging to zero. We have strong convergence in \( L^2 \), for a subsequence of \( \{ \hat{h}_n, H_n \}_{n \geq 1} \) still denoted by \( \{ \hat{h}_n, H_n \}_{n \geq 1} \), of the numerical solutions \( v_{1, \hat{h}_n} \) and \( v_{2, H_n} \) to the exact solutions \( v_1 \) and \( v_2 \), respectively. Thus
\[ \lim_{n \to \infty} \int_{\omega_0} v_{1, \hat{h}_n} v_{2, H_n} \, dx = \int_{\omega_0} v_1 v_2 \, dx. \]
and

\[
\lim_{n \to \infty} \left\| v_{1, \tilde{h}_n} \right\|_{L^2(\omega_n)} = \left\| v_1 \right\|_{L^2(\omega)}, \\
\lim_{n \to \infty} \left\| v_{2, H_n} \right\|_{L^2(\omega_n)} = \left\| v_2 \right\|_{L^2(\omega)}.
\]

We recall that the strong Cauchy–Schwarz inequality is valid for \( v_1 \) and \( v_2 \); there exist an \( \varepsilon_0 \) and a constant \( C_s < 1 \) such that for all \( \varepsilon \leq \varepsilon_0 \), it holds that

\[
\int_{\omega_0} v_1 v_2 dx \leq C_s \left\| v_1 \right\|_{L^2(\omega)} \left\| v_2 \right\|_{L^2(\omega)}.
\]

Then, using the strong Cauchy–Schwarz inequality for \( v_1 \) and \( v_2 \), it holds that

\[
\lim_{n \to \infty} \int_{\omega_0} v_{1, \tilde{h}_n} v_{2, H_n} dx = \int_{\omega_0} v_1 v_2 dx \\
\leq C_s \left\| v_1 \right\|_{L^2(\omega)} \left\| v_2 \right\|_{L^2(\omega)} \\
= \lim_{n \to \infty} C_s \left\| v_{1, \tilde{h}_n} \right\|_{L^2(\omega)} \left\| v_{2, H_n} \right\|_{L^2(\omega)}.
\]

Then, there exist an \( \varepsilon_0 > 0 \) and a constant \( C_s < 1 \) such that for all \( \varepsilon \leq \varepsilon_0 \), there exist \( \tilde{h}_0 > 0 \) and \( H_0 > 0 \) such that

\[
\int_{\omega_0} v_{1, \tilde{h}} v_{2, H} dx \leq C_s \left\| v_{1, \tilde{h}} \right\|_{L^2(\omega)} \left\| v_{2, H} \right\|_{L^2(\omega)} \quad \forall \tilde{h} \leq \tilde{h}_0, H \leq H_0.
\]
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