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Self-consistent GW calculations with efficient vertex corrections are employed to determine the
electronic structure of liquid water. Nuclear quantum effects are taken into account through ab initio path-
integral molecular dynamics simulations. We reveal a sizable band-gap renormalization of up to 0.7 eV due
to hydrogen-bond quantum fluctuations. Our calculations lead to a band gap of 8.9 eV, in accord with
the experimental estimate. We further resolve the ambiguities in the band-edge positions of liquid water.
The valence-band maximum and the conduction-band minimum are found at −9.4 and −0.5 eV with
respect to the vacuum level, respectively.
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Liquid water is such a ubiquitous substance that it has
been the subject of upsurging research efforts for the past
30 years. Of particular importance is the electronic struc-
ture of liquid water, the significance of which has been
recently highlighted in clean-energy technologies through
semiconductor-assisted artificial photosynthesis [1,2]. A
good understanding of the electronic structure of water is a
prerequisite toward the design of photocatalytic systems
with high catalytic activity.
The extended hydrogen-bond network of liquid water

gives rise to the formation of electronic bands. The valence
bandmaximum (VBM) is characterized by the localized 2pz
electrons ofO atoms. The conduction bandminimum (CBM)
derives from the antibonding orbitals of O–Hbonds, and is at
variance much more extended. Experimentally determined
positions of these band edge states have yet to reach a
consensus. Early ultraviolet (UV) photoemission experi-
ments by Delahay and collaborators reported photoemission
threshold energies of 9.3 [3] and 10.06 eV [4]. More recent
work byWinter et al. employed the liquidmicrojet technique
and found a threshold energy of 9.9 eV [5]. For the
unoccupied states, inverse photoemission and photoioniza-
tion measurements placed the CBM at−1.2 eV with respect
to the vacuum level [6,7]. This value was later revised to
−0.74 eV, in light of the observation that excess electrons in
liquid water could be initially captured in a localized trap
state below the actual CBM [8]. Altogether, these measure-
ments allude to a band gap of 8.7 eV, but associated with a
sizable uncertainty of �0.6 eV.
To shed light on the electronic structure of water, it is

necessary to resort to a fully ab initio method, which avoids
the use of experimental input. Ab initio molecular dynamics
(MD) simulations based on Kohn-Sham density-functional
theory (DFT) have been extensively carried out to understand
the structural and dynamical properties of water and of
aqueous solutions. It is well recognized that the use of
semilocal density functionals precludes a faithful description

of the electronic structure and the predicted band gap of liquid
water is apparently too small [9,10]. Hybrid functionals
improve the description of the electronic structure [10], but
the mixing parameter of the Fock exchange is not known
a prioriwithout the input from experiment or higher levels of
theory.Many-body perturbation theory based onHedin’sGW
approximation [11], is a more rigorous approach to the
problem of electronic excitations. As the GW method is
computationally demanding, one-shot or partial self-consis-
tent calculations are usually performed for aqueous solutions
[12–18]. However, these calculations are tied to the specific
choice of the starting point, and band gaps varying between
7.3 to 9.5 eV have been reported for liquid water [12–15,17].
The quasiparticle self-consistent GW (QSGW) method
shows no dependency on the starting point [19,20], but in
this scheme vertex corrections are imperative to achieve
accurate band gaps [21,22]. The inclusion of vertex correc-
tions has yet been elusive for large-scale systems.
On the more fundamental side, light protons make the

hydrogen-bondnetwork susceptible to quantum fluctuations.
The inclusion of nuclear quantum effects (NQEs) noticeably
modifies the structural and dynamical properties of liquid
water [23–29]. In the context of the electronic structure,
the quantum zero-point motion of nuclei renormalizes the
electronic band gap [30–39]. As a consequence, quantum
effects play an integral part in the description of the electronic
structure of liquid water, but very often their importance is
underappreciated in ab initio MD simulations.
In this Letter, we report the electronic structure of liquid

water as obtained through state-of-the-art self-consistent
QSGW combined with path-integral ab initio MD simu-
lations. Our self-consistent GW method includes vertex
corrections in the screened interaction, which are made
efficient by the recently adapted [40] bootstrap exchange-
correlation kernel fxc [41]. The high accuracy of the
method has been demonstrated for various materials
[40]. NQEs are incorporated in the path-integral formalism
in which the partition function of the quantum system is
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mapped onto the classical one of a ring polymer, with its
“beads” coupled via harmonic springs [42]. Within the
present scheme, we reach excellent agreement with the
experimental photoemission spectra. The calculated band
gap (8.9 eV) and band-edge positions further support the
experimental assignment. Such an agreement is achieved
only when vertex corrections and NQEs are both taken into
account.
Ab initio path-integral MD simulations in the canonical

NVT ensemble are performed with the i-PI wrapper for the
nuclear degrees of freedom [43], with interatomic forces fed
through DFT calculations using the QUANTUM-ESPRESSO
code [44]. We use a generalized Langevin equation thermo-
stat [45], which ensures the convergence with as few as six
beads for liquidwater [46,47]. As a first step,MD trajectories
with classical nuclei are collected over a production run of
10 ps following an equilibration of 5 ps with a stochastic
velocity rescaling thermostat [48]. Starting from the final
configurations of classical water, our simulations with
quantum nuclei run for 10 ps, with the first 2 ps discarded
for equilibration [49]. All MD simulations use an integration
time step of 0.5 fs. We focus on simulations at ambient
temperature (300K). Extended simulations at 350 and 400K
are also performed to investigate the temperature dependence
of the electronic structure. Norm-conserving pseudopoten-
tials with a plane-wave cutoff of 85 Ry are used in the DFT
calculations. To account for the nonlocal van der Waals
dispersion, which is critical for the hydrogen-bond network
[50,51,60–63], the revisedVydrov andVanVoorhis (rVV10)
van der Waals density functional [52,53] is used in the MD
simulations. The short-range behavior is controlled by an
empirical parameter b in the rVV10 density functional
[52,53]. To ensure a liquidlike state at room temperature
whilemaintaining a realistic equilibriumdensity ofwater, we
choose b ¼ 8.9 [49]. Nevertheless, the electronic structure
is robust against the choice of b insofar as the water is not
in a glassy state [49]. Liquid water is modeled by 32 water
molecules contained in a cubic supercell of length 9.82 Å,
closely matching the experimental density. The sole Γ point
of the Brillouin zone is sampled in the MD simulations.
The calculated radial distribution functions (cf. Fig. 1)

show that NQEs soften the structure of water and generally
improve the agreement with scattering experiments [64].
NQEs are most noticeable for the oxygen-hydrogen and
hydrogen-hydrogen distribution functions (gOH and gHH),
whereas the oxygen-oxygen distribution gOO is less
affected [29]. In particular, the first two peaks of gOH
correspond to the intramolecular covalent O–H bond and
the intermolecular O � � �H hydrogen bond, and their broad-
ening implies a higher likelihood of proton transfer [49].
The hydrogen-bond fluctuations led by NQEs have an

immediate effect on the underlying electronic structure.
Using the MD structural configurations achieved with the
rVV10 functional, we calculate the electronic density of
states (DOS) of liquid water with the Perdew-Burke-
Ernzerhof (PBE) functional [66]. As shown in Fig. 2,

the DOS is broadened upon the inclusion of NQEs, as has
been observed previously [67,68]. More relevantly, the
VBM and the CBM are shifted by 0.2–0.3 eV, leading to a
band-gap renormalization of 0.5 eV (at 300 K) due to
quantum fluctuations. As we inspect closely the localiza-
tion of the VBM and CBM measured by their respective
inverse participation ratio (IPR) [69] (cf. Fig. 3), it is clear

FIG. 1. Radial distribution functions (oxygen-oxygen gOO,
oxygen-hydrogen gOH, and hydrogen-hydrogen gHH) with
classical (dashed) or quantum (solid) nuclei at room temperature.
The dispersion-corrected rVV10 functional is used throughout.
Experimental data (shaded) from Refs. [64] (gOO) and [65] (gOH
and gHH).

FIG. 2. Electronic density of states of water with classical
(blue) or quantum (red) nuclei obtained with the PBE functional
(with a 2 × 2 × 2 k-point mesh). The structural configurations are
generated with the rVV10 functional at 300 K. The closed
(empty) region represents the valence (conduction) band. The
O-2s peak (2a1, not shown) is used to align the calculations.
Energies are referred to the VBM of quantum water. The inset
shows the temperature dependence of the band gap obtained with
classical (blue circles) or quantum (red squares) nuclei. Values are
given relative to the band gap at 300 K with quantum nuclei.
Statistical error bars are indicated.
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that NQEs shift the IPR to a higher value, thereby increasing
the localization for both band-edge states. The stronger
localization is consistent with the reduced band gap as the
more localized band-edge tails move toward midgap.
Earlier studies suggest that an artificially elevated

temperature (usually by 30 to 50 K) can be used to mimic
the quantum effects on the structural and diffusion proper-
ties of water [27,70,71]. Our calculations show that, as the
temperature is raised by 50 K, the band gap of liquid water
with classical nuclei decreases by 0.2 eV (cf. Fig. 2). Thus,
thermal fluctuations alone do not suffice to recover the
band-gap renormalization found with the quantum nuclei.
Indeed, we find that the proton-transfer coordinate distri-
bution [28] at 400 K is only marginally broadened
compared to what has been observed at 300 K (see the
Supplemental Material [49]), and there is no sign of a
delocalized hydrogen-bond distribution around δOH ¼ 0.
Figure 2 (inset) further reveals that the temperature
dependence is considerably suppressed in the presence
of quantum fluctuations. The band gap decreases by no
more than 0.1 eV as the temperature goes from 300 K to
400 K. The band-gap renormalization depicted in Fig. 2
clearly shows that quantum effects are more prominent at
lower temperatures.
It is apparent from the DOS in Fig. 2 that the band gap

given by the PBE functional is too small. To go beyond the
semilocal DFT, we apply the quasiparticle self-consistent
QSGW to determine the electronic structure of liquid water,
more specifically the band gap and the band-edge positions.
Notably, we include vertex corrections in the screened
interaction W through a two-point exchange-correlation
kernel fxc in the bootstrap approximation [41], and dub the
method QSGW þ fxc. In the original implementation [40],
fxc is determined self-consistently, starting from the inverse
dielectric function ε−1 in the random-phase approximation
(RPA) and iterating until convergence is reached. For bulk
materials, we find that the effect of fxc is dominated by the
head of the matrix element (i.e., with the reciprocal lattice
vector G ¼ 0) [49]. Using only the head, we may write fxc
without going through iterations:

fbootxc;00 ¼
1
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where χ000 is the head of the independent-particle polar-
izability, and v0 is the long-range (G ¼ 0) contribution of
the bare Coulomb interaction. The use of Eq. (1) is
particularly appealing as it brings negligible overhead to
standard GW calculations within the RPA. All GW calcu-
lations are performed with the ABINIT code [72]. We use a
cutoff of 12 Ry and 2000 bands for the calculation of ε−1

and the self-energy. The reported quasiparticle energies
correspond to the limit of an infinite number of bands [49].
Figure 4 shows the valence band DOS of liquid water

obtained with the full-fledged QSGW þ fxc calculations on
structural configurations obtained with path-integral MD
simulations (averaged over 20 samples per bead uniformly
distributed along the entire trajectory). The overall agree-
ment with the UV photoemission spectra of Winter et al. [5]
is excellent. The binding energies relative to the 1b1 peak
(3a1 at −2.3 eV, 1b2 at −6.2 eV, and 2a1 at −19.5 eV)
well reproduce the photoemission experiment (−2.3, −6.2,
and −19.7 eV, respectively) [5]. The peak widths, which
are sensitive to quantum fluctuations, also agree reasonably
well with experiment. Note that the experimental 2a1
feature is accompanied by a broad background, the origin
of which has experimentally been assigned to the energy
loss of the initial 1b1 electrons [5,73], an effect that is not
accounted for in our calculations.
Having identified the electronic structure of the

valence manifold, we calculate the band gap of liquid water
as the quasiparticle energy difference between the VBM
and the CBM. We note that the position of the VBM is here
determined as the linearly extrapolated threshold (cf. Fig. 4).

FIG. 3. Probability distribution of the inverse participation ratio
(IPR) for the VBM and CBM calculated with their respective
PBE eigenstates, with (red) and without (orange) NQEs. A higher
IPR indicates stronger localization.

FIG. 4. Density of states of the valence band calculated with
QSGW þ fxc (solid line) versus the experimental photoemission
spectra (shaded) of Winter et al. [5]. NQEs are included in the
calculation. The 1b1 peak is used to align the calculation and
the experiment. The inset shows the VBM as determined by the
linearly extrapolated photoemission threshold. Energies are
referred to the VBM.
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This is more robust than simply taking the highest occupied
state for liquid water as the extrapolation leads to a faster
convergencewith supercell size [54].With the current model
of 32water molecules, the extrapolated value is 0.1 eVabove
the average highest occupied state. Table I shows the band
gap of liquidwater calculated withQSGW þ fxc, DFT-PBE,
and various other GW schemes. Our QSGW þ fxc gives a
band gap of 8.9 eV, in agreement with the experimental
estimate of 8.7 eV.We emphasize that this level of agreement
can only be achieved in the presence of hydrogen-bond
quantum fluctuations; otherwise, the band gap will be too
large. Other approaches, such as the PBE andG0W0 (on top
of the PBE functional) approaches, clearly underestimate the
band gap irrespective of the treatment of the nuclei. QSGW
without vertex corrections gives a too large band gap even if
NQEs are accounted for, in accordance with the general
observations that QSGW overshoots the band gap of solid
systems [21,40] due to theunderscreenedW. ReplacingW by
W0 calculated at the PBE level, as in the QSGW0 scheme,
generally shows improvement [40]. Nevertheless, the seem-
ingly good agreement with the experimental band gap
obtained with QSGW0 is a result of a fortuitous counterbal-
ance between the overscreened W0 and the lack of NQEs.
The renormalization due to NQEs is about 0.7 eV for all
the GW calculations, only slightly higher than in the PBE
calculation. This result confirms the generality of NQEs on
the electronic structure of liquid water.
The band-lineup problem at photocatalytic interfaces

requires the knowledge of the absolute band-edge positions
[74]. To this end, we further align the band-edge positions of
liquid water to vacuum making use of the computational
standard hydrogen electrode (SHE) [10]. The calculation
details of the SHE are described in Refs. [54,75]. Once the
band-edge positions are determined relative to the SHE,
the alignment with respect to vacuum is trivially given by
the experimental alignment of the SHE with respect to the
vacuum level [76]. The calculated band-edge alignmentwithin
the GW approximation is illustrated in Fig. 5. It is evident
that the VBM of liquid water shows a strong dependency on
the adopted GW scheme. Our QSGWþfxc calculation with

NQEs places theVBMat−9.4 eVwith respect to the vacuum
level. This agrees with the assignment of Watanabe et al.
through UV photoemission spectroscopy [3]. Note that, if the
photocurrent were extrapolated with a power law [14], the
more recent work of Winter et al. [5] would have led to
thevalue of−9.3 eV, rather than the reported−9.9 eV.As for
the CBM, its position is found at −0.5 eV (versus vacuum),
close to the value of −0.74 eV proposed by Bernas et al. [8].
This agreement substantiates the hypothesis that the feature
observed at −1.2 eV [6,7] actually corresponds to trapped
excess electrons. Our result further implies a trap depth of
about 0.7 eV for the hydrated electron.
We remark that our water configurations underlying the

electronic-structure calculations are still overstructured to
some extent, in particular for gOO (cf. Fig. 1). It is envisaged
that an improved description of gOO, possibly through more
elaborate MD simulations with hybrid functionals [71] or
nonlocal correlations [68], might lead to a smaller band gap
as the structure becomes more disordered. Such a structural
effect is however marginal, typically on the order of 0.1 eV
for the band gap and the band-edge positions, as we have
observed [75].
The present work reinforces the efficacy of QSGW with

the bootstrap-kernel vertex corrections for realistic systems.
In particular, the excellent agreement with the experimental
band gap of liquid water is consistent with the high
accuracy achieved for various semiconductors and insula-
tors [40]. The benchmarking of band-edge positions is
generally less well established, but the good agreement
with experiment found here for liquid water is promising
and generally consistent with the fact that additional vertex
corrections in the self-energy are not critical in ionic
systems [77]. Further validation of the role of vertex
corrections on the band edges of liquid water awaits the
application of more sophisticated methods.

TABLE I. Band gaps (eV) of liquid water calculated with the
DFT-PBE functional and various GW schemes. The structural
configurations are generated at 300 K with either classical or
quantum nuclei. The band-gap renormalization upon the inclu-
sion of NQEs is denoted ΔðNQEÞ. The one-shot G0W0 uses the
PBE starting point. In the QSGW0, the screening is fixed at the
PBE level. The standard deviation obtained in the PBE also
applies to the GW results. All energies are in eV.

Classical Quantum ΔðNQEÞ
PBE 4.36� 0.17 3.86� 0.26 −0.50
G0W0 8.0 7.3 −0.7
QSGW0 8.9 8.2 −0.7
QSGW 10.5 9.8 −0.7
QSGW þ fxc 9.6 8.9 −0.7

FIG. 5. The VBM (lower panel) and the CBM (upper panel) of
liquid water referred to the standard hydrogen electrode (SHE) and
to vacuum. The results obtainedwith quantum (classical) nuclei are
marked by closed (open) squares with statistical error bars
indicated. Experimental values are indicated by dashed lines with
numbered labels (①, Ref. [5]; ②, Ref. [3]; ③, Refs. [6,7]; ④,
Ref. [8]).
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To conclude, our ab initio description of the electronic
structure of liquid water explicitly takes into account many-
body effects and nuclear quantum effects. Accurate self-
consistentGW calculations are made feasible for liquid water
thanks to the highly efficient implementation of vertex
corrections based on the bootstrap approximated exchange-
correlation kernel. We have underscored the importance of
nuclear quantum effects in renormalizing the band gap, a
general qualitative effect that is found to persist at the GW
level. Our calculations lead to a band gap of 8.9 eV, associated
with band-edge positions at −9.4 eV (VBM) and −0.5 eV
(CBM) with respect to the vacuum level.
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