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Abstract

Gas-phase techniques are promising for studying intrinsically disordered peptides
and proteins, as they can be implemented in a conformer-selective way. One of the issues
that prevent them from finding a broader use is the question of to which extent the
structure of a biological molecule is preserved when transferring it from solution to the gas
phase via electrospray. We focus on the proline-rich peptides and cis/trans isomerization
of prolyl-peptide bonds, which is known to have high barrier on the potential energy
surface. Upon electrospraying, solution-like structures can find themselves kinetically
trapped behind these barriers, as we explicitly show for the case of bradykinin 1-5
fragment. Using nuclear magnetic resonance, we determine that it adopts mostly all-trans
conformation in solution, while three distinct conformational families are observed in the
ion mobility experiment in the gas phase. Cryogenic ion spectroscopy combined with first-
principles simulations allows us to identify the major conformers and show that the
solution structural preferences of the prolyl-peptide bonds are preserved in the kinetically
trapped conformational family, while the lowest-energy gas-phase structures have one of
the prolines in the cis conformation. We show how collisional cross-sections and infrared
spectra are used to guide and verify the calculations, giving rise to a new type of symbiosis
between theory and experiment. This is especially valuable for the kinetically trapped
structures, as in this case the energy criterion cannot be decisive.

As a next step, we characterize the full nonapeptide bradykinin in the +3 charge state.
Using field-asymmetric ion mobility spectrometry combined with cryogenic ion
spectroscopy, we demonstrate the presence of three major conformational families in the
gas phase, one of which is kinetically trapped. This result is in agreement with the drift-
tube ion mobility data published previously, and we propose a correspondence between the
conformational families separated by field-asymmetric and drift-tube ion mobility
spectrometry. We obtain conformer-specific infrared spectra of the major conformers and
assign the vibrational bands using 1°N isotopic labeling. Substituting carbon atoms in the

phenyl ring with their 13C isotope allows us to separate two types of structures according to



their fragmentation pattern upon electronic excitation. This method can serve as a
complementary way to introduce conformer-selectivity when studying large molecules.

Finally, we assess the result of substituting one or two prolines in the bradykinin
sequence with alanine. This method has been used previously to assign the peaks in the
drift-time distributions to certain conformations of the prolyl-peptide bonds. We show that
the mutants do reproduce a part of the conformers of the original peptide, but also form
additional structures due to the higher flexibility of the alanine backbone compared to
proline. We conclude that the proline-to-non-proline substitutions are helpful to assign the
structures, but have to be used in conjunction with spectroscopic techniques, which allow
detailed comparison of the structures of the mutant and the native peptide.

In general, this work is one of the first steps towards a database of atomic-resolution
peptide structures in the gas phase and a better understanding of the capabilities and limits
of spectroscopy and ion mobility in the gas phase applied to intrinsically disordered

peptides.

Keywords: cryogenic ion spectroscopy, field-asymmetric ion mobility spectrometry,
intrinsically disordered peptide, cis/trans isomerization, proline, isotopic labeling,

conformer-selective spectroscopy, kinetic trapping, electrospray, bradykinin.



Zusammenfassung

Bei der Erforschung intrinsisch ungeordneter Peptide und Proteine sind
Untersuchungen in der Gasphase vielversprechend, da sie konformeren-selektiv sein
konnen. Einer der Griinde, die bisher eine breite Anwendung solcher Techniken verhindert
haben, ist die Problematik moglicher Strukturverdnderungen eines biologischen Molekiils
beim Transfer aus der Losung in die Gasphase, z.B. mittels Electrospray. In der
vorliegenden Arbeit konzentrieren wir uns auf Prolin-reiche Peptide und auf die cis/trans
[somerisierung von Prolyl-Peptid-Bindungen, welche eine hohe Energiebarriere auf der
Potentialhyperflache aufweist. Die in Losung vorliegenden Strukturen konnen selbst nach
dem Eletrospray-Prozess auch in der Gasphase kinetisch gefangen sein, was hier im Fall des
doppelt protonierten Bradykinin 1-5 Fragmentes demonstriert wird. ~Anhand von
Kernspinresonanzspektroskopie bestimmen wir, dass dieses Fragment in der Ldsung
hauptsachlich die all-trans Konformation annimmt, wahrend in der Gasphase mittels lonen-
Mobilitats-Experimenten drei unterschiedliche Konformationsfamilien beobachtet werden.
Kryogenische lonenspektroskopie in Kombination mit quantenchemischen Simulationen
helfen bei der Identifikation der dominierenden Konformere und zeigen, dass die in Losung
beobachteten strukturellen Vorlieben der Prolyl-Peptid-Bindungen auch in der kinetisch
gefangenen Konformationsfamilie gesehen werden, wihrend in den energetisch stabilsten
Strukturen in der Gasphase eines der Proline in cis Konformation vorliegt. Wir zeigen, wie
Stossquerschnitte und Infrarotspektren als Leitlinien und Verifizierung von
quantenmechanischen Rechnungen verwendet werden konnen. Dies stellt eine neue
Symbiose zwischen Theorie und Experiment dar. Insbesondere im Falle der kinetisch
gefangenen Strukturen ist dies von Bedeutung, da die Energie nicht das entscheidende
Kriterium ist.

Nach der Untersuchung des Konformationsraums des Bradykinin 1-5 Fragmentes,
charakterisieren wir das komplette Nonapeptid Bradykinin im dreifach positiv geladenen
Zustand. Mit Feld-asymmetrischer lonenmobilititsspektrometrie in Kombination mit

kryogenischer  lonenspektroskopie  demonstrieren wir die Existenz  dreier



Hauptkonformationsfamilien in der Gasphase, wovon eine kinetisch gefangen ist. Dieses
Ergebnis stimmt iiberein mit den bereits publizierten Daten aus Drift-Rohr lonenmobilitats-
Experimenten. Wir vermuten einen Zusammenhang zwischen den Konformationsfamilien
die durch Feld-asymmetrische lonenmobilititsspektrometrie beziehungsweise Drift-Rohr
lonenmobilitdt  aufgetrennt wurden. @ Wir  erhalten = Konformeren-spezifische
Infrarotspektren der Hauptkonformere und ordnen die Bander anhand von 15N
[sotopenmarkierung zu. Indem Kohlenstoffatome im Phenylring mit deren 13C Isotop
ersetzt werden, konnen zwei Strukturtypen anhand ihrer Fragmentierungsmuster nach
elektronischer Anregung getrennt werden. Diese Methode kann als weiterer Weg zur
Konformeren-Selektivitit dienen, insbesondere bei Untersuchungen grosser Molekiile.

Schlussendlich beurteilen wir das Resultat, wenn eines oder zwei der Proline in
Bradykinin durch Alanin ersetzt werden. Diese Methode wurde bereits frither verwendet,
um die Peaks aus Driftzeitverteilungen bestimmten Konformationen der Prolyl-
Peptidbindungen zuzuordnen. Wir zeigen hier, dass die Mutanten teilweise die Konformere
des urspringlichen Peptids wiedergeben, aber auch zusatzliche Strukturen bilden. Dies ist
der hoheren Flexibilitit des Alaninstrangs im Vergleich mit Prolin geschuldet. Wir
schliessen daraus, dass die Vertauschung von Prolin mit nicht-Prolin hilfreich bei der
Zuordnung von Strukturen ist, jedoch in Verbindung mit spektroskopischen Techniken
verwendet werden muss, da diese einen detaillierten Vergleich der Strukturen von
mutiertem und nativem Peptid ermdglichen.

Diese Arbeit ist einer der ersten Schritte hin zum Aufbau einer Datenbank von
Peptidstrukturen in der Gasphase mit atomarer Auflésung, sowie in Richtung eines
verbesserten Verstindnisses der Vorziige und Grenzen von Spektroskopie und

Ionenmobilitdt in der Gasphase, angewandt auf intrinsisch ungeordnete Peptide.

Schlagworte: Kryogenische Ionenspektroskopie, Feld-asymmetrische
Ionenmobilitdtsspektrometrie, Intrinsisch ungeordnetes Peptid, Cis/Trans Isomerisierung,
Prolin, Isotopenmarkierung, Konformerselektive Spektroskopie, Kinetisch gefangen,

Elektrospray, Bradykinin.
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Chapter 1.
Introduction

1.1 Peptides and proteins

Proteins make up around 15% of the mass of a typical eukaryotic cell and represent
by far the largest class of biological molecules.! They take part in virtually all biological
processes, serving as enzymes, signal molecules, receptors, ligand transporters and building
blocks.! In recent years, significant progress has been made in understanding the
mechanisms that allow proteins to perform their functions.

A poly-amino acid chain longer than 50-100 monomers is typically referred to as a
protein, while shorter sequences are called peptides. The latter mainly act as signaling
agents such as neurotransmitters, hormones, antibiotics and cell-penetrating agents.z10
They can be intentionally synthetized in the ribosomes as a part of a longer sequence and
then tailored by special enzymes, or be produced as a byproduct of degradation of larger
proteins. There is usually more than one receptor for a peptide family, and at the same time
several peptides can bind to each receptor with different affinities, which ensures the
flexibility of the regulatory system.1l Given their length, peptides cannot form tertiary and
quaternary structure, but they do adopt certain secondary structure, which is crucial for
their interactions with larger proteins, DNA, and lipids.?1012-15 The selectivity of their
binding to other molecules is achieved via static or dynamic structural features.

Understanding the mechanisms of interaction between peptides and other biological
molecules is of fundamental interest and has many practical implications, such as treatment
of neurological diseases!®1® and diabetes,?® new antibiotics,”82122 targeted drug
delivery1223-25 and self-assembling materials.2® The knowledge about peptides forms the
basis for understanding the nature of larger proteins and their complexes on the molecular

level.27
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1.1.1 Traditional techniques for peptide structure determination

Structures of proteins and peptides are mainly determined by X-ray crystallography,
NMR spectroscopy and, more recently, electron microscopy and mass-spectrometry.28
Dominating secondary structure motifs can be also identified by circular dichroism. Here
we briefly discuss advantages and limitations of the traditional solid- and liquid-phase
techniques for peptide structure determination.

X-ray crystallography is the most common tool used to determine structures of
proteins presented in the Protein Data Base.2%30 It provides atomic resolution, and the
measured parameters can be directly converted to structural information, avoiding
molecular modeling.3! The main disadvantage of this method is a need to crystallize the
sample. Not all proteins form crystals, and the conditions required for crystallization are
not predictable; thus up to 1000 sets of conditions might be tested for each system without
guaranteed success.3132

Even though X-ray chromatography is performed in the solid state, due to the
presence of solvent molecules in the crystal, the degree of macromolecular crowding is
comparable to that in the cell.33 On the other hand, interaction between the proteins in the
sample might alter their native conformations.3* The latter is particularly true for peptides,
which are small enough to be heavily influenced by the solvent and additives used for
crystallization.3> Cyclic mimics and conformationally restricted amino acids are often used
instead of proteogenic sequences, which limits the applicability of the method.36

Nuclear magnetic resonance (NMR) spectroscopy can be performed directly in
solution, and it is well suited for studying structure and, importantly, dynamics of small
biological molecules.37-3° NMR still lags behind X-ray crystallography in the number of
structures submitted to the PDB due to the high costs and absence of an automated
approach to structure determination?? in spite of a large variety of 2D and 3D methods,
which allow unambiguous assignment of the peaks and analysis of the interactions between
different parts of the molecule.#%-42 One of the limitations of biological NMR is that
measured parameters cannot be interpreted directly and structure determination requires
molecular modeling.4344 In this work we use NMR to obtain additional information about
the peptide in question in solution.

Circular dichroism (CD) is based on the principle that left-handed and right-handed
circularly polarized light is absorbed differently by solutions of chiral molecules. CD allows

fast and efficient secondary structure determination in terms of relative proportions of
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alpha-helixes, beta-sheets, and random coils for a large range of protein sizes.*> One of the
main advantages of this method is that the sample remains in solution and can be studied
under physiological conditions. Unfortunately, CD provides neither atomic resolution nor
residue-specific information but rather an average signature of structural features.*¢
Cryogenic electron microscopy of biological samples has been rapidly developing in
the last years.4” Although resolution high enough to distinguish side chains and small
molecules’ complexes is achievable, this method is applicable for proteins and their
complexes larger than 90 kDa, and thus structures of peptides are far beyond its scope.484?
The techniques described above usually successfully determine the structure of
biomolecules when they have well-defined secondary structure.286 However, in the case of
intrinsically disordered proteins and peptides (IDPs), NMR spectra often represent an
average over an ensemble of different conformations.>® Moreover, crystallization might not
be possible due to the highly dynamic character of the disordered states.395152 That is why
new conformer-selective approaches are needed to characterize structure, dynamics and

function of IDPs.

1.2 Intrinsically disordered proteins and peptides

1.2.1 Natural abundance and biological functions of IDPs

The most widely used methods in structural biology have an intrinsic limitation: they
overlook regions in the protein sequences that do not adopt well-defined secondary
structure. Disorder predictors suggest that more than 50% of human proteins have long
regions of disorder and 33% of eukaryotic proteins are mostly intrinsically disordered.>3:54
Such a state provides much greater variety of binding modes and kinetic regimes than a
rigid protein structure.>455 IDPs play a key role in cell signaling, regulation and molecular
recognition, in particular, in the nuclei.>*56-62 Many questions remain regarding their
nature: Does their flexibility come from solution conditions? What are the main factors
contributing to the rapid structural changes? How many well-defined conformers are
converting among one another? How does recognition by receptors or membrane insertion

happen from a structural perspective? Is intrinsic disorder possible inside a membrane?¢3

1.2.2 Why IDPs in the gas phase?
Significant progress in the field of IDPs up to now has been achieved using NMR.6465

The main difficulty in the application of this method lies in the nature of the IDPs itself: in

15



solution they are found as an ensemble of quickly interconverting conformations, and any

technique that seeks to provide insight into their structure has to separate signals coming

from different conformers. This task can be dramatically simplified by the use of gas-phase

conformer-selective techniques such as ion mobility and cold-ion spectroscopy coupled

with mass-spectrometry.66-69 Studying IDPs in the gas phase has a number of other

advantages:

1.

Profound understanding of their conformational space, including the height of the
energy barriers, can be achieved, for example, via collision-induced isomerization

or population transfer experiments.’0-76

Some IDPs act in the environment of a cell membrane.®377 This medium can be
reproduced in the gas phase using micelles.’”® Moreover, detergent release
protects the structure of a membrane protein via competing with structural
collapse.”? Even if micelles are not employed, transition between water solution
and the gas phase can, up to a certain extent, mimic the transition from the interior

of a cell into its membrane.

The influence of solvent on the structure can be separated from the effect of
primary structure. Solvent molecules can be added one by one and the occurring
conformational changes can be observed.80-86 Recently this method has been

extended to lipids surrounding membrane proteins.87.88

Absence of solvent molecules simplifies or makes possible high-level quantum
chemical calculations, which can be verified by direct comparison with gas-phase
experiments.89-91 This symbiosis of theory and experiment pushes forward the

field of molecular modeling.??

Mass-spectrometry based methods have been quickly developing in recent years
and now provide a wide range of experimental tools suited for structure
determination.”3%¢ Most studies of IDPs in the gas phase up to now were
performed using IMS,5867.69.959 charge state distributions,’” H/D exchange?%?° or
various MS/MS methods.68100 [n this work we introduce the use of cold ion

spectroscopy for characterization of IDPs, as discussed in section 1.6.

A major issue that prevents wider use of mass-spectrometry based techniques in

structural biology is the relationship between the solution-phase and gas-phase structures

or, in other words, the relevance of gas-phase structure for any biological process. This
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question is especially important in case of IDPs since they do not have a well-defined native

state.101 Kinetic trapping seems to be a key to this issue.

1.3 Kinetic trapping

While Jarrold suggested in the 90’s that mass-spectrometry “may provide a quick and
sensitive tool for probing the solution phase conformations of biological molecules”,192 the
range of validity of this statement is still under discussion. What is the relationship between
the solution phase structure of a peptide and its gas-phase conformation? This question
unavoidably arises whenever the results of mass-spectrometry based experiments are
discussed.

The most widely used approach to transfer biological molecules from solution to the
gas phase is electrospray ionization (ESI)103-105 and by its nature it has the potential to
preserve structural features of biomolecules. Despite years of research, the details of the
electrospray process itself remain somewhat vague. Below we provide a brief overview of

existing models and observations.

1.3.1 ESI models

The beginning of the ESI process has been well characterized.1% When voltage is
applied to the electrospray needle, the surface of the liquid is enriched with positive
charges. It leads to formation of a Taylor cone, which results from an interplay between the
surface tension of the liquid and the columbic repulsion of the ions on its surface.10? If the
applied electric field is high enough, the cone becomes unstable and a jet of small droplets
emerges from the cone tip. There are several forms of the jet that were characterized using
fast time-lapsed imaging and monitoring of the ES current; the most stable and widely used
one is the cone-jet mode.198109 The charged droplets evaporate and decrease in size until
the moment when the columbic repulsion between the charges on the surface of the
droplets overcomes the cohesive force of the surface tension, which is referred to as the
Rayleigh limit.11® The droplets remove the excessive charge much in the same way as the
Taylor cone does, that is by forming a jet of small progeny droplets.111-113 The loss of mass
in such events is typically less than 1%, while the loss of charge is much larger, ~ 15-25%,
which means that the mass change of the droplets is determined primarily by the
evaporation process. The evaporation/fission events iterate until nanoscale droplets are

formed. In the nanospray setup the nanodroplet regime is reached faster, which decreases
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the effect of background electrolytes.11* The following models describe the last stage of the

ESI

process, which is similar for the nanoelectrospay and the conventional

electrospray:106.115

According to the ion evaporation model (IEM), the biological ions of small to
medium size can be ejected from the surface of a nanodroplet.116117 This is a
spontaneous process with an activation barrier, which arises from an interplay
between two opposing electrostatic forces: the repulsion of the ion by the
charges on the droplet surface and the polarizability of the solvent.118 In other
words, in bulk polar liquid the ion prefers to be solvated, while as the charge
density on the droplet increases, it becomes energetically favorable for an ion

to evaporate.

The charged residue model (CRM) assumes a large analyte ion, which stays
inside the droplet until it fully dries out.1?® The charge of the final ion is in this
case determined exclusively by its size and corresponds to the maximum

charge that it can carry according to the Rayleigh limit.120-122

The third mechanism, called chain ejection model (CEM), is particularly
important for disordered peptides and proteins: the ion extrudes from the
droplet surface.115122123 [n general, this overlaps with the IEM, but since the
biological ion is large, the transition state is more complex than originally
considered in the IEM, and the evaporation process happens through a series
of intermediate states. This model can explain why disordered proteins

usually form higher charge states than their folded analogs.

Naturally, the ESI process plays a key role in shaping the structure of an ion in the gas

phase. Usually, preservation of the solution-phase structure is associated with the CRM,

which certainly prevails for large complexes in native-like conditions.106115124125 [n the

intermediate size regime, on which we focus in this work, a combination of all three

mechanisms can be involved. We show that even for a small disordered peptide certain

characteristics of its structure can be preserved, but additional studies are required to

attribute these findings to a particular ESI mechanism.
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1.3.2 Evidences of kinetic trapping
There are several types of evidence that some features of solution-phase
conformation of a peptide or protein can be preserved when the molecules are transferred

to the gas phase via electrospray:

Collisional cross-sections (CCS) of the ions sprayed from native conditions are

often close to those calculated for the crystal structure.126-128

* Infrared spectra of electrosprayed proteins in low charge states contain amide

[ and amide II bands typical for condensed-phase species.129.130

* Jons produced from denaturing and native conditions exhibit different
properties, such as their charge state distribution, CCS, degree of gas-phase

H/D exchange, or fragmentation patterns.131-135

* Proteins that are disordered in solution are observed in a wide range of
conformations directly after the ESI process, while folded proteins that are
electrosprayed under the same conditions are compact and exhibit a small

range of charge states.68136

* (Gas-phase biomolecular ions have been shown to undergo structural changes
(i.e., unfolding and re-folding) while trapped in a mass-spectrometer?37.138 or

upon collisional activation.139-141

These experimental findings suggest that one can produce and preserve metastable
species that are significantly different from the lowest energy gas-phase structures and are
kinetically trapped, with barriers on the potential energy surface that inhibit them from
isomerizing. Using cryogenic ion-mobility, Silveira and co-workers have recently provided
evidence of kinetic trapping of triply protonated substance P in the gas-phase on the time
scale of milliseconds after de-hydration.82.142.143

Determining whether solution-phase structures can be trapped and studied in the gas
phase is important for evaluating the relevance of powerful, conformer-specific gas-phase
techniques for biological applications. If significant structural elements can be preserved in
the gas phase, one could selectively investigate the structure and dynamics of pre-selected,
biologically active conformations, which is extremely difficult to do in solution.
Understanding when electrosprayed ions are kinetically trapped is also important for the

use of gas-phase experiments as benchmarks for theoretical predictions of structure. Since
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theoretical methods rely on a global-minimum energy search for finding the most stable
conformations, it may be difficult to find the structures that are produced in the gas phase if
they are trapped in conformations that reflect solution conditions.

The idea of kinetic trapping forms the basis for the actively developing field of native
mass-spectrometry, which seeks to utilize the power of gas-phase methods for structural
biology.?4106-109 This field is being developed mainly for large biological molecules and
clusters.125144-147 Here we approach the issue of kinetic trapping from the other extreme
and attempt to identify the smallest conformational features that can be preserved while

transferring the ions from solution to the gas phase.

1.4 Proline cis-trans isomerization

The condition for kinetic trapping to occur is the existence of barriers on the free
energy surface that are higher than the energy that the ions acquire while being transferred
to the high-vacuum part of the instrument. Such barriers can occur due to cis-trans
isomerization (Figure 1-1) as well as from a network of hydrogen bonds. For most natural
amino acids the trans state of a peptide bond lies significantly lower in energy than the cis
state and, accordingly, only 0.3% of all peptide bonds in the Protein Data Base are cis.148
For proline residues, however, this number is estimated to be more than 5%.14¢ Due to the
cyclic nature of the proline side chain, the energy difference between trans and cis states is

less than 2 k] /mol in solution, but the barrier between them is high (~ 80 k] /mol).14°

(b)

Figure 1-1. (a) Trans and (b) cis peptide bonds preceding a proline residue.

1.4.1 Proline in solution
Proline acts as a molecular switch,150-154 and its isomerization is often a rate-limiting
step in protein folding.151.155-157 The structure of proteins is influenced by the presence of

proline in the sequence in two somewhat orthogonal ways. On one hand, it disrupts helix

20



and beta-sheet formation and increases the level of backbone disorder.’>® On the other
hand, proline is conformationally restricted and makes the protein backbone more
rigid;159.160 it also facilitates formation of certain types of B-turns.1®l We discuss the
interplay between these two factors in detail in Chapter 5.

Intrinsically disordered parts of proteins and peptides are often proline-rich,162 thus
the question of proline conformation is particularly relevant to the structure and function of
IDPs. Proline-rich motifs form so-called polyproline helixes, which serve as a unique
binding interface or separate functionally different regions of IDP sequence. Single proline
residues prevent formation of alpha-helixes or beta-sheets (“breaker” effect), which, among
other functions, reduces the likelihood of spontaneous aggregation of IDPs.163164 [n
neuropeptides, proline is often found in the penultimate position, which facilitates

formation of the cis isomer.165

1.4.2 Proline in the gas phase

Proline-containing peptides exhibit special properties that can be revealed by gas-
phase techniques. Fragment ions produced N-terminal to proline are largely over-
represented in collision-induced dissociation spectra.166167  Unusual fragmentation
patterns are formed by proline-containing precursors upon photofragmentation using
vacuum ultraviolet!68169 and infrared multiphoton dissociation.17%-172 Furthermore, proline
is one of the reasons for multiple resolved peaks in the ion mobility distributions of short
peptides.165173-175

In the gas phase the barrier for cis-trans isomerization is suggested to be significantly
lower than in solution,”* but it remains among the highest on the free energy surface of a
peptide. This suggests that certain proline conformations can be kinetically trapped in the

gas phase.176

1.5 Bradykinin as a model peptide

Getting a full dynamic picture of peptide conformations and their interaction with the
environment is a complex problem. Generally, two approaches should to be applied in
parallel: top-down, which starts from the average information about large parts of a
biological system, and bottom-up, which studies in detail individual building blocks of

increasing complexity. In our laboratory we follow the latter approach: we investigate
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relatively short peptides in order to precisely determine their structure and to describe the
factors that influence its formation.

For this study we chose a peptide that has been characterized previously using ion
mobility spectrometry, but its structure in the gas-phase has not yet been determined.
Bradykinin (BK, Figure 1-2) consists of nine amino acids of which three are prolines. It also
has two phenylalanine residues, which makes it a convenient target for UV spectroscopy.
The size of this peptide is at the limit of modern capabilities of high-level first principles

structure calculations.
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Figure 1-2. Chemical structure of triply protonated bradykinin.

Bradykinin plays a regulatory role in the cardiovascular and nervous systems and is a
key reporter molecule in inflammation and pain.1’7 It mainly acts through two receptors,
namely, bradykinin B1 and bradykinin B2, which interact with the whole kinin peptide

family.11.178

1.5.1 Bradykinin structure in solution

Already in the 70s the first NMR spectra of BK in aqueous solution were recorded.17?
They showed that in more than 90 % of the molecules all proline residues are in the trans
conformation, which has been confirmed by later studies in water and in all other tested
media including micelles.180-183 The same conclusion was made for the complex of BK with
bradykinin B2 receptor.184185

In contrast to proline conformation, other structural motifs in the molecule are
influenced by the environment. For example, in aqueous solution, no persistent structural
features were identified, since the peptide rapidly interconverts among many

conformers.17® When certain polyphenols are added to the solution, BK can adopt a large

22



flexible turn between residues 6 and 9.182186187 [t s consistent with the notion that
entering the membrane phase is often coupled with folding. The C-terminus forms a 3-turn
in most non-aqueous solvents, which suggests that this structural feature is important for
peptide function.180.188 Finally, upon binding to a receptor the peptide adopts a well-
defined S-shaped structure.184185

The main driving force for peptide folding in different non-aqueous solvents is the loss

of intermolecular hydrogen bonds, which is similar to the transition to the gas phase.

1.5.2 Bradykinin structure in the gas phase

Over the years BK has been studied extensively, and presently it is often used for
calibration of the instruments.18® However, the exact structure of this peptide has not yet
been determined despite numerous experimental and theoretical studies, which we briefly
summarize here.

At first, BK was cationized using matrix assisted laser induced ionization (MALDI),
which produces mainly singly charged ions.1°® The peptide was found to adopt a globular
conformation independent of the cation used or of the temperature. When ESI became
available, field-asymmetric ion mobility spectrometry (FAIMS) was combined with H/D
exchange to study the most abundant +2 charge state, and four conformers were
identified.1°1 A theoretical study by Michael Siu and co-workers!92 attempted to find the
lowest-energy structures of all charge states of BK in the gas phase. They concluded that
the +2 charge state has a globular shape and prefers a zwitterionic form, while the lowest-
energy structures of the +3 charge state are elongated and non-zwitterionic. The collisional
cross-sections calculated by Siu were in agreement with the ones measured
previously.19319¢ However, later Clemmer and co-workers showed that the +3 charge state
of BK is protonated at two arginine side chains and the N-terminus, which is different from
the theoretical prediction.173 This finding puts into question the structures proposed by Siu
for the triply protonated BK.

Bradykinin ions produced in the electrospray process are Kkinetically trapped and
convert to a distribution of lowest-energy structures, originally denoted as a quasi-
equilibrium distribution, upon collisional activation.13® Remarkably, this is true both for the
most abundant +2 charge state'5 and for the less populated +3 charge state.!3® On the
other hand, Russell and co-workers report that formation of +3 charge state requires high

temperature of the inlet capillary and is related to the desolvation thermodynamics.82 They
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also observe that doubly protonated BK is formed at low capillary temperature and does
not undergo significant structural rearrangements (within the resolution of the instrument,
R~30) during its slow desolvation.

Clemmer and co-workers suggested that the energy barriers between different
conformational families of triply protonated BK come from cis-trans isomerization of prolyl
peptide bonds!7? and used a sophisticated calibration procedure to estimate the height of
these barriers.”* They observe up to 10 features in the IM distribution under different
conditions,1%¢ out of which the three main ones were assigned to cis-cis-cis, cis-trans-trans
and trans-trans-cis conformations of the backbone. A detailed study using low-energy CID
and IRMPD reveals a minor structural family within the most abundant peak in the IMS
distribution, which was tentatively assigned to cis-Pro? and trans-Pro’, i.e. opposite from
the major conformational family.”0

To summarize, bradykinin is well-suited system for a detailed study of the
mechanisms of kinetic trapping. It is intrinsically disordered in solution and exhibits a
variety of conformations in the gas phase for both charge states. By choosing a molecule
that has been measured extensively in solution and in the gas phase, we seek to build a

bridge between this two phases.

1.5.3 Bradykinin 1-5 fragment as a first step

Bradykinin is a nonapeptide, which is in principle accessible for modern first
principles simulations. However, as shown in sections 1.5.1 and 1.5.2, it adopts a wide
range of conformations, some of which are kinetically trapped. Identifying such structures
theoretically is not trivial, since most methods of conformational search are intended to
converge to the lowest-energy geometry. In order to establish an appropriate workflow for
the simulations we had to choose a smaller test system that would exhibit similar behavior
to BK. There is also a lower limit for the size of the peptide; since a sufficient number of
hydrogen bonds is needed to stabilize the structure, kinetic trapping for di- or tri- peptides
is hardly possible.197

From a functional perspective, biologically BK is inherently connected to the range of
its homologues.1’7 In the human body it is rapidly degraded by a number of enzymes, and
the reported half-life of BK is 17 s.198 The Kkinases cleave BK at 5 different sites, and some of

the resulting fragments do not degrade further. In the first part of our study we focus on
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the 1-5 fragment of BK (BK[1-5], Figure 1-3). There are several reasons to choose this

particular fragment:

* This molecule is metabolically stable1°® and has an important biological role: it

was shown to inhibit the enzymatic activity of thrombin.199-201

e BK[1-5] is significantly smaller than BK, which allowed us to develop and

adjust an appropriate computational scheme.

* Residues 1-5 of BK do not adopt any secondary structure in all solvents
investigated by NMR and represent the intrinsically disordered part of the

sequence.

OH

)\ R p2 p3 G F
*H,N NH,

Figure 1-3. Chemical structure of doubly protonated bradykinin residues 1 to 5 (BK[1-5]2*). The bonds
around which the cis-trans isomerization can occur are highlighted.

Russell and co-workers292 have investigated the +1 charge state of BK[1-5] by IMS and
H/D exchange after MALDI. Three distinct structural forms were found, and their relative
abundance depends on the composition of the solvent used to prepare MALDI samples. The

extended form was observed when a high water concentration was used.

1.6 Conformer-selective gas-phase techniques

One of the main advantages of gas-phase techniques is the ability to separate ions
based on a particular property, such as their collisional cross-section (CCS), mass-to charge
ratio (m/z), absorption spectrum, the shape of charge-state distributions, fragmentation
pattern, etc., and to draw conclusions about each sub-population of the ions separately. The
techniques differ, however, by the level of detail they can provide. IMS, for example, allows

one to measure only an average CCS of a conformational family,2?3 while tandem MS
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provides only indirect information about the structure. Infrared spectroscopy, on the other
hand, gives access to the structure via comparison with computed vibrational spectra of a
molecule.204

Charge-state-resolved infrared multiphoton dissociation spectroscopy (IRMPD)205-208
and H-tagging experiments2%? have been used to determine the structure of many small
molecules, clusters and complexes. However, when the systems under study get larger,
their spectra become more congested because of overlap from different conformers.210 To
overcome this limitation we employ IR-UV double resonance spectroscopy, which allows
one to obtain conformer-selective IR signatures.211 This technique, in conjunction with
first-principles simulations, has proven to be a powerful tool for atomic-resolution
structure determination in the gas phase.212-215

Ultraviolet-infrared double-resonance spectroscopy requires a sharp electronic
spectrum, which in turn requires cooling molecules to low temperatures.216 The UV
photofragmentation spectrum of a molecule is a sum of contributions from all conformers.
Suppose that we increase the size of the system or study a structurally diverse molecule.
The UV photofragmentation spectrum becomes congested, making the use of double-
resonance technique challenging. This consideration led us to add another step of
conformer separation prior to introducing the ions into the cold ion spectrometry
instrument. We use drift-tube or field-asymmetric ion mobility spectrometry devices to
physically separate the ions of significantly different conformations and apply either IR-UV
double-resonance or H:-tagging spectroscopy to each of the conformational families
separately.

Combination of IMS with spectroscopy has already provided some important
insights.195217-219 Here we apply it to model intrinsically disordered peptides in order to

gain information about their structure on the way from solution to the gas phase.

1.7 Outline of the thesis

This thesis is organized in the following way.

Chapter 2 introduces the experimental and computational techniques that we
employed. We describe two home-built instruments and the basic principles of the
experimental methods, such as drift tube IMS, field asymmetric IMS, double-resonance cold
ion spectroscopy and Hz-tagging spectroscopy. We also provide a brief explanation of the

NMR measurements. From the first-principles simulations side, we describe all methods in
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order of increasing complexity: force-field simulations and DFT calculations using in-house
software FHI-aims.

Chapter 3 deals with the bradykinin 1-5 fragment. We first describe the experimental
results obtained using a combination of drift tube IMS, cold ion spectroscopy and NMR, and
then show how these results are used to guide and verify the theoretical conformational
search. In this way we are able to identify not only the low-energy conformations of BK[1-
5]+ in the gas phase, but also the kinetically trapped ones. We discuss the implications of
these results for the connection between the gas and solution phase studies. We also draw
a parallel between energy landscape of a molecule in the gas phase and that in the
membrane or other non-polar media.

Chapter 4 shows the results of employing a similar set of experimental techniques to
the full BK sequence. There is a vast amount of literature related to the NMR studies of BK,
which we use for comparison, while in the gas phase apart from all methods listed in
Chapter 3, we employ Field Asymmetric lon Mobility Spectrometry (FAIMS) to introduce
additional conformational selectivity. We show in detail how the combination of isotopic
labeling of NH stretches, spectra of electronically excited state, and isotopic labeling of a
chromophore allows us to assign the vibrational spectra of BK3* and achieve a profound
understanding of its conformational landscape in the gas phase.

In Chapter 5 we focus on the proline cis-trans isomerization in the BK sequence. We
address the question whether a proline to alanine substitution can be used to identify
conformational preferences of proline in the gas phase. To that end, we compare the
conformational space of native BK with peptides where prolines in positions 2, 3 and 7 are
substituted by alanines.

Chapter 6 summarizes the results and suggests directions for future research.
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Chapter 2.
Experimental and
computational approach

The main focus of this thesis is the gas-phase experimental study of peptide
conformations. We use a multidimensional approach to identify unique structures of
biomolecules and fully characterize them, that is, we separate the structural families using
ion-mobility techniques and study them spectroscopically. From the spectroscopic
standpoint, we have adopted two methods: tagging/messenger and double-resonance IR-
UV spectroscopy. The former allows us to record a vibrational signature of all structures
present in the ion trap at once, while the benefit of double-resonance spectroscopy is the
ability to record conformer-selective vibrational spectra. We take advantage of both
techniques, which are implemented in two separate home-built spectrometers.

As stated above, we use IM techniques to separate the ions prior to their injection into
the spectroscopic part of the instrument, based either on their collisional cross-section in
case of DT-IMS or the difference in their mobilities in the low and high electric fields, in case
of FAIMS. Each of these IM techniques is used in one of the home-built machines. On top of
that, we use mass-spectrometry based methods when appropriate, e.g. to characterize the
fragmentation pattern.

A combination of all listed measurements creates a multidimensional space in which
every conformation is characterized by a set of properties, such as CCS, UV and IR
absorption, fragmentation pattern, etc. We then compare these data with the results of
quantum-chemical simulations; moreover, we integrate the experimental information into

the calculations.
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Having explored the conformational space of the molecule in the gas phase, we then
compare it to its behavior in solution. If the data are not available in the literature, we
perform the NMR measurements and analyze them.

In the following sections we describe all mentioned techniques in detail. The
information about gas-phase experimental methods is organized according to the
instrument in which they are implemented. The general principles of each method are also
presented. Separate sections are dedicated to the first-principles simulations and NMR

spectroscopy.

2.1 Two complementary home-built spectrometers

The experimental part of this work is performed using two home-built instruments,
which are complementary in many ways. The first one is a cold-ion spectrometer (CIS)
equipped with a cryogenic octopole ion trap and two quadrupole mass filters. We perform
double-resonance IR-UV spectroscopy on this machine, although tagging spectroscopy is
also possible. A field asymmetric ion mobility spectrometry device (FAIMS) can be installed
directly after the ion source for additional conformational selectivity. The second
instrument combines a linear drift tube with a cold ion trap and a time-of-flight (TOF) mass
spectrometer for measuring collisional cross-section distributions and vibrational spectra
of mobility-selected ions. We apply hydrogen tagging to acquire vibrational spectra in this
instrument. Below we describe the salient features of both spectrometers and emphasize
the ways to decrease the ion collisional activation in light of the idea to preserve kinetically

trapped species and to perform spectroscopy of them.

2.1.1 Cold-ion spectroscopy instrument

Using the cold ion spectroscopy instrument?20 (referred to as the CIS instrument) we
have the ability to separate conformers using IR-UV double-resonance?!6 in a cryogenic
octopole ion trap and obtain electronic and vibrational spectra for each conformation. A
schematic of the main parts of the CIS instrument is shown of Figure 2-1. The ions are
produced in a nanospray source, and after passing through a metal capillary, which is

usually kept at small positive voltage, they are injected into an ion funnel.
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Figure 2-1. (a) Schematic of the cold ion spectrometer layout. (b) Block diagram used in the further
chapters to represent this instrument.

The design of the ion funnel is based on the studies performed by Smith and co-
workers.221 It is an RF guide, which consists of 100 concentric plates connected through a
resistor chain; the aperture of the last 42 electrodes gradually decreases in diameter. About
2 cm from the entrance a small conductive plate is suspended in the center of the funnel
cross-section, which disrupts the directed jet of neutrals and is thus called a jet disrupter.
An RF potential is superimposed on a DC gradient along the axis. The ion funnel improves
signal stability and increases the number of ions by focusing the divergent ion beam coming
out of the capillary. The downside of using the funnel is that some collisional activation of
the ions invariably occurs at the end, where the aperture of the electrodes is the smallest.222
When required, activation can be reduced by optimizing the DC voltage gradient over the
length of the funnel, decreasing the RF amplitude, and decreasing the DC voltages applied to
the last two electrodes. The optimal DC gradient is a compromise between two effects: if it
is too high, the ions accelerate and experience energetic collisions, but if it is too low, the
ions spend a long time thermally drifting through the ion funnel in the activating RF field.
The conductance limiting electrode at the end of the ion funnel as well as the jet disruptor
carry only DC potential.

The process of ion extraction from the funnel may collisionally activate the ions, since
the background pressure decreases from 1.9 mbar to 0.04 mbar, which significantly

increases the mean free path of the molecules:
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where I is the mean free path, T - temperature, ¢ — cross-section of the molecules, p - gas
pressure. Collisional energy in the center of mass reference frame is proportional to the
electric field applied (E) and to the mean free path:223
—  m
gas
K =
M

where mygqs is the molecular mass of the background gas, M - of the ion, z - charge of

|E| -z, (2.2)

the ion.

To deal with this issue, the voltage drop between the end of the ion funnel and the
pole bias of the hexapole is kept as low as possible. After being extracted from the funnel,
the ions are pre-stored in a room-temperature hexapole ion trap. This allows thermal
equilibration of the ions at 300 K and defines their reference potential, which corresponds
to the pole bias of the hexapole. The ions are then ejected from the hexapole, mass-selected
by a quadrupole mass-filter, and guided into a cold (4 K) octopole ion trap, where they are
cooled in collisions with helium.?22# The kinetic energy of the ions entering the octopole trap
is determined by the difference between the octopole pole bias and that of the room-
temperature hexapole pre-trap. To avoid collisional activation this difference is kept small,
typically less than 2 V. We do not observe any additional RF heating in the cold octopole,22>
and changing the RF amplitude does not seem to warm the ions.

As discussed in the following section, a set of laser pulses dissociates a fraction of the
parent molecules. All the ions are then ejected from the trap, mass-selected by a second

quadrupole, and detected by a channeltron.

2.1.2 Principles of IR-UV double resonance spectroscopy assisted by IRMPE

The typical spectroscopic scheme of the IR-UV double-resonance experiment is the
following. The ions are cooled down to ~10 K in collisions with cold helium in the octopole
ion trap.225 After ~60 ms they are interrogated with a UV laser pulse, which promotes the
ions to the electronically excited state causing a fraction of the parent molecules to
fragment (Figure 2-2). Detecting the number of fragment ions as a function of the laser
wavelength produces an electronic photofragmentation spectrum of the parent molecule.
This spectrum is a sum of spectroscopic signatures of all conformers present in the trap. To

obtain conformer-selective IR spectra of the cold ions, we tune the UV laser wavelength to a
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specific transition in the electronic spectrum and introduce an IR laser pulse 200 ns before

the UV pulse. This results in depletion of the photofragment signal, which is recorded as a

function of IR wavelength.216
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Figure 2-2. (a) Typical timing of the events within one cycle of the CIS instrument working at 10 Hz.
(b) A model explaining infrared laser assisted photofragmentation of phenylalanine containing peptides.

Hole-burning double resonance spectroscopy allows us to record the vibrational
spectra of the ions in the electronic ground state. In order to record the vibrational spectra
of ions in the electronically excited state, we reverse the order of the laser pulses. First, a

UV laser pulse promotes the ions to the S; excited state, and then an IR pulse excites a
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vibration of the molecule within S;, which increases the fragmentation yield. The delay
between the pulses is kept as short as possible (~ 5 ns) to ensure that a large fraction of the
ions remain in the S; state and do not have enough time to undergo neither ISC nor internal
conversion. In this case the ions are vibrationally cold, and the IR laser excites them
resonantly. Recording the gain in the photofragmentation as a function of the IR laser
wavelength produces a conformer-specific vibrational spectrum of the electronically
excited ions.226:227

The IR-UV double-resonance spectroscopic scheme described above produces
relatively high photofragmentation signal for small phenylalanine- and tyrosine-containing
peptides. However, in the case of larger phenylalanine-containing peptides, the
fragmentation yield is often low and, and as a consequence, the signal-to-noise ratio is also
low. In order to overcome this limitation we add a CO2 laser pulse 200 ns after the UV laser
to allow infrared multiphoton excitation (IRMPE) (Figure 2-2 (a)), which increases the
fragmentation yield.228 The photophysics of the UV excitation and the following processes
has been the subject of a separate study,22¢ which concluded that upon UV excitation a

fraction of the parent ions undergo intersystem crossing to a long-lived triplet state, which
is believed to have a barrier for dissociation of the C,, - Cg bond.226 Adding a CO> laser pulse

helps the ions to overcome this barrier, producing phenylalanine side chain loss fragments,
which are not present in the statistical fragmentation pattern of vibrationally excited
ground-state parent ions. This model is summarized in Figure 2-2 (b). In all experiments
presented in this work we use side chain loss fragments to record the photofragmentation
spectra.

The UV pulses are produced by doubling the output beam of a Lumonics tunable dye
laser (HD-500) in a BBO crystal. An Inrad Autotracker-IIl maintains the optimal phase
match angle as the laser is scanned. The dye laser, which is used with Coumarin 5404, is
pumped by the third harmonic of the Nd:YAG fundamental (355 nm). The length of the UV
pulse is ~5 ns, while the line width of the dye laser is 0.07 cm-1. This limits the resolution of
the electronic spectra presented in this work. The IR laser pulses in the 3 um region are
produced by a tunable OPO (Laser Vision), which is pumped by the fundamental of a
Nd:YAG laser. The length of the pulse is ~10 ns and the line width 1.5 cm®. Finally, a
Lumonics TEA-840 CO: laser is used to generate IR radiation in the 10 um region. This

pulse has an overall width of ~5 pus consisting of an intense spike of 100-200 ns followed by
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a longer, lower intensity tail. The power is kept in the range 300-600 m]. This laser is line-

tunable, and we use it on the brightest line at 10.6 pm.

2.1.3 Field asymmetric ion mobility spectrometry

The electronic spectrum measured by UV photofragmentation spectroscopy is a sum
of individual photofragmentation spectra of each conformer present. For large molecules
the spectrum becomes so congested that IR-UV double-resonance spectroscopy alone can
no longer record a vibrational spectrum of an individual conformer. In order to push the
size limit of the systems under study it is necessary to pre-filter the conformers before
loading them into the cold ion trap. One of the ways to do this is to use field asymmetric ion
mobility spectrometry (FAIMS). Below we briefly present the physical principles and
implementation of FAIMS.

The mobility of an ion K in an electric field E is defined as a ratio between its drift

velocity and the strength of the field:

K = v
= (2.3)

In the low-field regime the mobility is an intrinsic property of an ion and does not
depend on the strength of the applied electric field, which gives rise to linear ion mobility
methods, which we discuss in section 2.1.5. However, in high electric fields (more precisely,
when the normalized field intensity E/N is high?29) the mobility depends on the strength of
the electric field, and different species can be separated using this dependence.

There are several effects, which give rise to such dependence.?2° The standard high-
field effect is omnipresent and results from the fact that in the high electric field the velocity
of the ions is determined only by the field and not by thermal motion. A simple calculation
shows?229 that in this case the drift velocity of the ion is proportional to the (E/N)/2:

1/2

1/4
v = 51/2 (L) (E) ’ (2.4)
um QN

where £ is a dimensionless parameter close to 1, m is the mass of the buffer gas, u - reduced
mass of the ion and the buffer gas molecules, g - the charge of the ion, - collision integral
(CCS), N - number density of gas molecules. It means that in very high electric fields the

mobility of the ions K is:

K~E"12 (2.5)
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while in the low-field limit K is independent of E. FAIMS operates in an intermediate
regime, where the dependence of the ion mobility on the electric field can have different
shapes depending on the interacting potential between the buffer gas and the ion.230

Another effect that contributes to the difference in the mobility of the ions in high and
low electric fields is a clustering-declustering mechanism, which is especially pronounced for
polar buffer gases.231-233 At low electric field, clustering of the ions with the buffer gas will
increase the collisional cross-section. Under the influence of high electric field the
temperature of the ion-buffer cluster increases, which causes its dissociation and decreases
the effective cross-section of the ion.22?

At low electric field the observed collisional cross section of the ions is averaged over
all possible orientations. However, a high electric field can align the ions, producing a
change in the observed mobility via two mechanisms: collisional alignment and dipole
alignment.23* In the case of high electric field the ions undergo more collisions in the
direction of the drift than in perpendicular directions. This causes the ion to orientate itself
minimizing the cross-section in the direction of the motion. On the other hand, if the ion
has a high dipole moment, it orientates itself along the electric field lines in the high field,
which causes a change in the observed mobility of the ion.23> However, for room-
temperature ions this effect is important only for dipole moments higher than 400 D, which
is possible for the proteins heavier than 30 kDa.234

Practically, FAIMS is implemented in the following way. The ions produced in the
electrospray source are driven by the carrier gas into a gap between two electrodes. An
asymmetric waveform is applied to the electrodes such that the time-averaged voltage is
zero. If the mobility of the ions were the same in high and low electric fields, all species
would pass through. Since this is not generally the case, a small compensation voltage (CV)
has to be superimposed on the waveform. Scanning the CV produces a distribution of ions
as a function of the difference in their mobilities at high and low electric fields, which we
denote a CV distribution.

Several different shapes of electrodes are used in FAIMS: flat,236 cylindrical, 237 “dome”
238239 or “side-to-side” geometries.?40 We have used the latter, shown in Figure 2-3. The
temperature of the electrodes can be controlled independently using a flow of compressed
air.241 There are two reasons to employ active temperature control. First, it allows one to
avoid slow drift of the CV because of FAIMS device heating caused by other actively heated

elements of the instrument, such as a heated capillary.242 Second, a temperature gradient
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across the analytical gap has been shown to improve the resolution of FAIMS by
compensating for the radial inhomogeneity of the field.241 However, for the molecules in
this study no significant improvement of the resolution was achieved by changing the
temperature gradient. We do not use any heated elements in the ion source, thus we kept

all electrodes at room temperature during all experiments.

Inner Analytical

@) electrode gap (®)
@ FAIMS
Entrance Exit
aperture aperture
\ Outer
electrode

Figure 2-3. (a) Schematic of the FAIMS “side-to-side” geometry used in this work. (b) Drawing used in
the further chapters to schematically represent FAIMS.

The optimal shape of the asymmetric waveform applied to the FAIMS electrodes
depends on the exact shape of the K(E) dependence for an analyte.243 In our study we use

the most common bisinusoidal waveform,244-246 shown in Figure 2-4.

<
G
C
G

Figure 2-4. Typical asymmetric waveform applied to the electrodes of FAIMS (thick line) is a sum of
two sinusoidal functions, shifted in phase by m/2 (thin lines).

The resolution of the FAIMS depends both on the amplitude of the asymmetric
waveform (DV) and on its frequency. In this work we keep both constant: the DV is set to
the highest possible value (5 kV) and the frequency of 750 kHz is determined by the
construction of the waveform generator.247 Other parameters that influence the resolution

and the sensitivity of FAIMS include the carrier gas flow rate248-250 and composition.239.251-
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254 We find the optimum value of the carrier gas flow rate to be 2 1/min using N; as a

carrier gas.

2.1.4 Combining FAIMS with Cold lon Spectroscopy

Thermo Scientific has implemented the design described in paragraph 2.1.3 in a

commercially available FAIMS interface, which we used without major modifications. It is

compatible with the Thermo ion source, which makes combining FAIMS with the home-

built CIS spectrometer, presented in paragraph 2.1.1, straightforward.

The tandem FAIMS-CIS instrument is used in three regimes:

First, the CIS part of the instrument is used simply to record the CV distribution
of the parent ions. In this mode the quadrupoles in the CIS machine are set to
the mass-to-charge ratio of the parent ions, and all parameters are optimized

to maximize their transmission.

Second, FAIMS is used as a conformational filter for spectroscopy. We set the
CV on a value corresponding to a given conformational family and use the cold
ion trap to further investigate the ion structure via UV spectroscopy or IR-UV

double resonance.

In a third regime, cryogenic ion spectroscopy is used as a high-resolution,
selective detector for FAIMS. We park the UV laser on a peak in the UV
photofragmentation spectrum, which corresponds to a given conformer. The
ions are exposed to a laser pulse every second trapping cycle. The first
quadrupole is set to the mass of the parent ion, while the second quadrupole is
switching between the mass of the parent and the mass of a photofragment.
The CV is scanned and two CV distributions are recorded simultaneously: when
the laser is off, a parent ion CV distribution is obtained, while when the laser is
on, a CV distribution of only the chosen (by the UV laser) conformer is
recorded. The measurement is then repeated for all major conformers and the
CV distribution of the parent ion is decomposed into a sum of individual

contributions of each conformer effectively increasing the resolution of FAIMS.

Examples of the data obtained in each of these modes are presented in subsequent

chapters of this thesis.
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2.1.5 Drift-tube ion mobility spectrometry

The main advantage of linear ion mobility compared to FAIMS is the possibility to
extract structural information from the measured arrival-time distributions. This is
achieved by operating in the low-field regime, so that the thermal energy is higher than the
energy supplied by the electric field.

In the simplest configuration of drift-tube ion mobility, ions migrate the length of a
tube filled with gas under the influence of a low electric field in the axial direction. The
arrival time ¢, is measured, and since the distance, /, that the ions travel, is predetermined,

the average drift velocity of the ions can be easily calculated:

_ 1
v = . 2.6
/ Larr (2:6)
In the low-field regime, the drift velocity is proportional to the applied electric field:
v = KXE. (2.7)

The proportionality constant K is related to the collisional cross section (CCS) of the ion:255

1/ 1
<= (i) () Cor) (@) -

where N is the number density of the buffer gas, zis the charge of the ion, k is the
Boltzmann’s constant, T is the absolute temperature, m is the mass of the buffer gas, M is

the mass of the ion, and {2 is the spatially averaged collisional cross-section.

Together with
V =El, (2.9)
p = NkT, (2.10)
Mm
U= T (2.11)

where V is the voltage across the drift tube, p is the pressure of the buffer gas, pis the

reduced mass, this gives rise to

0= tarrV< 3z ) <2nkT)
12 \16p/\ pu

Thus the CCS can be directly calculated from the arrival time of the ion using only

1/2
_ (2.12)

experimentally measurable parameters.
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The resolution of the DT-IMS is determined by the degree of broadening of the ion

packet due to diffusion. It was shown?25> that

1/
tarr _ ( Vz ) 2. (2.13)
At  \16kTIn2

It is obvious from this formula that the resolution of the linear DT-IMS instrument can be

increased by increasing the length of the drift tube or decreasing its temperature.

Drift tube ion mobility is the first and the most common type of IMS.256-259 A typical 1
m long drift tube reaches the resolution of ~70,260 while the cyclotron-geometry drift tube
developed in the group of Clemmer achieved R~300.261 In recent years other ways of
measuring CCS have been developed to improve the resolution and sensitivity.260262,263
While still based on the proportionality between the velocity of the ions and the applied

electric field, they employ different strategies:

* [M with radial collisional focusing utilizes the middle quadrupole of a triple-Q
system as a drift cell.1% RF focusing ensures good ion transmission and
increases the sensitivity. Even though the authors claim that the RF heating of

the ions is negligible, this type of IMS has not been widely adopted.

* The design of the cell for travelling wave IMS?64-266 is similar to that of the
traditional drift tube - a stack of ring electrodes - but the electric field is not
homogeneous. The ion propagation is produced by superimposing a voltage
pulse on a confining RF field and moving the pulse along the drift cell to
provide a travelling wave, on which the ions can surf. This approach does not
require high voltage across the drift tube and has been readily adopted in
commercial instruments.265 The drawback of such a scheme is that the CCS
cannot be retrieved directly from the arrival times and thus calibration using
known compounds has to be performed.?67-270 The group of R. Smith has
recently developed structures for lossless ion manipulation (SLIM), which
utilize the travelling waves, but the ion guide is produced using PCB
technology.?’1-273  Using multi-pass devices, they have achieved resolution of

R~500.274

* In Trapped IMS the ions are held in place by a balance between the drag force
coming from the flow of gas and an electric force.2’”> The IMS instruments of

this design are compact and achieve resolving power exceeding 300.276
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* Within the variable temperature DT-IMS%77 the most prominent results were
obtained using cryogenic IMS, which allows investigation of the sequential de-

hydration of the ions during the last step of the ESI process.81.82.278

* Transversal Modulation IMS produces a continuous flow of mobility-selected
ions with a moderate resolving power ~55 using a geometry similar to

FAIMS.279,280

* Finally, tandem IMS, first constructed by D. Clemmer,281 combines two or more
consecutive drift sections separated by selection gates, ion funnels and
activation regions. A two-section version of a tandem IMS instrument is used
for this study, and it is described in detail in the following paragraph. An
ultimate version of tandem IMS is a circular drift tube, which is an elegant idea
of extending the length of the drift region without increasing the physical size

of the instrument.26!

2.1.6 Tandem IMS-IMS instrument

The linear drift tube, which we use for our experiments, was originally constructed in
the group of D. Clemmer?8! and then re-assembled in our laboratory to be used in
conjunction with our CIS instrument, as described in section 2.1.10. Figure 2-5 gives an
overview of the hybrid IMS-CIS instrument. In this section we focus on the design of the
tandem IMS part.

The ions are produced in a home-made ESI ion source and driven through a metal
capillary to the first ion funnel, which has an hourglass shape282 and serves to accumulate
the ions prior to their injection into the drift tube. The ion gate in the end of it is equipped
with a mesh grid to prevent penetration of the RF field from the ion funnel into the drift
region. The gate opens every 100 ms for 100 ps to initiate the process of ion separation.
The initial width of the ion packet should be kept much shorter than the typical drift time,
which reaches 5-10 ms for the size of the systems we are investigating in this work.

The RF amplitude applied to the first ion funnel significantly influences the level of ion
activation and is kept as low as possible. Other parameters that influence the degree of
activation include the voltage difference across the ion funnel, the voltage applied to the last
electrode of the funnel relative to the trapping voltage, the trapping voltage V+ applied to
the closed ion gate, and, most importantly, the voltage on the jet disrupter, which has to be

kept as low as possible to avoid pushing the ions to the regions of high RF fields.
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Figure 2-5. (a) Schematic of the hybrid IMS-CIS instrument. (b) Block diagram used in the further
chapters to represent this instrument.

The ion packet initiated by the opening of the ion gate propagates through the drift
tube filled with He at a pressure of ~3 mbar. A 1.6 m long tube consists of two separate
drift regions of equal lengths. The electric field in the drift regions is kept constant at 11.3
V/cm, while in the second and third ion funnels it is elevated to 12.6 V/cm to insure good
ion transmission and avoid trapping ions at the end of the middle ion funnel.281

If the instrument is operated as a single high-resolution drift tube, the ions are
allowed to propagate without interruption until the last electrode of the third ion funnel,
after which they enter a high-vacuum chamber. This transition point is a potentially
activating region of the machine, and the voltages applied to the ion optics should be
adjusted to insure low activation. Note that if the cold ion trap is not used for spectroscopy,
such precaution is unnecessary.

A second ion gate is situated between the first drift region, D1, and the middle ion
funnel and serves to “slice” out a portion of the ion mobility distribution produced in the
first half of the drift tube. The timing of the gate is set using a Berkeley Nucleonics
Corporation (BNC) pulse/delay generator (model 575), and the width of the selection pulse
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is typically 100 ps. After passing through the middle ion funnel, the ions enter the
activation region formed between the last electrode of the ion funnel and the first electrode
of the second drift region, which are separated by 0.3 cm. The voltage across this region
can be increased up to 140 V, and the drift time distribution of the activated ions is
observed as a function of this voltage. Applying the maximum voltage of ~80-100 V usually
produces fragmentation of the parent ions.

After being separated in the second drift region, D2, and passing through the third ion
funnel, the ions enter a high-vacuum chamber and pass through two octopole ion guides
and a quadrupole mass filter. The resulting arrival time distribution of mass-selected ions
is recorded using a channeltron, which can be translated into the ion beam.

The DC voltages on the electrodes of the drift tube are produced using power supplies
from Stanford Research Systems (SRS) and Agilent, connected in a chain so that every
power supply is floated to the output voltage of the previous one. An example of such

connection is shown in Figure 2-6 for the electrodes in the middle funnel region.
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Figure 2-6. Schematic of the electrical connections between the first and the second drift regions. Note
that the power supplies are connected in a chain, and each one is floated to the output voltage of the previous
one.
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2.1.7 Direct measurement of the CCS

The following measurement procedure is based on the protocols developed byK. Pagel
and co-workers.283

There are two ways to convert the arrival time distribution measured in a linear drift
tube to a CCS distribution. The first one is a direct method using formula 2.12. An obvious
advantage of this method is that it does not require comparison with other measured CCSs
and in this sense can be called ab initio CCS determination. It should be used when a
compound of a new chemical class is investigated.

The main disadvantage of the direct measurement is that the arrival time tur
corresponds to the time that the ion spends in the drift tube itself, while the measured time
consists of the true arrival time t,+ plus any dead time that the ion spends in the high

vacuum parts of the instrument:269

tmeasured = tarr T {o

Q12 132\t 2mk T\~ /> (2.14)
= tn.
() () o

In order to find 2 we vary the voltage across the drift tube V, record the arrival times
for ions of known mass and charge, and plot tmeasured as a function of 1/V.

We performed a direct measurement of CCSs for the +2 and +3 charge states of
bradykinin. The latter is separated into three well-resolved peaks, and the CCS of each of
them was measured separately. The electrical field was kept uniform throughout the length
of the drift tube, including the ion funnels, and its strength was varied from 6 to 11 V/cm.
We measure the voltages across each of the drift regions separately, calculate the ratio 2/V
for each segment, and then sum them up. Other parameters were kept constant: p = 3.65
mbar, T = 298.6 K. The peak positions in time were picked using a procedure built into Igor
Pro 6.3. The resulting plots are shown in Figure 2-7, while the values, which were
calculated using linear regression, are summarized in Table 2-1.

The directly measured CCSs differ from the ones measured previously by less than
2%,139193 which is in the range of random errors typically assumed for CCS measurements.

The systematic error is typically smaller.
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Figure 2-7. Dependence of the observed arrival time on [2/V and linear regression for the three
conformations of BK3* (A, B and C) and BK2*.

Table 2-1. Results of the direct measurement of the CCSs of doubly and triply protonated BK. to is the
time correction; “difference” corresponds to the difference between the CCSs measured here and the
literature values.

species M, a.u. z ty, Ms CCS measured, A? CCS literature, A2 difference, %
+3 conf. C 1063 3 0.177 307.6 304 1.2
+3 conf. B 1063 3 0.217 287.3 285 0.8
+3 conf. A 1063 3 0.209 272.9 269" 1.5
+2 1062 2 0.328 244.5 2463 0.6

The ratio between the “dead time” tp and the total drift time appears to be of the same
order of magnitude as the statistical error, ~2%, which means that the “dead time” cannot
be neglected. It depends on the mass and charge of the ion, but can be converted to a
universal coefficient using a simple consideration. In the absence of the buffer gas the ions
move with acceleration imposed by the electric field and their movement at each given

moment can be described as

Mx = Ez,
¥ AL2 (2.15)
> = Ax.

Taking into account that the length of the path is approximately the same for any ion, we

see that the time correction
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to~ (2.16)

N R

From this argument also follows that the “dead time” depends on the applied voltages and
has to be determined for every tuning of the machine. We averaged the reduced time

correction, independent of the ion mass and charge, for all rows in Table 2-1 and found that

Z
t' = ¢, /M = (1.2 + 0.3)x1072, (2.17)

where M is expressed in a.u, z is dimensionless, and tyis in ms.

in our case it is

2.1.8 Calibration of the drift tube using BK

The second method of converting arrival time distributions to the CCSs is by
calibration, using molecules of known average cross section, which in this work was
bradykinin. First, the drift times of the calibrant and of the unknown ions are measured
under the same conditions.

Note that the charge states and the masses of the set of calibrants and the unknown

ions are likely to be different. The drift times of the calibrants are

tmeasured = tarr T to

le( ) anT) /+t
16p ° (2.18)

_Cl.Q_'l'CZ

where C1 and Cz depend only on the parameters of the instrument, but not on the masses
and charge states of the ions. A linear regression is built based on the data acquired for the

calibrants as:

Z m
tmeasuredx\fﬁ = (102 (m n M)XZ + Cy, (2.19)

where m is the molecular mass of the carrier gas. The linear fit produces the values of C;

and Ca.
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Computing the CCSs of the unknown system based on the arrival time distribution t is

the reverse procedure:

1 |zz(m+M A
1( 1) ¢ —1—C2 ’ (2.20)

N =— X
1 Cy m M,

where M; is the mass of the ion of interest and z; its charge.

2.1.9 Calibration of the drift tube for tandem IMS

The described calibration procedure was developed for the linear drift tube and
TWIMS.267 In the case of tandem IMS, when the ions are gated in the middle of the
instrument, an extra calibration procedure is required. We tested which parameters
change the observed arrival times of BK3* and found that ion activation in the activation
region does not (Figure 2-8). On the other hand, the selection event itself reduces the drift
times by ~0.5%. This value should be compared to the difference in the CCSs between two
conformers, which is 4% for the closest peaks. We see that the effect of selection cannot be
ignored and re-calibration is needed when the ions are gated after the first drift region. We

propose the following procedure to perform it.

C Conformer A
; B selected
i and activated

i
v

<

g Conformer A
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Figure 2-8. The measurements required for the calibration procedure for IMS-IMS. One of the
conformers of BK3* is selected and it results in a shift in the drift times towards shorter values. The activated
distribution is obtained by applying 30 V in the activation region and the drift times for conformers B and C
are retrieved.

From the drift time distribution of BK3* produced in the first drift region we select

peak A and activate it with ~30 V to partially convert it to conformational families B and C
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(Figure 2-8). We assume that the CCSs of conformers A, B and C are already known. The
fact that peak A partially converts to B after being selected and passing through the middle

ion funnel can be described mathematically as:

(4) Vi Vi

total — Uselection t Cif'Q;l 7 + Czﬂ,il 7

(B) Vi Vi

trotar = tsetection T Cir{a ~ + C,0p "

t
(2.21)

Here tioa is the corrected drift time for a given conformer with the selection switched on,
tselection — the time when conformer A was gated at the end of the first drift region, Q' - the
reduced CCSs, and u - the reduced mass of BK and He. The coefficients Cirand C2 correspond
to the middle ion funnel and to the second half of the drift tube and depend on the
parameters of the instrument, but not on the nature of the ions. Subtracting one equation

from another we get:

(B)

A !/ !
total — tt(ot)al = (, (-QB - -QA) (2.22)

t vr
Z
From this relation we find C2, which allows us to convert the unknown activated drift time
distribution to CCSs. Indeed, if we select a peak with a given CCS Qj, which was found
previously using standard IMS, these ions arrives with the corrected time t’/w. Upon

activation we get a corrected arrival time distribution ¢, which we convert to CCSs using the

following expression:

t— ttlotal =(, (Q, - QD E (2.23)

4
This calibration procedure can be extended to other calibrants if molecules of
significantly different sizes are measured. For the systems discussed here, the potential
uncertainty coming from using only three peaks of BK for the calibration appears to be

lower than the random error, which we found to be on the order of 1% (see paragraph

2.1.7).

2.1.10 Hybrid IMS - CIS instrument
We combined tandem IMS with cryogenic spectroscopy in order to obtain vibrational
signatures of mobility-selected ions. The schematic of the hybrid IMS-CIS instrument is

shown in Figure 2-5. We have described the first drift-tube part on this machine in section

48



2.1.6; we now discuss the cold ion trap used for spectroscopy as well as the TOFMS used for
detection.

The CIS instrument described in section 2.1.1 uses a quadrupole mass filter to
separate the fragments after photofragmentation in the ion trap. There are two main
disadvantages of this configuration: relatively low mass resolution and the need to scan the
quadrupole in order to observe the parent ion and all fragments. Increasing the mass
resolution would be beneficial, for example, because under “gentle” source conditions
dimers and other oligomers of the parent molecules can be observed (see Chapter 4), and
they can be distinguished using the spacing of the isotope pattern. One solution would be to
combine the CIS instrument with a TOFMS. It is technically challenging to combine a
TOFMS with a linear ion trap, due to a broad spatial distribution of the ions exiting the trap.
For this reason we changed the trap geometry and introduced a planar RF ion trap with an
orthogonal ejection.284

The design of a planar trap was originally suggested by Wester?85 and further
developed by Lorenz and co-workers.286287 Two sets of 16 electrodes form two planes,
separated by a 0.5 cm gap (Figure 2-9). They are manufactured on printed circuit boards
(PCBs) with gold coating. The RF electrodes are surrounded by 4 DC plates for ion
confinement (Figure 2-9 (b)). The PCBs are mounted between two copper plates, and are in
thermal contact with a copper frame, which is connected to the second stage of a helium
cryostat (Sumimoto, RDK-408E2, Darmstadt, Germany). lons are extracted through slots
cut between the RF electrodes on the upper PCB into the TOFMS.288 The entire cold trap is
enclosed in an aluminum heat shield, which is attached to the first stage of the cold head
and kept at ~40 K.

The design of the IMS separation stage requires that the ions begin their motion at the
entrance of the drift tube at the same time, as a packet, imposing that the instrument is run
in a pulsed mode. The frequency of the IR laser pulses is 10 Hz, which determines the
optimal length of the cycle of the machine - 100 ms. Several milliseconds before the ion
packet enters the cold trap, a pulsed Parker Series 9 valve introduces there a He/H; gas
mixture. To prevent Hz from condensing on the walls of the chamber and the electrodes, we
keep the temperature of the trap at 13 K through the use of a Lake Shore 350 PID controller
and a cartridge heater. The RF voltages of opposite phase are applied to alternating
electrodes on each PCB. The ions enter the trap and cool down in collisions with the gas

mixture, and as their temperature decreases, H; clusters including analytes are formed. The
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voltage on the entrance DC plate is kept low while the ions are arriving into the trap and
then gradually increased as the ions cool down in order to confine them in the center of the

trap.

(@ (b)

entrance G 5 RF
lense - electrodes
T—= & !’\ DC
;L }, plates

boards extraction

| to the
plate cold head

Figure 2-9. (a) Schematic of the flat trap design. (b) Schematic of the PCB board used in the flat trap
design.

After ~50 ms, the ions are equilibrated and form a cloud of ions clustered with
hydrogen in the center of the trap, while most of the gas mixture is pumped out. At this
moment the RF voltage on the electrodes is switched off, and the clusters are extracted
through the upper PCB (see Figure 2-9 (a)) towards the TOF. This is achieved by applying
~3.5 kV to the bottom RF electrodes, ~2 kV to the top RF electrodes and ~0.8-0.5 kV to the
top extraction plate. Upon exiting the trap, the clusters can dissociate in collisions with the
residual gas, producing bare parent ions. An example of cluster size distribution recorded
in the TOF is shown in Figure 2-10.

The clusters are interrogated with a laser beam ~2 ps after their extraction from the
trap, directly above the heat shield. A 10 ns IR laser pulse is produced by an OPO-OPA
(Laser Vision), pumped with a Nd:YAG fundamental (Innolas). The line width of the laser is
~3 cml, and for small systems it is the limiting factor in the resolution of the obtained
spectra. The spectra presented in Chapter 3 of this thesis have been obtained before the
latest upgrade of the instrument, which has significantly decreased the temperature of the
ions. In this case, the width of the observed bands was limited by the temperature of the

ions, which was ~ 30 K.
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Figure 2-10. A typical TOF mass-spectrum featuring the bare analyte ion shown in green and a
distribution of Hj-tagged species in pink. An infrared spectrum is recorded as depletion of the number of
tagged molecules as a function of the laser wavelength.

A general description of Hz-tagging spectroscopy is provided in section 2.1.11.
Practically, the laser excitation reduces the mass of a cluster by boiling off one or more H>
molecules. This mass change is detected in a 1 m long reflectron TOFMS (Jordan TOF Inc.).
The data acquisition is controlled by in-house software (LabView). The signal from the MCP
is recorded on a LeCroy oscilloscope, which is then read by a PC. The program then
averages a pre-set number of data sets and integrates the signal to find peak areas for the
clusters and the parent ions (see Figure 2-10). This information is used to reconstruct the

IR absorption spectrum of the species.

2.1.11 Principles of tagging spectroscopy

We acquire IR spectra in the hybrid IMS-CIS instrument using Hz pre-dissociation,
which was originally proposed by Okumura282290 and further developed by Johnson.209.291
Depending on the temperature of the trap and other technical limitations, a number of
chemically inert gases can be used as messengers.?25292-295 The two main requirements for

the “tag” molecule are:

* The interaction of the messenger with the molecular ion should be weak and

not perturb the structure of the molecule.

* The sticking probability of the messenger should be high enough to observe

sufficient number of clusters.
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While He is the optimal choice to fulfill the first requirement, the temperature of the
trap has to be close to 4 K to produce a sufficient amount of clusters. On the other hand, the
inert gases with high polarizability such as Ar or Ne readily attach to the charges of the
molecular ion,295-297 but they significantly perturb its vibrational spectrum.293.298 Hydrogen
appears to be a compromise solution that satisfies both criteria.

The effective binding energy of Hz to glycine was found to be 840 cm, to a model
dipeptide, 490 cm, and to a tripeptide, 370 cml. The difference between these values is
determined by the accessibility of the charge sites rather than the ion size.209291 These
binding energies allow attachment of 1-14 messenger molecules in our cold trap, though
the shape of the cluster size distribution highly depends on the settings of the instrument:
the gas pulse timing, ion trap pole bias, etc.

The previous studies using Hz as a messenger suggested no significant changes in the
vibrational spectra of the ions upon tag attachment.209291.294  However, a thorough
comparison between He and Hz shows that Hz can perturb the gas-phase structure of a
small amino acid such as glycine.2?? One Hz molecule produces a red shift in the frequencies
of the NH3 bands, which is consistent with H; binding to the charge site. Furthermore,
attachment of three tag molecules induces a conformational change in glycine by breaking a
weak hydrogen bond and thus forming a second conformer, which becomes dominant in
clusters with six or more tag molecules. With that in mind, in this work we perform the
measurements using only one messenger molecule attached to the parent ion. In our case,
however, further comparison between double-resonance spectra of large molecular ions
and their spectra obtained via tagging spectroscopy shows no significant differences for the
clusters of up to 10 Ha.

In principle, a spectrum is recorded as depletion of the number of clusters. At the
same time, as the tags are removed, the number of bare parent ions is increased, so the

normalization is performed as follows:

spectrum

sum of signal from all clusters (2.24)

sum of signal from all clusters + parent ion signal

The normalization accounts for possible fluctuations in the ion current during the time of

one laser scan and improves the signal-to-noise ratio.

52



2.2 Nuclear magnetic resonance

The nuclear magnetic resonance spectra are acquired at room temperature on a
Bruker Avance III HD instrument operating at 600 MHz for 'H. Two solvents are used:
DMSO and a H20:CD30H 50:50 mixture. The former is aprotic and does not interfere with
the signal from the sample, which simplifies spectral assignments. The latter solvent
reproduces the conditions used in the electrospray process. The use of fully deuterated
solvents is not possible due to fast H/D exchange, but protons on the solvent molecules that
do not undergo H/D exchange are substituted by deuterium to decrease the interference
with the sample signal.

We first acquire TOCSY and COSY 2D 'H NMR spectra in DMSO in order to fully assign
the peaks of the main conformer. This helps interpretation of analogous data obtained in a
H20:CD30H mixture, because although water suppression was performed with a pre-
saturation sequence, the signal from solvent protons complicates the spectral assignment.
The ROESY experiment (mixing time 400 ms) identifies the protons that are located at
distances of 2-5 A and allows one to deduce the structure of the peptide and the
conformation of the proline residues. The chemical shifts are compared to those observed
for the unstructured protein regions, and the relative abundances of the conformers are
measured by integrating the peak areas. The data analysis was performed using Mestrelab

MNova NMR software.300

2.3 Conformational search

Infrared spectra are spectroscopic signatures or, in other words, fingerprints of
biomolecular conformations. However, to interpret the information contained in them, one
needs to perform quantum chemical simulations and compare the computed IR spectra
with those experimentally measured. Other information, such as CCSs and UV absorption,

can be used to guide and verify the simulations.

2.3.1 Creating the initial pool of structures using force field

We generate an initial pool of calculated structures using basin-hopping, as
implemented in the Tinker package39! with OPLS-AA force field.392 The energy cutoff was
set to 50 kcal/mol, and the number of torsional modes was set to 20. Increasing either of
these parameters does not lead to a substantial increase in the number of unique structures

generated. The initial pool of structures was subjected to a conformational clustering
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procedure from the GROMACS program package,393394 which is based on Cartesian RMSD

value (cut-off 0.75 A). Only the lowest-energy representative of each cluster was kept.

2.3.2 Collisional cross section calculation

The seemingly trivial issue of CCS calculation has attracted much attention in the

recent years. There are several methods available ranging from very fast but imprecise to

the most accurate, for which the uncertainty is on the order of the experimental error.
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The Projection Approximation (PA)3%5 is historically the first and the most
intuitive way of estimating the CCS. It represents the CCS as a rotationally
averaged area of the shadow of the object. While computationally efficient, it
usually underestimates CCSs for polyatomic species3?¢, and it is typically used
for small convex molecules consisting of up to 100 atoms. PA is implemented
in several software packages, including MOBCAL397 and Sigma.3%® For larger
systems, appropriate scaling factors can be found using calibration against

more precise methods.30°

Further development of the PA method led to the projection superposition
approximation (PSA),310311 which takes into account (i) the cooperative size
effect by superposition of diffuse atomic contributions and (ii) the cavities

using a shape factor.312 PSA can be used both for He and N drift gases.313

Exact hard sphere scattering (EHSS)314 is used for molecules with concave
surfaces. In this method the atoms are considered as hard spheres and the
trajectories of the gas molecules resulting from elastic collisions with the
analyte are calculated explicitly. Due to multiple collisions of a buffer gas

molecule with the ion, the CCS can increase drastically compared to the PA.315

The Trajectory Method (TM)30%5 takes into account the long-range interactions
between the analyte and the gas molecules. It is the most direct and precise
commonly used way of describing the CCS but the most computationally
expensive.3%¢ Usually a 6-12 Lennard-Jones potential is employed along with
charge-induced dipole interaction terms, which can be parameterized for
different atoms and drift gases. Originally the parameters were obtained from

carbon cluster measurements in helium, while improved sets of parameters



for the atoms different from C and for nitrogen as a drift gas were obtained

later.316

* Further improvements of the model include non-elastic non-specular

collisions.317

In this work the CCSs first were calculated using the PA method3% implemented in
Sigma.398 Knowing that this method underestimates the collisional cross-sections,82310 we
computed the CCSs of the selected pool of ~4,500 structures with the trajectory method
(TM318 in MOBCAL3%7, the partial charges obtained from the force-field parameterization),
and used linear regression to find a correspondence between CCSs computed by PA and TM
for our system (see Chapter 3). In later stages we calculated the CCSs using the TM method

with partial charges extracted from the DFT calculations.

2.3.3 DFT optimization and vibrational spectra simulation

All DFT simulations in this work were performed in the all-electron program package
FHI-aims based on numeric atom-centered orbital basis sets.319 Initially the PBE
functional32? with many-body dispersion correction (MBD)321322 was used. At first,
relaxations were performed with the “light” species defaults, while for refinement a more
accurate “tight” basis was employed. For further improvement of the description of the
system we used the PBEO functional.323 These functionals, and the order of increasing
accuracy, were proven successful in previous studies.8%324-326

The vibrational spectra are first simulated using the PBE functional and then for
several selected structures re-computed using more accurate PBEO functional. To correct
for the anharmonicity of the vibrations in the NH stretch region we used scaling factors of
0.948 for PBEO and 0.978 for PBE.

Free energies were estimated, based on the vibrational frequencies calculated with
the PBE functional, at 0 K, 10 K and 300 K using harmonic oscillator and rigid rotor

approximations.
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Chapter 3.

Conformations of prolyl-
peptide bonds in the bradykinin
1-5 fragment

As the first step in studying kinetically trapped conformations of intrinsically
disordered peptides in the gas phase, we address the structural preferences of the doubly
protonated bradykinin 1-5 fragment, RPPGF. We combine ion mobility with cryogenic ion
spectroscopy to study the peptide in the gas phase, perform extensive quantum-chemical
simulations to interpret and complete the experimental results, and employ nuclear
magnetic resonance to get an insight into the structure in solution and compare it to that in

the gas-phase. The results presented in this chapter were partially published previously.327

3.1 Introduction

Information about the structure and dynamics of proteins and peptides is crucial for
understanding their physiological function and hence essential for diagnostics and drug
design.>?328 X-ray crystallography and NMR spectroscopy can often successfully determine
structure of biomolecules when they adopt well-defined secondary structures.2® However,
in the case of intrinsically disordered peptides (IDPs), NMR spectra often represent an
average over an ensemble of different conformations. Moreover, crystallization for X-ray
measurements is often not possible due to the highly dynamic character of the disordered
states.395152  Many questions thus remain open regarding the nature of intrinsically

disordered peptides.
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A powerful way to obtain an insight into the nature of intrinsically disordered
peptides is to study them in the gas phase in the absence of solvent.66.89,96,145,146,211,329-332
The expected distribution of structures produced by electrospray is a mixture of low-
energy gas-phase conformers and higher energy structures that are kinetically trapped,
with  barriers on  the  potential-energy  surface  (PES) that prevent
isomerization.”483136195333-336  These latter structures are particularly important, as they
retain information on the conformation of the molecule in solution (see Chapter 1 for more
details). In the case of proline cis-trans isomerization, the energy barrier can be high
enough (20-50 kJ/mol)7# to expect solution-phase isomers to be preserved as metastable
species. Detailed understanding of these kinetically trapped conformations would allow
one to connect information obtained from solution and gas phase techniques.

Low-energy gas-phase conformers, on the other hand, may contain structural features
that are produced upon change of environmental conditions as, for example, during
membrane insertion. Membranes are generally seen as structure-inducing media, and a
question was recently raised if molecular disorder is possible there.®3 Detailed
conformation studies in the gas phase might shed light on this question, since vacuum can
be understood as an extreme case of an aprotic non-polar solvent lacking intermolecular
interactions.

Although much insight can be gained from IMS-MS, it provides only an average CCS,
which is not unambiguous for a conformational family in the gas phase.337 A single IMS
peak may contain several distinct conformational families with close CCSs. To “zoom in” on
the details of molecular structure, spectroscopic techniques can be combined with mass
spectrometric ones.338 The most informative is the combination of spectroscopy with IMS,
which is realized in the hybrid IMS-CIS instrument (section 2.1.10). We also employ
double-resonance IR-UV spectroscopy to provide complementary to IMS, conformer-
specific information (see section 2.1.2).

An infrared spectrum can be seen as a vibrational fingerprint of a molecule’s
conformation, but it cannot be interpreted without high-level quantum-chemical
simulations, which, in turn, have to be verified by comparison with the experimental data.
The latter is particularly true for kinetically trapped species, which by definition lie high in
energy and thus cannot be identified using energy minimization. At the same time, the
results of gas phase experiments have to be compared with solution phase studies in order

to examine the potential correlation between the structure of kinetically trapped species
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CONFORMATIONS OF PROLYL-PEPTIDE BONDS IN THE BRADYKININ 1-5 FRAGMENT

and of those found in solution. To that end, we also perform experiments using NMR
spectroscopy. When all techniques listed above are merged, they produce a general
overview of the conformational space of a molecule with a high level of detail in solution
and in vacuum. Thus each method benefits from its conjunction with other approaches

(Figure 3-1).

lon mobility Cold-ion
spectrometry spectroscopy

S 2

Nuclear iles
. inci

magnetic F First Pr'n:.‘:ns

resonance simu‘a

Figure 3-1. List of techniques used in this study. The jigsaw represents the productive use of the
methods in combination: IMS helps separating conformational families to simplify vibrational spectra and to
guide the conformational search; theoretical simulations allow interpretation of the vibrational spectra;
spectroscopic tools provide structural information beyond CCSs and verify the results of the simulations;
NMR provides the solution phase structural information for comparison.

We employ this combination of experimental and theoretical methods to study the 1-
5 fragment of BK (Figure 3-2), which is metabolically stable!°® and was shown to inhibit the
enzymatic activity of thrombin.199-201 Experimental constraints are used to guide the first-
principles structural search and allow us to identify not only the thermodynamically stable
low-energy conformers, but also those that are kinetically trapped. We show that cis-trans
isomerization of BK[1-5] plays a key role in forming distinct conformational families and
that the kinetically trapped structures have a direct relationship to those observed by NMR

in solution.
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Figure 3-2. Chemical structure of doubly protonated bradykinin residues 1 to 5 (BK[1-5]2*). The bonds
around which the cis-trans isomerization can occur are highlighted.

3.2 Bradykinin 1-5 in the gas phase: experimental study

3.2.1 lon mobility distribution of bradykinin 1-5

The ion-mobility drift-time distribution of BK[1-5]2* has two well separated peaks, as
shown in Figure 3-3. The first peak has an unresolved shoulder and can be represented as
a sum of two Gaussians, one centered at 167 A2and the other at 170 A2. The second peak is
centered at 178 A? and its width suggests that it may also consist of more than one
conformer. As shown in Figure 3-4, when we select either of the two peaks after they drift
through the first part of the drift tube and collisionally activated them, the same arrival-
time distribution is produced for both peaks in the second segment of the drift tube. This
annealed distribution consists mainly of peak I with a shoulder around 176 A2 We
conclude that the structures contained within peak II are largely kinetically trapped, while

peak I represents stable gas-phase structures.

60



transmitted ions

150 160

180 190

ccs, A

TrQr - T r T+ T T * T T° 1
170

200

Figure 3-3. Collisional cross-section distribution of BK[1-5]2* (RPPGF). The extended conformers
(peak II) are kinetically trapped and interconvert to more compact, stable, gas-phase structures (peak I) upon
collisional activation.
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Figure 3-4. Collisional activation of BK[1-5]2* pre-selecting (a) peak I and (b) peak II in the drift-time
distribution of Figure 3-3.
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3.2.2 lon mobility distribution with higher resolution

The IM distribution shown in Figure 3-3 and all other experiments, except for the
ones presented in this section, were performed using the first generation of the IMS-CIS
instrument, in which the resolution of the drift tube has not yet reached the values reported
by Clemmer for the same instrument (R~100).281 Later we have measured the IM
distribution of BK[1-5]2* with maximum resolution achievable in our instrument, which
reveals several new details (Figure 3-5). Peak I indeed consists of two peaks with close
CCSs, 167 A? and 168 A2, while peak II spans from 175 A2 to 182 A2 A closer study of this
distribution shows that the broad peak II might contain solvent adducts or very extended
high-energy metastable conformations that are preserved in the drift tube and

dissociate/interconvert at the end of it upon extraction.

I’
II

transmitted ions

160 170 180 190 200
ccs, A

Figure 3-5. lon mobility distribution of BK[1-5]2* obtained using “gentle” source conditions. The blue
line shows the CCS of the bare ion with extended conformation (see text for details).

There are two ways to check if a certain peak or a shoulder at high CCS is formed by

clusters with the solvent molecules rather than a bare ion:

* If solvent adducts are strongly bound, the IMS distribution recorded on the
masses of the adducts should share the high CCS peaks with the IMS
distribution of the bare ion. This is the case if part of the solvent adducts

dissociates at the end of the drift tube, causing these peaks to appear in the
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drift-time distribution of the bare ion. An example of this situation is

presented in Chapter 4.

* If the solvent adducts are weakly bound, all of them might dissociate at the end
of the drift tube. In this case we would not observe any of them in the TOF
mass spectrum, but we can get an indication that the high CCS species might be

adducts with solvent molecules by using the selection gate.

Normally, the time, during which the ions drift through the entire length of the drift

tube, is proportional to the time they require to get to the selection gate:

truarire _ Lrui arift tube

= const, (3.1)
Eselection gate lfirst section

since the velocity of a given ion is determined only by the electric field. For example, for

triply protonated BK we measure:

tfull drift X Lselection gate * (2'33 + 0'04)' (3.2)

Applying the selection pulse slightly activates the ions, and if the clusters are weakly
bound, they dissociate and change their mobility, causing the above relation not to hold.

Consider first the compact IM peaks I and I' (Figure 3-5): for them the relation
between the total drift time and the time of the selection holds, as shown by the red line in
Figure 3-6. It also holds for the compact shoulder of peak II. However, the extended
structures interconvert to the more compact ones upon applying the selection pulse, and
the relation between the total drift time and the selection time changes (blue curve in the
Figure 3-6). We determine that all extended structures require the same time (4.9 ms) to
drift through the second part of the instrument, which means that they all contract to the
same CCS upon selection. Converting the drift time to the CCS, we see that any adduct
produces a structure with CCS equal to 176 A2 (shown with a blue line in Figure 3-5).

This analysis suggests that we might be observing solvent adducts (we use 50:50
methanol:water mixture in this experiment) along with metastable extended structures, the
latter of which we are interested in. In either case, upon selection in the middle of the DT
these species convert to a conformational family with CCS equal to 176 A2, which is

eventually loaded to the cryogenic trap for further spectroscopic analysis.
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Figure 3-6. The total drift time of selected slices of DT distribution of BK[1-5]%* as a function of their
selection time. Normally, the two times are directly proportional if no activation is performed (red curve). If
upon selection the weakly bound solvent adducts dissociate, their collisional cross-section shrinks and the
total drift time follows the equation shown in blue.

3.2.3 Vibrational spectra of mobility-selected ions

While ion-mobility spectrometry provides a spatially averaged CCS of a molecule that
reflects its overall shape, vibrational spectroscopy produces a distinct fingerprint, which
reflects the molecule’s precise structure. We thus select each peak in the ion-mobility
distribution and obtain its IR spectrum via H>-tagging spectroscopy (Figure 3-7). We also
record their vibrational spectra after annealing via collisional activation (50 V across the
activation region), and observe that they are practically identical and contain the same
bands as the vibrational spectrum of the compact structures (Figure 3-8). This confirms
that after the collisional activation we reach the same quasi-equilibrium gas-phase
distribution independent of the starting conformation. This distribution mainly consists of
the same conformers as those under the more compact peak I in the ion mobility drift-time
distribution.

The spectrum of peak Il contains traces of the IR transitions of the annealed
distribution due to collisional activation at the end of the drift tube, which is difficult to
avoid completely. The most intense bands are found at 3540-3565 cm! as well as at 3440-
3465 cm! and 3500 cm-l. To obtain a vibrational spectrum of the species at 176 A2 without
contamination we subtract the spectrum of the annealed distribution (multiplied by an
appropriate coefficient) from the raw spectrum of peak II. It results in the blue spectrum,

shown in Figure 3-8, which we use for further analysis.
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Figure 3-7. Vibrational spectra of mobility-selected BK[1-5]%*. Phenylalanine and Glycine NH stretches
are assigned by measuring the spectra of 15N-labeled peptides.
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Figure 3-8. Vibrational spectra of mobility-selected BK[1-5]2*. Annealed distribution is obtained by
collisional activation and its spectrum is independent of the initially mobility-selected peak.

To assign the peaks in the IR spectra to specific vibrational modes, we had two
isotopically labeled peptides synthetized by replacing the amide nitrogen of either
phenylalanine or glycine with 1>N. This substitution typically shifts the labeled NH band by

~8 cm! to the red?!3 and allows us to identify the bands that correspond to phenylalanine
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and glycine NH stretches, which are labeled in Figure 3-7. These vibrational spectra
represent a mixture of several conformations, as we discuss in more detail in the next

Section, therefore in some cases we observe two bands per oscillator.

3.2.4 IR-UV double resonance spectroscopy

One of the most powerful ways to simplify congested spectra of large molecules is to
use double-resonance spectroscopy in a cryogenic ion trap.2ll? We first record a UV
photofragmentation spectrum, shown in Figure 3-9 in our cold, octopole ion trap and then
performed IR-UV double resonance spectroscopy parking the UV laser on all major peaks in
this spectrum. This way we record vibrational spectroscopic signatures of three distinct
conformers, shown in Figure 3-10, and label them A, B and C. Isotopic labeling allows us to
identify the NH stretches of the phenylalanine and glycine residues. Note that the IR
spectrum of conformer B is very close to that of conformer A, with the main difference
being the frequencies of the phenylalanine NH stretches, which are separated by 27 cm-.
This suggests that these two conformers differ in the rotation of phenylalanine side

chain.91.213

fragments

37400 37500 37600
UV wavenumber, cm™

Figure 3-9. Electronic photofragmentation spectrum of BK[1-5]2*. The letters label the peaks
corresponding to different conformations.
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Figure 3-10. Comparison of vibrational spectra of 3 conformers (A, B and C) of BK[1-5]%* obtained in
the CIS machine by IR-UV double-resonance together with a vibrational spectrum (in green) of the mobility-
selected compact structures recorded in the IMS-CIS machine by H,-tagging. The low-CCS peak in the arrival-
time distribution, accordingly, consists of a mixture of conformers A, C and, possibly, B. The labels show the
NH-stretches that were assigned by measuring the spectra of 1>N-labeled peptide.

Additional geometrical constraints can be obtained using vibrational spectra of the
electronically excited molecules in the S; state.?26:227 As electronic excitation is local, only
the vibrations in close proximity to the chromophore shift in the IR spectrum. We confirm
this statement for the phenylalanine NH-stretches, previously assigned using isotopic
labeling, for all three conformers (Figure 3-11). We also observe a small, but reproducible
shift in the position of the band at 3558 cm! for conformer A, which suggests that this band
belongs to the carboxylic OH stretch, rather than to the arginine side chain.

The spectra of Figure 3-10 clearly demonstrate that peak I identified by ion mobility
consists of conformers A and C. At the same time the spectroscopic differences between
spectra of A and B are so small that we cannot exclude presence of small quantities of
conformer B. In the CIS instrument that we currently use, ions undergo collisional
activation at the end of the ion funnel. This explains why we observe a set of structures
that largely resembles the annealed distribution obtained in our IMS-CIS machine, i.e.

mostly the compact structures. Despite the recent finding that Hx-tagging can alter the
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conformation of small biological molecules,?® in this case we observe that the

spectroscopic features are not detectably shifted when the peptide is tagged with one H>

molecule.
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Figure 3-11. Vibrational spectra of three conformers of BK[1-5]2* in the electronically excited state
(red), compared to their vibrational spectra in the ground state (black). The shifting bands are labeled.

Having the vibrational bands in the spectrum of peak [ assigned to particular
conformations, we can observe the changes that happen within the conformational
population of peak I upon collisional activation. Figure 3-12 shows that the annealed
distribution consists of the same conformers, A and C, as peak I, but their relative

intensities differ slightly: upon activation conformer C converts to conformer A.
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Figure 3-12. The annealed distribution consists of the same conformers as peak I in the drift-time
distribution, but their relative abundances change, as can be seen from different relative intensities of the
bands: conformer C converts to conformer A.

To summarize the experimental results, the following structures are observed in the
gas phase:

* Compact conformations with a CCS in the range of 166 to 168 A2. Analysis of
their spectral signatures suggests the presence of conformers A, B and C. B only
differs from A in the phenylalanine ring orientation. A third conformer, denoted
C, is structurally different from A and B.

» Extended structures with a CCS around 176 A2. They are kinetically trapped and
upon collisional activation collapse to the more stable compact conformations.

Previous studies of the full BK sequence suggest that families I and II differ by prolyl-

peptide bond isomers.”0.173

3.3 First-principles simulations

To determine the structures of the conformers that give rise to the CCS values and
infrared spectra, we have to compare the experimental results with theory. First we must
search the massive conformational space for BK[1-5]2+ (discretization of the 13 single
bonds in 60 degrees steps and of the 4 peptide bonds to cis and trans states results in
roughly 2x10!! structures to evaluate). We tackle this sampling problem by a two-step
approach: (i) a force field-based global screening (basin hopping with Tinker and the OPLS-
AA force field), and (ii) subsequent density-functional theory calculations. In order to
select the conformers to consider at the higher, first-principles level, we employ

experimental constraints, comparing the calculated CCS values and vibrational signatures
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to their experimental counterparts. The use of experimental constraints is not only a
concession to the large conformational search space. Only one of the observed conformers
can be the global minimum of the potential-energy surface, while the rest, especially the
kinetically trapped species, cannot be identified based on the energy criterion alone.

The initial force field search yields 212,754 conformations that were sorted into
67,546 clusters, the lowest energy representative of which was considered in the following.
We first assumed, and later confirmed, that kinetic trapping is a result of the cis/trans
isomerization of the two prolyl-peptide bonds present in BK[1-5]2+. All structures were
categorized into four groups, trans-trans (TT), trans-cis (TC), cis-trans (CT), and cis-cis (CC),
according to their prolyl-peptide bond conformations. We have carried out the following
analysis separately for each category so that we are sure to consider structures that are
high in energy, such as TT, but that may still be observed experimentally due to kinetic
trapping. We selected structures out of these individual sets based on their relative
potential energy and calculated CCSs. In order to put an emphasis on structures with CCSs
that match the experiment, we applied an energy threshold of 22 kcal/mol (relative to the
lowest energy structure) to structures with CCS values between 160.5 A2 and 178 A2
(computed with the PA method). For structures with a lower or higher CCS, we applied a
relative energy threshold of 18 kcal/mol, as illustrated in Figure 3-13. By this procedure,
we selected 4,515 structures that were subjected to geometry relaxations using the PBE
functional with many-body dispersion correction and “light” computational settings.

We then computed the CCSs for all 4,515 DFT-optimized structures using the PA and
TM methods in order to access the applicability of PA as a faster but less accurate
procedure (Figure 3-14). Recovering the TM CCSs using the PA values and a linear
“calibration” produces an acceptable error of ~1.5 %. Using this calibration we can also
estimate retrospectively the “true” CCS limits, which we used to select the structures for the
DFT optimization. They turn out to be 162-179 A2, as shown with the red line in Figure
3-13.
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Figure 3-13. The energy of structures unidentified by force field conformational search as a function of

their CCS (black dots). The energy cutoff for the DFT optimization depending on the CCS is represented by a

red line. The uncertainty coming from using PA for the CCS calculation is ~1.5% and it is shown with the
semi-transparent red borders.
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Figure 3-14. Comparison between CCSs calculated using TM and PA methods with the linear fit. The
dashed line of equal CCSs guides the eye.

It is instructive to compare the energies and the CCSs of the computed structures

before and after the DFT optimization (Figure 3-15).
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Figure 3-15. (a) The energies of all CT structures after the DFT optimization with the “light” settings as
a function of the FF energy. (b) Comparison between CCSs calculated after force field and DFT optimization of
the same geometries. The dashed line of equal CCSs guides the eye.

The prediction of the lowest-energy structural type changes when going from the FF to the
DFT: while the former assigns a TC structure to be the lowest-energy, the latter predicts a
CT structure to be a global minimum on the PES. In general, the FF energy value hardly
predicts the energy after the DFT optimization (Figure 3-15 (a)). There are two main

reasons for this:

* First, the geometry of the molecule changes substantially upon DFT
optimization, as can be seen from Figure 3-15(b). The general trend is the
decrease in the energy upon re-optimization with DFT, probably, due to
several FF structures converging to one minimum on the DFT PES. This
explanation is supported by the fact that clustering of the structures after the
DFT optimization produces 33 % less clusters, i.e. distinct conformations, than
before the DFT. The geometries also become on average slightly more

compact.

* Secondly, the algorithm of the energy estimation is fundamentally different in

the DFT and FF simulations.

It should be noted that since the vibrational spectra require a priori a high level of
theory, we did not optimize the FF to achieve the highest precision of energy estimation but
rather used the FF conformational search to generate the initial pool of structures for

further DFT analysis.
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3.3.1 Compact structures: Low-energy minima

To find candidates for the equilibrated stable structures of peak I, we rely mainly on
the potential energy. First, the clustering procedure was applied to the initial pool of ion
geometries, and an energy threshold of 300 meV was used to select the structures to be
optimized with “tight” settings. Applying the “tight” instead of “light” settings does not
change the energy hierarchy dramatically, but there are a number of structures that
converge to a significantly different minimum on the PES, as shown in Figure 3-16 for the
case of TC backbone conformation. Overall, the energy differences slightly decrease with

the higher precision calculations, while the CCSs stay the same within 1 % (except for the

outliers).
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Figure 3-16. (a) The energies of all TC structures after the DFT optimization with the “tight” settings as
a function of the energy obtained with the “light” settings. The dashed line corresponds to the equal values.
An outlier is labeled with a red arrow. (b) The CCSs of all TC structures after the DFT optimization with the
“tight” settings as a function of the CCSs obtained with the “light” settings, both computed with the TM. The
dashed line corresponds to the equal values. An outlier, for which the energy changes drastically, is labeled
with a red arrow.

From 429 structures optimized with the “tight” settings, we selected the lowest-
energy conformations in each proline configuration (TT, TC, CT or CC, 57 in total) and
computed their free energies and vibrational spectra in a harmonic approximation using
the PBE functional and “tight” settings. Visual inspection of these spectra allowed us to
choose the structures that best correspond to those we observed experimentally. We re-

computed the spectra of all promising candidates using the PBEO functional.
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Changing the functional from PBE to PBEO has an effect on the CCSs, the energy

hierarchy and the vibrational spectra:

The general trend is a slight compaction of the geometry upon re-optimization
with a functional of higher accuracy (Figure 3-17(b)). We verified that this
effect couldn’t be explained by a different partial charge distribution: the CCSs
with the charge artificially set to zero follow the same trend. We report here

the CCSs calculated using PBEO functional, as it is of higher precision.
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Figure 3-17. (a) The energies of 57 lowest-energy structures after the DFT optimization with the PBEO
functional as a function of the energy obtained with the PBE functional, both used with “tight” convergence
settings. The dashed line corresponds to the equal values. (b) Change in the CCS values upon re-optimization
of the 57 lowest-energy geometries with PBEO functional instead of PBE. The dashed line of equal CCSs

guides the e
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Energy hierarchies were compared for PBE and PBEO functionals, both used
with “tight” settings, for the 57 lowest-energy conformers of all structural
types (Figure 3-17(a)). No outliers are observed, and the energy hierarchy is
in general preserved, which confirms that relative energies computed with
PBE functional predict well the energy differences calculated with PBEO and,

as a consequence, these two functionals share a set of low-energy conformers.

Certain bands in the vibrational spectrum are more sensitive to the
improvement in the level on theory than the rest of it. As a hybrid functional,
PBEO describes electron correlation more accurately than PBE, and thus the

delocalized electrons of the phenylalanine side chain are described better. It



results in an improvement in the prediction of the position of the carboxylic

OH-stretch relative to the arginine asymmetric stretch vibration (Figure 3-18).
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Figure 3-18. Vibrational spectra of a BK[1-5]%* low-energy conformer calculated with PBE and PBEOQ
functionals. The position of carboxylic OH stretch, which is tentatively assigned by the comparison between
the electronically excited and ground states, changes the most.

The best-fitting spectra resulting from the simulations using PBEO and the corresponding
structures are shown in Figure 3-19. The calculated NH-stretch vibrational frequencies
correspond remarkably well to the measured frequencies, including the hydrogen-bonded
NH stretches. However, we observe a systematic shift between calculated and
experimental frequencies of the free OH stretch vibration. Such a discrepancy can result
from (i) the possible incomplete inclusion of electron exchange and correlation and (ii) the
use of a single scale factor to globally account for vibrational anharmonicity and nuclear
quantum effects.33° The former issue is resolved by the use of the PBEO hybrid functional
with exact Hartree-Fock exchange. Provided a large data set of computed vs experimentally
measured vibrational frequencies is available, the latter could be resolved by finding
scaling factors for each vibrational mode by linear regression and subsequently using them
for a system with unknown geometry. With this approach, it has been shown that these
factors differ between NH and OH stretches.3#? In the absence of such a data set, we use a
single scale factor (0.948 for PBEO functional) to account for vibrational anharmonicity. In
light of this, it is not surprising that the calculated OH vibrational band is shifted from
experiment, since the scale factor is largely determined by the agreement for the more
numerous NH stretch bands. Routes towards a correct simulation of the experimental OH

stretch peak positions without the need for scaling are known - simulations that fully
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include anharmonic effects and a quantum mechanical treatment of the nuclear motions.
Examples are the multi-configurational time-dependent Hartree method34! or the
approximate thermostatted ring-polymer molecular dynamics method.34#2 However, such
methodology is not yet straightforwardly applicable to molecules of the size investigated

here.
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Figure 3-19. Comparison between calculated and experimental spectra for conformers A, B and C,
forming peak I. The corresponding structures are shown and the conformation of prolyl-peptide bonds is
noted for each conformer. The NH stretch vibrations in the experimental spectra are identified via isotopic
labeling. For the computed spectra all relevant local modes are labeled.
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As shown in Figure 3-19, we were able to assign structures that fit to the spectral
signatures that we found in peak I of the CCS distribution. Conformers A and B differ by the
orientation of the phenylalanine ring, as the experimental data suggest. Conformers A and
C have different configurations: in A the prolines are in a cis-trans configuration, while in C
they are trans-cis. Despite the difference in structure, their calculated CCS values are very
close: 169 A2 and 168 A2,

We measure ion mobilities at room temperature and then cool the ions in the cold ion
trap. Depending on the rate of cooling, one might expect a certain degree of re-
equilibration of the conformational distribution in this process. If the cooling is fast with
respect to the isomerization rate between conformers, kinetic trapping can occur,
preventing the preferred geometries at 300 K from converting to the low-energy, gas-phase
structures at low temperature. In order to gain insight into the dependence of the energy
ordering of the different conformations on the temperature of the molecule, we computed
the energies of all 57 candidates with the PBEO functional and then evaluated the free
energy for a range of temperatures using a harmonic approximation. Figure 3-20 shows
how the relative energies change within the CT, TC and CC categories for 3 cases: pure
potential energy, free energy at 10 K, and free energy at 300 K. The importance of the free
energy correction can be demonstrated using the example of the conformation that
corresponds to the global minimum on the potential-energy surface (PES). It is a very
compact CT structure with a CCS of 157 A2 and is not observed in the experiment. Indeed,
at 300 K this conformer no longer represents the global minimum.

The energy difference at 300 K between conformer A and the global minimum is
within 0.6 meV per atom, which is at the limit of what can be resolved at this level of theory.
The global minimum at 300 K (GM 300 K in Table 3-2) is a CT structure that has the same
hydrogen bonding pattern as A and B but which differs from them mainly by rotation of the
phenyl ring (Figure 3-21). A number of other low-energy structures at 300 K with similar
H-bonding patterns and CCS as A and B have been identified. We speculate that at 300 K
the structures of the CT type are close to the global minimum and are rapidly
interconverting, while after cooling the ions in the trap we freeze out mainly conformer A
and traces of conformer B. The higher the number of similar structures available around
the global minimum, the higher is the volume of conformational space corresponding to

this basin at 300 K and, accordingly, the higher is the probability to find the molecule there.
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Figure 3-20. On the left: relative potential energies within CT (black), TC (green) and CC (magenta)
configurations. On the right: the change in relative energies of the main conformers for 3 cases: pure
potential energy, free energy at 10 K and free energy at 300 K. A, B and C label the experimentally observed
conformations. The lowest energy TT structure (blue) is given for a reference. The lowest-energy geometries
at 300 K for TC, CT and CC configurations are labeled as well.
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Figure 3-21. (a) The structure of experimentally observed conformer B, (b) the structure of the free
energy global minimum at 300K. Both conformers fall into CT type and their hydrogen bond pattern is
identical.
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Conformer C is the lowest-energy structure in the TC category at 300 K. In general,
we observe in the experiment the low-energy geometries for CT and TC types but not of the
CC type. Further computations of energy barriers between different conformers are
needed to fully understand why only a fraction of the available low-energy structures are
observed experimentally. It could also lead to a better understanding of the interplay

between the collisional cooling rate and the isomerization rate.

3.3.2 Extended kinetically trapped structures

While there is a relatively well-established (though computationally expensive)
procedure for searching for the global minimum on a potential energy surface, identifying
kinetically trapped conformations is challenging. One cannot rely on the energy criterion,
because the kinetically trapped structures lie, by definition, high in energy and are
separated from other conformational basins with even higher energy barriers. In this case,
experimental constraints play a key role in guiding quantum-chemical calculations. One of
them is the CCS. In the pure IM studies CCSs alone are often used to assign the structural
motifs to certain features in the IM distribution. To test this approach, we computed CCSs
of all geometries in the initial pool of structures obtained via DFT optimization with “light”
settings and compared the distribution of structures over different CCSs and potential
energies as a function of the backbone type (TC, CT, TT or CC, Figure 3-22).

These calculations lead to several important observations:

* The statement that the CC conformers are more compact than the other
backbone types does not hold for this system. On the contrary, based only on the
plots presented in Figure 3-22 one would assign the extended structures to the

CC type.

* The TT structures are by far the highest in energy in the gas phase, which is

opposite from the solution phase behavior.

* The range of CCSs achievable for the system is broader than the one measured
experimentally, and much more compact structures are predicted to exist based
on the PES shape. We show below, however, that taking into account the
temperature at which the IMS experiment is performed (300 K) changes the

energy distribution and favors larger CCSs.
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Figure 3-22. Potential energy after DFT optimization as a function of CCS for the structures of different
backbone conformation. All energies are relative to the lowest-energy structure, which belongs to the CT

type.
Most importantly, the distributions in Figure 3-22 demonstrate that assigning the

structures or even structural families based on the CCS alone is hardly possible. The PES of
this unstructured BK fragment is relatively flat and no structural motif is favored over the
others in a definite way. We thus continued the analysis within every backbone type in
order to use the spectroscopic signatures to verify the theoretical prediction.

We considered only those structures that fall under peak Il in the arrival-time

distribution, as shown in Figure 3-23(a). The energy threshold for a structure to be

considered was kept as high as possible: 48 kJ/mol (0.5 eV) from the lowest-energy

conformer in each type. We calculated vibrational spectra at the PBE+MBD level for all

structures that satisfied these two conditions (135 in total).
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Figure 3-23. (a) Distribution of relative potential energies of considered conformers as a function of
CCS. Those conformations for which the vibrational spectra were computed are shown in color. The rest of
the structures are shown in grey. (b) Energy hierarchy for the lowest-energy structures of TT type. The
extended structures with CCS higher than 176 A2 are shown in blue, the compact ones - in grey. The
structures that are found in the experiment and several representative low-energy structures are highlighted
to show the general trend. (c) The ratio between compact and extended (CCS higher than 176 A2) structures
among 15 lowest-energy conformers without and with temperature correction.

This enabled a second selection step, apart from the CCS cutoff, based on spectroscopic
information:

1. In the IR spectrum of extended structures (see Figure 3-7) there are two bands
above 3570 cm'l. The only vibration in this molecule that can have such high
frequency is the OH stretch, suggesting that there at least two conformers under
peak II of the drift-time distribution and each of them has a free OH stretch.

2. In the IR spectrum of conformational family II there is a unique, intense band at

3538 cm1, which is too high for a backbone NH vibration and thus corresponds to
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the side chain of arginine.343 To decide if this side chain interacts with other parts
of the molecule, we compare its spectroscopic signature with those of conformers
A, B and C. Their spectra show that the asymmetric stretch of a free n-NH of
arginine appears at a frequency higher than 3540 cm! while the symmetric stretch
occurs between 3450 cm-! and 3500 cmL. Since the intense band in the spectrum
of peak II (see Figure 3-7) is slightly lower than this, we conclude that the extended
conformers have no free n-NH; groups, but a least one weakly interacting with
other parts of the molecule.

3. The free €-NH stretch of arginine should appear at 3465 cm-1.344345 The absence of
this band in the spectrum suggests that the e-NH of arginine in all the extended
conformers is hydrogen bonded.

4. The strong bands at 3362 cm! and 3303 cm-! are most probably the spectroscopic
signature of the free NH3z* group or one weakly bound to a phenyl ring.346

5. Based on the comparison with the spectra of conformers A, B and C, the
phenylalanine NH stretch might interact with the phenyl ring, while the NH stretch
of glycine appears to be free.

With these considerations we aim to rationalize the comparison between
experimental and simulated spectra that otherwise is easily prone to incorrect or non-
precise assignment. It is necessary to analyze the spectroscopic features manually and to
perform isotopic labeling. After applying the criteria stated above to the simulated spectra
and molecular geometries, only structures of type TT remain, meaning that both prolyl-
peptide bonds are in the trans configuration. We re-computed the IR spectra of those
structures that satisfy the above criteria with the PBEO functional, which further improved
the agreement between simulated and experimental vibrational spectra (Figure 3-24(a)).

Figure 3-23 (b) and (c) explain why we observe elongated TT structures in the ion
mobility experiment. They are more stable at 300 K than the compact structures, while the
latter become more energetically favorable at 10 K. At 300 K the elongated structures
traverse the drift tube, rapidly interconverting between the close minima on the free
energy surface. Then they are transferred to the cold ion trap, where the final structure at
10 K results from the interplay between collisional cooling and isomerization. The fact that
we observe spectroscopically the elongated structures suggests that some of their features

are preserved in the cooling process. Kinetic trapping could occur twice during their
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transition from solution to our cold ion trap: in the ion source and in the cryogenic ion trap.

We observe evidence of some kinetic trapping in both cases.
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Figure 3-24. (a) Calculated vibrational spectra of conformers D, E and F compared to the experimental
spectrum of peak II of the arrival-time distribution; (b), (c) the corresponding structures. Structure of
conformer E is visually almost indistinguishable from the conformer D and is not shown.

3.4 Bradykinin 1-5 in solution

Numerous NMR studies of the full bradykinin molecule indicate that in aqueous
solution it mainly adopts an all-trans conformation,18%.184 which is consistent with the trans
bond being slightly more stable than cis in polar environments due to its higher dipole
moment.180 Two receptors of bradykinin are known,178 B1 and B2, and in the complex with
the B2 receptor bradykinin is in the all-trans form.184185 [f the medium becomes non-polar,
alternative backbone conformations involving cis prolyl peptide bonds are more
competitive.188

We observe the same type of behavior for BK[1-5]2*, which acts in vivo as an inhibitor
of thrombin. An X-ray structure of the complex demonstrates that all peptide bonds in
BK[1-5] remain trans.200 A part of the thrombin complex with the first four amino acids of

BK[1-5] sequence reconstructed from the X-ray measurements is shown in Figure 3-25.
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Figure 3-25. A part of thrombin - BK[1-5] complex reconstructed from a pdb structure file.200 The first
four amino acids of BK[1-5] are visible and shown in red, both prolines are in trans conformation.

We performed NMR measurements in a CD30H : H20 mixture, which reproduces the
solvent used for the ESI experiments (Figure 3-26). Peaks were assigned using COSY and
TOCSY 2D IH spectra with water suppression, and the assignments are supported by
comparison with spectra acquired in DMSO, where no background water signal hinders the
cross-peaks. No residual secondary structure is identified based on the H « secondary

chemical shifts, which are close to zero for all residues but N-terminal arginine (Table

3-1).347,348
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CONFORMATIONS OF PROLYL-PEPTIDE BONDS IN THE BRADYKININ 1-5 FRAGMENT

Table 3-1. Chemical shifts of bradykinin 1-5 in CD30H : H,0 50:50 solution compared to the random
coil values according to Wishar et all.348 The Ha protons that reflect the secondary structure are highlighted.

Residue Residue and Measured *H Random coil *H Secondary chem.
number atom chem. shift, ppm chem. shift, ppm shift, ppm

1 Arg Ha 4.34 4.65 -0.31

1 Arg HB 1.93 1.81,1.81 +1.12

1 Arg yCH, 1.72 1.67,1.67 +0.05

1 Arg 6CH, 3.2 3.21,3.21 -0.01

2 Pro2 Ha 4.79 4.73 +0.06

2 Pro2 HB 2.42 2.31,1.91 +0.11

2 Pro2 yCH, 2.01 2.01,2.01 0

2 Pro2 6CH, 3.78, 3.52 3.6,3.6 +0.18, -0.08

3 Pro3 Ha 4.42 4.44 -0.02

3 Pro3 HPB 2.26 2.29,1.94 -0.03

3 Pro3 yCH, 2.06 2.02,2.02 +0.04

3 Pro3 6CH, 3.68, 3.83 3.63, 3.63 +0.05, +0.2

4 Gly Ha 3.93 3.96 +0.03

4 Gly NH 8.34 8.33 +0.01

5 Phe NH 7.99 8.3 +0.31

5 Phe Ha 4.62 4.62 0

5 Phe HB 3.2,3.03 3.14,3.04 +0.06, -0.01

5 Phe ring 7.24,7.33,7.29 7.28,7.38,7.32 -0.04, -0.05, -0.03

ROESY 2D 'H NMR spectrum shows that 82% of molecules in a 50:50 water :

methanol mixture adopt the trans-trans configuration (Figure 3-26). Three alternative

conformers do not have a fully resolved spin system and thus it is difficult to identify them.
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Figure 3-26. Determination of the backbone conformation of BK[1-5] in solution by NMR. (a) The
structure of BK[1-5] with explicit hydrogens. The hydrogens, which are spatially close in trans conformation
and distant in cis are highlighted for each prolyl peptide bond. ROESY spectra of BK[1-5] in (b) DMSO
solution, (c) CD30H : H,0 50:50 solution with mixing time of 400 ms. The background is attributed to
incomplete water and CD30H signals suppression. The peaks that correspond to the trans conformation are
shown.
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3.5 Overview of the conformational space of bradykinin 1-5

As shown in section 3.4, in the methanol : water 50:50 mixture both prolyl-peptide
bonds of BK[1-5] are mostly in the trans conformation. Upon electro-spraying from the
same water : methanol mixture, we observe a kinetically trapped conformational family in
which all the bonds remain trans. These TT conformers are folded in such a way that the N-
terminus of the molecule remains free, while the arginine side chain interacts with the C=0
groups of the backbone. The broad ion-mobility peak might reflect the disordered behavior
in solution. Inside the drift tube at room temperature the close conformations might be
rapidly interconverting, while at 10 K in the conditions of the cold ion trap the structure
becomes well defined. We do not observe the lowest-energy structures of the TT type in
the experiment, but rather the ones that lie quite high in energy. This means that the
mechanism of kinetic trapping involves not only cis-trans isomerization, but also H-bonding

re-arrangement, which can have high-energy barriers as well (Figure 3-27).

% trans-trans

to the gas

-—
phase

cis—:tltans
trans-cis trans-trans
160 170 180 190
CCS, A2

Figure 3-27. Summary of the findings. Most of the molecules are trans-trans in solution; this structural
feature is preserved in the kinetically trapped species, but can be disrupted via annealing in the gas phase,
which leads to a change in the conformation of one of the prolines.
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Upon collisional activation, TT conformers of BK[1-5]%* (i.e., the extended structures
in the IM distribution) convert to TC and CT structures (the compact ones). The relative
abundances of these conformers at different degrees of activation observed by cryogenic
ion spectroscopy (see Figure 3-8) suggest that first the TT to TC transition occurs, followed
by TT to CT. The alternative pathway via CC conformers is unlikely as we do not find any
trace of CC conformers, even though their free energies are close to those of conformers A
and C. Further investigation of conversion paths between all types of structures will shed
light on this issue. One explanation might be that the barrier height between CC and the
rest of the conformational space is significantly higher than between TT and CT or TT and
TC, so that the molecule fragments before sampling the CC states.

In all cases except TT, the N-terminus and arginine side chain can both form H-bonds,
which stabilize the molecule compared to TT. The external hydrogen bonds have to be
substituted by internal ones upon the removal of water. This is why in the gas phase even
the lowest-energy TT structure is significantly less stable than TC, CT and CC (Table 3-2).
These latter three types have compact low-energy structures with CCSs falling within peak [
in the drift-time distribution. Low-energy conformers of the TT type tend to be more
extended, with CCSs close to peak Il in the drift-time distribution. Overall, the calculated
CCSs presented in Table 3-2 agree well with the values that we measure (Figure 3-28),
given that the experimental error is estimated to be around 2 A2. The compaction in the gas

phase corresponds to the effect observed for BK adhered to the surface of a micelle.34°

cis-trans
+
trans-cis
trans-trans

CCS, A2

Figure 3-28. Comparison between the computed and experimental CCS for the three conformational
families identified in the present study. The green line corresponds to conformations A and B, the orange one
- to C, the blue one - to D. The experimental error is shown. See Table 3-2 for more details.
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Table 3-2. Comparison of the major conformers identified in the present study. GM denotes the global
minimum on the corresponding energy surface.

Prolyl-peptide | Potential Free energy CCs CCs
Free energy .
Conf. bond energy, at 10 K. meV? at 300 K, experiment, computed,
conformation meV? ’ meV? A? A?
GM (pot) cT -45 21 32 - 157
GM (10 K) cT 12 -24 -36 - 165
GM (300 K) CT -12 -21 -50 - 168
A CT 0 0 0 167, 168 169
B CcT 35 30 16 167, 168 169
C, lowest
TC (10K TC 76 10 -5 167, 168 171
and 300 K)
Lowest TT
TT 2 21 111 - 17
(300 K) 80 6 5
D TT 394 322 204 176 177
E T 406 336 260 176 176
F T 398 322 225 176 177
Lowest CC CC 75 34 1 - 169

a Relative to conformer A

3.6 Conclusions

The combination of ion mobility and cryogenic ion spectroscopy has allowed us to
characterize all major conformations of BK[1-5]2* in the gas phase. Our calculations reveal
that three very different conformational families (cis-trans, trans-cis and cis-cis) have close
free energies and CCSs in the gas phase, and, by combining the experimental spectroscopic
information with first-principles simulation data, we were able to assign them. We
determine that the lowest-energy gas-phase structures of the peptide feature backbone
conformations with the two prolyl-peptide bonds in either cis-trans or trans-cis state. Both
of them fall within the more compact ion mobility peak at 167 to 170 A2.

Kinetic trapping can occur at different points in the “life cycle” of the ion in our
instrument. First, when the ions are initially desolvated in the electrospray, the
conformations coming out of solution can be kinetically trapped behind barriers that result
from internal hydrogen bonding and separation in cis-trans states of the prolyl-peptide
bonds. Second, if cold-ion spectroscopy is used, kinetic trapping can occur when cooling
the molecules. In this case, when the collisional cooling rate is faster than the isomerization
rate, the population of conformers that are higher in energy than the global minimum can

be trapped behind isomerization barriers.
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We have identified the kinetically trapped conformers of BK[1-5]2* as all-trans, which
is the predominant backbone conformation type in solution. This provides the basis for
further gas-phase studies to investigate the isomerization barriers between the prolyl-
peptide bond types CC, CT, TC, and TT and to study the extent of micro-solvation that is
required to render TT more stable than the alternative backbone types. The width of the
observed IM peak and the spectroscopic signature of the kinetically trapped conformations
suggest a wide variety of structures, which is in agreement with the intrinsic disorder in
solution. In stark contrast to this, we have shown that the stable, gas-phase cis-trans and
trans-cis conformers appear to represent well-defined minima. This is consistent with the
notion that disordered peptides collapse to particular secondary structures in non-polar

media such as cell membranes.

3.7 Additional experimental details

Bradykinin[1-5] (RPPGF, Trifluoroacetate salt, Bachem) was purchased and used
without further purification. Peptide solutions were prepared in a 49:49:2 mixture of
water : methanol : acetic acid with a peptide concentration of 50 pM. In the 2+ protonation
state, the extra protons are believed to reside on the arginine side chain and on the N-

terminal amine.
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Chapter 4.
The case of triply protonated
bradykinin

In this chapter we study triply protonated bradykinin in the gas phase and
qualitatively compare the results to its solution-phase behavior. Field-asymmetric ion
mobility spectrometry is used to separate the conformational families and identify
kinetically trapped structures, which were characterized using double-resonance cold-ion
spectroscopy. We assign the bands in the vibrational spectra to particular oscillators in the
molecule using nitrogen isotopic labeling. We also show how carbon isotopic labeling of the
phenylalanine side chain can be used to obtain additional information about the molecular
geometry and record vibrational spectra of the lowest-energy conformers of BK3*, which
appears challenging otherwise. Part of the results presented here have been published

previously.350

4.1 Introduction

In Chapter 3 we focused on the bradykinin 1-5 fragment and established that in the
most abundant +2 charge state the conformational distribution in the gas phase contains
kinetically trapped structures that have the same backbone conformation as the solvated
molecule, while the low-energy structures are also populated. Here we study the full
bradykinin (BK) sequence (Figure 4-1). It consists of nine amino acids, three of which are
prolines. By analogy with BK[1-5] and in agreement with previous studies,'’3 prolines

should contribute to the conformational heterogeneity of the peptide.
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Figure 4-1. Chemical structure of triply protonated bradykinin.

In solution and in vivo, BK has been studied extensively, and its conformational
preferences are mostly understood. The life cycle of BK in a living organism begins with it
being cut out of the sequence of the precursor peptide kininogen by specific proteases in
the blood.351 BK binds to the G-protein coupled receptors B1 and B2, which is linked to
inflammation and blood pressure regulation.11.178352 The initial BK degradation in human
plasma results in the loss of the last amino acid producing des-Arg®-BK.353 Both this
product and BK are further proteolitically cleaved by an angiotensin converting enzyme and
result in the fragment BK[1-5], our study of which was described in Chapter 3.35% In
addition to these changes in its sequence, BK experiences drastically different
environments: from the dominantly aqueous solution of the bloodstream and interactions
with a variety of membranes of different composition and charge (e.g. different surface net
charge depending on the cholesterol content) to the binding sites in the respective
receptors or proteases. The structural properties of BK in all of these situations are crucial
for understanding its function.

In all media employed for the NMR studies, the proline conformation was determined
to be mostly trans-trans-trans, though the exact percentage of the minor conformations
involving cis configuration of the peptide bond differs from case to case (Table 4-1).

In the gas phase, BK can form three charge states. Singly protonated BK was
investigated using MALDI and IMS as early as in 1996.190 The peptide was found to adopt a
globular conformation, which appears as a single peak in the IM distribution, independent
of the temperature. Doubly protonated BK, as the most abundant charge state produced by
ESI, has been studied extensively. Its IM distribution consists of two well-resolved
peaks,275355 while FAIMS combined with H/D exchange was able to separate four different

conformations.191
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Table 4-1. Dependence of percentage of the cis conformation in any proline in BK sequence on the
experimental conditions, such as the solvent and interaction with other substances. An unusually high ratio of
cis-trans isomerism is observed if serine in position 6 is substituted with glycine.

Experimental conditions Percent of cis conformers

water 10 %836
pH titration in water 10 %>>°
DMSO <15 %'

lyso phospatidylcholine micelles <10 %%
90:10 dioxane : water <8%®°

99:1 dioxane : water with calcium minor®!
water in presence of polyphenols 10% %
water in presence of lyposomes minor'®?
®Gly-BK 35 %8

Upon improvement of IM resolution and sensitivity, it became possible to resolve
three main (labeled A, B and C)355 and up to 10 minor conformations of triply protonated
BK.139.196 For this charge state, Clemmer and co-workers showed that the conformational
distribution produced in the ESI process is different from the quasi-equilibrium in the gas
phase, and thus kinetic trapping takes place.13® They then estimated the energy barriers
between the conformational families’ and suggested that the initial IM distribution
depends on the solvent used for the ESL.357 Moreover, three major conformational families
were assigned to certain conformations of the backbone in relation to cis-trans isomerism
(Table 4-2).173 Later Wysocki and co-workers tentatively assigned a minor population
within peak C to cis-cis-trans based on the low-energy CID spectra, DFT simulations and N-
methyl alanine substitutions.”? Both Clemmer’s and Wysocki’s groups agree that the
conformational families within peak C are mainly produced in the gas phase, while A and B

are kinetically trapped.

Table 4-2. Isomer forms of proline in BK3* structures suggested in the literature.”0.173

2 3 7

BK conformer Pro Pro Pro
A cis cis cis

B cis trans trans
C major trans trans cis

C minor cis cis trans

In order to relate the gas phase conformations of BK to its solution phase structures

Russell and co-workers recorded an IM-MS map of hydrated ions in a cryogenic drift tube.82
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They observe only the +2 charge state of BK at a capillary temperature of 340 K, while
higher capillary temperatures and full desolvation are required to produce appreciable
amounts of the +3 charge state, and only low abundances (<1 %) of water clusters of BK3*
are present. The authors conclude that formation of triply protonated BK is “critically tied
to the desolvation thermodynamics”.82

Comparison between the data presented in the Table 4-1 and Table 4-2 suggests that
the kinetically trapped conformations of the +3 charge state do not directly correspond to
the major backbone conformation in solution. Do they instead represent minor
conformations that cannot be fully resolved with NMR? Why does the cis-cis-cis conformer,
which seems to be the least populated in solution, form the most abundant kinetically
trapped structure (conformational family A)? The fact that it is kinetically trapped means
that it is related to the ESI process and ultimately to solution, but in which way and where is
it formed? Does the +2 charge state reflect the conformational distribution measured in the
NMR studies? Alternatively, can there be another structural element, which is preserved in
the ESI due to a high barrier on the PES, aside from proline cis-trans isomerization? We aim
to address these questions by careful examination of the conformational space of BK in the
gas phase.

In this work we use FAIMS as a separation technique, which has been shown to be
partially orthogonal to the IMS.358359 This research is inspired by a study performed in our
laboratory that demonstrated the existence of a kinetically trapped conformational family
of the doubly protonated BK using FAIMS and revealed its UV spectra.l®s We implement a
similar technique to study the +3 charge state of BK and perform direct comparison with
the IM data. We then continue by obtaining IR spectroscopic fingerprints of the most
abundant conformations and characterize them experimentally using isotopic labeling and

vibrational spectra in the electronically excited state.

4.2 lon mobility separation of BK**

Ion mobility studies of triply protonated bradykinin (BK3+) by Clemmer and
coworkers reveal three primary conformational families in the gas-phase, which they call A,
B and C, and several elongated structures that each represent less than 5% of the
population.’3? Under normal conditions, the population distribution among the three main
families was found to be 22:31:31. Under conditions in which they anneal the conformer

populations by collisional activation to a “quasi-equilibrium” (QE) distribution, this ratio
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changes to 1.8:16:80. They obtain the same ratio if they first isolate a single conformation
and then subject it to the annealing process.

We reproduced these experiments in our laboratory. The IMS distribution of BK3*
electrosprayed from a 50:50 dioxane : water mixture is shown in Figure 4-2(a). It consists
of three major peaks and one minor at 279 A2, and we do not observe elongated conformers

at CCSs larger than 310 A2,

(@) C

ion current

28 320 360 40
CCS, A2
b
(b) m/z=354
m/z=394

ion current

28 320 360 40
CCS, A2

Figure 4-2. (a) IM distribution of BK3+* recorded upon ESI from a dioxane : water 50:50 mixture. (b)
The same distribution compared to the IM distributions recorded on higher mass-to-charge ratios.

Apart from the expected ion current of the BK +2 and +3 charge states, we find ion

signal on the mass-to-charge ratios higher than that of BK3*and record the corresponding
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IM distributions (Figure 4-2(b), the calibration is performed assuming +3 charge state for
these species). Upon selection and subsequent collisional activation, the ions at m/z=394
and m/z=413 first increase in intensity due to improved transmission and then, in harsher
conditions, interconvert completely to the stable gas-phase conformational distribution of
BK3+, as shown in Figure 4-3. We conclude that solvent adducts or multimers of BK are
observed, and their charge state is not lower than +3. The mass-to-charge ratio 413
corresponds to a complex of BK3* with two dioxane molecules. Given the chemical
structure of dioxane, which can be also described as [6]-crown-2, it can potentially form a
stable non-covalent complex with the protonation site on the peptide. However, the mass-
to-charge ratio 394 cannot be readily attributed to any solvent adduct. We attempted to
observe these adducts in a commercial LTQ Orbitrap Elite ETD (Thermo Fischer), but we
find neither the m/z=394 nor m/z=413, probably, due to harsh conditions in the ion source.
Further detailed study of this issue is necessary, as it might shed light on the last stages of
the ES process.

In general, we find that the IM distribution of BK3* is very sensitive to the source
conditions. Typically, tuning the source voltages for the “gentle” conditions decreases the
total ion current as the ion transmission deteriorates. We thus refrain from reporting the
relative intensities of the peaks in the source distribution and only rely on their relative

change.
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Figure 4-3. Collisional activation of pre-selected peaks with high CCSs in the IM-MS map. (a) The peak
at 323 A2 with m/z=394 is selected and activated with 20 V, 40 V, 60 V and 80 V. The products of the
activation are monitored on two different mass-to-charge ratios: on the original m/z=394, showed in green,
and on the mass to charge ratio of bare triply protonated BK, showed in black. (b) The peak at 341 A2 with
m/z=413 is selected and activated with 30 V, 60 V and 90 V. The products of the activation are monitored on
two mass-to-charge ratios: on the original m/z=413 (blue trace) and on the mass to charge ratio of bare triply
protonated BK (black trace). Some of the intensities are multiplied by a factor of 10, which is labeled with
“x10”.

4.3 FAIMS separation of BK*'

Along with the IMS, we used FAIMS to separate conformational families of triply
protonated BK. Figure 4-4(a) represents the CV distribution recorded by detecting all
transmitted ions as a function of the compensation voltage. We found that introducing

FAIMS as a pre-filter in front of the ion source of the CIS instrument does not significantly
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deteriorate the total ion signal. The line shape of the CV distribution clearly suggests the
presence of at least three distinct conformational families. While the features are not fully
resolved, one can use photofragment spectroscopy to decompose the overall distribution
into contributions from different conformational families.360 To do so, we first set the CV at
fixed values (indicated by colored arrows in Figure 4-4(a)), which only admits a subset of
the parent ions into our cold ion trap. We then record UV photofragment spectra of these

pre-selected ions, shown in Figure 4-5 for CV values of -7 V,-9 Vand -11 V.
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Figure 4-4. CV spectra of BK3+; (a) detecting all transmitted ions of BK3*, arrows show the CV values
used to record the spectra in Fig. 2; (b) CV spectra recorded via UV transitions unique for conformational
families I, Il and III (arrows in Figure 4-5).

The UV spectra taken at the highest and lowest CV values, shown in Figure 4-5 (a) and
(b), have no clear features in common, and these can be attributed to two different
conformational families, which we call I and II. The lack of common spectral features
indicates that these families are cleanly separated by FAIMS and that no isomerization

between them occurs downstream of the separation step. The spectrum of Figure 4-5 (c),
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which is taken at CV=-9V, contains peaks that belong to families I and II but also unique
ones that we assign to a third conformational family (family III). To show more clearly the
spectral features unique to family III, we subtract the spectra of families I and II with
appropriate coefficients from the spectrum of Figure 4-5 (c). This difference spectrum is

displayed in Figure 4-5 (d).

(a) CV=-11V, conf. family |

(b) CV=-7V, conf. family Il '

(d) conf. family Il (x2)

fragment ion signal

(e) no FAIMS

37300 37400 37500 37600
UV wavenumber, cm!

Figure 4-5. UV photofragmentation spectra of conformational families of BK3*: (a) conformational
family I, CV is set to -11V, (b) conformational family II, CV set to -7V, (c) a mixture of conformational families I,
IT and I1I, CV set to -9V, (d) conformational family III obtained by subtracting spectra of families I and II from
spectrum ¢, (e) mixture of all conformational families, no FAIMS selection. Arrows show the UV transitions
used to record conformer-selective CV spectra in Figure 4-4 (b).
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With these UV spectra of distinct conformational families, we can set the UV laser on a
unique spectral feature for each conformational family (37321.6 cmfor family I, 37538.0
cm! for family II, and 37463.6 cm! for family III), shown with arrows in Figure 4-5, and
scan the CV. This produces a CV distribution for each conformational family, shown in
Figure 4-4 (b). Collisional heating of the molecules during FAIMS separation also
contributes to broadening of the peaks and produces shoulders on the CV-distributions of
families II and III.

The CV distribution recorded on the UV transition unique for family III (red trace,
Figure 4-4(b)) is broad and basically reproduces the total CV distribution of BK3+. Together
with other evidence showed below, it suggests that the conformational family III is mainly
produced in the gas phase from families I and II, which can be found in the conformational
distribution directly after the ESI process.

Nevertheless, this type of decomposition guides us in pre-selecting different
conformational families and in understanding possible interconversion paths between

them.

4.4 Spectroscopic evidence for kinetic trapping

The UV photofragment spectrum of the mixture of conformers produced by ESI
without the FAIMS separation stage is shown in Figure 4-5(e). This mixture should
correspond to the same mixture of conformational families observed using conventional ion
mobility under same solution conditions. In general, we cannot reliably extract the relative
abundances of the conformational families from UV photofragment spectra, because the
intensities of the peaks are determined not only by the number of parent molecules, but
also by the absorption cross-section and photofragmentation yield. However, since these
parameters remain constant, we can interpret changes in relative intensities of the peaks as
changes in number of ions adopting different conformations. We can thus use these spectra
to address the question of whether these families are kinetically trapped, high-energy
structures or simply represent the most stable gas-phase structures.

To answer this question we compared UV spectra of BK*3 with minimal and maximal
degrees of collisional activation, using the RF amplitude of our ion funnel to control this. It
is possible to change this amplitude from 7 V to 90 V before the BK*3 ions begin to fragment.
We first select one conformational family at a time in FAIMS by fixing the CV on a given
value, and then gradually increase the RF amplitude. After collisional activation close to the

funnel exit, the ions are thermalized at room temperature in the hexapole pre-trap for 70
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ms. The ions are subsequently mass-selected and transmitted to the cold ion trap, where
they are cooled before a UV photofragment spectrum is recorded.

When conformational family I is selected (Figure 4-6 (a), CV=-11 V), we initially
observe intense absorption bands at 37300-37350 cm-!, which disappear upon increasing
collisional activation. At the same time the bands corresponding to families II and III grow
in, and at the highest level of activation the distribution of conformers consists exclusively
of these two families. This means that conformational family I is kinetically trapped, and its
population in the gas-phase after annealing is negligible. When we set the CV at -7 V to
select family Il and increase the degree of collisional activation (Figure 4-6 (b)), the spectra
indicate that some of the molecules isomerize to family III. The spectrum at high collisional
activation is practically identical to the one obtained at CV=-11 V, implying that we reach
the same quasi-equilibrium gas-phase conformer distribution independent of the starting
conformation. We do not observe the formation of family [, which lies higher in energy than
families II and III in the gas phase. Finally, when the CV is fixed at -9 V, the distribution of
conformers at an RF amplitude of 90 V is essentially the same as when families I and III
were pre-selected, with no new conformations formed (Figure 4-6 (c)).

Directly after the ESI process all three conformational families are observed, while
after annealing only families II and IIl are present. Looking only at the distribution of
conformations in the gas phase, it is not possible to determine which environment is
responsible for stabilizing family I. It may reflect the bulk solution-phase structure, but it
could also reflect the specific environment of the electrosprayed droplets. The spectrum of
Figure 4-6 (c) shows that most of the population in conformational family IIl comes from
collisional activation of other families in the gas phase: it is less present than family Il even
when the CV is set to the maximum of its CV distribution (-9 V), and upon collisional
activation its relative intensity increases. Family I is clearly the most important for
addressing biologically relevant questions about structure and function of the peptide in

solution.
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Figure 4-6. Collisional activation of each conformational family of BK3+, preselected by FAIMS. The
numbers on the right correspond to the amplitude of the RF voltage on the ion funnel in the source of the
spectrometer. (a) Conformational family I converts to a mixture of Il and III, (b) conformational family II
converts partially to III, (c) the initially selected mixture of families I, Il and III converts to the same
distribution of stable gas-phase conformers as in a and b.
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The behavior of three peaks separated by FAIMS is similar to that of the three
conformational families observed using drift-tube IMS.13° Shvartsburg et al. showed
previously that there is some degree of correlation between these two separation
techniques.3>8 We suggest that what we designate as conformational family I corresponds
to what was identified as conformer A in the ion-mobility studies of Clemmer and
coworkers (labeled “A” in Figure 4-2 (a)).13 The relative abundance of A in their gas-phase
quasi-equilibrium distribution is around 2% of the total number of ions,'3° which is below
the signal-to-noise ratio in our experiments, especially taking into account the quite broad

UV photofragmentation spectrum of family 1.

4.5 Spectroscopic characterization of the conformational families

4.5.1 Vibrational spectroscopy

The advantage of combining cold-ion spectroscopy with ion mobility is that instead of
obtaining a single number, the CCS, with which to characterize a conformation, we can
obtain a conformer-specific infrared spectrum, which provides a stringent test of calculated
structures. Even without calculations, such spectra can provide qualitative information on
structural features. Moreover, we can look in more detail at a conformational family
separated by IMS or FAIMS, see how many different individual conformations it contains,
and identify structural differences between them. We used double resonance IR-UV
spectroscopy to obtain IR spectra of each conformational family in the region of NH and OH
stretches. Applied to conformational family II, it reveals two distinguishable IR spectra,
shown in Figure 4-7, and thus two different conformers present, which we call o and f.
These two conformers combine to give rise to the UV spectrum of family II.

The gain at 3505 cm™ in the spectrum of conformer « is produced by broadening of
the UV spectrum of 3 conformer, when the IR laser hits a transition, which belongs to
this conformer.  This effect in general limits our ability to obtain conformer-selective
vibrational spectra of the minor conformers: instead of the dips, corresponding to the
vibrations of this conformer, we mainly observe gain resulting from the broadening of the
UV transitions of the major conformers. This effect can be decreased via physical
separation of the structures entering the cold trap: in this way the major conformer is no
longer present in the trap and the spectroscopic study of the minor one can be performed

with high signal-to-noise ratio. This argument supports the utility of separation techniques,
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such as FAIMS, in spite of the fact that the physical foundation of FAIMS separation is not

well understood, and the CV values cannot be directly converted to structural parameters.
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Figure 4-7. (a) Vibrational spectra of two major conformers of family II: a - UV laser is set on 37460.4
cml, B - on 37538 cml. The spectra recorded on all the other major transitions in the UV photofragmentation
spectra are the same as for a or 3. The arrows indicate the transitions used to separate the electronic spectra
in Figure 4-8. (b) Vibrational spectrum of one of the conformers that belong to kinetically trapped conf. family
I, recorded via setting the UV laser on the strongest transition of family I, 37321.8 cm1.

The UV photofragmentation spectrum of the kinetically trapped conformational family
[ is shifted significantly toward lower frequencies, indicating a strong interaction between
the chromophoress and other parts of the molecule. This is consistent with this structure
being the most compact.13° The barrier holding this metastable structure in place is likely
to arise from the competition between this tight hydrogen bonding and the mutual coulomb
repulsion between the three charged groups. Upon collisional activation the structure
seems to open up, which is confirmed by the larger CCS measured by Clemmer et al.,13° the
shift of the UV photofragmentation spectrum towards free phenylalanine (see Figure 4-6

(a)), and the blue shift of some of the NH stretch bands.
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4.5.2 Conformer-selective UV photofragmentation spectra

We can also use the double-resonance nature of our technique to disentangle the UV
spectra of the two conformers of the conformational family II. For each conformer we
choose a strong band in the IR spectrum that does not appear in the spectrum of the other
conformer: 3551 cm for conformer a and 3556.3 cm! for conformer {3 (see Figure 4-7).
The IR laser is then fixed on this wavenumber and the UV laser is scanned. All peaks in the
UV photofragmentation spectrum that belong to the IR-labeled conformer will be depleted.
By subtracting the UV spectra without and with IR laser we get the UV spectrum of each

separate conformer of family II, shown in Figure 4-8.

conf. family 1T

conformer a

fragment ion signal

conformer 3

37400 37450 37500 37550
UV wavenumber, cm™

Figure 4-8. Decomposition of the UV photofragmentation spectrum of family II into a sum of spectra of
two conformers, a and 3, using IR-UV depletion spectra. Details of the procedure are discussed in the text.

These separate UV photofragment spectra provide some qualitative information about
the structure of the conformers giving rise to them. There are two phenylalanine
chromophores in BK3+, in the fifth and eighth positions in the sequence, and interaction
between them could cause exciton splitting of the lines.361 We do not observe it for either
conformer of family I, suggesting that the side chains of phenylalanines are weakly

interacting, either due to a large distance between them or their relative orientation. This
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provides some guidance for structural search. Moreover, the band origin of conformer f is
close to that of bare phenylalanine in the gas phase,3¢2 which means that the chromophores
are free from any strong interactions. The band origin of conformer a is significantly red-
shifted compared to bare phenylalanine, suggesting a strong cation-m or hydrogen-bonding
interaction. Although they belong to the same conformational family, the structures of
conformers a and 3 might be significantly different. The relative intensity of conformer a
grows with respect to that of conformer § upon annealing (see Figure 4-6 (b)), which
suggests that the former lies slightly lower in energy. This information could help when
searching conformational space to identify the peptide structures of a given conformational

family.

4.5.3 Assignment of the vibrational spectra

The task of assigning the vibrational transitions in the IR spectra of BK3* is challenging
due to the high number of oscillators in the molecule (Figure 4-9). In total there are 18 NH
stretch vibrations and 2 OH stretches in triply protonated BK. In this work we consider
only a part of the spectrum (3200-3700 cm-1), which does not necessarily include all the
bands, as some of the functional groups might be strongly hydrogen bonded and

consequently their frequencies might be shifted below 3200 cm-1.

Figure 4-9. Chemical structure of triply protonated BK. Eighteen NH oscillators are labeled with green
circles, two OH oscillators - with red.

Certain structural information can be obtained by qualitative analysis of the recorded
IR spectra (see Figure 4-7). For example, the free OH of serine appears at ~3666 cm-1,
while none of the spectra of BK3* we obtained have this spectroscopic feature.22? It means

that in all conformations the serine side chain is engaged in a hydrogen bond. There is at
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least one band at ~3570 cm! in each conformer, which might correspond either to the
carboxylic acid OH or to the arginine side chain.344

In order to assign the NH vibrations in the molecule, we synthetized several
isotopically labeled compounds shown in Table 4-3. Each of them produces the same
vibrational spectra as the non-labeled BK, except that a certain number of bands (the last

column in Table 4-3), which correspond to the labeled oscillators, red shift by 8 cm! or less.

Table 4-3. Isotopically labeled compounds of BK. The “+” symbol corresponds to all 4N in the amino

acid being substituted by 15N, the symbol “-” - to no labeling.
Name 'Arg Gly >Phe Ser Maximum number of shifting bands
L1 - + + - 2
L2 - + - + 2
L3 + - - - 8

The spectra of compounds L1 and L2 combined allow us to unambiguously identify
the NHs of glycine, phenylalanine and serine, as illustrated in Figure 4-10 for the case of
conformer . The band at 3476 cm-! shifts in the spectra of both compounds L1 and L2
compared to non-labeled BK, which means that it belongs to the glycine NH stretch. We
further deduce that the band at 3315 cm is produced by the NH stretch of serine, while the
band at 3457 cm! belongs to the >Phe NH. Note that the band at 3457 cm! does not shift
entirely, but rather splits, revealing that two vibrational bands overlap. This is expected for
a molecule of this size, as many similar oscillators are concentrated in a small spectral

range.
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Figure 4-10. Shifts in the vibrational spectrum of conformer 8 of conformational family II induced by
isotopic labeling. The labels on the right side indicate which amino acids in the sequence are isotopically
labeled.

Isotopic labeling of all nitrogen atoms in the arginine in the first position potentially
can lead to a shift of 8 vibrational bands. However, some NH stretches are strongly
hydrogen bonded and thus either shifted below 3200 cm! or broadened, which makes a
shift of 8 cm-1 difficult to detect. Figure 4-11 compares the spectrum of the most abundant
conformer of conformational family I with an analog in which the first arginine is
isotopically labeled. We observe 5 vibrational bands that either shift or split, indicating that
they correspond to the side chain of arginine or to the protonated N-terminus. The band at
3554 cm! corresponds to the free asymmetric stretch of the n-NH; group, as it is the only
NH-stretch that can be found at such a high frequency. Its symmetric counterpart
corresponds to one of the bands at 3454 cm™ or 3476 cm. The free €-NH should appear
around 3465 cm-! and might explain the second band out of the two listed above. The free
N-terminus is expected to give rise to two bands at ~3360cm ! and 3300cm1; the former is

not present in the spectrum.
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Figure 4-11. Shifts in the vibrational spectrum of the most abundant conformer of conformational
family I induced by isotopic labeling of the arginine in the first position.

We perform an analysis of the vibrational spectra of the isotopically labeled
compounds L1-L3 for both conformers of conformational family II and for the most
abundant conformer of family I. It allows us to identify the bands that belong to the labeled
amino acids (Gly, >Phe, Ser, 'Arg). In all measured conformers the bands shift by ~8cm,
except for the 5Phe band in the spectrum of conformer a, which shifts by ~4cm-1. Since 8
cm1 is the shift predicted for a free NH harmonic oscillator, a twice smaller shift indicates
that the corresponding group is strongly coupled with another NH oscillator.

Up to now we have not identified the NH stretch of phenylalanine in position 8.
Instead of using another isotopically labeled compound, we tentatively assign it using the
vibrational spectra of the electronically excited S1 state of the ions. An example is shown in
Figure 4-12 for conformer B of conformational family II. The intense band at 3402 cm™
shifts significantly to the red suggesting that it corresponds to a phenylalanine NH. Because
we have identified the NH vibration of 5Phe using isotopic substitution and it lies at 3459
cm-1, the band at 3402 cm! might belong to 8Phe, or, potentially, to another NH oscillator
that is close in space to the phenyl ring.

Combination of isotopic labeling with the excited state spectra allows us to assign a
large percentage of the vibrational bands (Figure 4-13). The transitions that are not
assigned belong to either °Arg NH stretches or the OH stretch modes (8 lines in total). This

information is valuable for comparison between theory and experiment.
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Figure 4-12. Shifts in the vibrational spectrum of the most abundant conformer of conformational
family II induced by electronic excitation. The band corresponding either to phenylalanine in position 5 or to
arginine in position 9 shifts by ~3 cml. We tentatively assign the band that shifts by ~112 cm! to

phenylalanine in position 8.
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Figure 4-13. Vibrational spectra of BK3+ with the bands assigned using isotopic substitution and the

excited state vibrational spectra.
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4.5.4 Separation of two identical chromophores using isotopic labeling

The spectra of the electronically excite state of BK3* raise a question: could we
distinguish conformations using the fragmentation pattern upon electronic excitation? In
principle, the UV photon can be absorbed by either of the two phenylalanines, producing a
shift in the vibrational frequency of the corresponding NH and the loss of the respective
side chain. Figure 4-12 suggests that in conformer 8 the UV light is mostly absorbed by the
phenylalanine in position 8, since the frequency of its NH stretch shifts significantly. A
slight shift is observed for the NH stretch of the phenylalanine in position 5 or for the
arginine in position 9 (their bands overlap at 3459 cm-1). The shift in the position of °Arg
NH might be caused by electronic excitation of 8Phe, supporting the statement that it is the
only chromophore that absorbs the UV light in this conformation.

In the isotopically labeled compound L1, we have not only 14N of 5Phe substituted by
15N, but also all carbon atoms of this amino acid substituted by 13C. It means that the mass
of the side chains of two phenylalanines is different and we can distinguish the fragments
resulting from a side chain loss of >Phe from that resulting from a side chain loss of 8Phe. A
fragment mass spectrum of compound L1 recorded with the UV laser set at 37458.6 cm'! is
shown in Figure 4-14. We observe two well-resolved photofragments, which correspond to
the side chain losses of two phenylalanines. Monitoring each of them separately, we record

UV photofragmentation spectra, shown in Figure 4-15.
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Figure 4-14. Mass spectrum of the laser-induced fragments of L1 compound with a “heavy” side chain
of SPhe. The UV laser is set at 37458.6 cm! and it is followed by a CO;laser pulse. The CO; laser alone does not
induce any observable dissociation at these masses.
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Figure 4-15. (a) Electronic spectra of BK3* recorded using different fragmentation channels, i.e.
monitoring different mass-to-charge ratios of the fragments. The numbers indicate which peaks correspond
to which conformational family separated by FAIMS. The arrows indicate the transitions for which the
vibrational spectra were recorded. (b) Chemical structure of BK showing the side chains of two
phenylalanines, which fragment upon UV excitation. The colors correspond to the spectra in figure (a).

In general, UV light absorption could be followed by (i) resonance energy transfer to
another chromophore, (ii) intersystem crossing and non-statistical fragmentation, as in the
case of an ion with a single chromophore (see section 2.1.2), (iii) internal conversion and
statistical fragmentation (same as collision-induced dissociation) or collisional cooling by
residual-gas, (iv) fluorescence. It is clear that the first UV photon is initially absorbed by
one of the two phenylalanine chromophores. Four different scenarios are plausible for a

given chromophore:
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¢ If the phenyl rings interact and the energy is equally distributed between them,
we would record the same ratio of the photofragments resulting from >Phe and

8Phe at any wavelength.

* At another extreme, if the chromophores do not interact, we would observe
two sets of bands in the UV spectrum of a given conformer, each corresponding

to absorption and subsequent fragmentation of one of the chromophores.

* An intermediate situation is possible if there is a limited energy transfer along

with competing degradation channels.

* One could imagine that due to geometrical constraints only one phenylalanine
side chain can fragment, whether it absorbs light itself or acts as an acceptor in

the resonance energy transfer process.

The UV photofragmentation spectra are produced by a mixture of conformers, each of
which can follow different scenarios presented above. The spectrum recorded monitoring
the 8Phe side chain loss contains all conformers that were studied previously, namely, the
most abundant representatives of families I and II. In contrast, the spectrum recorded
using >Phe side chain loss is composed of a part of the family III and of an intense line at
37381.4 cm'l, which we could not attribute to any conformational family, as it was not
pronounced in any of their UV spectra. The spectra in Figure 4-15 do not share any intense
bands, which suggests that the chromophores do not interact in any of the molecular
geometries. This is consistent with the UV absorption bands being close to that of bare
phenylalanine.

We conclude that the most probable scenario is that each conformation preferentially
fragments through only one of the side chain loss channels. Full investigation of the energy
transfer process and the fragmentation pathways is beyond the scope of this work. Instead,
we use the clear difference between the UV spectra recorded on different mass-to-charge

ratios as an additional tool for conformer separation.

4.5.5 Vibrational spectrum of conformational family Il

As stated in section 4.5.1, the case of triply protonated BK illustrates the need for
several orthogonal methods of conformer separation in large systems. The most intense
characteristic band of the conformational family III is located at 37461.8 cm-1, and it is

separated from an intense band of conformer a by only 1.6 cm'l. When the IR laser hits a
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vibrational transition of a particular conformer, the electronic spectrum of this conformer
broadens, which results in a depletion of the photofragmentation signal on the UV
transition of this conformer and a gain on the surrounding UV wavelengths, as shown
schematically in Figure 4-16(a).?21® As a result, when the UV laser is parked on the
transition corresponding to family III and the IR laser comes in resonance with a vibrational
transition of conformer a, a significant gain is observed, which obscures the depletion
coming from the conformer of family III (Figure 4-16(b)). This obstacle can be overcome by
subtraction from the recorded spectrum of the contribution of conformer «, but this
procedure results in a very poor signal-to-noise ratio. This issue, in turn, can be resolved by
significantly increasing the acquisition time. In Figure 4-17(a) we present a vibrational

spectrum of one of the conformers of the conformational family III recorded this way.

(a)

signal from 111
the cold ions,

which did not ___J\ ] depletion |
absorb IR 4 IRsUV  gain from the

T \C 3 pre-heated
uv ions

2 (b)

Re] a

5 ﬂ

()

IS

(o))

o

IR+UV
"""" A gain from the
pre-heated
UV o ions o and 111

UV wavenumber, cm’’

Figure 4-16. Schematic representation of the change in the electronic spectrum upon heating the ions
with an IR pulse prior to UV excitation. (a) An ideal case: the UV band of the conformer of interest (III) is
separated from other peaks in the electronic spectrum. The red trace shows the electronic spectrum of the
ions after absorption of an IR pulse, which is in resonance with a vibration of conformer III. Scanning the IR
laser and having the UV laser set on the transition of conformer III, the typical depletion spectrum is recorded.
(b) The purple trace shows an electronic spectrum, in which apart from conformer III, a band of an abundant
conformer o is present. If the vibrational transitions of conformers a and III overlap, the contribution of
conformer a to the broadening of the electronic spectrum might be larger than the depletion of the band of
conformer III (red trace). Scanning the IR laser and having the UV laser set on the transition of conformer III,
we record a sum of depletion produced by conformer III and gain resulting from conformer a.
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Figure 4-17. (a) Vibrational spectrum of the most abundant conformer of family III. The UV laser is
parked at 37461.8 cm'! and the spectrum is recorded monitoring a sum of both side chain loss fragments. The
gain component resulting from conformers a and 8 is subtracted, which reduces the signal-to-noise ratio. (b)
Same as (a), but recorded monitoring >Phe side chain loss signals using an isotopically labeled compound L1.
The dashed lines indicate the shifts in the vibrational spectra induced by isotopic labeling.

On the other hand, when the conformers are spatially or spectroscopically separated,
the spectrum of family III can be recorded directly. Unfortunately, using FAIMS we do not
achieve full separation of families III and II (see Figure 4-6). Thus separation through the
difference in the fragmentation patterns appears to be a useful tool, which facilitates
double-resonance spectroscopy. Figure 4-17(b) shows the vibrational spectrum of the
isotopically labeled compound L1, recorded monitoring m/z=326.0. No additional data
treatment is required and the acquisition time is significantly shorter than that for Figure
4-17(a). Note that two bands in the IR spectrum are shifted compared to the non-labeled

species, since the NH stretches of Gly and 5Phe and isotopically labeled in the L1 compound.

4.6 Considerations of collisional activation and cooling

To put the conformer distributions that we measure into proper context, it is
important to consider the collisional activation and cooling processes that we subject them
to. In our CIS instrument, when no IM pre-filter is used, the ions are initially generated by
electrospray at room temperature and pressure and injected into the spectrometer. After
passing through a metal capillary, they enter the RF ion funnel, where we can activate them
(primarily near the exit) by an increase in RF amplitude. After exiting the ion funnel, ions
are collisionally cooled in two steps: first during a 70 ms pre-trapping period in a hexapole
ion trap at room temperature, and subsequently in the cold ion trap, where the ions collide

with cold helium at ~4 K. The final distribution of conformers that we observe in the
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spectroscopic experiments depends not only on the initial distribution of conformations
produced by electrospray, but also the level of collisional activation in the ion funnel and
the rate of collisional cooling. If the ions are cooled significantly faster than the
interconversion rate between different conformers, one obtains a “snapshot” of all the
conformations present in the ion cloud before cooling. In this case the spectroscopically
observed distribution of conformers reflects the equilibrium distribution corresponding to
the initial temperature of the ions. If the cooling process is significantly slower than the
isomerization, cooling can be considered as adiabatic process: equilibrium would be
established at every given moment, and one would always find a single conformer family, as
the system would have enough time to interconvert to the lowest-energy conformer. This is
obviously not the case in the present experiments since we observe multiple conformations,
which means that either cooling in the hexapole pre-trap or in the cold octopole trap
happens relatively fast. The cooling rate in the hexapole should be lower than in IMS
experiments due to the lower pressure: 7e-3 mbar compared to several mbar. This can
decrease the percentage of higher-energy (i.e., kinetically trapped) species in the
distributions measured in our CIS spectrometer, since they correspond to lower effective

temperatures.

4.7 Considerations for benchmarking quantum chemical calculations

The interplay between quantum chemistry calculations and measured vibrational
spectra of gas-phase biological molecules is bi-directional. On the one hand, the
interpretation of measured spectra requires computed structures and spectra. The normal
procedure is to calculate the lowest energy structures and their vibrational spectra, and
then compare them to experiment. The experiments are used to select which of the
computed structures is the “correct” one, and the calculations are used to interpret the
vibrational spectra, particularly in cases where the measured spectra are not assigned. On
the other hand, spectroscopic signatures of peptides are frequently used to benchmark
quantum chemical calculations.213214363-366  The comparison between calculated and
measured IR spectra serve to evaluate the performance of new methods or functionals. For
this theory-experiment interplay to work, one needs to know whether measured IR spectra
should be associated with the lowest-energy conformations for which the quantum
chemical calculations typically search. If the conformations measured in the gas phase do
not correspond to the lowest in energy but are kinetically trapped metastable structures,

conformational searches may never find them. Moreover, if the accuracy of computational
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methods is judged by a comparison of the measured spectrum of a metastable species with
the calculated spectrum for what is found to be the lowest energy structure, the
benchmarking procedure may be completely misguided. From the experimental side, it is
thus important to know when the species one measures may be kinetically trapped, so that
computational procedures can be guided to look for higher energy structures. From the
computational side, methods need to be implemented to predict how solution phase
structures might be trapped during transfer to the gas phase, so that the proper regions of
conformational spaces are explored. One of the possible approaches to meet these
requirements is demonstrated in section 3.3.

Triply protonated bradykinin provides an example of how the interplay between
experiment and theory could go wrong. Figure 4-18 represents the UV photofragmentation
spectrum of BK3*, which we originally obtained in our cold-ion spectrometer without any
FAIMS pre-selection of conformational families. This spectrum corresponds neither to the
stable gas-phase structures exclusively nor to the distribution directly after the
electrospray process - it is dominated by conformational family II. Quantum-chemical
calculations may thus be misguided by these data. In this case, the experimentally observed
distribution is practically missing conformational family III, which is formed upon
annealing and thus likely to be the lowest-energy in the gas phase. Comparing results of
quantum-chemical calculations with the vibrational spectra of family Il would explore only

a part of all the relevant conformational space of BK*3 in the gas phase.
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Figure 4-18. UV photofragmentation spectrum of BK3+, obtained in conditions optimized for maximum
of ion signal. No FAIMS separation was applied.
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As spectroscopic techniques are pushed to increasingly larger peptides, one would
like to measure spectroscopic signatures of kinetically trapped structures, as they may be
the most relevant for understanding the function of peptides in solution. Quantum chemical
calculations should then be adapted to search for geometry of ions based not only on
energy threshold but also on experimental values such as CCS and IR spectra. Finding
kinetically trapped conformations remains challenging, as they may lie relatively high in
energy and are separated from stable gas-phase structures by substantial barriers.
However, knowledge about their structure is essential to link gas-phase measurements
with the structure of biological molecules in solution.

Detailed understanding of the cooling mechanism is also essential for molecular
modeling. Relative free energies of different conformers change with temperature,3¢4 and
measured conformer distributions should be assigned to a particular temperature in order
for the comparison between theory and experiment to be correct. If the cooling process in
the cold ion trap is assumed to be infinitely fast compared to isomerization, the measured
distribution reflects distribution of conformers at room temperature. This effect is also

illustrated in section 3.3.2 for the trans-trans conformations of BK[1-5]2*.

4.7.1 Molecular dynamics to predict the proline conformation

In Chapter 3 we showed that the proline configuration alone does not predict the CCS
of the bradykinin 1-5 fragment: for any possible proline conformation both compact and
extended conformations are achievable. Here we test this statement for a larger system
containing 9 amino acids. We performed replica exchange molecular dynamics simulations
using the OPLS-AA force field and clustered the resulting structures. In this way we
obtained 11,475 distinct conformations, which we then separated into 8 classes according
to the proline conformation (CCC, CCT, TTC etc.) and computed their CCSs using the PA
method. We then plotted the force field energy vs CCS in every category (Figure 4-19). For
the computed CCSs a scaling factor of 1.014 was used to bring them close to the results of

the TM method (in the same way as in section 3.3).
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Figure 4-19. Relative force field energy of BK3+ in the gas phase as a function of the CCS for all possible
proline conformations. The energies are relative to the lowest-energy structure, which belongs to the CCT
type. The experimental IM distribution in blue is shown for comparison.

The most populated backbone conformations such as CCT and TCT span across all
peaks in the IM distribution. High barriers on the PES formed by proline cis-trans
isomerization might form the distinct conformational families, but Figure 4-19 strongly
suggests that the CCS itself does not correlate with the proline conformation.

The lowest-energy conformation belongs to the CCT type. This is not a definitive
result, as we have observed previously that the relative energies might change dramatically
when re-optimizing the geometries using the DFT. The CCT type was suggested to be a
minor sub-population of peak C.70 Surprisingly, we find only 4 representatives of the
structures that are thought to comprise the main peak in the IM distribution, TTC.173

In order to evaluate how the CCS vs energy distributions change as the level of
simulations increases, we optimized all geometries in TTT and CTT types with DFT using

PBE functional and “light” convergence settings (Figure 4-20).
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Figure 4-20. Comparison between the energy vs CCS distributions computed using DFT and force field
calculations. Two conformational types TTT and CTT are presented. The DFT energies are computed relative
to the lowest-energy structure of the CTT type. The experimental IM distribution in blue is shown for
comparison.

The most populated solution structures, i.e. TTT, are clearly extended. They can have
the CCSs corresponding to peaks B and C, but not A. The opposite is true for the CTT
structures: they are compact and may be found within peaks A and B. Density functional
theory optimization shifts the global minimum within this conformational family from peak
A to peak B.

In general, Figure 4-20 proves that further optimization of all geometries with DFT is
needed to identify the global minimum on the PES and to show that it falls within peak C in
the IM distribution. Identification of the kinetically trapped structures requires comparison
with the spectroscopic data, as the energy of these species is high by definition. The CCS
alone cannot serve as a sufficient criterion, since all proline configurations except for TTT
and TTC can form compact structures with the CCSs corresponding to peaks A and B (see

Figure 4-19).
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4.8 Conclusions

This work provides an overview of an ensemble of conformational families of BK3* in
the gas phase. Previously published IM studies allowed separation of conformational
families and direct observation of their interconversion.’%13° The double-resonance
spectroscopic scheme allows further separation of conformational families into several
conformers and facilitates their detailed characterization. We identified three
conformational families separated by barriers on the potential energy surface, in agreement
with previous ion mobility studies.’3® While ion mobility provides a collisional cross
section for each conformational family, we obtained complementary data such as electronic
and vibrational spectra, which can be used as benchmark for quantum chemical
calculations of the structures of BK3* in the gas phase. Knowing these structures with
atomic precision would allow one to rationalize a vast amount of experimental data
obtained for this peptide using different gas-phase techniques and compare them with
solution-phase signatures of the conformational ensemble, bringing us closer to
understanding the relationship between solution-phase and gas-phase structures of
biomolecules.

From a biological perspective one is mostly interested in studying the structures that
correspond to the solution phase, whether it is an aqueous environment or a biological
membrane. Qualitatively our data confirm that the kinetically trapped structures of BK3+ in
the gas phase are compact, in agreement with the statement that in an aqueous solution BK
has a relatively compact globular structure as the charges on the side chains are screened
by the solvent. Upon annealing in the gas phase the molecules interconvert from compact
structures to a distribution of more extended ones, and might reach a conformational
distribution close to that in a non-polar medium such as a biological membrane. It has been
shown that BK interacting with one of its receptors is extended and has a well-defined S-
shape with all prolyl-peptide bonds in the trans conformation.'®> Could the set of low-
energy structures in the gas phase actually model the biologically active state of BK in non-
aqueous media? The spectroscopic signatures of different conformers presented in this
study could help us answer this question by direct comparison of the structures in the gas

phase with previously characterized conformations in aqueous and non-polar solutions.
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4.9 Additional experimental details

Bradykinin (RPPGFSPFR, acetate salt, 98%, Sigma Aldrich) was purchased and used
without further purification. Peptide solutions were prepared in a 49:49:2 mixture of
water: methanol : acetic acid with a bradykinin concentration of 50uM. In the 3+
protonation state, the extra protons are believed to reside on the two arginine side chains
and on the N-terminus.173 Isotopically 15N-labeled bradykinin analogs were synthetized by

Bachem AG and used without further purification.
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Chapter 5.

Can proline to alanine
mutations be used to assist
structure determination?

In this chapter we assess the role of proline cis/trans isomerization in forming the
conformational space of triply protonated bradykinin in the gas phase. To that end, we
compare UV and IR spectroscopic signatures, as well as FAIMS and DT IM distributions,

of native BK and two mutants, in which one or two prolines are substituted by alanine.

5.1 Introduction

Proline is the only canonical amino acid for which cis and trans isomers of the
peptide bond are comparable in energy.2¢?” However, on average the percentage of cis
peptide bonds preceding the proline residue is low (5.2% according to Weiss and co-
workers!48). To assess the role of these rare states, the possibility of isomerization can
be eliminated by “locking” the Xxx-Pro bond to the trans isomer via substituting the
proline with another amino acid.150.173368-372 [n some cases such mutation does not
affect the overall structure of the protein in solution,51371 while in other cases it leads
to drastic changes in the macroscopic properties of the protein and in its NMR
spectra.150.151372373  For example, in antifreeze protein (PDB code P19614), which
consists of 67 amino acids, the prolines at the C-terminus are not critical for the protein
structure, but substitution of prolines 29 and 33 to alanine changes the antifreeze
activity, alters the structure and decreases the solubility.373 In a similar way, the

peptide bond can be locked in the cis conformation by replacing proline with pseudo-
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proline374375 or aminoisobutyric acid.’>® The opposite mutation of any other amino acid
to proline (so-called proline screening) is used to characterize secondary structure of
peptides and proteins by measuring how sensitive it is to such substitution.370

Mutational analysis, in conjunction with various methods of structural
determination, shows that proline performs multiple functions within the protein
sequence: it facilitates formation of certain types of -turns,'61 acts as a molecular
switch;150-154 and its isomerization is often a rate-limiting step in protein folding.151.155-
157 Importantly, in some cases substituting prolines by their cis analogs leads to a
molecule with very low biological activity,'58 despite the fact that in nature the cis form
of proline is more evolutionary preserved than the trans form.37¢ Apparently, it is not
solely the ability to form a cis peptide bond, but the conformational heterogeneity
induced by the proline residues that plays a key role in all functions listed
above.150,151,153

In section 1.4 we summarized the effects of the presence of proline on protein
structure both in solution and in the gas phase. In relation to ion mobility, it was
suggested that proline is a primary reason for multiple resolved peaks in CCS
distribution of short peptides.165173-175 [n order to establish a correspondence between
features in the IM distribution and conformational preferences of prolyl-peptide bonds,
the same point mutations as in solution-phase studies are used.”0.142172-174377  Eqr
instance, three conformational families of triply protonated bradykinin in the gas phase
were attributed to different cis-trans isomers using proline-to-alanine
substitutions.”®173  However, while using this technique in solution can be directly
verified by comparing the NMR spectra of the mutant with those of the original
sequence, such detailed study in the gas phase has not been performed yet.

Three significantly different conformational families of triply protonated
bradykinin (BK3+) are observed in the gas phase both by DT-IMS139 and FAIMS.350 Each
of them in turn consists of multiple molecular geometries. @ How does the
conformational space of BK3* change upon proline-to-alanine substitution? Intuitively,
“locking” a peptide bond in the trans conformation restricts the conformational space of
the molecule and a subset of the originally observed molecular geometries should be
observed. In this chapter we test this hypothesis for two mutants of bradykinin using a

combination of ion mobility spectrometry and double-resonance, cold-ion spectroscopy.
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5.2 Non-substituted bradykinin

As discussed in section 4.3, the compensation voltage (CV) distribution of BK3*
produced in our FAIMS device shows the presence of several conformational families,
though their peaks are not baseline-resolved (Figure 5-1(a)). Using cold-ion
spectroscopy as a selective detector for a specific conformation, we observe that BK3*
forms at least three distinct conformational families in the gas phase, which were
denoted I, II and I11.350 The distribution labeled I in Figure 5-1(a) corresponds to the
most intense band in the UV spectrum of conformational family I. Conformational
family II consists of two conformers, a and . Their CV distributions are virtually
identical and only that of conformer 8 is shown. Conformational families I and II are
observed directly after ESI, while conformational family IIl requires some degree of
collisional activation or sufficient time to be formed.

Normal bradykinin includes prolines in positions 2, 3 and 7, and the barriers for
their cis-trans isomerization together with corresponding H-bonding re-arrangement
are considered to be the origin of distinct conformational families.”®173 Non-substituted
bradykinin can potentially form 23=8 different configurations, while if two out of three
prolines are substituted by alanines, only two cis-trans isomers remain possible. Based
on IMS data the proline in position 2 plays a special role in forming the peptide
structure in the gas phase. Clemmer and co-workers examined a library of 58 model
peptides with proline in the second position and found that 80% of them form two
distinct conformational families, presumably because the barrier for cis-trans
isomerization is lowered due to steric factors.17#4 In the following section we explore the
conformational space of triply protonated Pro 3&7 - Ala mutant of BK with a proline in

position 2.
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Figure 5-1. (a) CV distribution of BK3+ detecting all transmitted ions (black) and recorded via UV
transitions unique for conformational families I (brown) and II (conformer f, in green). (b) CV
distribution of Pro 3&7 > Ala mutant detecting all transmitted ions (black) and recorded via UV
transitions unique for conformations 2 (pink) and 6 (blue).

5.3 Proline in positions 3 and 7 substituted by alanine

The BK mutant with prolines 3 and 7 substituted by alanine (Pro 3&7 > Ala)
forms two distinct conformational families in the gas phase, as can be seen from its CV
distribution (Figure 5-1 (b)). We observe two close maxima at-8.2 Vand -7.1 V. A part
of the distribution, which lies below ~-7 V, overlaps with that of non-substituted
bradykinin, but a significant number of mutant ions appear at CV values between -7 V to
-4 V.

In order to distinguish the conformational families of Pro 3&7 - Ala we set the CV

on the shoulders of the distribution (-8.3 V and -6.0 V) and record the UV
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photofragmentation spectra (Figure 5-2). Using the IR-UV double-resonance technique,
we further obtain vibrational signatures for all intense bands in the UV
photofragmentation spectra. We identify 3 main conformers in the spectrum at CV = -
8.3V (4, 5 and 6) and at least 5 conformers at CV = -6.0 V (1-3, 5 and 6). We separate
the total CV distribution of the Pro 3&7 = Ala mutant into two main components by
detecting selectively the photofragmentation signal of one conformation at a time, as
shown in Figure 5-1(b). The distributions that correspond to structures 2 and 6 are
presented; all other conformers fall into one of these two conformational families.
Conformers 5 and 6 are present in both electronic spectra at CV=-8.3 V and at CV = -6.0
V, and the shape of their CV distributions suggests that they are formed from other
structures upon collisional activation inside the FAIMS device and/or further in the

instrument.
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37200 37300 37400 37500 37600
UV wavenumber, cm-

Figure 5-2. UV photofragmentation spectra of Pro 3&7 - Ala mutant obtained by setting the CV
value to (a) -6.0 V; (b) -8.3 V. The conformers identified by IR-UV double-resonance spectroscopy are
labeled with numbers.
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The CV distributions of the Pro 3&7 -> Ala mutant and non-substituted BK
partially overlap. The maximum for conformational family II of BK lies at CV = -8.0 V,
while for the mutant we find a conformational family with a maximum at CV = -8.3 V,
which is close to -8.0 V, given the width of the peaks. We further compare the UV
photofragmentation spectra taken at -7.0 V for BK and at -8.3 V for the mutant (Figure
5-3, this CV value for BK is used to avoid spectral contamination from family ). The
spectra appear very similar: two major bands of conformer 5 correspond to those of
conformer «, the same holds for conformers 6 and . The UV spectrum of the mutant is
blue-shifted by only 3.2 cm'! compared to non-substituted BK, and most of the minor
spectroscopic features are reproduced. However, there is an intense band in the
photofragmentation spectrum of the mutant at 37439.2 cm-1, which corresponds to

conformer 4 and is not present in the case of non-substituted BK.

(Pro3&7—Ala)**, CV =-8.3V

fragment ions

BK3+, CV=-7.0V

37400 37450 37500 37550 37600
UV Wavenumber, cm’

Figure 5-3. Comparison between UV photofragmentation spectra of Pro 3&7 - Ala mutant at CV =
-8.3 V and conformational family II of BK3+ at CV = -7.0 V. The conformers identified by IR-UV double
resonance spectroscopy are labeled.

The position of the UV bands and vibronic progressions suggests that both
conformers a and 3 of non-substituted BK are present among molecular geometries

adopted by Pro 3&7 - Ala. At the same time, the mutant also forms conformer 4, which
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appears at the same CV as conformational family II of BK3*, but has a different structure.
To confirm these conclusions we compare the vibrational spectra of all conformers
mentioned above, since the IR spectra reflect the hydrogen-bonding pattern and thus
provide detailed information about molecular structure (Figure 5-4). Vibrational
spectra of conformers 6 and 3 appear to be very similar, all bands are at the same
position, except for the one at 3314 cm-1, which is shifted by 7 cm1. It reflects a subtle
change in the peptide structure, presumably the position of one of the side chains.?1213
Replacing 1*N by 15N in the backbone shows that this band corresponds to the NH
stretch of serine (see section 4.5.3). Conformers 5 and a also have essentially the same
geometry with a minor difference in the position of one of the side chains, most

probably, due to the size difference between proline and alanine.
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Figure 5-4. Comparison between vibrational spectra of conformers 4, 5 and 6 of Pro 3&7 > Ala
mutant and conformers a and § of non-substituted BK3*. Dashed line indicates the band of conformer 6
that shifts upon the mutation.

129



The structure of conformer 4, on the other hand, is substantially different from
that of o and B. Its vibrational spectrum features two bands in the region higher than
3550 cm! that do not overlap with those of conformer a. There are at least 8 well-
resolved sharp bands in the free-NH stretch region 3380-3490 cm! and only two weak
bands below that, which suggests that there are fewer hydrogen bonds in conformer 4
than in conformers a and 8. Indeed, upon collisional activation of the mutant ions, the
relative intensity of conformer 4 goes down, proving that its free energy is higher than
that of 5 and 6 (Figure 5-5).

To summarize, we observe that the Pro 3&7 - Ala mutant forms two
conformational families in the gas phase. One of them overlaps with conformational
family II of non-substituted BK, and conformers a and f of this family are reproduced by
the mutant. It means they have prolines 3 and 7 in the trans position. The conformers
1-4 of Pro 3&7 - Ala are not accessible for non-substituted BK: structures 1-3 appear at
the CV values higher than those recorded for BK, while conformer 4 has a distinct

infrared signature, which reflects substantial differences in the structure.
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number of fragments

Figure 5-5. UV photofragmentation spectra of Pro 3&7 > Ala mutant with lowest collisional
activation achievable (purple) and with high degree of collisional activation (red). The degree of
activation is controlled by the amplitude of the RF voltage applied to the ion funnel electrodes.
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We compare these findings with the information obtained by IMS. As reported
previously by Clemmer and co-workers,173 the drift-time distribution of BK has three
resolved peaks, A, B and C, while the drift-time distribution of Pro 3&7 - Ala appears as
one peak (Figure 5-6). We report here the CCS distribution of the mutant without
adjusting for the size difference between proline and alanine, which would shift the
distribution by 4.9 A2 towards larger CCSs. If this factor were taken into account, the
peak of the mutant would fully overlap with conformational family B of non-substituted
BK. However, given that the structures of conformers 5 and 6 are virtually the same as
that of o and (3, adjusting for the size of the average size of amino acid is not necessarily
justified.

The collisional cross-section distribution of the Pro 3&7 - Ala mutant partially
overlaps with family B of non-substituted BK (see Figure 5-6). The structure of
conformers a and (3 of non-substituted BK is the same as of conformers 5 and 6 of the
mutant respectively, which means that their cross-sections are close. Thus these
conformers represent the overlap between the two CCS distributions depicted in Figure
5-6. We conclude that conformational family II separated by FAIMS corresponds to
family B isolated by DT-IMS. It is confirmed by similar behavior of these families upon

collisional activation.350

— (Pro3&7 —Ala)* C

— BK®
1-6

—

A
| [}

ion current

240 260 280 300 320
CCS, A2

Figure 5-6. Drift time distribution of Pro 3&7 - Ala mutant compared to non-substituted BK3+.
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Importantly, we observe that underneath one peak in the Pro 3&7 > Ala IM
distribution there are more conformations than within family B/Il of non-substituted
BK. An additional conformational family appears upon mutation, which might
correspond to the other isomer of the peptide bond preceding proline in position 2 or to

a significantly different hydrogen-bonding pattern.

5.4 Proline 2 substituted by alanine
We previously suggested that family III of BK3* separated by FAIMS corresponds

to family C isolated by DT IMS based on their similar behavior upon collisional
activation: both consist of stable structures that are produced mainly in the gas-
phase.350 Results obtained by Clemmer and co-workers, on the other hand, show that
the CCS of family C of BK3* is close to that of Pro 2 - Ala mutant.173 The drift-time

distributions of both ions are shown in Figure 5-7.

— (Pro 2—Ala)®* C
—_ BK3+

ion current

240 260 280 300 320
CCS, A®

Figure 5-7. Drift time distribution of Pro 2 - Ala mutant compared to non-substituted BK3+.

We further compare the UV photofragmentation spectra of the Pro 2 - Ala mutant
with that of family III of BK3* in order to support the general conclusions made for Pro
3&7 > Ala. We also show how this mutant can be used to simplify the UV spectroscopic

signature and to obtain conformer-selective vibrational spectra.
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Conformational family III of BK3* cannot be fully isolated by FAIMS in the same
way as families I and II are. This is explained by the origin of this family: we observe
that it is produced mostly in the gas phase as a result of collisional activation. Its UV
photofragmentation spectrum is thus obtained as a difference between the UV spectrum
of BK3+ recorded at CV = -9V and two other conformational families (see section 4.4).
The result of subtraction is shown in Figure 5-8. We observe a similarity between the
UV photofragmentation spectrum of Pro 2 - Ala and the spectrum of family III of non-
substituted BK. Sharp peaks, labeled 1, 1’, 2, and a broad feature, which presumably
consists of numerous close bands, overlap in the two electronic spectra. At the same
time the spectrum of the Pro 2 - Ala contains many more lines at 37460-37500 cm™L. It
means that qualitatively the result of substituting proline in position 2 by alanine is
similar to that of substituting prolines 3 and 7: a part of conformers of native BK are

reproduced, but at the same time a number of new ones are formed.

BK3+, conf. family IlI
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37350 37400 37450 37500 37550
UV wavenumber, cm

Figure 5-8. Comparison between the UV photofragmentation spectra of conformational family III
of BK3*and the Pro 2 > Ala mutant. The conformers of interest are labeled: 1’, 1 and 2 have overlapping
UV transitions and likely have similar structure.
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In the region 37430 cm-? to 37600 cm! the UV photofragmentation spectrum of
BK3+ is dominated by conformers a and f3, although upon collisional activation they
partially interconvert to conformational family III (see section 4.4). Thus recording the
vibrational spectra of family III in the case of non-substituted BK is challenging: when
we fix the UV laser on a band of family III and shine the IR laser, which is in resonance
with a vibrational transition of conformer a or , UV absorption lines of the major
conformer broaden and the gain signal produced by this broadening is comparable with
the depletion of the band on which the UV laser is set. Proline to alanine substitution
allows us to overcome this obstacle, since the electronic spectrum of Pro 2 > Ala
corresponds only to conformational family III and is not “contaminated” by other
families. We thus recorded the IR spectroscopic signatures of conformers 1, 1’ and 2
(Figure 5-9), and we assume that their structure is similar to the corresponding
conformers of non-substituted BK. It is remarkable that even these geometries with
high CCS do not have a free OH of the serine side chain, which would produce
absorption signal above 3600 cm-1. Spectra of conformers 1 and 1’ differ only by the
position of one line, while the spectrum of conformer 2 has several unique bands, but
also share spectroscopic features at 3337 cm-1, 3390 cm-1, 3450-3465 cm1, and 3547-
3564 cm! with conformer 1. This suggests that they indeed form a conformational

family defined as a set of structurally similar conformers.

fragment ions

3300 3400 3500 3600 3700
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Figure 5-9. Vibrational spectra of Pro 2 - Ala mutant on the UV transitions that overlap with
those of non-substituted BK3+. Spectra of conformers 1 and 1’ differ by position of one band, shown with
an arrow.
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5.5 Why do we observe additional conformers?

The local structure of a peptide is determined by three dihedral angles, usually
denoted as ¢, Y, and w (Figure 5-10). Up to now we have discussed the angle w, which
can take two discrete values, around 1800 in the trans conformation or around 0° in the
cis, due to partial double-bond character of the peptide bond. Obviously, the
conformational preferences of proline and alanine relative to other dihedral angles are
also important.

Energetically allowed dihedral angles are usually depicted as a Ramachandran
plot, introduced by Ramachandran and co-workers in 1963.378 Since then, the number
of high-resolution protein structures has been growing rapidly, and Ramachandran
plots for every amino acid in different conditions have been generated.160379-381 They

are mainly used for validation of protein structure obtained by X-ray

L

w

crystallography.382-384

Figure 5-10. The peptide bond and the backbone dihedral angles.

We would like to compare the conformational preferences of proline and alanine.
Chakrabarti and co-workers analyzed a database of 408 polypeptide chain structures,
which included 7050 alanine and 3966 proline residues,?8! later Lovell and co-workers
performed a similar study of a 500-structure database.1®0 They defined torsion angles
for each amino acid and presented all data points in Ramachadran plots (Figure 5-11

and Figure 5-12(c)).
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Figure 5-11. The @, { distributions of Ala residue superimposed on the respective Ramachandran
plot. Reproduced with permission.381
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Figure 5-12. ¢, ¥ angle distributions for 97,368 residues from the 500-structure high-resolution
database, along with validation contours for favored and allowed regions. (a) The general case of 81,234
non-Gly, non-Pro, non-prePro residues. (b) The 7705 Gly residues, shown with twofold symmetrized
contours. (c) The 4415 Pro residues with contours. (d) The 4014 pre-Pro residues (excluding those that
are Gly or Pro) with contours. Reproduced with permission.160
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Clearly, the alanine backbone can occupy a significantly larger part of the
conformational space and adopt structures that are not achievable for the proline
residue due to the nature of its side chain. Specifically, the proline backbone is fixed
around @~-60°, while alanine can be found with ¢<-120° and ¢@~+60°. This flexibility
allows a peptide in which proline is substituted by alanine to adopt conformations that
could not be achieved by the original peptide. In general, these new conformations may
have low relative energy, and their CCS might be not related in any way to the IM
distribution of the original peptide.

A residue preceding proline is also conformationally restricted compared to an
average amino acid (Figure 5-12 (A) and (D)), which means that proline rigidity
influences the surrounding amino acids. When proline is substituted by alanine, much
larger conformational space becomes available. In the case of BK, we observe nearly
identical conformations for the substituted and non-substituted peptide, but in general
this does not have to be the case. It is probable that the conformations of the alanine-
containing peptide with the torsion angles ¢, y forbidden for proline are lower in
energy than the original structures of the proline-containing molecule.

Analyzing the differences between (¢, {)-distributions of natural amino acids,
Chakrabarti3®! proposed a matrix of conformational similarity based on the backbone
torsion angles. The similarity index ranges between 0 and 1, and for the proline-
alanine pair equals 0.44, which means that their conformational preferences are
significantly different. Anderson and co-workers38> took this approach one step further
by creating a table of substitutional priority. It shows that amino acids highly similar to
proline in terms of conformations are the ones with bulky side chains, such as
isoleucine, valine, methionine, tryptophan and leucine. If all amino acids are ranked
according to their similarity to proline, alanine is 12t out of 19. Glycine is the least
similar to proline natural amino acid, which can be illustrated by comparing Figure 5-12
(B) and (C). Such a substitutional priority table can help us to choose a
conformationally closer substitute to proline than alanine, e.g. isoleucine or valine, in
order to have a higher chance of preserving the original geometry of the peptide under

investigation and to avoid generating new conformations.
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5.6 Conclusions

After a series of studies performed by Clemmer’s group,165173.174 it has been often
assumed that multiple peaks in the IM distribution of peptides mainly result from cis-
trans isomerization of proline and that the identity of each peak can be accessed using
point mutations.142169176.386387  Recently Lietz and co-workers raised a question
“Multiple gas-phase conformations of proline-containing peptides: Is it always cis/trans
isomerization?”38¢ In most cases IM peaks were attributed to cis-trans conformers of
proline using additional measurements and such assignment was sufficiently justified.
However, the general answer to the question cited above is, most probably, “no”.386

In the title of this chapter we pose a related question: “Can proline mutations be
used to assist structure determination?” Considering the experimental evidence, the
answer is “yes, but more than a single CCS is needed to support the assignment”. We
observe that a part of the initial conformational distribution is reproduced both by Pro
3&7 - Ala and Pro 2 - Ala mutants, as expected. Not only the CCS of each mutant
coincides with one peak in the original IM distribution, but also the IR spectroscopic
signatures of certain conformers of the mutants are almost identical to those of non-
substituted BK. This indeed allowed us to establish that conformers a and 8 of native
BK have prolines 3 and 7 in the trans conformation and that in the lowest-energy gas-
phase conformations proline 2 is trans. However, we also showed that due to the high
flexibility of the alanine backbone compared to proline, the mutants adopt additional
conformations, which were not achievable for the non-substituted BK. The nature of
these conformers is, generally, sequence-dependent and can be misleading for the
assignment of the initial IM distribution. Figure 5-13 shows a schematic representation
of the conformational space of BK and its mutant. The conformational distributions

overlap, but neither one is part of the other.

138



CAN PROLINE TO ALANINE MUTATIONS BE USED TO ASSIST STRUCTURE DETERMINATION?
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Figure 5-13. Schematic representation of the conformational space of triply protonated BK and of
the Pro 3&7 = Ala mutant. The color corresponds to the free energy.
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Chapter 6.
Conclusions and outlook

Functions of proteins and peptides are closely related to their structure. While
enzymes and fibrous, transport and receptor proteins mostly have a well-defined, rigid
3D structure, a large number of biological molecules are partially or fully intrinsically
disordered, which makes them a challenging target for the traditional techniques of
structure determination such as NMR and X-ray crystallography. Gas-phase techniques,
on the other hand, can be mass- and conformer-selective, which simplifies the structure
analysis of conformationally heterogeneous systems. There are a number of issues that
prevent gas-phase methods from finding broader use, however. One of them is the
question of to which extent the structure of a biological molecule is preserved when
transferring it from solution to the gas phase via electrospray. In order to answer this
question fully, one needs to identify which structural elements are preserved in the
electrospray process and which ones are scrambled.

It is well established that the electrospray process often generates a non-
equilibrium conformer distribution, which contains structures that are kinetically
trapped behind high barriers on the free energy surface. These structures are of
particular importance, as they provide a link between the solution state of the molecule
and its lowest-energy, gas-phase conformations. In this thesis we have focused on the
identification and characterization of such conformations.

Cis/trans isomerization of the peptide bonds has one of the highest barriers in the
molecule, and the corresponding states have a high chance to be preserved in the
electrospray process. With that in mind, we studied several model systems with large
number of proline residues, for which cis conformers are comparable in energy to trans,

and, as a consequence, an appreciable percentage of cis conformers is typically
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observed. We see this as the first step in investigating how different structural elements
are preserved or distorted in the electrospray process.

The first example presented in this thesis, the bradykinin 1-5 fragment, includes
two proline residues, which adopt mostly trans-trans conformation in solution.
Curiously, in the gas phase we observe three distinct conformational families. The
extended structures are Kinetically trapped and preserve the solution-phase
conformation of the peptide bonds, i.e. all-trans. Two other conformational families are
formed in the gas phase and/or during the electrospray process through isomerization
of one of the prolyl-peptide bonds to give cis-trans and trans-cis configurations.
Although according to quantum chemical calculations the cis-cis conformation is as low
in energy as the cis-trans and trans-cis, we do not observe it in our experiments. To
summarize, the doubly protonated bradykinin 1-5 fragment has been characterized in
the gas phase and in solution, and the results confirm that proline cis/trans
isomerization state can be preserved in the electrospray process. This result is
somewhat surprising for a molecule of this size, and we attribute it to the height of the
cis/trans isomerization barrier. Other structural elements might require a greater
number of intermolecular interactions to be preserved in the electrospray process.

The case of bradykinin is more complex than that of its 1-5 fragment. First, it has
four additional bulky amino acids, which increases the time required for quantum
chemical modeling. Second, it contains three prolines, leading to 8 possible
conformational classes instead of 4. Here we focused on the +3 charge state and
extensively characterized the low-energy and the kinetically trapped structures
spectroscopically. In agreement with the previously published ion mobility data, we
identified three conformational families, one of which is kinetically trapped, since it
completely disappears upon annealing. The relative abundances of two other
conformational families also change upon collisional activation. Moreover, using
double-resonance spectroscopy, we identify within each conformational family a
number of conformations with different hydrogen-bonding patterns.

While the kinetically trapped conformations are important for the insight they
provide into the solution-phase structure of the molecule, the gas-phase conformational
distribution can shed light onto the state of the molecule in non-polar media such as a
cell membrane. Further research is needed to confirm experimentally the hypothesis

that measurements in vacuum can be used to predict the behavior of a molecule in
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biologically relevant media with low electrical permittivity. We could potentially
characterize the transition from the aqueous environment to a lipid membrane for a
model antimicrobial peptide and compare it to what can be determined in vacuum.

We usually attribute kinetic trapping to the result of evaporative cooling and the
short lifetime of the nanodroplets in the electrospray process. However, the
distribution that we observe in the ion trap reflects an entire sequence of changes in the
conditions that the ions are exposed to. First, kinetic trapping by definition means that
there is a slow interconversion of the ions from the high-energy structures to the low-
energy ones. This reaction can be accelerated intentionally by collisional activation of
the ions in the ion funnel or in the activation region of the drift tube. The rate of
interconversion can be directly measured by monitoring the drift-time distribution as a
function of the pre-trapping time. The molecules might also be unintentionally
activated in regions where the pressure is low enough to give ions time to accelerate in
the electric field and high enough for at least one collision to occur. As we have shown
for the trans-trans conformational family of BK[1-5], at room temperature the low-
energy conformations are more extended than at the temperature of the trap (~10 K).
Knowing that, we would expect certain structural re-arrangement during bath gas
cooling in the cryogenic trap. Nevertheless, we recorded the spectroscopic signature of
the extended conformations and not of the compact ones, which suggests that cooling in
collisions with cold helium is sufficiently fast for kinetic trapping to happen in the
cryogenic trap. Additional experiments have to be performed to determine the effective
temperature that corresponds to the conformational distribution in the trap.

In its native environment, a biological molecule is in a dynamic protic equilibrium
with the solvent and may not have a well-defined charge state. In the gas phase, on the
other hand, every peptide or protein appears in a number of distinct charge states, and
if we were to compare a conformational distribution in solution to that in the gas phase,
all charge states have to be taken into account. For BK, for instance, it has been shown
that kinetically trapped structures exist both for the +2 and +3 charge states. What is
the relationship between them? Do the conformational distributions of different charge
states uniformly sample the original conformational ensemble in solution or does a
certain structural family populate a preferred charge state? (The latter hypothesis is
supported by the observation that the disordered unfolded proteins usually populate

higher charge states than the compact folded ones.) These are examples of questions
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that still have to be answered in order to achieve a better understanding of the
relationship between gas-phase and solution-phase conformational preferences of
biological molecules.

From the experimental standpoint, we have combined linear and field-asymmetric
IMS with cryogenic spectroscopy. The results presented in this thesis show that details
of the molecular structure cannot be resolved using IMS alone, since it provides only the
information about the overall shape of the molecule. If we are interested in the
backbone conformation of a peptide, we have to employ complementary techniques,
such as vibrational spectroscopy. This was clearly illustrated by our investigation of the
proline-to-alanine mutants. In general, such substitution allows one to identify the
conformation of the prolyl-peptide bonds in certain molecular geometries, as suggested
by the IMS data. However, we also observed a number of additional conformations,
which are induced by the high flexibility of the alanine backbone compared to the
proline. These new conformations can potentially scramble the assignments, if CCS
distribution alone is used for the analysis. Vibrational spectroscopy, on the other hand,
produces a spectroscopic signature unique for a particular hydrogen-bonding pattern,
which can be used for a detailed comparison of the conformational space of the mutant
and the native peptide. We also suggest using the table of substitutional priority to pick
amino acids that tend to adopt similar geometries to proline.

Another issue that holds back the development of gas-phase vibrational
spectroscopy as a tool for structure determination is a need for high-level quantum
chemical simulations to interpret and complete the experimental results. Currently
computer modeling has limited capabilities for treating larger biological systems. In
this regard, the measurements of the vibrational frequencies in vacuum are particularly
valuable, as they allow direct comparison with the calculations. In this study we
showed how CCSs and IR spectra are used to guide and verify first-principles
simulations, giving rise to a new type of symbiosis between theory and experiment. We
emphasize that their integration is important for the development of new specialized
computational methods, which would allow us to investigate larger peptides and
proteins. Already in the size range of 20-50 amino acids there are a number of
biologically important compounds (e.g. amyloids) that present a challenge to solution-

phase techniques. The detailed study of the smaller model systems presented here
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brings us one step closer to understanding these complex molecules in the gas phase,
and, through simulation of the kinetically trapped structures, in solution.

In general, we followed a bottom-up approach: we chose two relatively small
model systems and combined advanced experimental and theoretical methods to
characterize the conformational preferences of the prolyl-peptide bonds and to obtain
additional structural information. We believe that a number of detailed studies of
peptides with different sequences and molecular geometries (beta-sheets, different
types of turns, abnormally high cis percentage, etc.) are needed to create enough
material for a complete answer to the question “Which structural elements are
preserved in the electrospray process and to what extent?” This work is one of the first

steps towards a database of atomic-resolution peptide structures in the gas phase.
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