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Abstract 
[Context] IT modelers create models to communicate their conceptualization of an organi-

zation and to facilitate the collaboration between business and IT people. The story they convey in 
their models is how the corporate IT systems fulfill the business people’s needs. The business peo-
ple who must validate these models often have no IT background. Therefore, IT modelers need to 
create models that non-IT individuals understand.  

[Motivation and Problem] We explore the understanding of models created with IT notations by 
non-IT individuals. We enable IT modelers to create models such that non-IT readers can under-
stand. We also enable IT notation designers to design notations that help modelers to create models 
that non-IT readers can understand.  

[Idea and Results] We perform an explorative qualitative case-study for two modeling notations, 
SEAM and i*, by using two cases: car-maintenance service and meeting scheduler, in order to in-
vestigate how readers interpret models. Readers evaluate our models and identify the elements that 
are difficult to comprehend. We create improved models by making these elements easier to com-
prehend, so that readers understand the modeler’s story. We reduce the misalignment between the 
modeler’s story and the readers’ perceptions of this story. We improve models without changing the 
identity of the underlying notation. 

[Contributions] Our contributions address modelers and designers of IT notations. 

For IT modelers, such as IT architects, service designers, and consultants, using IT notations (e.g., 
UML, BPMN, ArchiMate), this research provides the means necessary to create models so that 
readers, unfamiliar with the notation, understand. We recommend to modelers to model: (i) the rela-
tion with reality, by focusing on the readers’ conceptualizations, (ii) the rationale, by using the 
questions, options, criteria and their assessment, and (iii) the story, by using story-phases: context, 
conflict, climax and closure. In addition, we provide them with a modeling process for creating 
models. 

For designers of IT notations, this research provides the means necessary to design notations. We 
recommend to designers to design: (i) the relation with reality, by identifying implicit elements in 
the modeling notation by evaluating readers’ understanding of what elements represent, (ii) the ra-
tionale, by using visual cues to guide readers’ understanding of the problem, and (iii) the story, by 



creating models in which different stories are told to elicit readers’ understanding of what happens 
in the model. In addition, we provide them with a design process for designing notations. 

Case study, Model, Story, Modeler, Reader, Designer, Notation  



Résumé 
[Contexte] Les modélisateurs IT créent des modèles pour communiquer leur conceptualisa-

tion d’une organisation et pour faciliter la collaboration entre les personnes de formation métier et 
IT. L’histoire qu’ils montrent dans leurs modèles est comment les systèmes informatiques 
d’entreprise répondent aux besoins des personnes métiers. Les personnes métiers qui doivent vali-
der ces modèles n’ont souvent pas une formation IT. Par conséquence, les modélisateurs IT ont be-
soin de créer des modèles que les personnes non-IT comprennent.  

[Motivation et Problème] Nous explorons la compréhension des modèles créés avec des notations 
IT par des personnes non-IT. Nous aidons les modélisateurs IT de créer des modèles tels que les 
lecteurs non-IT peuvent comprendre. Nous aidons également les concepteurs des notations IT de 
concevoir des notations qui aident les modélisateurs à créer des modèles que les lecteurs non-IT 
peuvent comprendre.  

[Idée et Résultats] Nous effectuons une étude de cas qualitative et exploratoire pour deux notations 
de modélisation, SEAM et i*, en utilisant deux cas : un service d’entretien d’une voiture et un plani-
ficateur de réunions, afin d’examiner comment les lecteurs interprètent les modèles. Les lecteurs 
évaluent nos modèles et identifient les éléments qui sont difficiles à comprendre. Nous créons des 
modèles améliorés en rendant ces éléments de manière plus facile à comprendre, de sorte que les 
lecteurs comprennent l’histoire du modélisateur. Nous réduisons le désalignement entre l’histoire du 
modélisateur et les perceptions des lecteurs de cette histoire. Nous améliorons les modèles sans 
changer l’identité de la notation sous-jacente.  

[Contributions] Nos contributions sont adressées aux modélisateurs et aux concepteurs de nota-
tions IT. 

Pour les modélisateurs IT, tels que les architectes IT, les concepteurs de services, et les consultants, 
qui utilisent des notations IT (par exemple, UML, BPMN, ArchiMate), cette recherche fournit les 
moyens nécessaires pour créer des modèles de sorte que les lecteurs, peu familiers avec la notation, 
comprennent. Nous recommandons aux modélisateurs de modéliser : (i) la relation avec la réalité, 
en mettant l’accent sur les conceptualisations des lecteurs, (ii) la justification de la conception, en 
utilisant les questions, les options, les critères et leurs évaluations, et (iii) l’histoire, en utilisant les 
phases d’une histoire : le contexte, le conflit, le point culminant, et la situation finale. En outre, nous 
les proposons un processus de modélisation pour la création de modèles. 



Pour les concepteurs de notations IT cette recherche fournit les moyens nécessaires pour concevoir 
des notations. Nous recommandons aux concepteurs de concevoir : (i) la relation avec la réalité, en 
identifiant les éléments implicites dans la notation de modélisation en évaluant la compréhension 
des lecteurs sur ce que les éléments représentent, (ii) la justification de la conception, en utilisant 
des symboles graphiques pour guider la compréhension des lecteurs concernant le problème, et (iii) 
l’histoire, en créant des modèles dans lesquels différentes histoires sont racontées pour observer la 
compréhension des lecteurs de ce qui se passe dans le modèle. En outre, nous les proposons un pro-
cessus de design pour le design de notations. 

Etude de cas, Modèle, Histoire, Modélisateur, Lecteur, Concepteur, Notation 



Zusammenfassung 
[Kontext] IT Modellierer schaffen Modelle, um ihre Konzeptualisierung einer Organisation 

zu veröffentlichen und um die Zusammenarbeit zwischen Geschäfts- und IT-Mitarbeitern zu för-
dern. Das Schema, das sie in den Modellen vortragen, zeigt wie die Organisations-IT-Systeme die 
Bedürfnisse der Unternehmer erfüllen. Die Unternehmer, die diese Modelle validieren müssen, ha-
ben oft keine IT-Bildung. Deshalb müssen IT-Modellierer Modelle erstellen, die Unternehmer ohne 
IT-Bildung verstehen. 

[Motivation und Problem] Wir erforschen, wie Geschäftsleute (ohne IT-Bildung) Modelle, die mit 
IT-Notationen erstellt wurden, verstehen. Wir ermöglichen IT-Modellierern Modelle zu erstellen, 
die Geschäftsleute verstehen können. Wir ermöglichen auch Designern von IT-Notationen zu ent-
werfen, die Modellierern helfen, Modelle zu erstellen, die Geschäftsleute verstehen können.   

[Idee und Ergebnisse] Wir führen eine explorative qualitative Fallstudie für zwei Modellierungs-
notationen, SEAM und i*, anhand zweier Beispiele durch: Auto-Wartungs-Service und Terminpla-
ner, um zu untersuchen, wie die Leser Modelle interpretieren. Die Leser bewerten unsere Modelle 
und bestimmen die Elemente, die schwer zu verstehen sind. Wir schaffen bessere Modelle, indem 
wir diese Elemente leichter verständlich machen, so dass die Leser das Schema der Modellierer 
verstehen. Wir verringern die Diskrepanz zwischen dem Schema der Modellierer und deren Wahr-
nehmung durch die Leser. Wir verbessern Modelle, ohne die Identität der zugrundeliegenden Nota-
tion zu ändern.  

[Beitrag] Unsere Beiträge sind für Modellierer und Designer von IT-Notationen bestimmt. 

Für IT-Modellierer, wie IT-Architekten, Service-Designer und Berater, die IT-Notationen nutzen (z. 
B. UML, BPMN, ArchiMate), liefert diese wissenschaftliche Arbeit die notwendigen Mittel um 
Modelle zu schaffen, die für Leser, die nicht mit der Notation vertraut sind, verständlich sind. Wir 
empfehlen Modellierern folgendes zu modellieren: (i) den Bezug zur Realität, mit den Konzeptuali-
sierungen der Leser, (ii) die Begründung, mit den Fragen, Optionen, Kriterien, und deren Bewer-
tung, und (iii) das Schema, mit den Inhalten: Kontext, Konflikt, Höhepunkt, und Abschluss. Außer-
dem bieten wir ihnen einen Modellierungsprozess um Modelle zu schaffen.  

Für Designer von IT-Notationen, liefert diese wissenschaftliche Arbeit die notwendigen Mittel um 
Notationen zu entwerfen. Wir empfehlen Designern folgendes zu entwerfen: (i) den Bezug zur Rea-
lität, durch die Identifikation der impliziten Elemente in der Modellierungsnotation, basierend auf 



der Bewertung der Leser, über das Verständnis, was die Elemente darstellen, (ii) die Begründung, 
durch die Verwendung von visuellen Hinweisen um das Verständnis der Leser vom Problem zu 
unterstützen, und (iii) das Schema, durch die Schaffung von Modellen, in denen verschiedene 
Schemen erzählt werden, die dem Leser verständlich machen, was die Modelle aussagen wollen. 
Außerdem bieten wir ihnen einen Designprozess um Notationen zu entwerfen. 

Fallstudie, Modell, Schema, Modellierer, Leser, Designer, Notation  



Contents 
List of Figures .......................................................................................................................................................................... xiii

List of Tables ........................................................................................................................................................................... xvii

Introduction ........................................................................................................................................................ 1

1.1 Main Concepts ..................................................................................................................................................... 3

1.2 Motivation ............................................................................................................................................................ 4

1.3 Architecture and IT Architecture ......................................................................................................................... 4

1.4 Thesis Organization ............................................................................................................................................. 5

The State of the Art ........................................................................................................................................... 7

2.1 IT Modeling Notations ........................................................................................................................................ 7

2.1.1 Systemic Enterprise Architecture Method .............................................................................................. 8

2.1.2 i* ............................................................................................................................................................ 19

2.1.3 Unified Modeling Language ................................................................................................................. 22

2.1.4 Concluding Remarks ............................................................................................................................. 25

2.2 Evaluation of Modeling Notations ..................................................................................................................... 26

2.2.1 Semiotic Quality Framework ................................................................................................................ 26

2.2.2 Seven Process Modeling Guidelines ..................................................................................................... 27

2.2.3 Cognitive Dimensions of Notations ...................................................................................................... 27

2.2.4 Physics of Notations .............................................................................................................................. 28

2.2.5 Concluding Remarks.............................................................................................................................30

2.3 Model Design Frameworks................................................................................................................................31

2.3.1 Design Analysis .................................................................................................................................... 31

2.3.2 Story Phases .......................................................................................................................................... 32

2.3.3 Concluding Remarks ............................................................................................................................. 33

2.4 Summary ............................................................................................................................................................ 33

Research Method ............................................................................................................................................. 35

3.1 Model Creation and Notation Design ................................................................................................................ 35

3.2 Research Relevance ........................................................................................................................................... 38

3.3 Research Rigor ................................................................................................................................................... 40

3.4 Research Process ............................................................................................................................................... 41

3.5 Interviews .......................................................................................................................................................... 44



3.6 Summary ............................................................................................................................................................ 45

Application to SEAM ...................................................................................................................................... 47

4.1 Research Protocol .............................................................................................................................................. 47

4.2 Research Design ................................................................................................................................................ 47

4.3 Interviews .......................................................................................................................................................... 48

4.4 Feedback ............................................................................................................................................................ 48

4.4.1 Limited Relation with Reality ............................................................................................................... 49

4.4.2 No Rationale and No Choice ................................................................................................................ 50

4.4.3 No Story ................................................................................................................................................ 50

4.5 Contributions to SEAM modelers ..................................................................................................................... 51

4.5.1 Relation with Reality ............................................................................................................................ 51

4.5.2 Rationale and Choice ............................................................................................................................ 57

4.5.3 Story ...................................................................................................................................................... 61

4.6 Summary ............................................................................................................................................................ 69

Application to i* ............................................................................................................................................... 71

5.1 Research Protocol .............................................................................................................................................. 71

5.2 Research Design ................................................................................................................................................ 71

5.3 Interviews .......................................................................................................................................................... 72

5.4 Feedback ............................................................................................................................................................ 73

5.4.1 Limited Relation with Reality ............................................................................................................... 73

5.4.2 Partial Rationale .................................................................................................................................... 73

5.4.3 No Story ................................................................................................................................................ 73

5.5 Contributions to i* modelers ............................................................................................................................. 74

5.5.1 Relation with Reality ............................................................................................................................ 74

5.5.2 Rationale ............................................................................................................................................... 78

5.5.3 Story ...................................................................................................................................................... 80

5.6 Summary ............................................................................................................................................................ 89

Theoretical Principles and Contributions ..................................................................................................... 91

6.1 The Need for Modeling the Relation with Reality ............................................................................................ 91

6.1.1 The Identification of the Zone of Proximal Development .................................................................... 92

6.1.2 The Alignment of Interpretations .......................................................................................................... 96

6.1.3 The Agreement on Boundaries .............................................................................................................98

6.2 The Need for Modeling the Rationale ...............................................................................................................99

6.2.1 The Search for Satisficing Options .....................................................................................................101

6.2.2 The Accommodation of Needs ........................................................................................................... 101

6.3 The Need for Modeling the Story .................................................................................................................... 102

6.3.1 The Problematic Situation Modeling Process ..................................................................................... 104

6.3.2 The Comics Modeling Process ........................................................................................................... 105

6.3.3 The Story Design Process ................................................................................................................... 105



6.3.4 The Animation Design Process ........................................................................................................... 106

6.3.5 The Narrative Storyboards Design Process ........................................................................................ 106

6.3.6 The Comparison of SEAM and i* Storyboards .................................................................................. 107

6.4 Contributions to Modelers ............................................................................................................................... 108

6.4.1 Recommendations ............................................................................................................................... 108

6.4.2 Modeling Process ................................................................................................................................ 109

6.4.3 Observations for SEAM Modelers ...................................................................................................... 110

6.4.4 Concluding Remarks ........................................................................................................................... 111

6.5 Contributions to Designers .............................................................................................................................. 112

6.5.1 Recommendations ............................................................................................................................... 112

6.5.2 Design Process .................................................................................................................................... 113

6.5.3 Observations for SEAM Designers ..................................................................................................... 113

6.5.4 Concluding Remarks ........................................................................................................................... 115

6.6 Discussions of Recommendations with SEAM Modelers ............................................................................... 116

6.7 Limitations ....................................................................................................................................................... 117

6.8 Summary .......................................................................................................................................................... 118

Conclusions and Future Work ..................................................................................................................... 119

7.1 Achieved Results ............................................................................................................................................. 119

7.2 Future Developments ....................................................................................................................................... 120

Glossary ................................................................................................................................................................................... 122

Bibliography ............................................................................................................................................................................ 124

Appendix 1 Case of Car-Maintenance Service with SEAM ................................................................................................ 137

Appendix 2 Case of Meeting Scheduler with i*.................................................................................................................... 148

Appendix 3 Case of Business Strategy at SITRA with SEAM ........................................................................................... 152

Appendix 4 Case of IT Strategy at EPFL with SEAM ........................................................................................................ 160

Appendix 5 Current and proposed SEAM Evaluation with the Physics of Notations ..................................................... 168

Appendix 6 Other IT Modeling Notations ............................................................................................................................ 171

Object-Process Methodology and Notation ................................................................................................................. 171

Design and Engineering Methodology for Organizations ............................................................................................ 173

Soft Systems Methodology and Rich Pictures ............................................................................................................. 175

Business Process Modeling Notation ........................................................................................................................... 178

ArchiMate.....................................................................................................................................................................179

Business Motivation Model .........................................................................................................................................181

Use Case Map...............................................................................................................................................................182

e³-value ......................................................................................................................................................................... 183

Appendix 7 Preliminary Study on Service Modeling .......................................................................................................... 184

Curriculum Vitae .................................................................................................................................................................... 189

 



List of Figures 

 

Figure 1: SEAM Behavior model showing a hierarchy of systems and their behavior ........................ 10

Figure 2: SEAM Goal-Belief model example ...................................................................................... 11

Figure 3: SEAM-Behavior model example .......................................................................................... 12

Figure 4: SEAM-Supplier-Adopter-Relationship model and matrix example ..................................... 13

Figure 5: SEAM modeler’s conceptualization ...................................................................................... 14

Figure 6: SEAM model of SITRA using the workshop notation .......................................................... 16

Figure 7: SEAM model of SITRA using the academic notation .......................................................... 17

Figure 8: SEAM model in TradeYourMind done with the online notation – source: (Etzlinger, Castori, & 
Wegmann, 2016) ................................................................................................................................... 18

Figure 9: SEAM model of TradeYourMind using the academic notation ............................................ 18

Figure 10: i* notation – source: (Yu E. , University of Toronto, 2001) ............................................... 20

Figure 11: i* Strategic Dependency (SD) model example – source: (Yu E. S., 1997) ......................... 21

Figure 12: i* Strategic Rationale (SR) model example – source: (Yu E. S., 1997) .............................. 21

Figure 13: Unified Modeling Language model types – source: (Unified Modeling Language, 2016) 23

Figure 14: Unified Modeling Language activity diagram notation and model example – source: (Fowler, 
2004) ..................................................................................................................................................... 25

Figure 15: Semiotic Quality framework – source: (Krogstie J. S., 2003) ............................................ 26

Figure 16: Physics of Notations principles applied to a vehicle example ............................................ 30

Figure 17: Question, Options, Criteria framework – adapted from (MacLean, Young, Bellotti, & Moran, 
1991) ..................................................................................................................................................... 32

Figure 18: Information-Systems research-framework with the addition of the practical and research questions 
– source: (Hevner, March, Park, & Ram, 2004) ................................................................................... 36

Figure 19: Information-Systems research-framework applied to our research with the addition of the two sets 
of practical and research questions ....................................................................................................... 36

Figure 20: Research process ................................................................................................................. 41

Figure 21: Service models drawn by people using an ad-hoc notation ................................................ 42

Figure 22: Interview with one participant interpreting a model ........................................................... 45

Figure 23: SEAM initial model ............................................................................................................. 48

Figure 24: Modeler's goal and model information with the proposed SEAM ...................................... 52

Figure 25: Modeler’s viewpoints and story summary from model iterations ....................................... 52

Figure 26: Human, object and organization actors with the current SEAM ......................................... 52

Figure 27: Human, object and organization actors with the proposed SEAM ..................................... 52

Figure 28: Human, object and organization actors from model iterations ............................................ 53

Figure 29: Graphical metaphors with the proposed SEAM .................................................................. 54

Figure 30: Graphical metaphors from model iterations ........................................................................ 54

Figure 31: Service offering with the current SEAM ............................................................................. 55

Figure 32: Service offering with the proposed SEAM ......................................................................... 55



Figure 33: Service offering from model iterations ............................................................................... 56

Figure 34: Terminology with the current SEAM .................................................................................. 57

Figure 35: Terminology with the proposed SEAM .............................................................................. 57

Figure 36: Terminology from model iterations with SEAM ................................................................ 57

Figure 37: Expression of rationale from model iterations .................................................................... 59

Figure 38: Questions, Options and Criteria framework extension in SEAM ....................................... 60

Figure 39: Choice rationale based on Questions, Options and Criteria with the proposed SEAM ...... 60

Figure 40: Storyboard design for each SEAM model instance based on the four story-phases ........... 61

Figure 41: The first model instance of the proposed SEAM model (context) ...................................... 62

Figure 42: The second model instance of the proposed SEAM model (conflict) ................................. 63

Figure 43: The third model instance of the proposed SEAM model (conflict) .................................... 64

Figure 44: The fourth model instance of the proposed SEAM model (conflict) .................................. 65

Figure 45: The fifth model instance of the proposed SEAM model (climax) ...................................... 66

Figure 46: The sixth model instance of the proposed SEAM model (climax) ..................................... 67

Figure 47: The seventh model instance of the proposed SEAM model (closure) ................................ 68

Figure 48: Contributions to SEAM - from the current SEAM to the proposed SEAM ........................ 70

Figure 49: i* initial model – source: (Yu E. S., 1997) .......................................................................... 72

Figure 50: Modeler’s goal and model information with the proposed i* ............................................. 74

Figure 51: Human and IT actors with the current i* ............................................................................. 75

Figure 52: Human and IT actors with the proposed i* ......................................................................... 75

Figure 53: Human and IT actors from model iterations ....................................................................... 75

Figure 54: Goals, tasks, sub-tasks, softgoals and resources with the current i* ................................... 76

Figure 55: Goals, tasks, sub-tasks, softgoals and resources with the proposed i* ................................ 76

Figure 56: Goals, tasks, softgoals and resources from model iterations ............................................... 76

Figure 57: Terminology with the current i* .......................................................................................... 77

Figure 58: Terminology with the proposed i* ...................................................................................... 77

Figure 59: Terminology from model iterations with i* ........................................................................ 78

Figure 60: Questions, Options and Criteria framework extension in SEAM ....................................... 79

Figure 61: Rationale based on Question, Option and Criteria with the proposed i* ............................ 80

Figure 62: Storyboard design for each i* model instance based on the four story-phases ................... 80

Figure 63: The first model instance of the proposed i* model (context) .............................................. 82

Figure 64: The second model instance of the proposed i* model (conflict) ......................................... 83

Figure 65: The third model instance of the proposed i* model (conflict) ............................................ 84

Figure 66: The fourth model instance of the proposed i* model (conflict) .......................................... 85

Figure 67: The fifth model instance of the proposed i* model (climax) .............................................. 86

Figure 68: The sixth model instance of the proposed i* model (climax) ............................................. 87

Figure 69: The seventh model instance of the proposed i* model (closure) ........................................ 88

Figure 70: Contributions to i* - from the current i* to the proposed i* ................................................ 90

Figure 71: Relations between reality, conceptualization and model – adapted from (Regev, 2003) ... 92



Figure 72: Zone of proximal development between the reader and the modeler ................................. 93

Figure 73: Relations between reality, conceptualization and one model for SEAM ............................ 95

Figure 74: The Design Rationale between the modeler and the readers ............................................. 100

Figure 75: 6-step process for story design – source: (McCloud, 1994) .............................................. 105

Figure 76: Model that is in accordance with the identity of the SEAM notation ............................... 114

Figure 77: Model that is not in accordance with the identity of the SEAM notation ......................... 114

Figure 78: SEAM car-maintenance service model showing the car dealer as whole and as composite137

Figure 79: SEAM car-maintenance service model showing the two dealers as wholes ..................... 138

Figure 80: SEAM car-maintenance service model showing one dealer as a composite ..................... 138

Figure 81: SEAM car-maintenance service model showing wholes and composites more explicitly 139

Figure 82: SEAM car-maintenance service model showing the composition of one dealer .............. 139

Figure 83: SEAM car-maintenance service model showing the customers to the left and the dealers to the 
right ..................................................................................................................................................... 140

Figure 84: SEAM car-maintenance service model showing the car with the hood open at the dealer during 
service ................................................................................................................................................. 140

Figure 85: SEAM car-maintenance service model showing the implementation of the service by the dealer
 ............................................................................................................................................................. 141

Figure 86: SEAM car-maintenance service model showing the exchange of money for the serviced car 141

Figure 87: SEAM car-maintenance service model showing back the customers to the right and the suppliers to 
the left ................................................................................................................................................. 142

Figure 88: SEAM car-maintenance service model showing the choice confirmation for one dealer 142

Figure 89: SEAM car-maintenance service model showing the low-cost implementation justified by the 
infrastructure ....................................................................................................................................... 143

Figure 90: SEAM car-maintenance service model showing the completion of the service with payment 143

Figure 91: SEAM car-maintenance service model showing the goals and beliefs of the two customers 
separately ............................................................................................................................................ 144

Figure 92: SEAM car-maintenance service model showing the distinction between the dealer shown as whole 
(photo from the outside) and as composite (photo from the inside) ................................................... 144

Figure 93: SEAM car-maintenance service model showing the choice of dealers with two processes145

Figure 94: SEAM car-maintenance service model showing viewpoints and visual metaphors ......... 146

Figure 95: SEAM car-maintenance service model showing the Questions, Options and Criteria mapping 147

Figure 96: i* meeting scheduler model using color coding ................................................................ 148

Figure 97: SEAM meeting scheduler model ....................................................................................... 149

Figure 98: i* meeting scheduler model with the current i* notation using structuring – adapted from (Yu E. 
S., 1997) .............................................................................................................................................. 150

Figure 99: i* meeting scheduler model with add-ins for the rationale – adapted from (Yu E. S., 1997)151

Figure 100: SEAM model of SITRA using the academic notation .................................................... 152

Figure 101: SEAM model of SITRA using a notation based on photos and logos ............................ 153

Figure 102: SEAM model of SITRA combining Behaviour and Goal-Belief modeling ................... 154

Figure 103: SEAM model of SITRA using the artwork of a professional designer ........................... 155

Figure 104: SEAM model of business strategy at SITRA – Context, conflict and climax – source: (Wegmann 
A. , 2012) ............................................................................................................................................ 156



Figure 105: SEAM service organization template sketch ................................................................... 160

Figure 106: Storyboard of SEAM model instances showing the IT strategy at EPFL ....................... 161

Figure 107: SEAM model of IT strategy at EPFL - Context – source: (Wegmann & Rey, 2016) ..... 162

Figure 108: SEAM model of IT strategy at EPFL - Conflict – source: (Wegmann & Rey, 2016) .... 163

Figure 109: SEAM model of IT Strategy at EPFL - Climax A – source: (Wegmann & Rey, 2016) . 164

Figure 110: SEAM model of IT Strategy at EPFL - Climax B – source: (Wegmann & Rey, 2016) . 164

Figure 111: SEAM model of IT Strategy at EPFL - Closure – source: (Wegmann & Rey, 2016) .... 165

Figure 112: SEAM model of IT Strategy at EPFL – Problem ............................................................ 166

Figure 113: SEAM model of IT Strategy at EPFL – First step of the solution .................................. 167

Figure 114: SEAM model of IT Strategy at EPFL – Second step of the solution .............................. 167

Figure 115: Object-Process Methodology notation – source: (Dori, 2002) ........................................ 171

Figure 116: Object-Process Methodology model example – source: (Dori, 2002) ............................ 172

Figure 117: Design and Engineering Methodology for Organizations model example – source: (van 
Reijswoud, Mulder, & Dietz, 2001) .................................................................................................... 174

Figure 118: Hard and Soft Systems Methodology – source: (Checkland, 1990) ............................... 175

Figure 119: Soft Systems Methodology model example using the Rich Picture notation – source: (Monk & 
Howard, 1998) .................................................................................................................................... 176

Figure 120: Business Process Modeling Notation notation– source: (ConceptDraw, 2016) ............. 178

Figure 121: Business Process Modeling Notation model example - source: (ConceptDraw, 2016) .. 178

Figure 122: ArchiMate notation – source: (The Open Group, 2016) ................................................. 179

Figure 123: ArchiMate model example – source: (Kraan, 2016) ....................................................... 180

Figure 124: Business Motivation Model notation .............................................................................. 181

Figure 125: Business Motivation Model model example ................................................................... 181

Figure 126: Use Case Map notation .................................................................................................... 182

Figure 127: Use Case Map model example ........................................................................................ 182

Figure 128: e³-value notation .............................................................................................................. 183

Figure 129: e³-value model example ................................................................................................... 183

Figure 130: Demographics analysis of the preliminary study ............................................................ 184

Figure 131: Average number of entities and connections between entities in participants’ services models 186

Figure 132: Concept analysis of participants’ service models ............................................................ 186

Figure 133: Evaluation of participants' service models with the Physics of Notations principles ..... 188
 



List of Tables 

Table 1: Graphical symbols used for the SEAM Goal-Belief model ................................................... 11

Table 2: Graphical symbols used for the SEAM Behavior model ........................................................ 12

Table 3: Graphical symbols used for the SEAM Supplier-Adopter-Relationship model ..................... 13

Table 4: Seven Process Modeling Guidelines – source: (Mendling, Reijers, & van der Aalst, 2009) . 27

Table 5: Cognitive Dimensions of Notations – source: (Green, Blandford, Church, Roast, & Clarke, 2006) 28

Table 6: Physics of Notations – source: (Moody D. L., 2010) ............................................................. 28

Table 7: Information-Systems research-framework applied to the current research – source: (Hevner, March, 
Park, & Ram, 2004) .............................................................................................................................. 38

Table 8: Case study applied to two modeling notations: SEAM and i* ............................................... 46

Table 9: Question, Options and Criteria for the two customers ........................................................... 58

Table 10: Question, Option and Criteria for the meeting initiator and participants ............................. 78

Table 11: Modeling notations and corresponding topics .................................................................... 120

Table 12: Current SEAM notation evaluation with PoN .................................................................... 168

Table 13: Proposed SEAM notation evaluation with PoN ................................................................. 169

Table 14: Summary of main differences between business and IT participants’ models ................... 187





Introduction 
IT modelers create graphical models to design IT systems. These models illustrate the ser-

vices that the enterprise IT systems provide to their stakeholders. Models are used to show and de-
velop the collaboration between people, and are shared with stakeholders. The stakeholders need to 
understand them in order to ensure that their expectations and needs are met. However, stakeholders 
often do not have an IT background and, therefore, have difficulties understanding the models.  

For example, IT architects often organize workshops with business stakeholders. During these 
workshops, the architect creates models to discuss organizational strategy with stakeholders. These 
models include entities related to IT systems from the architect’s and stakeholders’ environments 
and are used to show and develop the collaboration between participants. The workshop participants 
(as model readers) often like to listen to a concrete story. They believe that they understand the 
message (or story) that the IT architect (modeler) conveyed in the model. Some participants (with 
an IT background), familiar with the model’s underlying modeling notation, can correctly interpret 
the modeler’s story. Other participants (with a non-IT background), not familiar with the notation, 
frequently encounter difficulties interpreting this story. They perceive a different story than the sto-
ry that the modeler wanted to convey. Also, after the workshop, both types of readers are often una-
ble to understand the story that the modeler conveyed during the workshop. They do not remember 
the IT modeler’s explanations and the story becomes difficult to understand (implicit). Models can 
be done with pen and paper during workshops, but they are too vague and cryptic for readers. Or 
they can be done with modeling tools after the workshop, but they are too complicated for readers.  

IT modelers use different IT notations (e.g., SEAM, i*, UML, BPMN, ArchiMate) to create models
for non-IT people. In these models they show how people work together with the IT (organizational 
aspects), rather than the IT itself. As experts, they assume a common understanding of their notation 
by all model readers. We formulate the following problem: How should the modeler (e.g., IT archi-
tect) create models so that readers (e.g., non-IT workshop participants) understand the modeler’s 
story? We are interested in enabling IT modelers to create models such that non-IT readers can un-
derstand the story, as intended by the modeler, only by looking at the model (without the modeler’s 
audio / video intervention). Such models may be sent by the modeler after the workshop for the 
readers.  

The challenge is to improve the model’s underlying notation while maintaining its identity, that is 
expressed with a set of modeling principles applied to the notation’s graphical symbols that allow 
modelers to create models in a certain way. These principles render the notation recognizable to 
modelers and readers. Notation designers want to promote their notation to modelers and readers in 
order to recognize this notation in the models that modelers create with or for readers. Therefore, 
we do not design new notations, but rather propose improved notations that are more understanda-
ble for readers and have the same identity as the original ones.  



In this thesis, we assume that the modeler wants to convey a story using a graphical model, for in-
stance communicate business strategy in a workshop. Graphical models are relatively easy to create 
compared to video, and more interesting for readers to explore the modeler’s story than text or au-
dio. We argue that a model is richer than one thousand words, enabling the readers to understand 
the modeler’s story. Every reader can perceive a story by observing a model, but this story might 
only partly correspond to the one that the modeler wants to tell. Consequently, the main idea of this 
work is to enable modelers to create understandable models. We create these models by learning 
how readers interpret models.  

We study two IT modeling notations, SEAM and i*, by modeling two non-IT cases that non-IT 
people can easily relate to. The insights we gained based on readers’ interpretations of our models 
are grouped in three categories: relation with reality (“what do the elements represent?”), rationale 
(“what is the problem?”) and story (“what happens?”).  

We propose model improvements in a series of model iterations in which we make more explicit the 
relation with reality, the rationale and the story. IT modelers need to create models that are based on 
commonly encountered situations, not only models that describe the in-depth functionality of IT 
systems. If they would create models of IT systems, then non-IT readers would not understand these 
models.  

This work provides the means necessary for modeling experts (IT modelers), such as IT architects, 
service designers, consultants, and business and IT analysts to create models for non-experts (non-
IT readers), while maintaining the identity of the model’s underlying IT notation. The contribution 
of this work is the design of improved notations useful to create improved models to communicate 
better with readers.  

We propose recommendations to IT modelers. These recommendations concentrate on modeling (i) 
the relation with reality, by focusing on the readers’ conceptualizations of their observed realities 
instead of the modeler’s observed reality, (ii) the rationale, by using the questions, options, criteria 
and their assessment expressed explicitly in the model, and (iii) the story, by using the context, con-
flict, climax and closure story-phases. In addition, we provide modelers with a modeling process 
that they can use to create improved models.  

We propose recommendations to designers of IT notations. These recommendations concentrate on 
designing (i) the relation with reality, by identifying implicit elements in the modeling notation by 
evaluating readers’ understanding of what elements represent, (ii) the rationale, by using visual cues 
to guide readers’ understanding of the problem, and (iii) the story, by creating models in which dif-
ferent stories are told to elicit readers’ understanding of what happens in the model. In addition, we 
provide designers with a design process that they can use to design improved notations. 

In the next section, we clarify the main concepts used throughout the thesis, such as model, story, 
modeler, reader, designer and notation. Then, we explain our motivation for this work. We present 
an analogy between architecture and IT architecture and conclude with a brief summary of the or-
ganization of the thesis.   



1.1 Main Concepts 
The main concepts used in this research are defined below. Besides these most frequently used con-
cepts, other related terms are defined in the glossary, at the end of this work.  

The author of this research has multiple roles: interviewer, SEAM modeler, i* modeler, actor in a 
SEAM model, and designer of modeling notations.  

By interviewer, we mean the person who carries out interviews, the research investigator. He gath-
ers feedback from interviewees (readers) in order to evaluate how they understand the modeler’s 
story.  

By modeler, we mean the person who creates a model, the author of the model.  

By IT modeler, we mean the modeler who uses an IT notation to create models.   

By model, we mean a graphical representation, based on a notation, of a conceptualization of reality 
of a modeler that is used to show a story to readers. It is a schematic description of something, a 
system or phenomenon that accounts for its properties, and is used to study its characteristics and 
show its construction (appearance) and behavior (action). A model is used to show a story of a 
modeler. A model instance reflects a section of this story. A model element is shown using a graph-
ical symbol in one or more model instance(s). 

By improvement, we mean a change of the model to make it more understandable for readers, i.e. 
so that readers interpret the story that the modeler wants to show.  

By story, we mean a sequence of events shown in the model that is based on the modeler’s concep-
tualization of the observed reality and that is interpreted by readers; what readers perceive in the 
model. Readers might interpret a different story than the story that the modeler wants to convey.  

By reader, we mean the person, unfamiliar with the modeling notation, who interprets a model 
through his own perceptions. 

By notation, we mean a set of graphical symbols (visual vocabulary) and composition rules (visual 
grammar) used by modelers to create a model. The notation is based on a method.  

By IT notation, we mean a notation used in IT, such as SEAM, i*, UML, BPMN, ArchiMate. 

By designer, we mean the person who designs a modeling notation. He analyzes how modelers 
create their models using a notation. He helps modelers create models that readers can understand. 

By IT designer, we mean the designer who designs IT notations. 

Modelers use modeling notations to create models that comprise model instances formed with 
graphical elements to show stories to readers. Designers design improved notations that help 
modelers create improved models by using these notations.   



1.2 Motivation 
We are interested to understand how non-IT readers (readers unfamiliar with the IT notation) inter-
pret models created by IT modelers (experts with the IT notation). We consider two IT modeling 
notations, SEAM and i*, to create models based on everyday examples. This is inspired by the fact 
that IT modelers mostly need to communicate to non-IT people how people work together with the 
IT rather than describe the IT itself, for instance discuss business strategy in the context of a work-
shop. If IT modelers would create IT models, non-IT readers would not understand these models. 
For IT readers, IT modelers may create IT models. We investigate, “How should a SEAM / i* mod-
eler create a (SEAM / i*) model so that (non-IT) readers understand the modeler’s story?”. We 
choose SEAM because the thesis author was educated on its use and because he was asked by a 
SEAM modeler to improve the SEAM notation. We choose i* because it is a widely used notation 
in requirements engineering that is applied to early requirements, similarly to SEAM. Other IT no-
tations (e.g., UML, BPMN, ArchiMate) are presented in Appendix 6. Our initial presentation of 
these notations serves as a starting point in applying the research process included in this thesis to 
improve them.  

We want to model as explicitly as possible the elements that guide readers understanding of the 
story that the modeler wants to show. We aim to do so by evaluating and designing models itera-
tively with readers. First, we want to interview readers to test if they understand our initial model. 
Second, we want to collect readers’ suggestions on how to improve the model. Third, we want to 
implement readers’ suggestions in a new model iteration. The suggestions that are considered are 
the ones that maintain the identity (set of principles) of the model’s underlying notation because we 
want to propose improvements to notations so that modelers recognize them rather than create new 
notations. In repeating these steps, we identify elements that are difficult to understand by readers in 
our model iterations and propose improved models that guide readers’ understanding of the model-
er’s story.  

By improving the SEAM and i* models, we aim to propose improvements to the SEAM and i* no-
tations. Therefore, we ask, “How should a SEAM / i* designer design a SEAM / i* notation so that 
modelers create models that readers understand?”. More broadly, we ask, “How should a designer 
design a notation that helps modelers create models that readers understand?”. We propose changes 
to the two notations and provide recommendations for improving other modeling notations as well. 
The recommendations are based on lessons learned from creating story-based models.  

1.3 Architecture and IT Architecture 
One of the most enduring metaphors in IT is architecture. The architecture of building has been 
used in the last thirty years as an analogy to the design of corporate IT systems (Zachman, 1987).  

Architects use graphical models to communicate their conceptualization of a building with their 
clients and to facilitate the collaboration with model stakeholders (e.g., during meetings). For cli-
ents, architects show how the clients’ property fulfills the clients’ needs. For stakeholders (e.g., 
electricians, masons), architects show the characteristics of the property that interest them (such as 
the composition of walls and connectivity of pipes, circuits). (Sowa & Zachman, 1992) observe 
linguistic issues that appear when people from different disciplines work together. Specifically, the 
work of the building architect includes a different vocabulary for each building level. Therefore, 



architects need to create models that clients and stakeholders, without an architecture background, 
understand. They connect the business world with the construction world. 

(Zachman, 1987) uses the analogy between architecture and IT architecture to explain the work of 
IT architects. Similar to architects, IT architects use graphical models to communicate their concep-
tualization of an organization to their clients and to facilitate the collaboration between IT engineers 
(experts) and business people without an IT background (novices) during workshops. The story they 
show in models is how the strategy of the organization is formulated and followed, including the 
details about the information systems, and the roles and responsibilities of stakeholders. Therefore, 
IT architects need to create models that clients, without an IT background, understand. They con-
nect the IT world with the business world. 

The first three levels of Zachman’s framework (Zachman, 2004), the owner’s representation (model 
of the business = business description), the designer’s representation (model of the information sys-
tem = information system description) and the builder’s representation (technology model = tech-
nology constrained description) are used to denote the role of the IT architect to combine the com-
prehension of business and IT stakeholders.  

In this research, we use the building metaphor to explain how IT architects show stories in their IT 
models by analogy to how architects show stories in their construction models. IT architects are 
named modelers, graphical models are named models, the organization of concepts that the modeler 
conveys in his model is named story, and clients are considered readers of models. We enable mod-
elers to create models so that readers can understand the modeler’s story, by reducing the misalign-
ment between the modeler’s perception of the model and those of the readers. 

Some model readers (e.g., with an IT background), familiar with the model’s underlying (IT) mod-
eling notation, can interpret the modeler’s story. Other readers (e.g., without an IT background) are 
not familiar with the modeling notation and encounter greater difficulties interpreting this story. Our 
research concentrates on the second category of readers. We help IT modelers create models such 
that non-IT readers can understand the story. For instance, such models are used to summarize key 
decisions taken during workshops with IT and business stakeholders (e.g., how people work togeth-
er with the IT – organize themselves) and enable the collaboration among them. 

1.4 Thesis Organization 
This thesis has the same structure as our research process. It is structured to reflect the search for 
improving the design of modeling notations in order for readers to understand the models created 
with these notations. Chapters 1, 2 and 3 represent the context of the thesis: we frame the problem 
of improving IT notations. Chapters 4 and 5 represent the conflict: we present our work on improv-
ing two IT notations: SEAM and i*. Chapter 6 represents the climax: we discuss our contributions 
to create improved models and design improved notations. Chapter 7 represents the closure: we 
draw conclusions and directs for future work. The context, conflict, climax and closure are the four 
story phases we use in this research. We apply them to mark the four thesis phases as described 
above.  

The four thesis phases are presented in more detail for readers to understand the contents of each 
chapter as follows. In Chapter 1, we explain the context of the thesis, the main concepts used, our 



motivation for this research and the relation between architecture and IT architecture to justify the 
need to enable IT modelers to create IT models that non-IT readers understand. In Chapter 2, we 
describe the body of scientific literature that provides rigor to this research. The state of the art re-
search includes IT modeling notations, evaluation frameworks for these notations, and model design 
frameworks. In Chapter 3, we explain the research method used in this thesis. In Chapter 4 and 
Chapter 5, we explain how we apply the research method to improve two modeling notations, 
SEAM and i*, respectively. In Chapter 6, we discuss the implications of the current research and 
explain the theoretical principles and contributions of our research. In Chapter 7, we summarize the 
work and give directions for the continuation of the research. In the Appendix, we additionally in-
clude model iterations with SEAM and i*, a case of modeling business strategy with SEAM, a case 
of modeling IT strategy with SEAM, a current and a proposed evaluation of SEAM using a notation 
evaluation framework, the Physics of Notations, and an initial presentation of other IT modeling 
notations.  



The State of the Art 
We give an overview of three notations used in IT modeling: SEAM is an enterprise mod-

eling notation used in business and IT alignment, i* is a goal modeling notation used in require-
ments engineering, and UML is a standardized notation used for the specification and design of 
information systems. Other IT modeling notations are briefly presented in Appendix 6. We then 
present four frameworks useful for evaluating IT notations. We conclude by presenting two model-
design frameworks useful for modelers to model stories: the design analysis (based on Questions, 
Options, Criteria and Assessments) and the story phases (exemplified using the Context, Conflict, 
Climax and Closure).  

2.1 IT Modeling Notations 
We present several modeling notations used to create IT models. These modeling notations are used 
in the fields of business and IT modeling, requirements engineering, and software engineering by, 
e.g., business and IT consultants, enterprise architects, and systems designers. For each of the mod-
eling notations, we explain what modelers use it for and present its meta-model, its set of graphical 
symbols and an example.  

The currently-used IT modeling notations have origins in software engineering (e.g., i*, UML, 
BPMN). There are two main reasons that IT modelers use the notations inspired by software engi-
neering: (1) They want to resemble the efforts of other engineers who draw graphical models, in-
stead of writing programs; and (2) they want to communicate with others who do not have an IT 
background (Endres, 1996). Research efforts, such as Model Driven Architecture (Object-
Management-Group, 2016), addressed the first need by creating tools that transform graphical mod-
els into executable code and vice-versa – this domain was named visual programming. Commonly, 
graphical models are used for the second need, despite the fact that less efforts were put into creat-
ing and improving IT models for non-IT readers.  

IT modeling notations evolved in an ad-hoc manner. They were designed by software engineering 
experts, who were not experts in graphic design (Moody D. , 2009). Current IT modeling notations 
use simple and abstract graphical symbols, such as triangles, rectangles, parallelograms, cubes, di-
amonds, circles, ellipses and lines (straight, curved, with elbows, dashed or not, etc.) (Moody D. L., 
2009). This constitutes an advantage in workshop settings, in which pen and paper are extensively 
used.  

Little reflection has been made by the research community about the readers’ understanding of 
modeling notations and their use. A notable exception is a notation named Visual Design Language 
(VDL), a part of a method called Solution-Based Modeling (SBM) (Goldstein & Alger, 1992). The 
authors hired a professional design-firm to help them develop a graphical notation that can be un-



derstood by both modelers and non-experts. They recommended that a notation be based on sim-
plicity and ease of use, so that it can be used with only pen and paper as communication tools.  

Most visual notations are evaluated based on their visual vocabulary or set of graphical symbols 
(Moody D. L., 2010), rather than the story that modelers convey in their models. The majority of IT 
modeling notations do not fit the purpose of serving as a communication media for non-IT people. 
IT modelers communicate with non-IT people by explaining collaboration on common projects via 
expert models. In short, IT modelers use IT notations to create models that they use to communicate 
(share their ideas and build relations) with non-IT people. The challenge is to improve existing IT 
notations, while maintaining their identity, so that non-IT people can understand the models created 
with these notations. This is necessary because IT notation designers want to promote their notation 
to modelers. They need to recognize the notation in the models that these modelers create for read-
ers. We propose improved notations that have a similarly close identity (ideally the same) as the 
original ones, and are more understandable for readers. We do not design new notations.  

2.1.1 Systemic Enterprise Architecture Method 

The SEAM notation has been developed during the last twenty years. The below presentation of 
SEAM is based on the discussions with the members of the Laboratory of Systemic Modeling at 
EPFL, who developed the SEAM method (Wegmann A. , 2016), as well as on the descriptions of 
SEAM available in the publications that promote it ( (Wegmann A. , 2016), (Wegmann, et al., 
2013)).  

SEAM is an enterprise modeling notation (Wegmann, Regev, Rychkova, Julia, & Perroud, 2007). 
Just like other enterprise modeling notations, such as ArchiMate (Lankhorst, H.A., & Jonkers, 
2010) and DEMO (van Reijswoud, Mulder, & Dietz, 2001), SEAM is used in a variety of ways: 

• In consulting, e.g., during workshops, to show stories involving stakeholders (business and 
IT representatives, clients). Workshops focus on early requirement phases in business strat-
egy, business and IT alignment, enterprise architecture, and project management.  

• In teaching, e.g., enterprise architecture, service-oriented architecture, requirements engi-
neering, and business design for IT services.  

SEAM modelers analyze and design business and IT systems that involve multiple stakeholders. 
They create models to show concrete organizational situations that are based on evidence from peo-
ple. SEAM enables stakeholders to agree on what the issues are and what the solutions should be.  

The main originality of SEAM, compared to other enterprise modeling methods, is its reliance on 
an explicit philosophical grounding (Regev, et al., 2013). This grounding, called the systemic mod-
eling paradigm, is based on Systems Inquiry (Banathy & Jenlink, 2004). Systems Inquiry is com-
posed of Systems Theory, Systems Philosophy, and Systems Methodology. Systems Theory is the 
view that the fragmented disciplines of science can be transcended by analyzing what is common 
among them. Systems Philosophy includes epistemology (where the model comes from), ontology 
(the structure of the model) and axiology (what elements to include in the model, or to exclude from 
it). Systems Methodology is the study and creation of methods for creating models. It includes the 
study of methods (their creation and improvement) and their practical use. These methods are used 
for the management of systems and related problems.  



The SEAM epistemology relies on General Systems Thinking (Weinberg G. M., 1975), grounded 
cognition (Barsalou, 2008), and appreciative systems (Vickers, 1968). It is mainly based on the no-
tion of a system, which is a relationship between an observer and an entity in an observed reality 
(Regev & Wegmann, 2005). Therefore, SEAM has an interpretative (Mintzberg, Ahlstrand, & J., 
1998) or interpretive (Checkland & Holwell, 1998) epistemology. This means that SEAM modelers 
consider that each observer creates a unique, specialized view of the reality he observes, by interact-
ing with the model and other observers. This viewpoint is reflected in the model with system 
boundaries.  

The SEAM ontology provides constructs for behavior modeling. It is based on RM-ODP 
(Naumenko & Wegmann, 2002), goal-belief modeling (Regev, 2003), and value modeling (Golnam 
& Wegmann, 2013). Value modeling is based on marketing and quality theories, such as competi-
tive advantage (Porter, 1980) and quality management (Hauser & Clausing, 1988).  

The SEAM axiology consists in the choices made by SEAM modelers about what to include in their 
models, or to exclude from them. Choices are characterized by ethics (moral principles related to 
what to model) and aesthetics (usefulness, clarity and simplicity of the model).  

Many tools can be used to create SEAM models. There are two custom SEAM tools: a stand-alone 
application (SeamCAD) and a web application (TradeYourMind). SeamCAD can edit all types of 
SEAM models. TradeYourMind proposes a specific way to combine the value with motivations 
modeling. It can be used to model business plans and IT systems requirements. Apart from the cus-
tom tools, SEAM modelers also use Microsoft PowerPoint / Apple Keynote and colored paper with 
Post-It notes to create models.  

SEAM models are created using a hierarchy of systems (Figure 1). This hierarchy is called “Pure 
SEAM”. It can be used to model systems’ behavior (SEAM Behavior model), their motivations 
(SEAM Goal-Belief), or the value they create (SEAM Supplier-Adopter-Relationship). SEAM 
modelers want to understand the composites, marked graphically with “[c]”, in relation to the 
wholes, marked graphically with “[w]”, using this hierarchy. Each system can be analyzed as a 
whole, showing its externally visible characteristics, or as a composite, showing its interrelated 
parts. SEAM modelers refer to the fact that the whole is refined into a composite. The system 
shown as a whole includes services and their properties (for a Behavior model), or the goals and 
beliefs (for the Goal-Belief model), as perceived by an external observer. The system shown as a 
composite includes the sub-systems and the services that these sub-systems provide. The sub-
systems participate in processes (for a Behavior model) and have goals and beliefs (for the Goal-
Belief model).  

A meta-model is a model of the model. It defines concepts, their relations and semantics. A model 
is an instance of a meta-model if it respects the structure defined by the meta-model. As seen be-
fore, the meta-model of PureSEAM includes: systems (wholes and composites), services (for 
wholes), properties (for wholes) and processes (for composites).  



 

Figure 1: SEAM Behavior model showing a hierarchy of systems and their behavior 

As SEAM is used to model services, the systems are called service systems. Figure 1 is an example 
of a Behavior model that shows service systems, services and processes. Service systems, as 
wholes, exhibit services. Service systems, as composites, exhibit processes. They are composed of 
sub-systems as wholes. These sub-systems provide services that are combined within processes. It 
is possible to relate business and IT needs with specifications. The model can be read either top-
down or bottom-up. Service systems are represented as shapes with a surface that enables modelers 
to model either their composition (for a composite) or properties (for a whole). The refinement rela-
tionship is used to connect a system seen as a whole (e.g., Value network2 [w]) with the same seen 
as a composite (e.g., Value network2 [c]), or a service in a system seen as a whole (e.g., Service 
BO2 [w]) with the corresponding process in a system seen as a composite (e.g., Process BO2 [w]).  

Once a system model is defined, it is possible to analyze each set of systems by using one of the 
three SEAM model types: 

• Goal-Belief model: motivations modeling 
• Behavior model: services and processes modeling 
• Supplier-Adopter-Relationship model: components, features and values modeling 

  



Goal-Belief model 

The modeler’s goal is to describe the relations between the goals and beliefs of model actors. He 
models the actors’ beliefs and the reality aspects that drive them to take actions. The Goal-Belief 
model is based on the Appreciative System (Vickers, 1968) and includes three types of judgment: 
readiness to see (reality judgment), readiness to value (value judgment), and readiness to act (action 
judgment).  

The meta-model of the SEAM Goal-Belief model is composed of: goal reduction, maintenance and 
achievement (action) goals, reality and value beliefs, and links (goal-goal reduction, belief-goal 
reduction, and goal-belief reduction). 

The notation of the SEAM Goal-Belief model comprises the graphical symbols shown in Table 1, 
used to visually represent the components of the meta-model. 

 

Table 1: Graphical symbols used for the SEAM Goal-Belief model 

In Figure 2, the SEAM Goal-Belief example shows the connections between the values, realities, 
and actions of two persons. A student (John) and a company (Company X, represented by the HR 
Manager, Sam) participate in a university job fair. John’s main goal is to obtain a job in a good 
company and Sam’s is to recruit a talented student. John’s beliefs can be related to the environment 
or the perceived reality (e.g., Company X is recruiting students with good programming skills) or 
his inner values (e.g., Company X is a good company, John has some basic programming skills that 
the company is looking for). By improving his programming skills, John influences the reality be-
lief of Sam. Sam notices that John has attained the required skills and decides to recruit him. Stereo-
types can be included, both on associations / links (maingoal, belief and goal) or in model elements 
(maingoal, value, reality and action).  

 

Figure 2: SEAM Goal-Belief model example 

  



Behavior model 

The modeler’s goal is to describe services of the business and IT organizations and their corre-
sponding implementation processes. The goal is achieved through a hierarchy of systems and be-
havioral elements (Figure 3). This model shows the trace from business requirements to an IT im-
plementation. 

The meta-model is composed of: service (also called local action), property of the service (also 
called local property), process (also called action binding), links between process and service, and 
links between service and property.  

The notation of the SEAM Behavior model comprises the graphical symbols shown in Table 2 used 
to visually represent the components of the meta-model.  

 

Table 2: Graphical symbols used for the SEAM Behavior model 

In Figure 3, the SEAM-Behavior example includes different types of entities commonly represented 
in SEAM models, such as technical infrastructure, external providers, and business and external 
users connected to IT and business processes. The model shows how the IT organization provides a 
service to the business organization that, in turn, provides two services for two users. The Busi-
ness+ [w] and IT organizations+ [w] include provided services. The Business+ [c] and IT organiza-
tions+ [c] include the details of the process that implements these services. The IT organization+ is 
the IT organization together with external providers. The Business organization+ [c] is composed of 
an IT organization+, a business user and a business specialist. Thus, reading the model from inside 
to outside, we see how the IT organization+ provides an IT service to a business user and a business 
specialist. This service is implemented by an IT process. The business process connects the services 
offered by the three entities that are seen as wholes: IT organization+, business user, and business 
specialist. At the next, higher level, we see how the Business organization+ provides a business 
service to an internal user and an external user. This service is implemented by a business process. 
The processes for internal and external users connect the business organization with the two users. 

 

Figure 3: SEAM-Behavior model example 



Supplier-Adopter-Relationship model 

The modeler’s goal is to describe the relation between a supplier and a customer (or adopter), by 
using components, features and values that are mapped together in a hierarchy and a matrix view 
(Figure 4). The supplier is a company. It is represented both as a composite (showing the compo-
nents) and as a whole (showing the features). The adopter is represented on the right side (showing 
the values that he perceives). This model is created in order to illustrate the value that companies 
offer to their clients.  

The meta-model is composed of: supplier-adopter-relationship reduction, component, feature, val-
ue, link between supplier-adopter-relationship and supplier value-network (as a whole and as a 
composite) and between adopters (as wholes). 

The notation of the SEAM Supplier-Adopter-Relationship model comprises the graphical symbols 
shown in Table 3.  

 

Table 3: Graphical symbols used for the SEAM Supplier-Adopter-Relationship model 

In Figure 4, the SEAM-Supplier-Adopter-Relationship (SAR) example shows a supplier (company) 
providing service components (IT service, data maintenance, and incident management). These 
components are mapped to features (24 x 7 support, membership, and premium advantages). The 
features are perceived as values by the business partner (more customers and databases) and the 
individual partner (data management and e-mail support). The supplier is represented in the compa-
ny value-network context both as a composite (bottom) and as a whole (top). The composite con-
tains the IT department+ as a whole. In the matrix view, the relation between components, features 
and values is established with checked boxes. The two representations convey, in a different man-
ner, the same story, i.e., the understanding of the correspondences between the service components 
(left) offered by the supplier, the features (middle), and the values (right) perceived by the two part-
ners. An extension of this notation using a matrix view includes “++”, “+”, “-”, --” to specify how 
the value is evaluated by the adopters, from strongly positively to strongly negatively. The positive 
and negative correlation is measured with three levels of green (+) and red (-) symbols. The matrix 
view of the SAR complements the SAR model (the latter is not supposed to show the details). 

 

Figure 4: SEAM-Supplier-Adopter-Relationship model and matrix example 

  



SEAM Notational Principles 

The SEAM notation is based on UML (Fowler, 2004) and Catalysis (D’Souza & Wills, 1999). It 
uses some of the principles defined in software engineering, but proposes a way to create models 
that is different from other IT notations (Figure 5). 

 

Figure 5: SEAM modeler’s conceptualization 

The SEAM notation is based on the following principles: 

• Generic system modeling with specific ontological relation to reality. The main originali-
ty of SEAM is its epistemological foundation. To understand SEAM modeling, it is useful to 
consider the observed reality in which real world entities are perceived (Figure 5). These en-
tities (e.g., companies, customers, suppliers) are perceived by the modeler through his con-
ceptualization. They are represented in the model with graphical symbols, as model ele-
ments (e.g., service system, service, process, property, goal, belief). As SEAM is systemic, 
the SEAM modeler’s conceptualization includes systems. All systems are modeled in a 
similar way: they have characteristics and perform actions in their environment. The human 
systems have interpretations. A challenge with SEAM is to help the modeler and the readers 
know precisely what is described. For example, the modeler can describe the components of 
an IT system that provides a service; or he can describe the collaboration of companies who 
provide a service. The way to describe how the components of the IT system work together 
and the way to describe how the companies work together are the same. For this reason, the 
notation is both generic and specific. Generic systems modeling enables the modeler to rep-
resent systems, services and processes in a similar way. The specificity of SEAM modeling 
enables the modeler to use different icons to represent different kinds of systems (e.g., a 
company, a department, an IT system, a server, a data center), which is a specific ontologi-
cal relation to reality. Practically, the systems shown in Figure 1 all appear different, be-
cause they represent different kinds of entities (company, department, team, IT infrastruc-
ture). But the modeling constructs used to represent motivations (Figure 2), behavior (Figure 
3) and value (Figure 4) are the same, regardless of the represented systems (i.e., regardless 
in which context they exist). Hence, a business process or an IT process will have the same 
graphical symbol. An IT infrastructure, however, will have a different graphical symbol than 
a company.  

• 2D graphical symbols to support refinements. Almost all SEAM graphical elements have 
two dimensional (2D) shapes; this is useful to show the whole-composite relationship. A 
system, as a whole, has properties (e.g., in a Behavior model). A system, as a composite, has 
component sub-systems as wholes. The whole-composite relationship can be applied to ser-



vices, processes and properties. A service, as a composite, includes component sub-services. 
A process, as a composite, includes component sub-processes. A property, as a composite, 
includes sub-properties. The “whole” notation is designed to support the refinement of 
wholes into composites of all types of graphical elements. For practical reasons, SEAM 
modelers do not show all refinements in order for readers not to get lost in details. For in-
stance, associations cannot be decomposed due to their one-dimensional (1D) support. This 
is a limitation that could be addressed in a future work.  

• Rectangles for properties. Systems exhibit properties. For example, a Behavior model of a 
system shows how a service changes state when the service occurs; it can also show input 
and output properties. A Goal-Belief model shows predicates that capture the system’s rea-
soning. These predicates are stored in properties. All properties are represented as 2D rec-
tangles. The type of information stored in the property can be indicated with a stereotype. 
This is convenient for relating models. For example, a goal in a Goal-Belief model can be a 
value in a Supplier-Adopter-Relationship model. For this reason, the shapes of properties are 
identical in all models (shown as rectangles).  

• N-ary associations. These associations are useful during a design process. They express a 
relation between multiple elements, without over-specifying this relation. All n-ary associa-
tions are represented with either four- or a six-sided diamonds. The semantics of the n-ary 
associations depends on the model in which it is used.  

• Ovals for services. Behavior is shown with ovals. A behavior is defined as a model element 
that represents a change of a state in time. A process is not a behavior because it connects 
services. The process is included in the model only to show the relations between the ser-
vices. As such, the process does not have pre- and post-conditions. Conceptually, a process 
is close to the n-ary association because it relates services. This is why, graphically, a pro-
cess is represented with a hexagon (6 sides) whereas the n-ary association is represented 
with a diamond (4 sides).  

• Relation with trade notations. SEAM adopted graphical symbols used in the trade domain. 
For systems, SEAM uses graphical symbols either from business representation (e.g., Por-
ter’s value chain) or from UML (e.g., actors, components, applications). The behavioral el-
ements (services) are oval, as in UML (use cases, activities and possibly states). The proper-
ties are rectangles, as in the UML class diagram. SEAM uses these graphical symbols be-
cause they are easily understood by business and IT people. If SEAM had been developed 
for people working in manufacturing, for instance, then the block arrow could had been used 
for the behavioral element because processes in quality documentation in manufacturing are 
represented with arrows. 

• Only one model instead of more. UML defines fourteen model types. There is one model 
for each category of information. For example, a class diagram shows properties, an activity 
diagram shows behavior, the systems are shown in a use-case diagram and/or in a compo-
nent diagram. Some of the relations between these diagrams are captured in Object Con-
straint Language (OCL) formal models. In contrast with UML, in SEAM, the system, its be-
havior and the related properties are shown in only one model (SEAM Behavior). It is then 
possible to see in which context a behavior is defined and what properties are specified for 
that behavior. Therefore, SEAM modelers need to show more aggregate information in one 
model because more types of information are shown together.  



• Goal-Belief, Behavior and Supplier-Adopter-Relationship models. SEAM proposes 
three types of models that are defined for a specific purpose. The Goal-Belief model is spe-
cific to SEAM – it is used to model actor’s motivations. UML currently has the Business 
Motivation Model for this purpose. Modeling with SEAM Behavior model is similar to 
UML behavior modeling. The Supplier-Adopter-Relationship model is a special type of 
model that includes a Behavior model (that includes the features of a service and the com-
ponents necessary for these features), as well as a subset of a Goal-Belief model (that in-
cludes the values that the features offer for a customer). Therefore, SEAM proposes models 
that are not based on types of elements (as UML does). The three types of SEAM models 
serve a targeted purpose: to understand aspects of the behavior, aspects of the motivation, or 
how behavior and motivation are combined in order to explain value creation, respectively.  

• Points of view. The main concept of a system, representing the relationship between an enti-
ty and its environment (observed reality: (Weinberg G. M., 1975)), is used not only in the 
SEAM epistemology, but also in the SEAM models themselves, where explicit points of 
view are shown.  

SEAM notation examples 

SEAM models are often created in workshops (with flipcharts, Post-It notes and markers). Models 
are drawn by hand to document the results and the stakeholders’ emotions. It is frequent that varia-
tions of the notation are used.  

 

Figure 6: SEAM model of SITRA using the workshop notation 

In Figure 6, we illustrate one variation of the SEAM workshop notation. It is different from the 
SEAM Behavior model described previously, but it uses the same principles. It was used in a four-
day workshop with ten participants working for a touristic organization named SITRA. The goal of 
the workshop was to define an IT strategy (left) that supports a business strategy (middle) for seg-
ments of clients (right). In the middle of the model, the collaboration between various companies 
was analyzed. The model represents the three levels of systems (from left to right: IT, companies 
and business). The tapes and the border of the craft paper shows the system boundaries. With this 
notation, the notion of system is hidden, but the boundaries are maintained.  

The workshop participants did not need to understand the system concept (but the workshop anima-
tor did). The ovals (services) and diamonds (processes) were preserved. The color-coding enabled 



workshop stakeholders to understand what was used at each level (in each context / boundary). 
Some Post-It notes are used to represent goals and beliefs. Some logos and pictures were used to 
make the model more concrete. The notation was developed to animate the workshop without ex-
plaining the SEAM principles, while still using them.  

A mapping between the workshop and the academic notations can be established using the same 
colors and shapes (Figure 7): properties are marked with orange rectangles in the tourist boundary, 
the services provided by the tourist office value network are marked with blue ovals, the organiza-
tions of the tourist office value network are marked with box arrows, and the services provided by 
the SITRA value network are marked with blue ovals. The complete mapping including all actors 
and details (in the tourist office value network and in the SITRA value network) is included in Fig-
ure 100 in Appendix 3.  

 

Figure 7: SEAM model of SITRA using the academic notation 

In Figure 8, an online version of SEAM implemented for TradeYourMind (TYM) is shown 
(Etzlinger, Castori, & Wegmann, 2016). TYM is an online platform that helps entrepreneurs inves-
tigate business ideas. In TYM, the hierarchical structure of SEAM is represented using colors and 
menus. The model created in TYM corresponds to the Supplier-Adopter-Relationship (SAR) (map-
ping shown in Figure 9), a partial Behavior model, and a Goal-Belief model. One of the benefits of 
TYM is that it provides an integrated and guided way to build SEAM models.  

The graphical structure of the TYM model is inspired by the Business Model Generation (BMG) 
(Osterwalder & Pigneur, 2016), a competing business modeling technique. Similarities include the 
flow of information from key partners (left) to customers (right). The SEAM canvas includes the 
regulation authorities and the competition whereas BMG does not. The BMG canvas enables mod-
elers to analyze key activities and resources, value propositions, customer relationships, and chan-
nels. The SEAM canvas enables modelers to analyze components (similar to resources), features 
and benefits (similar to value propositions). TYM also includes the financial view that contains rev-
enue and cost factors of the organization but this is modeled separately (not in the canvas).  



 

Figure 8: SEAM model in TradeYourMind done with the online notation – source: (Etzlinger, Castori, & Wegmann, 
2016) 

 

Figure 9: SEAM model of TradeYourMind using the academic notation 

In this research, we improve SEAM models starting from the academic notation, not the workshop 
or online notations, because it represents the reference for SEAM modeling in terms of modeling 
principles, and because the modeler would ideally like workshop participants to understand the 
SEAM academic notation.  



2.1.2 i* 

The below presentation of the i* notation is based on several publications describing it, such as: (Yu 
E. S., 1997), (Yu & Mylopoulos, 1994) and (Yu E. , 2001).  

i* is one of the most widely used goal modeling notations used in requirements engineering. It was 
previously applied to business process modeling and redesign, as well as to software process model-
ing. It is useful to tell goal-oriented stories.  

i* consists of two models:  

• Strategic Dependency (SD) model: used to “describe the dependency relationships among 
actors in an organizational context” (Yu E. S., 1997) 

• Strategic Rationale (SR) model: used to “describe the rationale leading to a decision of ac-
tors by showing actors’ interests and concerns, and how they might be addressed by various 
configurations of systems and environments” (Yu E. S., 1997).  

i* modelers communicate with business stakeholders in early-requirements project-phases. i* mod-
eling results in high-level business models, without going into details about the processes and tech-
nologies. Modelers focus on understanding both the organizational context and rationales (the 
“Whys”) that lead to systems’ requirements. 

The central concept in i* is the intentional actor. Actors have properties such as goals, beliefs, abili-
ties and commitments, and depend on each other for goals to be achieved, tasks to be performed, 
and resources to be furnished, via strategic relations (Yu E. S., 1997). An actor (dependum) may be 
able to form goals that are difficult to achieve alone, by depending on other actors (dependees). The 
i* model helps to model stakeholders’ interests when they seek opportunities or changes. 

The i* notation (Yu E. , 2001) is presented in Figure 10 and includes:  

• Actors: are entities that perform actions to achieve goals. Agents, roles and positions are 
specialized views of the actors.  

• Goals: are intentional desires of an actor that can be achieved in many ways.  
• Softgoals: are qualitative criteria. From the softgoals, one can tell why one alternative may 

be chosen over others. Softgoals draw on the concept of satisfying, which refers to finding 
solutions that are “good enough”.  

• Tasks: are specific ways to accomplish goals. 
• Resources: can be physical or informational.  
• Beliefs: are conditions about the world that the actors think are true.  
• Consisting of: is represented via task-decomposition links.  
• Task-decomposition link: provides a hierarchical description of intentional elements that 

make up a routine. 
• Means-end link: shows when a goal can be met. Means-end links provide understanding 

about why an actor would engage in some tasks, pursue a goal, need a resource, or want a 
softgoal.  



 
Figure 10: i* notation – source: (Yu E. , University of Toronto, 2001) 

The field of requirements engineering (RE) can be divided into functional requirements (FR), that 
centers on goal analysis, and non-functional requirements (NFR), that centers on softgoal analysis. 
Goals have been used to connect requirements with design. When designing new systems (e.g., to 
identify the relevant characteristics the system should support) or comparing alternatives (e.g., two 
systems), modelers need to analyze the interrelations between goals and softgoals (Mylopoulous, 
Chung, & Nixon, 1992). Goals are useful for objectively measurable scenarios, whereas softgoals 
are useful for ill-defined goals and their interdependencies, for instance when no clear criteria that 
satisfy them exists. i* modelers consider that softgoals are “satisfied” when there is sufficient posi-
tive evidence for their claim. One softgoal can support (this is a marked with a “+” sign, and is in-
terpreted as “positive influence”) or can conflict another (this is marked with a “-“ sign, and is in-
terpreted as “negative influence”). In order to show when a goal is satisfied, i* modelers select a 
partial set of softgoals that collectively satisfy it. Satisfying all softgoals of a system design might 
be impossible because of conflicts. The decomposition of goals into softgoals can be project-
specific or task-specific (Mylopoulous J. , Chung, Liao, & Wang, 2001). 

In order to create an i* model, modelers need to know what tasks, goals and resources are required, 
and what softgoals are pertinent. In analysis, alternatives are evaluated with respect to goals. In de-
sign, goals are used to generate potential solutions systematically. The starting point is to express 
the customer’s wishes about what the system should do. However, these are often ambiguous, in-
complete, inconsistent and usually expressed informally. i* aims to be a systematic framework for 
modelers to understand what users want and for users to understand what the system does. When 
refining the model, i* modelers perform the following phases: goal analysis, softgoal analysis, soft-
goal correlation analysis, goal correlation analysis, and evaluation of the design (Yu E. , 1995). 

As opposed to other requirements engineering notations, i* focuses on the “Why?” rather than the 
“What?”. This is useful for the cooperation between the actors as well as for the design of the sys-
tem.  

The models presented in Figure 11 and Figure 12 consider a computer-based meeting scheduler 
used for supporting the setting up of meetings between a meeting initiator and meeting participants. 
When creating an i* model, the modeler might ask himself: 

1. What are the needs for scheduling meetings?  
2. What do the meeting participants need to provide? 
3. Why is a scheduler desired by the two parties?  



Figure 11 shows the strategic dependency model of meeting scheduling with a scheduler. This 
model can be interpreted by an i* modeler (Yu E. S., 1997) as follows: “The model shows the 
scheduling of a meeting with a computer-based meeting scheduler. The meeting initiator delegates 
much of the work of meeting scheduling to the meeting scheduler. The initiator does not need to be 
bothered with collecting agreements about proposed dates from participants. The meeting scheduler 
determines what are the acceptable dates, given the availability information. The meeting initiator 
does not care how the scheduler does this, as long as the acceptable dates are found. The scheduler 
expects the meeting initiator to enter the date range by following a specific procedure modeled with 
a task dependency. The initiator needs participants to attend the meeting, in order to attain a goal.”  

   
Figure 11: i* Strategic Dependency (SD) model example – source: (Yu E. S., 1997) 

 

Figure 12: i* Strategic Rationale (SR) model example – source: (Yu E. S., 1997) 

  



Figure 12 shows the strategic rationale model of the meeting scheduling with a scheduler. This 
model can be interpreted by an i* modeler (Yu E. S., 1997) as follows: “The model provides a way 
of modeling stakeholders interests, and how they might be met, and the stakeholders’ evaluation of 
various alternatives with respect to their interests. The availability information in the form of exclu-
sion sets and preferred sets is collected so as to minimize the number of rounds and thus to mini-
mize interruption to participants.” The three actors exhibit goals, tasks, resources and soft-goals that 
are linked with task decomposition and means-end links.  

The above i* models are useful to illustrate the kind of modeling and reasoning support that is per-
formed by i* modelers during early phase requirements engineering. A precise specification of all 
interactions would require a much larger set of concepts and relationships. These can be performed 
using structuring mechanisms, such as classification, generalization and aggregation. By combining 
the two models, the i* modeler can characterize the relationships among actors at the intentional 
level in the strategic dependency model (without knowing the actor’s internal intentional flows in 
detail) and, when reasoning about alternative configurations, he can make the goals and criteria for 
deliberations more explicit in the strategic rationale model.  

2.1.3 Unified Modeling Language 

The below presentation of the Unified Modeling Language (UML) notation is based on numerous 
publications describing it, such as: (Unified Modeling Language, 2016), (Fowler, 2004), (Booch, 
Rumbaugh, & Jacobson, 2005), (Booch, 1994), (Jacobson, Christerson, Johnsson, & Overgaard, 
1997), and (Larman, 2005).  

UML is managed and was created, by the Object Management Group (Unified Modeling Language, 
2016), an international standards provider. Since 1997, UML became a software engineering stand-
ard. UML was designed for the specification and design of information systems. Both UML and 
SEAM-Behavior model are used to design software systems. 

UML modelers specify, visualize, modify, construct and document the artifacts of an object-
oriented software-intensive system under development (Fowler, 2004). Models offer a standard way 
to visualize a system’s architectural blueprints, including elements such as: activities, actors, busi-
ness processes, database schemas (logical), components, programming language statements, and 
reusable software components. Modelers combine techniques from data modeling (entity relations 
diagrams), business modeling (work flows), object modeling, and component modeling.  

The UML meta-model defines the structure that all UML models must have (Booch, Rumbaugh, & 
Jacobson, 2005). Meta-model elements are spread across model types, which define overlapping 
views of the meta-model (Figure 13). Models are named diagrams in UML. They consist in: class, 
attribute, instance, association, operation, component, collaboration, role, stereotype, etc.  

The UML notation is synthesized from the notations of the Booch method (Booch, 1994), the ob-
ject-modeling technique (Rumbaugh, 1991), and object-oriented software engineering (Jacobson, 
Christerson, Johnsson, & Overgaard, 1997) by combining them into a single modeling language.  

A UML model is a partial graphical representation (or view) of a system under design, implementa-
tion, or already in existence (Unified Modeling Language, 2016). The UML model of the system 



might contain other documentation; such as use cases written as template texts. The model’s kind is 
defined by the primary graphical symbols shown in the model.  

UML specification does not prevent mixing different kinds of models, e.g., combine structural and 
behavioral graphical elements to show a state machine nested inside a use case. Consequently, the 
boundaries between the various kinds of models are not strict. However, some UML tools restrict 
the set of available graphical elements which could be used when working on a specific type of 
model. 

 
Figure 13: Unified Modeling Language model types – source: (Unified Modeling Language, 2016) 

The following synthesis of UML model types is based on (Unified Modeling Language, 2016). 

Structure diagrams 

Structure diagrams (Figure 13, left branch) include the elements that must be present in the system 
under consideration. They emphasize the static structure of the system using objects, attributes, op-
erations and relations. They are used extensively in documenting the software architecture of soft-
ware systems. Structure diagrams are: 

• Class diagram: describes the structure of a system by showing the system’s classes, their at-
tributes, and the relations among the classes. 

• Component diagram: describes how a software system is split up into components and 
shows the dependencies among these components. 

• Composite structure diagram: describes the internal structure of a class and the collabora-
tions that this structure makes possible. 

• Deployment diagram: describes the hardware used in system implementations and the exe-
cution environments and artifacts deployed on the hardware. 



• Object diagram: shows a complete or partial view of the structure of an example-modelled 
system at a specific time. 

• Package diagram: describes how a system is split up into logical groupings by showing the 
dependencies among these groupings. 

• Profile diagram: operates at the meta-model level and shows stereotypes as classes with the 
<<stereotype>> stereotype, and profiles as packages with the <<profile>> stereotype. 

Behavior diagrams 

Behavior diagrams (Figure 13, right branch) show the dynamic behavior of the elements in a sys-
tem, which can be described as a series of changes to the system that occur over time. They show 
collaborations among elements and changes to their internal states. Behavioral diagrams emphasize 
what must happen in the system being modelled. They are used extensively to describe the way in 
which the system functions. A behavior diagram denotes action, event, message and state to depict 
how UML graphical symbols interact in the model. Behavior diagrams are: 

• Activity diagram: describes the business and operational workflows of components in a sys-
tem; it shows the overall flow of control (e.g., via information).  

• State machine diagram: describes the states and state transitions of the system; it shows the 
context, focusing on the data. 

• Use case diagram: describes the functionality provided by a system in terms of actors, their 
goals represented as use cases, and any dependencies among use cases. 

• Interaction diagram: describes the sequence of events, the communication, the timing or the 
flow of control between elements 

UML relies on a universal ontology, with both time independent models (structure) and time de-
pendent (behavior) models. Time, ordering and multiplicity constraints are well specified in UML, 
although scattered in several models, patterns and other artifacts. In UML models, objects are not 
placed in context – the context is implicit (not shown), not explicit (shown) as in SEAM models, in 
which the role of systems’ boundaries is considered by SEAM modelers as critical. The boundary in 
UML is not considered an important concept, so it can be hidden. Graphical symbols cannot be 
changed, because they are concepts non-dependent on the context. In the UML use case diagram, it 
is possible to hide the IT system’s boundary. The underlying principle that explains that the IT sys-
tem’s boundary is hidden in UML is called Occam’s razor principle. This principle expresses that a 
succinct model is better than a complex / complicated one. Similar to SEAM, UML elements are 
intended to be drawn on 2-dimensional surfaces. The focus in UML is to define detailed level IT 
specifications, whereas in SEAM it is to link business and IT requirements. 

In Figure 14, we show one example of an UML activity model (Fowler, 2004). According to 
(Fowler, 2004), it shows a payment activity that returns either “succeeded” or “failed”. Payment 
type can be of three kinds: by credit card, by check, or by invoice. For credit, if the authorization of 
the credit card was ok then the transaction has succeeded. If not, it has failed. For check, the situa-
tion is the same. For invoice, if the customer is regular and there is a payment history, then the 
transaction is successful. If the customer is regular and the value is lower than $1’000 or if the 
payment history check has failed, then a prepayment request is necessary. Other possibilities are 
shown using directed lines.  



 

Figure 14: Unified Modeling Language activity diagram notation and model example – source: (Fowler, 2004) 

2.1.4 Concluding Remarks 

In Chapter 2.1, three examples of commonly used IT modeling notations have been presented. Most 
of these notations include simple, abstract shapes (e.g., ovals, rectangles, lines). They are based on 
the experience and good practices developed by IT modelers. The experience and the practices are 
captured by means of patterns that are reused from project to project (Moody D. , 2009). It becomes 
challenging to promote, teach and apply these notations to readers unfamiliar with them. This is 
because readers encounter difficulties in identifying: (1) what do the elements represent (relation 
with reality), (2) what is the problem (rationale), and (3) what happens in the model (story). There-
fore, modelers lack the representation of the relation to reality, the rationale and the story in their 
models.  

There are several aspects related to the relations among the above-mentioned modeling notations 
that are worth mentioning. What stands out in SEAM compared with other notations is the entan-
gled connection between how knowledge is formed (modeling) and the set of elements used in de-
scribing this knowledge (the model). With a limited set of graphical elements, SEAM enables mod-
elers to express their perceptions of the world using elements (photos, icons, terminology) that they 
know. These elements reflect their understanding of the world, as it is perceived and constructed by 
the modeler. By opposition, other notations rely on a predefined set of graphical elements supposed 
to encompass every aspect of reality.  

The SEAM notation is inspired by the Unified Modeling Language (UML). A partial set of the 
SEAM notation is similar to UML. SEAM takes the UML notation and proposes one kind of dia-
gram that includes a subset of the element kinds found in some UML diagrams. A SEAM diagram 
is a combination of the UML deployment diagram, use case diagram, and class diagram. It includes 
composition relations. The emphasis is set on hierarchical concepts. SEAM can be used to comple-
ment the UML and the Business Process Modeling Notation (BPMN) for system pre-design. SEAM 
designers do not aim to show low-level design, but to delimit the problem and analyze stakeholders’ 
perceptions or viewpoints. 



2.2 Evaluation of Modeling Notations 
Notations are used in all areas and all levels of IT practice, from strategic planning to the design of 
integrated circuits. They play a critical role in communicating with end users and customers, be-
cause they convey information more effectively to non-technical people than text. Therefore, the 
desirable goals for modelers of IT notations should be to “maximize precision, expressiveness and 
parsimony” (Moody D. L., 2010). These attributes should enhance the communication among busi-
ness and IT stakeholders, but are difficult to objectively measure. In this regard, four main notation-
evaluation frameworks have been proposed in the scientific literature: semiotic quality framework, 
seven process modeling guidelines, cognitive dimensions of notations, and physics of notations.  

2.2.1 Semiotic Quality Framework 

The semiotic quality (SEQUAL) framework is a reference model used to evaluate the quality of 
models (Krogstie J. , 2006). It is also known as the “top-down” framework (Krogstie J. S., 2003). 
The framework considers “quality aspects based on the relations between a model, a body of 
knowledge, a domain, a modeling method, and the activities of learning, taking action, and model-
ing” (Krogstie, 2006) (Figure 15). It is, therefore, a descriptive rather than analytical evaluation 
framework. SEQUAL was applied to evaluate process models by (Moody & al., 2002).  

 
Figure 15: Semiotic Quality framework – source: (Krogstie J. S., 2003) 

SEQUAL considers eight elements (Krogstie J. , 2012): 

• A: Actors create (parts of) the model (e.g., persons or tools) 
• L: What can be expressed in the modeling notation 
• M: What is expressed in the model 
• D: What can be expressed about the domain (area of interest) 
• K: The explicit knowledge of the participating persons 
• I: What the persons in the audience interpret from the model 
• T: What relevant tools interpret from the model 
• G: The goals of the modeling 



SEQUAL can be used to evaluate the “empirical quality” of a model. This quality refers to the ques-
tion “Is the model easily understandable?”. Empirical quality considers the variety of graphical el-
ements that readers can distinguish, the errors when these elements are created or interpreted, and 
coding (shapes of boxes). (Krogstie J. , 2012) mention factors that have an impact on visual com-
prehension, e.g., size, solidity, foreground/background differences, color, change of state, position. 

2.2.2 Seven Process Modeling Guidelines 

The seven process modelling guidelines (7PMG) studies the relations between model structure, on 
the one hand, and error probability and understanding, on the other hand (Mendling, Reijers, & van 
der Aalst, 2009). 7PMG includes desirable properties when changing a process model to a behavior, 
more understandable, one. 7PMG provides a set of recommendations (or heuristics) on how to cre-
ate and improve process models. They are helpful in guiding modelers to improve the quality of 
their models. Improvements take two forms: (1) become comprehensible to readers, and (2) contain 
less syntactical errors.  

Each of the seven guidelines (Table 4) builds on empirical and theoretical insights, yet they are 
formulated intuitively for practitioners. Each suggests possible improvements for a process model 
together with alternatives of a set of preferred behavior-equivalent representations. Some guidelines 
make objectively measurable suggestions: “use one start and one end event” or “decompose the 
model if it has more than 50 elements”, whereas others are less well-specified “use as few elements 
in the model as possible” or “model as structured as possible”.  

Index Guideline 
1 “Use as few elements in the model as possible.” 
2 “Minimize the routing paths per element.” 
3 “Use one start and one end event.” 
4 “Model as structured as possible.” 
5 “Avoid OR routing elements.” 
6 “Use verb-object activity labels.” 
7 “Decompose the model if it has more than 50 elements.” 

Table 4: Seven Process Modeling Guidelines – source: (Mendling, Reijers, & van der Aalst, 2009) 

2.2.3 Cognitive Dimensions of Notations 

The cognitive dimensions of notations (CDNs) is an approach to analyzing the usability of infor-
mation artifacts, often software systems or daily objects (Green, Blandford, Church, Roast, & 
Clarke, 2006). CDNs can be applied to discover aspects related to problems that are not analyzed 
using conventional techniques from ergonomics or human-computer interaction (Green & Petre, 
1996). The framework of cognitive dimensions is applicable to notations (e.g., related to music, 
dance, Morse code, programming languages), and to information-handling devices and tools 
(spreadsheets, databases, word-processors). The analysis of usability of notations can be applied as 
one of learnability of models by readers (e.g., by considering error / success rates, time required). 

The CDNs framework is broadly formulated, being meant to be comprehensible by non-specialists, 
yet it captures significant results from psychology and human-computer interaction. It includes 
fourteen terms which describe aspects that are cognitively-relevant to a model (Table 5). The main 
idea is that each term is instantly recognizable and should feel familiar as soon as it is encountered. 
Instead of describing all the details of the model that an external audience might not be familiar 
with, one could describe its profile (or characteristics) in terms of the cognitive dimensions.     



Index Guideline Description 
1 Abstraction “Types and availability of abstraction mechanisms.” 
2 Hidden dependencies “Important links between entities are not visible.” 
3 Premature commitment “Constraints on the order of doing things.” 
4 Secondary notation “Extra information in means other than formal syntax.” 
5 Viscosity “Resistance to change.” 
6 Visibility “Ability to view components easily.” 
7 Closeness of mapping “Closeness of representation to domain.” 
8 Consistency “Similar semantics are expressed in similar syntactic forms.” 
9 Diffuseness “Verbosity of language.” 

10 Error-proneness “Notation invites mistakes.” 
11 Hard mental operations “High demand on cognitive resources.” 
12 Progressive evaluation “Work-on-date can be checked at any time.” 
13 Provisionally “Degree of commitment to actions or marks.” 
14 Role-expressiveness “The purpose of a component is readily inferred.” 

Table 5: Cognitive Dimensions of Notations – source: (Green, Blandford, Church, Roast, & Clarke, 2006) 

2.2.4 Physics of Notations 

The physics of notations (PoN) is a framework for “evaluating, comparing, improving and design-
ing visual notations for requirements engineering” (Moody D. L., 2010). It was applied to identify 
design flaws, evaluate and provide practical suggestions for improvement of some of the leading 
software engineering and requirements engineering notations, such as: i* (goal modeling), Archi-
Mate (enterprise architecture), UML (software systems), Use Case Maps (user requirements), Busi-
ness Decision Modeling (decision modeling), and BPMN (business processes).  

According to (Moody D. , 2009), “current notations consist of little more than dreaming up symbols 
and voting on them” and therefore need to be improved given that the main purpose of a notation is 
to support the formalization of business or IT processes in terms of decisions, and the rules that 
make up those decisions. (Moody D. L., 2009) mentions numerous advantages for making visual 
notations more cognitively effective: increased visual processing (faster understanding), integrated 
reasoning (locational indexing), precision (monosemy), concision, memorability, and ease of pro-
cessing by computers. He mentions the lack of principles for evaluating and designing visual nota-
tions, as designers rely on “instinct, imitation and tradition”.  

PoN provides nine principles of notation evaluation that act as guidelines for “designing cognitively 
effective visual notations optimized for human communication and problem solving” (Table 6). The 
principles are synthetized from theory of how visual notations communicate and are based on em-
pirical evidence (evaluations with readers).  

Index Principle Description 
1 Semiotic clarity “There should be a 1:1 correspondence between semantic constructs and 

graphical symbols.” 
2 Perceptual discriminability “Different symbols should be clearly distinguishable from each other.” 
3 Semantic transparency “Use graphical symbols that suggest their meaning.” 
4 Complexity management “Include explicit mechanisms for dealing with complexity.” 
5 Cognitive integration “Include explicit mechanisms to integrate information from different dia-

grams.” 
6 Visual expressiveness “Use the full range and capacity of visual variables.” 
7 Dual coding “Use text to complement (not replace) graphics.” 
8 Graphic economy “The number of different graphical symbols should be cognitively manage-

able.” 
9 Cognitive fit “Use different visual dialects for different tasks and audiences.” 

Table 6: Physics of Notations – source: (Moody D. L., 2010) 



PoN has several advantages: 

• Principles are specifically developed for designing software engineering notations, but are 
based on general principles of visual perception and cognition, so are applicable to any visu-
al notation regardless of domain.  

• Visual notations that satisfy the principles are more cognitively effective than those that do 
not, so PoN can be used to provide recommendations for visual notations.  

• Principles support rigorous, symbol-by-symbol analysis.  

Based on our experience (Popescu & Wegmann, 2014) of applying PoN to analyze the SEAM nota-
tion (Appendix 5), PoN also has several limitations: 

• PoN focuses on the physical (perceptual) properties of notations rather than their logical 
(semantic) properties. It does not capture systemic aspects, such as the fact that the notation 
is dependent on the modeler’s viewpoint and his interpretation of the reality he observes.  

• Some principles contain sub-principles while others do not, e.g., “cognitive integration” (P5) 
refers to: conceptual integration (summarization and visual momentum) and perceptual inte-
gration (signposting, orientation and navigation map), whereas “dual coding” (P7) refers on-
ly to the use of text to complement graphics.  

• Some principles overlap, e.g., “perceptual discriminability” (P2), “semantic transparency” 
(P3), and “visual expressiveness” (P6). Attempting to apply one principle leads to the con-
sideration of another. Or increasing the conformity for one principle leads to the decreasing 
conformity for another one, e.g., increased “visual expressiveness” (P6) leads to a decreased 
“graphical economy” (P8).  

• All principles are of equal importance. They can be summed up to give a total score measur-
ing how “cognitively effective” a visual notation is. However, some principles might be 
more important than others (e.g., for a specific notation). As such, some might emphasize 
more meaning than others (e.g., text is necessary in conjunction with colored paper).  

• PoN does not consider the recursion of concepts at different abstraction levels (e.g., a system 
can be modeled as a whole or as a composite, an IT organization can be part of a business 
organization), which contradicts “semiotic clarity” (P1). 

• PON considers a symbol-level analysis of the notation, but not an analysis of the whole 
model created with the notation that might include the expression of the problem (rationale) 
and the steps leading to a solution (story).  

In Figure 16 we show how PoN applies to an example that considers the instantiation of an object 
“vehicle” to two objects: “car” and “truck”. The “car” is further instantiated with a “red Ferrari”, a 
“red Honda”, or a “grey Mercedes”. The truck is further instantiated with a “red truck”. The first 
principle implies that each semantic construct (e.g., car) has a different graphical symbol: “car” and 
“red Ferrari” are two distinct graphical symbols. The second principle shows an increased visual 
distance between graphical elements: readers can clearly distinguish between the four elements in 
the last column. The third principle implies that symbols suggest their meaning: detailed photos / 
icons of objects are used. The fourth principle demands for explicit complexity management mech-
anisms: these are shown with the hierarchy, colors and borders. The fifth principle demands for 
mechanisms to connect information from different diagrams: the “red truck” transports “cars”. The 
sixth principle demands for the use of the full range of visual variables: used mostly shape, color, 



value, orientation and texture, but not size. The seventh principle demands the use of text to com-
plement graphics: all symbols have labels marked with text. The eight principle demands for a cog-
nitively manageable number of graphical symbols: there are seven symbols used in total. Finally, 
the ninth principle demands for different visual communication dialects: abstract (icons to the left) 
for experts and concrete (pictograms to the right) for novices.  

 
Figure 16: Physics of Notations principles applied to a vehicle example 

2.2.5 Concluding Remarks 

In Chapter 2.2, we have presented four notation-evaluation frameworks: SEQUAL, 7PMG, CDoN 
and PoN. They include guidelines for designers to evaluate and improve their notations. It is diffi-
cult to concretely apply these guidelines in practice, especially because they operate on different 
characteristics of the notation. Designers need to achieve a trade-off among guidelines.  

Of all frameworks, PoN is the most widely used. We observe critical inconsistencies between PoN 
and hierarchical notations, such as SEAM. Given that in SEAM concepts are hierarchical, PoN pro-
poses a different notation at each hierarchical level. However, this increases the model’s complexity 
as modelers need to use distinct graphical symbols for the entities they model. Therefore, it be-
comes challenging for readers to understand a model created with numerous graphical elements. In 
contrast, SEAM uses the same notation applied to all hierarchical levels (e.g., the shape for services 
/ processes / actors is the same). PoN operates at the level of graphical elements within the model 
rather that at level of model in its entirety. It does not include guidance for explaining the problem 
(rationale) and the steps leading to a solution (story). 



2.3 Model Design Frameworks 
We present two model design frameworks: design analysis and story phases. Design analysis is use-
ful to understand both the modeler’s rationale for creating the model and the actors’ rationale for 
justifying the actions they make in models. Story-phases are useful to structure the modeler’s story 
in the model so that readers can easily follow the main steps of the story presentation.   

2.3.1 Design Analysis 

Design space analysis (MacLean, Bellotti, & Shum, 1993) (DSA) is an approach for helping engi-
neers reason about the design of the artifacts that they create. Visually, it is used to create a graph-
ical representation which can help others understand the resulting design. In short, it is used to rep-
resent the design rationale (DR) by combining design information. The design rationale takes into 
account justifications for the design and possible alternative designs. Its aim is to provide modelers 
with a means to communicate their reasoning behind their models. A design rationale is a represen-
tation for documenting the argumentation of the modeler with respect to the graphical symbols that 
he uses to show entities in his models. The graphical symbols have to be understood by the model’s 
readers. They are useful for reasoning, reviewing, managing, documenting and communicating. 
Different modeler’s choices in the design space result in different interpretations of the readers. 
Modelers therefore need to analyze the design rationale to decide what to include in the model. 
Then, they can explore how to represent concepts graphically.  

One method of design space analysis is the Toulmin method (Toulmin, 1958). It is an informal 
method of reasoning that involves data, claim and warrant of an argument. The data is the evidence 
used to prove something. The claim is what one is proving with the data. The warrant is the assump-
tion that connects the data to the claim (MacLean, Bellotti, & Shum, 1993). The modeler’s goal is 
to link the data with the claim by making the warrant or argument more explicit (Buckingham 
Shum, MacLean, Bellotti, & Hammond, 1997). Differently put, the modeler needs to include evi-
dence that readers can relate to in order to understand the warrant, and therefore the relation be-
tween the data and the claim, or between the model elements and the main question. The visual ex-
pressiveness of the graphical notation determines how the arguments are perceived by readers.  

One expression of the design rationale is the Question, Options and Criteria (QOC) framework 
(MacLean, Young, Bellotti, & Moran, 1991). Questions are used to encapsulate key issues which 
focus on the creation of a model. They refer to “Which one?”. Options provide possible answers to 
questions. Criteria are used to assess and compare options. Assessments form the relation between 
Options and Criteria and can be positive or negative (Figure 17 in green and red).  

QOC is a semi-formal notation useful to identify key design aspects, visualize discussions, track 
unresolved issues, and quantitatively assess the strengths and weaknesses of different positions. 
QOC is similar to the Question, Idea and Argument developed by (Rittel H. , 2016). The relation 
between QOC and DSA is that DSA includes all possible Options for solving the Questions. Mod-
elers do not need to consider the design space exhaustively, but make choices for what is relevant 
for the situation at hand. DSA is therefore the process of finding key questions, exploring relevant 
options, and justifying the selection of options through criteria and their assessments for options.  



 

Figure 17: Question, Options, Criteria framework – adapted from (MacLean, Young, Bellotti, & Moran, 1991) 

2.3.2 Story Phases 

Modelers are interested to convey meaning in models they create. This meaning is easily interpreted 
by readers when they can understand what happens in the model, or the story that the modeler wants 
to convey. We present how the story can be structured (in story phases) to facilitate understanding.   

There is no consensus about the number of story phases (model instances) in the scientific literature. 
Various authors propose to divide a story into: 

• “4 stages”: what is the experience, when and where it takes place, and who and what are in-
volved (context), high points developed through recapitulation of events (conflict), suspen-
sion of action at a crisis point (climax), resolution of the crisis by summarizing events (clo-
sure) (McCabe & Peterson, 1984) 

• “4 essential phases”: setting and characters, challenge or problem with which the characters 
must cope, climax or turning point, resolution (Mortensen, 2009) 

• “5 stages”: context, conflict, climax, closure, conclusion (Kautzer, 2012) 
• “7 steps”: premise, scene ideas, characters, settings, outline, action (Klems, 2016) 
• “7 steps”: characters, challenges, motivation, setting, obstacles, climax, closing 

(Storyjumper, 2010) 
• “8-point arc”: stasis, trigger, quest, surprise, critical choice, climax, reversal, resolution 

(Hale, 2008) 

In this research, we define a synthesis of the story-phases presented above. This synthesis includes 
the minimum number of story phases (four) that we found to be necessary for readers, by interview-
ing then, to understand stories. We combine the last two story phases proposed by (Kautzer, 2012) 
into one because we believe that closure and conclusion are essentially the same. We consider the 
first four phases proposed by (Kautzer, 2012) and explain each of them more precisely using the 
definitions from (McCabe & Peterson, 1984). We apply these phases to create story-based models 
(detailed in the next chapters). 

• Context: includes situation and actors 



• Conflict: includes the problem and the rationale to address the problem expressed using 
questions, options, criteria and their assessments 

• Climax: includes the solution to the problem 
• Closure: includes the situation and actors, with no problem 

These story phases enable modelers to develop a storyline or structure that is useful to unfold the 
story to readers.  

One alternative to story-telling using chronological phases is the Who? What? Why? When? 
Where? How? (5W1H) framework (Jang & Woo, 2005). Originally developed and employed in 
journalism practices, the 5W1H framework helps categorize various aspects of the model, thus 
structuring the story, and facilitates information recall. 5W1H was applied to modelling value crea-
tion for e-commerces (Jang & Woo, 2005) and re-engineering for an identification service (Chung, 
Won, Baeg, & Park, 2009). 5W1H (with an extension including an extra “H” in 5W2H – “How 
long”) represents a taxonomy, or grouping, of story elements into categories that readers can easily 
understand and recall.  

2.3.3 Concluding Remarks 

In Chapter 2.3, we have presented two model design frameworks necessary for modelers to create 
models that show a story. The two are: design analysis and story phases. Design analysis helps 
modelers make the rationale of the actors more explicit in their models, enabling readers to under-
stand the actors’ reasoning. The expression of design analysis is done by modeling the questions, 
options, criteria and their assessments. Story phases help modelers structure their story either 
chronologically or using a taxonomy. In this research we use the following four story phases: con-
text, conflict, climax and closure.  

2.4 Summary 
In Chapter 2, we have presented three IT modeling notations, four notation-evaluation frameworks, 
and two model design frameworks. Most notations require readers’ expert knowledge (mainly IT). 
They do not consider different human perceptions of reality and assume an understanding of all 
concepts by all readers. They contain abstract shapes that are difficult to understand by non-IT 
readers. Furthermore, modelers of such notations seldom involve readers in the creation and evalua-
tion of models. 

Non-IT readers are confused by what the IT modelers communicate in their models. Models created 
by IT modelers lack the relation with reality, the rationale and the story. It is difficult for readers to 
understand (i) abstract graphical symbols without modeling the relation with the reality that they 
observe, (ii) the model actors’ reasoning for the choices they make without modeling the rationale, 
and (iii) what happens in the model that the modeler wants to convey without modeling the story. 
Furthermore, notations and models were previously only evaluated with readers for individual mod-
el instances instead of a sequence of model instances forming a story-based model.  

In this thesis, we address these shortcomings. We create models by modeling the relation with reali-
ty, the rationale and the story, so that readers interpret a story that is as close as possible to the story 
that the modeler wants to show.  





Research Method 
We present the method used in this research. The research is applied to creating models 

(Design Science) that are evaluated by people (Social Science). We give an overview of Design 
Science, the prevalent research method in information systems (IS). It emphasizes how information-
systems artifacts (models) should be created. We explain why this research has industry and re-
search relevance. It is based on the evaluation of models with people (Social Science) and helps 
modelers improve their models. We explain why this research has industry and research rigor. It 
complements existing notation-evaluation frameworks. This research is qualitative because we gain 
insights into how people understand models.  

3.1 Model Creation and Notation Design 
(Hevner, March, Park, & Ram, 2004) describe a framework for the design of information-systems 
artifacts named the Information-Systems research-framework. The design is the result of engineer-
ing, by working with information systems (which contain people, organizations and technology). It 
requires innovative ideas, practices, and objects that facilitate the efficient and effective analysis, 
design, implementation, and management of information systems. The framework emphasizes the 
creation and evaluation of artifacts intended to solve organizational problems: constructs (vocabu-
lary and symbols), models (abstractions and representations), methods (algorithms and practices), 
and instantiations (implemented and prototype systems). The artifact’s use, perceived usefulness, 
and effect on individuals and organizations, can be predicted and explained by theories.  

We use the Information-Systems research-framework to design our artifacts. The artifacts presented 
in this research are our models. These models show information systems that include people, organ-
izations and technology. We describe how these models were created iteratively with input from 
readers. We present our two innovations: (1) improvements of models and notations that use itera-
tions that were evaluated by readers, and (2) recommendations for modelers and designers of mod-
eling notations that were evaluated by modelers.  

In Figure 18, relevance represents the usefulness in practice (i.e. for other practitioners) and is ex-
pressed through business needs that relate the environment with information-systems research. It 
leads to the practical question. Rigor represents the usefulness in research (i.e. for other researchers) 
and is expressed with applicable knowledge that relates the knowledge base with information-
systems research. It leads to the research question. We add the practical question and the research 
question to the Information-Systems research-framework in order to make our contributions to both 
practice and research more explicit.  



 

Figure 18: Information-Systems research-framework with the addition of the practical and research questions – source: 
(Hevner, March, Park, & Ram, 2004) 

 

Figure 19: Information-Systems research-framework applied to our research with the addition of the two sets of practi-
cal and research questions 



We instantiate the Information-Systems research-framework to our research (Figure 19). This in-
stantiation can be done to consider either the model (storytelling using one model supported by the 
notation) or the notation (storytelling using all models supported by the notation).  

In terms of the Design-Science paradigm, the environment, that this research addresses, is formed 
of people (IT architects, service designers, consultants, business and IT analysts) who work on 
business and IT strategy development and communication. Within their organizations, they formu-
late business and IT strategies and analyze business and IT processes (e.g., during workshops with 
non-IT people). The technology they work with concerns the alignment between business and IT, 
service implementation, and IT technology layers. The information systems research performed in 
this thesis concerns the development of improved modeling notations (e.g., SEAM and i*) in order 
to improve models created with these notations. Finally, the knowledge base of the current research 
consists in work related to the following streams of research: general systems thinking (Weinberg & 
Weinberg, 1988), systems inquiry (Banathy & Jenlink, 2004), graphical argumentation 
(Buckingham Shum, MacLean, Bellotti, & Hammond, 1997), interpretation of reality (Maturana & 
Varela, 1987), learning (Vygotsky, 1997), story-telling (McCabe & Peterson, 1984), and evaluation 
of modeling notations (Moody D. L., 2010). The methodologies used in this research are related to 
Design-Science research (Hevner, March, Park, & Ram, 2004) and social science research ( (Booth, 
Colomb, & Williams, 1995), (Yin, 1994), (Bhattacherjee, 2012), (Kvale & Brinkmann, 2008)). 

(Hevner, March, Park, & Ram, 2004) present seven guidelines for conducting, evaluating and pre-
senting Design-Science research. Table 7 includes these guidelines, along with their description and 
a discussion of how the current research meets these guidelines.   

Guideline Description Discussion 
1. Design as an Arti-

fact 
“Design Science research must 
produce a viable artifact in the 
form of a construct (vocabulary 
and symbols), a model abstrac-
tions and representations), a 
method (algorithms and practic-
es), or an instantiation (imple-
mented and prototype systems).” 

The main artifacts produced through this work 
are SEAM and i* models based on modeling 
the relation with reality, the rationale and the 
story more explicitly. 

2. Problem Relevance “The objective of Design-Science 
research is to develop technology-
based solutions to important and 
relevant business problems.” 

This work addresses the following questions: 
1. How should modelers create models 

so that readers understand the story that 
the modeler wants to show?  

2. How should designers design nota-
tions so that modelers create models 
that readers understand?  

3. Design Evaluation “The utility, quality, and efficacy 
of a design artifact must be rigor-
ously demonstrated via well exe-
cuted evaluation methods.” 

The design evaluation method belongs to quali-
tative research. We conducted interviews with 
people and demonstrated initially misaligned, 
then aligned interpretations of the modeler’s 
story by model readers.  

4. Research Contribu-
tions 

“Effective Design-Science re-
search must provide clear and 
verifiable contributions in the 
areas of the design artifact, design 
foundations, and/or design meth-
odologies.” 

This work contributes to modelers’ comprehen-
sion of the model creation by providing them 
with guidelines for showing the implicit relation 
with reality, the rationale and the story more 
explicitly. It identifies, through interviews, the 
implicit elements in models created with two 
IT modelling notations, SEAM and i*. It con-
tributes to evaluating models based on the 
underlying story.  



5. Research Rigor “Design-Science research relies 
upon the application of rigorous 
methods in both the construction 
and evaluation of the design arti-
fact.” 

The proposal from the current research is based 
on: general systems thinking, systems in-
quiry, graphical argumentation, interpreta-
tion of reality, learning, story-telling, and 
evaluation of modeling notations. 

6. Design as a Search 
Process 

“The search for an effective arti-
fact requires utilizing available 
means to reach desired ends while 
satisfying laws in the problem 
environment.” 

We develop our search for an effective artifact 
(model) by identifying model elements that can 
be made more explicit to help readers under-
stand the story, without a legend, audio or 
video, while maintaining the identity of the 
modeling notation.  

7. Communication of 
Research 

“Design-Science research must be 
presented effectively both to 
technology-oriented, as well as 
management-oriented audiences.” 

To facilitate the communication of the research 
results presented in this work to a wider com-
munity, we developed a set of recommenda-
tions for modelers and designers of IT model-
ing notations and a modeling and a design 
process to help them use these guidelines.  

Table 7: Information-Systems research-framework applied to the current research – source: (Hevner, March, Park, & 
Ram, 2004) 

3.2 Research Relevance 
Design-Science teaches us how models should be designed. It does not mention how models should 
be evaluated. Social-Science research emphasizes the ways of evaluating models with people.  

(Booth, Colomb, & Williams, 1995) describe a practical guide of how research should be planned 
and carried out in any field (“craft of research”). They describe the following steps:  

1. Find an interest in a broad subject area; 
2. Narrow the interest to a plausible topic; 
3. Question that topic from several points of view; 
4. Define a rationale for the project. 

We apply the steps proposed by (Booth, Colomb, & Williams, 1995) to our research aimed at help-
ing IT modelers. We say that: 

1. Our interest lies in model creation; 
2. Our topic is modeling two examples: car-service maintenance and meeting scheduler; 
3. We ask the question: “How should a modeler create models so that readers understand the 

story that he wants to tell?”. We additionally ask: “How should a SEAM / i* modeler create 
a model so that readers understand the story that he wants to tell?”.  

4. We help modelers create models that readers understand.  

We apply the steps proposed by (Booth, Colomb, & Williams, 1995) to our research aimed at help-
ing IT notation designers. We say that: 

1. Our interest lies in notation design; 
2. Our topic is designing two modeling notations: SEAM and i*; 
3. We ask: “How should a designer of modeling notations design notations so that readers un-

derstand the story that the modeler wants to tell?”. We additionally ask: “How should a 
SEAM / i* notation designer design a notation so that readers understand the story that the 
modeler wants to tell?”.  

4. We help designers design notations for modelers to create models that readers understand.  



By applying the template leading from a question to its significance to this research, as suggested 
by (Booth, Colomb, & Williams, 1995), we state, “We study modeling notations, because we want 
to find out how designers of modeling notations should design notations that help modelers to cre-
ate models that readers understand. This applies to SEAM / i* modelers”.  

(Yin, 1994) mentions only one study-question that we formulate as a research question and a practi-
cal question by using the guidance provided by (Booth, Colomb, & Williams, 1995). The research 
question for modelers is: “How should a modeler create a model so that readers understand the story 
that he wants to tell?”. The practical question is: “How should a SEAM / i* modeler create a model 
so that readers understand the story that he wants to tell?”. The research question for designers is: 
“How should a designer design a notation so that modelers create models that readers understand?”. 
The practical question is: “How should a SEAM / i* notation designer design a notation so that 
modelers create models that readers understand?”. (Booth, Colomb, & Williams, 1995) provide 
guidance to answer both the research questions and the practical questions. The modeler uses the 
notation to create models. He cannot change it. The designer can change the notation.  

As mentioned before, the challenge is to improve the model’s underlying notation while maintain-
ing its identity. This is important because designers want to promote their notation to modelers and 
readers, and recognize this notation in the models that they and other modelers create with readers. 
This represents the relation with the practical question. If we would have addressed only the re-
search question, then the result of this work would have been the design of new notations, ones that 
do not necessary maintain the identity of the original notation. We therefore propose an improved 
notation, one that maintains the identity of the original notation.    

We study two IT modeling notations, SEAM and i*. In order to answer the practical and research 
questions, we perform Social-Science research. More specifically, we perform interviews to evalu-
ate how readers interpret models. We show how models can be created for readers unfamiliar with 
the modeling notation. If the readers, using solely the model, without a legend or an audio / video / 
textual explanation from the modeler, interpret the modeler’s story, then we consider the model’s 
design successful, hence the model is improved.  

(Yin, 1994) mentions that case-study research is one of several ways of performing Social-Science 
research, along with experiments, surveys and analysis of information. A case study is “an inquiry 
that investigates a contemporary phenomenon within its real-life context, especially when bounda-
ries between phenomenon and context are not clearly evident” (Yin, 1994). We apply case-study 
research to answer our “how” questions, because we, as research investigators, have little control 
over people’s interpretation of models. This case study is exploratory, because we explore model 
and modeling improvements. We show how models can be created for readers unfamiliar with the 
modeling notation.  

According to (Yin, 1994) there are five components of research designs (based on “design methods 
for case-study research”):  

1. Study question: “How” and “why” questions for case studies. 
2. Proposition: What should be examined within the scope of the study. 
3. Unit of analysis: The (group of) people evaluating the proposition. 



4. Logic linking the data to the propositions: The data matches one proposition better than oth-
er propositions.  

5. Criteria for interpreting findings: Comparing rival propositions, based on a set of criteria.  

The research design presented by (Yin, 1994) indicates what data needs to be collected (or evi-
dence); this is called the structuring of the case study (first three components). (Yin, 1994) the indi-
cates what needs to be done with the data; this is called data analysis (last two components).  

We follow the structure proposed by (Yin, 1994) to define the five components for our research:  

1. Study question: “How should a modeler create a model so that readers understand the story 
that he wants to tell?” 

2. Propositions: Numerous model iterations, some of which are included in the Appendix 1 and 
2, from the original models to the proposed ones.  

3. Unit of analysis: Readers who evaluate model iterations and provide suggestions for im-
provement.  

4. Logic linking the data to the propositions: Readers’ interpretation of the modeler’s story.  
5. Criteria for interpreting findings: Improvements from one model iteration to the next, as 

perceived by readers, with respect to the modeler’s story. Model iterations need to maintain 
the identity of the notation.  

(Hevner, March, Park, & Ram, 2004) teach how artifacts should be designed, in our case create 
models. (Yin, 1994) and (Booth, Colomb, & Williams, 1995) teach how models should be evaluat-
ed by people, in our case model readers. (Strauss & Corbin, 1998) teach how qualitative research 
should be performed in order to develop “grounded theory”, in our case propose recommendations 
to modelers and designers.  

We create improved models that readers understand. We help modelers create improved models. 
We help designers design improved notations. The practical relevance is expressed with the practi-
cal questions. The research relevance is expressed with the research questions. Both practical and 
research relevance are based on the evaluation with readers of all model iterations that were created 
in this research.  

3.3 Research Rigor 
Design-Science considers rigorous research to rely upon the application of methods in both the con-
struction and evaluation of the design artifact. Rigor consists in the applicable knowledge that re-
lates the knowledge base with information-systems research and is generated from this research. It 
is expressed with the two research questions addressed to modelers and designers.  

For this research, the knowledge base is represented by the current theories for evaluating and de-
signing notations (notation-evaluation frameworks) applied to information-systems research. These 
theories focus on improving the visual syntax of notations, without considering the story that the 
modeler wants to convey (i.e., the model’s meaning). We formulate contributions for modelers and 
designers of modeling notations.  

For modelers to create models that readers understand, we recommend modeling (i) the relation 
with reality, (ii) the rationale and (iii) the story. These recommendations apply to the level of model 



creation. We propose a modeling process that shows the main steps that modelers need to follow to 
create improved models.  

Similarly, for designers to design notations that readers understand, we recommend designing (i) 
the relation with reality, (ii) the rationale and (iii) the story. These recommendations apply to the 
level of notation design. We propose a design process that shows the main steps that designers need 
to follow to create improved notations. 

3.4 Research Process 
The following research process (Figure 20) was applied to improve two models developed with two 
modeling notations, SEAM and i* (Chapter 4 and Chapter 5, respectively). It enabled us to perform 
a qualitative research in order to develop “grounded theory” on designing notations and creating 
models that readers understand (Strauss & Corbin, 1998). It can be applied to improving other nota-
tions as well.  

 

Figure 20: Research process 

Steps 1 to 6 represent the main phases of the research performed in this thesis. Variable i used for 
steps 3, 4 and 5 shows the number of iterations (or full cycles).  

In Step 1, we carried out a preliminary study in which we asked seventy-six people to draw one 
service model and one hierarchical (org chart) model of the organization in which they worked. 
Study participants were not offered any indication about what such models could entail. One hun-
dred and fifty-two models were analyzed. More details about this study are included in Appendix 7.  

Participants did not encounter problems when drawing hierarchical models of their organizations; 
they used tree-like structures such as those included on corporations’ websites. However, they did 
not know how to model a service organization. Each participant had a different understanding of the 
concept of service and, consequently, drew it differently (e.g., variations of flow-chart, ontology, 
and tree-like structures) than other participants. Examples of such models are shown in Figure 21.  



The major outcomes of this preliminary research were the oral descriptions offered by the partici-
pants explaining their models. Numerous details were implicit and known to the interviewees, but 
were not shown in the model. All these models showed the story of “who does what and for 
whom”, but it was difficult for other readers, by looking solely the model, to understand this story.  

Interviewees used plain language to describe their role in the organization, their major tasks, and 
how people work together to attain objectives. None used specific terminology. Participants often 
used the same graphical symbols in their models to represent different entities that they observe in 
their organization. They also used different graphical symbols for the same entities. Some partici-
pants used a large number of entities in their models, whereas others used a large number of rela-
tions among relatively few entities. It is therefore challenging to create standardized service models 
that numerous people can understand.  

This study enabled us understand how people create models, gather insights about how they per-
ceive reality, and explore new ways of creating models using stories.  

 

Figure 21: Service models drawn by people using an ad-hoc notation 

Steps 2-3-4-5 were done in a separate main study with one hundred and twenty participants, unfa-
miliar with the notations used to create models. These readers evaluated our models and provided 
feedback for improvement.  

In step 2, we created (for SEAM) and used (for i*) an initial model of a specific situation. Then, for 
steps 3-4-5, models were co-created iteratively with readers, until the readers correctly interpreted 
the modeler’s story.  

In step 3, we interviewed readers to test if they understand the current model iteration. Without 
providing readers any information about the model, we asked them: “What do you think the model 
is about / it suggests?” and recorded the audio of the readers explaining the model to the interview-
er, who took notes. In the audio readers express, sometimes with hesitation, their search for mean-
ing, i.e. what they think that they understand from the model.  

In step 4, we collected readers’ suggestions on how to improve the model. We used the audio tran-
scriptions and the interviewer’s notes to summarize readers’ feedback. The suggestions included 
what elements to include or not and how to model them (e.g., with what shapes, colors, positions, as 
well as their relations). 

In step 5, we implemented possible model improvements (either ours or proposed by readers who 
evaluated the models) that maintained the identity of the modeling notation, in a new model itera-
tion. The maintaining of the modeling notation represents our filter for creating improved model 
iterations. We considered all readers’ suggestions, but proceeded to implement only those that are in 



accordance with the notation’s underlying principles (Chapter 2.1.1 and Chapter 2.1.2) by verifying 
our improvements with expert modelers (e.g., for SEAM we asked Professor Alain Wegmann and 
Dr. Gil Regev, for i* we compared with other models and the description of the i* modeling meth-
od). For instance, we did not create any SEAM model iteration in which the context is not shown 
because this represents a fundamental SEAM principle. We do not proceed to the discovery of new 
notations, bur rather to the constrained discovery of modified notations. We look for ways to make 
the notation more understandable, without changing its identity.  

The complete iteration cycle (steps 3-4-5) builds on one model iteration together with the partici-
pants’ suggestions (input) to produce an improved model iteration (output). The newly obtained 
model iteration (at the completion of one cycle showed using the “+i” in Figure 20) was re-
evaluated with other readers. This evaluation enabled the modeler to create an improved model iter-
ation (“i+1”) by applying the steps 3-4-5. Improvements are marked relative to the previous model 
iteration. The readers who evaluated the last iteration correctly interpreted the modeler’s story. 
They did not evaluate any previous iterations. 

Steps 3-4-5 were also applied in a Bachelor project by a student who worked under the supervision 
of the thesis author. The project consisted in exploring creativity techniques (e.g. 3D paper, dis-
placements of model elements triggered by model readers) to improve models (Soccard, 2016). The 
project was performed over a period of four months with the student working 20 hours per week on 
the project. The author of the thesis and two SEAM modelers conducted review meetings every two 
weeks. During these meetings new ways of showing model elements were presented. Some were 
beyond the suggestions of interviewees. 

In step 6, we started identifying the principles underlying the notation. These principles capture the 
identity of the notation. We explored these principles for SEAM mostly. Future work will consider 
an in-depth understanding of these principles.  

Participants’ feedback was manifested in reactions, explanations, questions, and suggested im-
provements. The evidence collected relies on documents (investigator’s notes), audio recordings, 
and direct observation. We identified the key triggers for the readers’ confusion because of the am-
biguity of the notation. For instance, readers noticed that in some cases, some graphical elements 
were not present in the model (e.g., the modeler’s goal, the problem that the model depicts). We 
added them. Some readers had problems interpreting various graphical elements either individually 
or in relation with others. We considered graphical elements that are more easily interpretable and 
used them in our models. 

The evaluation metric used by the investigator to evaluate the participants’ comprehension of the 
model is the identification of the story. The interview participants were asked to tell, based solely 
on the information included in the model, what they thought the model is about. If they would in-
terpret an element of the model differently than what the modeler wanted, then this element would 
be updated with one that helps the readers to more closely interpret what the modeler wanted to 
express, in the following model iteration. The constraints considered were that the model should not 
be in textual, audio or video format, but only graphical and printed on paper, without a legend or 
other explanations (these constraints consider the practical problem of the modeler). The last model 
iteration represents the proposed model, the best that the modeler (in his role as research investiga-
tor) produced, given the feedback from readers.  



The investigator determined the issues that the participants identified and grouped them into three 
categories: 

1. Relation with reality: what do the elements (e.g., photos, icons, terminology) represent? 
2. Rationale: what solution is chosen based on the problem (e.g., why is it meaningful)? 
3. Story: what happens (e.g., series of occurrences)? 

In creating the model, the modeler needed to maintain the identity of the modeling notation ex-
pressed with the modeling principles specific to the notation. He decided upon the degree of ab-
straction or concreteness to be shown in the model so that participants would understand his story. 
A fully abstract model contains the principles of the notation and is useful for expert modelers. A 
fully concrete model instantiates the abstract model to one specific case by emphasizing the relation 
with reality and is most useful for novices. Therefore, the modeler needed to choose how to create 
the model based on the continuum between abstraction and concreteness. From our research pro-
cess, we observed that expert modelers (familiar with the notations) seek to understand the essence 
of the notation whereas novices (unfamiliar with the notation) seek to understand the example pre-
sented to them in the model, rather than the principles that govern the notation.  

Some of the suggestions proposed by the interview participants could not be incorporated in the 
model due to the identity of the notation. Some participants’ suggestions contradicted those of other 
participants (e.g., use of color, size of elements, position of elements). Other suggestions were diffi-
cult to implement (e.g., model all possible changes in the actors’ states). We checked the implemen-
tation of readers’ suggestions against the identity of the modeling notation. We asked modeling 
experts to verify that the proposed iterations are in accordance with the principles of the (SEAM / 
i*) notation. This was to ensure that a different notation was not produced.  

3.5 Interviews 
We present in detail the organization of the interviews for the main study. We used the seven stages 
of an interview investigation (Kvale & Brinkmann, 2008) in order to organize our investigation. 
The seven stages are: thematizing, designing, interviewing, transcribing, analyzing, verifying and 
reporting. The below synthesis of the interviews concentrates or the last five. We explain what hap-
pened both during and after the meeting with interviewees.  

We interviewed one hundred and twenty readers in total during 2014-2016. One hundred readers 
evaluated twenty-three model iterations created with the SEAM notation. In total, twenty readers 
evaluated twelve model iterations created with the i* notation. For each notation, we modeled a 
specific story example.  

Interviews were structured as informal discussions (Figure 22). They lasted between 30 and 60 
minutes per participant. They took place at the Ecole Polytechnique Fédérale de Lausanne, at the 
interviewees’ homes, their workplaces, or in public places. Participants were (undergraduate and 
PhD) students, secretaries, analysts, managers, doctors, lawyers and economists. All participants 
were readers unfamiliar with the notation. Interviewees were presented with the model printed on 
several pages, each page representing a model instance. They were asked to explain the model fully 
(“What do you think this model is about?” / “How can you explain this model?” / “What do you 
think is the story behind this model?”), without being offered any details about the story (content) 



or the notation. Participants were audio-recorded while explaining to the interviewer the story that 
they perceived. The interviewer wrote remarks that he found interesting (Figure 22). When observ-
ing the model instances, participants often realized some details or hints that enabled them to arrive 
at “Aha!” moments and re-frame the story differently. Based on participants’ feedback, the modeler 
(thesis author and research investigator) created new iterations so that other readers would under-
stand the story better. He re-tested these new improvements with other interviewees.  

 

Figure 22: Interview with one participant interpreting a model 

When interpreting one model instance at a time, readers did not understand how and why some el-
ements were linked. With the interpretation of a (partial) sequence of model instances, they were 
able to relate to the information presented in the previous model instances, hence develop a story 
that made sense to them.  

3.6 Summary 
Design-Science provides a general framework for artifact-based research. It insists on demonstrat-
ing the usefulness of the artifact, but does not provide specific guidelines on how to go about this 
evaluation. Social-Science concentrates on the evaluation of models with people, but does not pro-
vide guidelines on how to design artifacts (models). We therefore combine both Design-Science and 
Social-Science research. We have presented the research method that was applied to create and 
evaluate models using two notations: SEAM and i*.  

In the following two chapters, we present the application of the research method to modeling with 
SEAM and i*. A summary of our case-study research is presented in Table 8. For both notations, 
we modeled examples inspired by experience (SEAM) and by research (i*).  



For SEAM, we used the example of a car-maintenance service. The model represents a simplified 
fictive case, inspired by reality. In Chapter 4, we include the original SEAM model (first iteration) 
and our proposed SEAM model (last iteration). Other model iterations are included in Appendix 1.  

For i*, we used the example of a meeting scheduler, as presented in (Yu E. S., 1997). In Chapter 5, 
we include the original i* model (first iteration) and our proposed i* model (last iteration). Other 
model iterations are included in Appendix 2.  

Modeling notation Example Readers 
SEAM Car-maintenance service 100 
i* Meeting scheduler 20 

Table 8: Case study applied to two modeling notations: SEAM and i* 

These examples are commonly encountered in situations from daily life. They are simple and easy 
to understand by readers who are unfamiliar with the modeling notation. Readers do not need to 
have a car, know how the service of a car is done, know any particular meeting scheduler, or know 
how to schedule a meeting. Our goal using story-based models is to present to readers all elements 
that are necessary for them to understand the modeler’s story.  



Application to SEAM 
We show how we applied the research method to improve the SEAM notation, using a per-

sonal example of the thesis author. We model the relation with reality, the rationale, and the story. 
In brief, the story is the following: “How do George and Monica have their car serviced?” The 
SEAM modeler asks himself: “How do I, as a SEAM modeler, create a SEAM model so that read-
ers understand the story that I want to convey?”. We propose improvements for the SEAM model. 
These improvements have been validated by SEAM experts and used in workshops (Appendix 4). 

4.1 Research Protocol 
We instantiate the steps of the research design from Chapter 3.4 as follows: 

1. Create an initial model in which two customers service their car 
2. Interview readers to evaluate how they understand the story that the modeler wants to tell 
3. Collect suggestions on how to improve the model and the notation 
4. Implement suggestions in a new model iteration (while maintaining the identity of the 

SEAM notation)  

It was necessary to interview one hundred readers and create twenty-three model iterations by re-
peating steps 2-3-4 until the modeler’s story was correctly interpreted by readers. Therefore, on 
average, between four and five readers evaluated one model iteration. With the last model iteration, 
readers could interpret the modeler’s story correctly. These readers did not evaluate any previous 
iteration. Some iterations of the SEAM model, the ones that include the most meaningful changes 
compared to the previous iterations, are included in Appendix 1. 

4.2 Research Design 
The five components of the research design (Chapter 3.2) applied to SEAM are:  

• Study question: “How should a SEAM modeler create a model so that readers understand 
the story that he wants to tell?” 

• Propositions: SEAM model iterations from the original model to the last model iteration 
presented in Chapter 4.5.3.  

• Unit of analysis: Readers who evaluated and gave feedback on SEAM model iterations.  
• Logic linking the data to the propositions: Readers’ interpretations of the modeler’s story.  
• Criteria for interpreting findings: Improvements from one model iteration to the next, as 

perceived by readers, with respect to the modeler’s story. According to the notation design-
er, model iterations need to maintain the identity of the notation. 



4.3 Interviews 
We use the example of the following story: “How do George and Monica have their car serviced?”. 
We are interested in creating a SEAM model, so that readers understand this story.  

 

Figure 23: SEAM initial model 

The initial model is shown in Figure 23. According to a SEAM modeler, this model includes one 
hierarchical level: a market segment (shown as a composite) with four components: actors shown as 
wholes (two suppliers (AMAG and Delaisse) and two customers (George and Monica)). The whole 
view enables the modeler to show the services provided by each actor and their relationship via the 
process shown in the middle. Each supplier offers a service to the customers. George and Monica 
need to choose one of the two dealers to service their car. The two customers form a family and 
each of them considers certain criteria. These criteria are reflected in the service offerings of the 
two dealers. Comparing the criteria with the service offerings, the customers choose one of the two 
dealers. The car is serviced by the chosen dealer and returned to the customers.  

Further details of the story can be foreseen, such as the fact that Monica and George initially looked 
at the available dealers near their place of residence. Based on their criteria, for instance time and 
money, they choose one dealer. The dealer does the service, then the customers pay, and the car is 
returned to them. 

We observed that readers need the text and the legend to understand the model. They also need the 
definitions of wholes and composites, services, processes, properties and relations. But this is not 
enough. It is difficult for modelers to correctly and fully write the textual description of the model. 
It is also challenging to create an audio or video narration to explain all the intricacies of the model.  

4.4 Feedback 
Understanding the SEAM model requires knowledge about the SEAM notation. We highlight the 
elements that are difficult to comprehend (that we call implicit) by readers. We group them into 
three sections: relation with reality, rationale and story. We include the questions that participants 
found useful to know (i.e. that are related to the example but not to the model shown).  



4.4.1 Limited Relation with Reality 

Interviewees were confused by concepts used in SEAM, such as system, service or process. They 
had difficulties understanding the relation between the customer and the supplier sides, in terms of 
service offering and the implementation of the service. 

The SEAM notation shows wholes inside composites. Wholes, or black-boxes, are non-transparent 
systems (observers cannot perceive the inside). For the modeler, the external observer perceives 
only the holistic system with its emergent behavior (or service). Composites, or white boxes, are 
transparent systems (observers can perceive the inside). The decomposition of transparent objects 
(composites) with non-transparent objects (wholes) is applied in SEAM for both the construction or 
structure of systems, as well as for their behavior or action.  

Readers are not accustomed to these conventions. The notion of whole and composite is unclear. 
Readers perceive the “w” and “c” signs but do not know how to interpret them. They might think 
that a whole is an object in its entire, complete form. “w” is used for a whole, or a black-box, but 
the “white box” begins with the same letter (“w”). Furthermore, a black-box is associated with a 
perceived behavior but not with an internal structure (wholes inside the composite). Some readers 
find it relatively easy to perceive an object made out of other objects, but they find it difficult to 
perceive an unorderly decomposition of an action into sub-actions.  

Each specific shape has a certain meaning for the SEAM modeler:  

• Rectangles: properties (inspired by UML (Larman, 2005)) 
• Ovals: services (inspired by UML (Larman, 2005)) 
• Hexagons: processes (inspired by UML (Larman, 2005)) 
• Arrow-box: actors (inspired by the value chain of (Porter, 1980)) 

Certain conventions are used. Properties are linked to services. Services are linked to processes. 
Properties and services are shown in system as wholes. Processes and sub-systems are shown in 
systems as composites. All these conventions are not comprehensible by readers. For instance, they 
do not remark that services are linked to processes; they interpret that systems are linked together.  

In model iterations, we evaluate numerous options for improving the model’s relation with reality: 

• Including a secretary and a salesman for the two dealers; 
• Considering George and Monica separately or together (as a family); 
• Including the car to offer a service (“transportation”); 
• Including another service provider (sub-system) in the dealer’s composition; 
• Including a receptionist (single-point-of-contact) for each of the dealers; 
• Showing the modeler’s viewpoint; 
• Using circles, pluses and minuses for neutral, positive and negative criteria, respectively; 
• Including a picture of a replacement car; 
• Deciding which colors to choose (red for problem or for Monica); 
• Showing the price constraint with an empty wallet metaphor; 
• Showing the time constraint with a clock metaphor.  



The following questions were asked by participants regarding the relation with reality. We provide 
the answers to these questions as well.  

• Whose viewpoint is shown? – George’s viewpoint 
• What is the relation between George and Monica? – They are a family 
• Is the price fixed or can it be increased or decreased based on the service provided? – The 

price might fluctuate 
• Who is responsible for the car? – The dealer during the entire service and the customers be-

fore and after the service 
• What happens if the maintenance service goes wrong? – The dealer is responsible 
• Who is the contact person from the two dealers? – The receptionist 

In Chapter 4.5.1, we show explorations to answer these questions in our model iterations.  

4.4.2 No Rationale and No Choice 

The initial model does not explain the rationale leading to the actors’ choice of one dealer over the 
other. Readers were confused as they could not identify this rationale.  

The following questions were asked by participants regarding the rationale. We provide the answers 
to these questions as well.  

• Why do George and Monica need to service the car? – Regular service at 30’000 km 
• Who chooses the dealer? – George and Monica together 
• Why is the car important to Monica? – Monica needs it to commute to work every work day 
• Is the service qualitatively different between the two dealers? – It might be 
• Are Monica and George’s preferences strict or flexible? – Monica is flexible with money but 

not with time; George is flexible with time but not with money 
• Is there a conflict between what Monica and George want? – This depends on the dealer’s 

value proposition 
• What will George and Monica decide if AMAG performs the service faster but at a higher 

price? – This is not important as it is out of context 
• What happens if no offer from the dealers corresponds completely to Monica and George’s 

needs? – They will still have to make a choice, one that does not fully satisfy their criteria  

In Chapter 4.5.2, we show explorations to answer these questions in our model iterations.  

4.4.3 No Story 

The single instance of the model did not enable readers to understand how to interpret the story be-
cause it represents only one moment in time. Readers were confused as they could not identify a 
sequence of instances.  

The following questions were asked by participants regarding the story. We provide the answers to 
these questions as well. 

• Whose car is it? – It is George and Monica’s family car but George owns it 
• Who takes the car to the garage for the service? – George 



• Who pays for the service? – Both George and Monica in half 
• Can the car be used temporarily while it is being serviced? – No 
• How is the car serviced? – This is not important as it is out of context 

In Chapter 4.4.3, we show explorations to answer these questions in our model iterations.  

The readers’ initial reactions of the model from Figure 23 show little comprehension of the model-
er’s story. They were: “I’m not sure what I’m looking at…”, “I don’t know what the model is show-
ing!”, “This thing with the service is confusing to me…”, “To me this is the same thing.”, “Off… I 
don’t know, I’m sorry, my brain is not working”. As the model improved, we noticed reactions that 
show a better comprehension. For instance, readers asked questions about the details of the graph-
ical symbols rather than their meaning (e.g., “Why if the picture of the inside of the dealer used, 
instead of the same one as before”; “What do the 35 minutes represent – commuting time by public 
transport or commuting with another car?”).  

4.5 Contributions to SEAM modelers 
We present the contributions to SEAM modelers. These contributions fall under three main areas:  

• Relation with reality by showing more explicitly the modeler’s goal and model information, 
actors (human, objects and organizations), and the service offering (by using the readers’ 
conceptualization); 

• Rationale by showing more explicitly the main question, the options, the criteria, and the as-
sessment of the criteria; 

• Story by showing model instances corresponding to each story phase: context, conflict, cli-
max and closure. 

For each contribution, we highlight the improvements taken from the initial and final model itera-
tions, as well as from intermediate model iterations presented in Appendix 1. The evaluation of 
each model iteration by the participants allowed the modeler to improve the way he showed the 
relation with reality, the rationale and the story.  

4.5.1 Relation with Reality 

We show how to make more explicit the relation between the model and the reality that the modeler 
observes, by (i) showing the modeler’s goal and model information, (ii) modeling actors (humans, 
objects, organizations), and (iii) modeling the service offering, thus corresponding to readers’ con-
ceptualization of the situation instead of the modeler’s conceptualization.  

Modeler’s goal and model information 

The modeler’s goal is made explicit by including it at the top of each model instance. SEAM mod-
els do not include the modeler’s goal. Hence, SEAM modelers need to explain it orally when pre-
senting models to audiences. By including the modeler’s goal (emphasized in bold) on each model 
instance (Figure 24) readers can see the main idea (summary) of the story. Each model instance also 
includes other model information: the date when it was created, the name of the modeler, and his 
affiliation. 



Figure 24: Modeler's goal and model information with the proposed SEAM 

In our model iterations we explored if readers would find useful to include the modeler’s goal ex-
plicitly in the model. The first three icons from Figure 25 created more confusion because readers 
did not distinguish between the various roles of George (actor in the model, modeler, interviewer, 
designer). The last icons were meant to replace the title of the model and explain visually the sum-
mary of the story: the car needs to be serviced, it is taken to a dealer, and then it is serviced. Readers 
preferred the textual explanation in the title of the model: “How do George and Monica have their 
car serviced?” together with textual information about the model’s author rather than viewpoints for 
each system shown in the model.  

 

Figure 25: Modeler’s viewpoints and story summary from model iterations 

Actors 

There are three categories of actors used in the proposed SEAM model: humans (e.g., George and 
Monica), objects (e.g., car) and organizations (e.g., AMAG and Delaisse dealers). These are shown 
in Figure 26 with the current SEAM notation and in Figure 27 with the proposed SEAM notation 
(from the last model iteration). We explored different pictures of the actors. Some roles (e.g., 
George – husband and Monica – wife; AMAG / Delaisse – Audi dealer; the car – Audi car) were 
removed because they emerged from the model itself. Others were kept (e.g., Delaisse dealer, 
AMAG dealer) because some readers were not familiar with them.  

We observed that the pictures need to be appropriate for the context that is shown. For instance, 
George is modeled as a student, emphasizing the low budget constraints, whereas Monica is mod-
eled as a business lady, emphasizing her need to arrive in time for corporate meetings. George and 
Monica have separate individual goals (thus, we use two distinct photos). However, they need to 
decide (and are thus modeled) together, as a family (we use the photo of their flat entrance door) 
because they share a main goal. The three states of the car, (i) functional, (ii) needed to be serviced, 
and (iii) during service, are represented with (i) the hood closed, (ii) the hood closed and the indica-
tor “Service due!”, and (iii) the hood open, respectively (Figure 27). The two dealers are represent-
ed with a real photo, as perceived by the customers. We apply a 50% transparency to make the ser-
vice offering more visible when overlaying other elements marked with photos, icons and text.   

 

Figure 26: Human, object and organization actors with the current SEAM 

     

Figure 27: Human, object and organization actors with the proposed SEAM 



We tested several pictures of the actors, the car, the two dealers, and other actors (Figure 28). First, 
we represented both George and Monica with a business photo; however, participants were con-
fused about George’s goal of finding an inexpensive dealer when his material condition showed 
otherwise. We used the house metaphor in conjunction with George and Monica’s photo together, 
but readers appreciated as confusing to see twice both George and Monica. We also tested the photo 
of a house, wanting to show George and Monica as a family, but readers were lost in details about 
the house (place, size). Second, for the car, we tested with the SEAM notation showing the service, 
the metaphor of a car, the sketch of a car, and a generic car indicator. Readers preferred concrete-
ness and wanted to see a photo of the real car and the real indicator. Third, to represent the two 
dealers, we tested with: the SEAM notation using the “+” sign, meaning that the organization in-
cludes the Local Audi Dealer and its partners, a generic dealer notation when the dealers were not 
known to George and Monica, the photo of an AMAG show-room taken from the Internet, a photo 
of the inside of a generic dealer, and a photo of the inside of the Delaisse dealer. Readers demanded 
to see in the model the elements as they are in reality. The difference between the outside (before 
the choice was made) and the inside (after the choice was made, when the car is in service) views of 
the dealer created confusion as readers thought of another dealer. Fourth, we explored including in 
the model the secretary for the dealer, a mechanic and a salesman. Readers considered these ele-
ments as details with respect to the service of the car.  

      

    

     

Figure 28: Human, object and organization actors from model iterations 

Other graphical metaphors were used in relation to the actors (Figure 29). In order to represent the 
commute time (for Monica) with and without the car, we used the first and second icons overlaid on 
the photo of the car and the tram, respectively. We did not consider a taxi or a car rental because it 
is not important for the context shown. In order to represent money, we used the metaphor of a bag 
of money with a text suggesting George and Monica’s car service budget (1’000 CHF). The real 
banknotes (totaling 250 CHF) indicate the sum that was paid for the service and shows the embod-
ied experience of the customers (especially George). We use icons when the sum of money is not 
precisely specified (budget) and photos when the sum of money is precisely specified (the sum of 
money of exactly 250 CHF was paid). We used a photo of the offer sent by the Delaisse dealer and 
a photo of the bill that was paid. The offer corresponds to an estimation, whereas the bill corre-
sponds to a precise value that needs to be paid.  



   

Figure 29: Graphical metaphors with the proposed SEAM

For money and time, we model the different granularities or units of measurement that are consid-
ered: the customers’ goals (“lowest price” and “fastest service”) and the dealers’ offers (range of 
durations and prices) are presented vaguely using icons, whereas the budget (1’000 CHF), the 
commuting time (15 / 35 minutes), and the price paid to the dealer (250 CHF shown with real bank-
notes) are precisely defined. For the replacement car we used a photo of a real car (proposed by 
AMAG) instead of an icon in order to show the physical option that the two customers would get 
from one of the dealers.  

In our SEAM model iterations (Appendix 1), we explored other graphical symbols (Figure 30). We 
wanted to show simply “time” using the first and second icon, but readers interpreted its signifi-
cance too precisely: “one hour and fifteen minutes” or “9 hours and 10 minutes” – this was not im-
portant as the precise interpretation was out of context. We wanted to show simply “money” using 
the third icon but readers interpreted its significance too precisely: “20 CHF” – again out of context. 
We wanted to show that one dealer was not chosen and the other was chosen by using the thumbs-
down / thumbs-up pair of icons but readers preferred only red / green color. We modeled the fact 
that George is sensible to money by using the icon of an empty wallet (to show the emotional pain 
related to paying for the service) and that Monica is sensible to time by using the icon of a young 
lady with an umbrella in the rain (to show the emotional pain related to not having the car availa-
ble). We also explored showing what happens with George and Monica during the service of the 
car, by using photos of George’s bikes and a photo of a bus in Geneva.  

    

     

Figure 30: Graphical metaphors from model iterations 

Service offering 

The service offering refers to the characteristics of the service that the two dealers provide. It is 
shown in Figure 31 with the current SEAM notation, and in Figure 32 with the proposed SEAM 
notation. The SEAM modeler used the same graphical conventions (oval for service and rectangle 
for properties) and the same text labels. The color coding of properties enables readers to identify 
that the first two service characteristics (replacement car and duration) correspond to Monica’s goal 
(colored with light blue) and that the other characteristics (price) correspond to George’s goal (col-
ored with light orange).  



 

Figure 31: Service offering with the current SEAM 

 

  

Figure 32: Service offering with the proposed SEAM 

In our models, all properties are identified with an icon. For the replacement car, the picture with a 
parking lot of Audi replacement cars was used. For the duration of 3-4 days (AMAG), a calendar 
icon with the period marked with two red dots was used. For the duration of 1-2 days (Delaisse), the 
two dots are marked closer. For the price, an icon showing a set of banknotes was used. We model 
the fact that there is no replacement car with text and show this service characteristic explicitly in 
the model (Figure 32), rather that not show it at all (Figure 31). We also add the “interface” to the 
customers, or the single-point-of-contact by using the icons of the receptionists: “Marc” for AMAG 
and “John” for Delaisse. We noticed from readers that by using the photo of a woman instead of a 
man for AMAG would lead to a possible interpretation of stereotypes (Monica would want AMAG 
because she would interact with a lady understanding her needs, whereas George would want De-
laisse because he would interact with a technician proposing a lower price). The photo of the person 
chosen is therefore critical for readers to understand the correct implications of the model: for in-
stance, John might be both the receptionist and the mechanic for Delaisse – in this case a different 
photo should be chosen for each role.  

In other model iterations (Figure 33) we explored the possibility of positioning the two dealers to 
the right and the two customers to the left, but the arrow box became confusing for readers. We also 
colored the background in grey (to mark wholes) and in white (to mark composites), but readers did 
not notice the difference. Instead of the photo used as background, we explored using it in smaller 
size at the top, as for other actors. We used other colors for time, money and replacement car in 
relation to the customers’ goals and beliefs (green for George, red for Monica, yellow as bonus). 
These proposals guided readers to develop stereotypical judgement. They thought that red means 
problem, and therefore Monica’s goal has to be satisfied, whereas green means “ok” – for instance 
both price ranges proposed by the two dealers were fine for George’s budget. The replacement car 
was interpreted as a bonus / gift or as part of an extended service that has a certain cost (marked 
with yellow to suggest attention). These interpretations (problem / not problem / attention) did not 
correspond to what the modeler wanted to communicate: the relation between the customers’ goals 



and how they are satisfied by the dealers’ service offerings. However, they led to the proposed 
SEAM models in which we avoid common color stereotypes through the use of more neutral colors.  

  

Figure 33: Service offering from model iterations 

Terminology 

SEAM modelers need to be cautious with the terminology they use. As experts, they could include 
services for each system as a whole and model the fact that “the system provides a service”. Then, 
they might show this service as implemented by the corresponding process, together with the com-
ponent services that participate in this process, thus linking services with processes at the same hi-
erarchical level. In contrast, readers were not able to understand the link between services and pro-
cesses, hence they were not able to explain the interaction between systems. Therefore, for readers 
to understand, it becomes important for SEAM modelers to adapt their discourse to the required 
level of abstraction.  

Readers encountered difficulties regarding the usage of the appropriate terminology corresponding 
to the context that is shown in SEAM, by using the boundary of the system. Instead of using nota-
tion-specific vocabulary, such as the word “process”, to mark the lifecycle of a system as a compo-
site, SEAM modelers should use more generic words such as “relationship” when communicating 
with readers. Similarly, for modeling “wholes” and “composites”, SEAM modelers should not use 
these domain-specific words when communicating with readers, rather explain that the same entity 
(e.g., organization) can be seen as both “from outside” (overview) and “from inside” (detail).  

Indeed, SEAM modelers should use generic terms, such as “relation”, “connection”, “organization”, 
“goal” and “belief”. They should not use expert terminology such as “service”, “process”, whole”, 
“composite”, “composition”, “the service implements the process” and “the services participate in 
the process”. The terminology used in the model should correspond to the conceptualization of 
readers instead of the notation-specific terms used by SEAM experts. Furthermore, SEAM modelers 
should use the terminology that facilitates the readers’ understanding of the story as a whole, rather 
than get lost in details. 

We learned from readers that the terminology needs to be precise. For instance, the goals of the two 
customers (“car available” and “affordable price”) with the current SEAM (Figure 34) need to be 
understood in relation to the customers’ beliefs. We therefore modeled the beliefs first (“Commut-
ing to work will be longer without a car” and “Some dealers charge more than others”) and then the 
goals (“I need to commute fast to work” and “I need to service the car”) (Figure 35). The “service” 
word was eliminated. We modeled the two customers to “own car” together in order to show their 
common interest in the car, rather than separate services: “drive to work” (shows Monica’s interest 
in using the car) and “check and manage car” (shows George’s interest in maintaining the car).   



 

Figure 34: Terminology with the current SEAM 

  

Figure 35: Terminology with the proposed SEAM 

In our other model iterations, we explored the degree of concreteness in terminology to express the 
goals of the two customers. For Monica, we added the text from the first two icons from Figure 36 
in which we emphasize the time to commute by car (10 minutes). We mention that this applies to 
“commute to and from work during weekdays”. For George, we added the text from the last two 
icons from Figure 36 in which we emphasize the “low price to maintain and repair the car”. We 
mention that the service needs to be done by a “high quality dealer”.  

The 10 minutes’ time, the low price and the high quality dealer were marked in bold. By interview-
ing readers, we found out that these are too detailed aspects of the story. We simplified the text (no 
high quality dealer and no commute to and from work during weekdays) and dropped the bold em-
phasis. For shapes, we used the callout clouds to suggest beliefs and the callout bubbles to suggest 
goals, because these are graphical conventions readers can easily interpret.  

 

Figure 36: Terminology from model iterations with SEAM 

We have shown how the relation with reality was made more explicit in the proposed SEAM model 
by comparing against the first model iteration and other improvements from other model iterations. 
Inspired by the readers’ conceptualizations, we have more explicitly shown systems, their behav-
iors, and their properties. These include actors and their states, their beliefs and goals, fundamental 
units, and service offering that were represented with appropriate photos, icons and terminology.  

4.5.2 Rationale and Choice 

We make the rationale and the choice more explicit in the SEAM model. First, we explain the ra-
tionale and the choice. Then, we explain how they can be shown, by using the Questions, Options 
and Criteria (QOC) framework presented in Chapter 2.3.1. Finally, we show how we extended QOC 
for the SEAM notation.  

The rationale considers the reasoning for the design and the evaluation of possible alternative de-
signs. The choice represents the consequence of the rationale or the decision. We document the ra-
tionale using visual artifacts that can be easily understood by readers. The Questions, Options and 



Criteria framework is one expression used to understand the rationale. Questions refer to “Which 
one?”, Options provide possible answers to questions, and Criteria help compare options. QOC 
helps to assess the strengths and weaknesses of different options.  

In our example, the rationale refers to the reasons for George and Monica to choose one dealer. The 
choice refers to which dealer they choose. The choice is based on the assessments of criteria. We 
analyze the problem, or question, based on the options and the corresponding criteria. In Table 9, at 
the top, we show the main question (“Which dealer?”). The two options (the two dealers, AMAG 
and Delaisse) are shown in rows. There are three criteria meaningful for the two actors (price, re-
placement car and duration).  

We add the evaluation of criteria for each actor. The price range proposed by AMAG is evaluated 
as too high by George, whereas the price proposed by Delaisse is very good. The duration proposed 
by AMAG is evaluated as too long by Monica, whereas the duration proposed by Delaisse is ac-
ceptable. The replacement car is offered only by AMAG and is evaluated as very good by Monica. 
The fact that Delaisse does not offer a replacement car is evaluated negatively. Other criteria, such 
as: warranty, proximity, and quality of service are not important factors for the two customers. The 
assessment of criteria is according to the two actors, George and Monica. For other actors (e.g., of 
different cultures), other criteria might have been evaluated differently (e.g., the warranty might 
have a higher importance for certain people). The more complicated the assessment of options is, 
the more difficult it is for readers to understand the rationale for the actors’ assessments.  

 

Table 9: Question, Options and Criteria for the two customers 

The information in Table 9 can be mapped to the Question, Options and Criteria (QOC) framework 
(Figure 38). QOC allows for only a binary assessment of criteria: either positive (green) or negative 
(red), for only one actor. We extend this assessment by using a five-level Likert scale (Trochim, 
2016): strongly positive (two green happy smileys), positive (one green happy smiley), neutral (one 
orange neutral smiley), negative (one red sad smiley) and strongly negative (two red sad smileys). 
The smiley notation is used to quantify the evaluation of each criterion by each of the two custom-
ers. It can be mapped to a numerical scale ranging from +2 to -2. Besides this notation we explored 
using another one based on colored stars or on pluses and minuses (Figure 36). Readers preferred 
the smiley notation.  



             

Figure 37: Expression of rationale from model iterations 

The QOC framework extension from Figure 38 includes the evaluation of each criterion by the two 
actors, George and Monica, instead of one. We updated the green / red / orange lines between the 
criteria and the options with the corresponding smileys.  

In order to evaluate the two options, the modeler could use an algorithm. One simple algorithm is to 
compute the sum of all evaluations. In this case, AMAG receives a total of one negative smiley and 
Delaisse receives one positive smiley. Therefore, the answer to the main question (“Which deal-
er?”) is: Delaisse. Other algorithms could consider critical criteria: for instance, if the replacement 
car is a critical criterion for Monica to commute to work, then the option providing it needs to be 
chosen (in this case AMAG). The choice can be made using “satisficing” (of options, i.e. good 
enough) and “accommodation” (of conflicting interests, i.e. consensus) when no single option fully 
meets all criteria of the two customers (Chapter 6.2). Otherwise, if the price or duration would be 
critical factors, then Delaisse needs to be chosen.  

We inscribe the rationale in the SEAM model. Because in SEAM modelers start by modeling the 
two actors’ goals and beliefs, we swap the QOC representation from right to left in the SEAM mod-
el shown in Figure 39. The main question (or problem) is represented with a cloud (with stringent 
yellow background and red boundary to make it as visible as possible to readers) to the right, the 
options are represented with red and green hexagons, lines and check marks (for choice) in the mid-
dle, and the criteria are represented using smileys (again using stringent yellow background and red 
boundary to mark the correspondence with the main question and suggest that the answer consists 
in understanding the relation). We show how the two customers perceive the two dealers’ service 
offering using the smiley notation: green (positive) and red smileys (negative) on a yellow back-
ground (again, to mark the relation with the main question). The red hexagon connects the custom-
ers with the non-chosen option, whereas the green hexagon connects the customers with the chosen 
option. Readers are able to understand the reasoning leading to this choice. This model instance 
represents the choice, or the decision of the two customers. 

We have shown how the choice rationale was made explicit in the proposed SEAM model, based on 
an extension of the Questions, Options and Criteria framework for two actors (instead of one). The 
criteria are evaluated based on customers’ perceptions, thus extending QOC (that considers only 
positive and negative assessments) with a quantitative scale based on (colored) smileys. This quan-
titative representation was previously used in SEAM Supplier-Adopter-Relationship models with 
“++”, “+”, “-” and “--” signs. We made this representation more explicit: red (negative), orange 
(neutral) and green (positive) smileys shown with yellow background.  

Design rationale complements Goal-Belief modeling in SEAM, in which goals and beliefs are com-
bined to form choices. It is an alternative to the Supplier-Adopter-Relationship model, which is 
complicated to show to readers who do not have a SEAM background because it includes the view 
of the dealer as a composite, which contains service components. In the model instance showing the 
choice (Figure 39) we model the assessment of features by the customers, together with their values 
expressed with goals and beliefs. We add the customers common maingoal (the problem), that is 
not included in SEAM Goal-Belief.   



 

Figure 38: Questions, Options and Criteria framework extension in SEAM 

 
Figure 39: Choice rationale based on Questions, Options and Criteria with the proposed SEAM 



4.5.3 Story 

We use the four phases (context, conflict, climax and closure) to create a storyboard model. This 
model includes a sequence of one to three model instances for each story phase, which helps the 
modeler convey his story (Figure 40).  

 

Figure 40: Storyboard design for each SEAM model instance based on the four story-phases 

We create one model instance to model the context and the closure because it suffices to introduce 
the setting and characters and present the solution to the problem. We create three model instances 
to model the problem because we want to help the readers understand in detail the rationale leading 
to the choice of the dealer. We create two model instances to model the climax because we want to 
show how the car is serviced by the dealer. Each of these story phases are described in detail in this 
section.  

Story-driven modeling aims to provide a systematic process for the creation of story-based models. 
As numerous possible scenarios can emerge from each model instance, the modeler needs to be 
cautious about directing the readers’ attention towards the key elements in his story, and avoiding 
unnecessary details.  

In organizing the story, the SEAM modeler needs to categorize objects together (e.g., actors, goals, 
services, features), separate the story in model instances that correspond to each story phase, group 
elements in model instances, and fill in the gaps between the model instances by using visual cues. 
Our interviews showed that readers relate well to chronological sequences of events as they want to 
know “What happens in the model?”. The passage of time is shown with a rectangle displaying the 
date at the top right hand-side of each model instance below. The car-maintenance service duration 
is two days. Events occur between “Tuesday morning” and “Thursday evening”, as indicated on 
each model instance.  

  



Context 

The context is the first part of the storyboard (in orange in Figure 40). It includes the setting and 
characters. We design the context by using one model instance.  

In this first model instance (Figure 41), we show the two actors: George and Monica. They form a 
family and own a car together. Each has beliefs (shown at the top) and goals (shown at the bottom). 
The beliefs are related to the actors’ realities. George works at EPFL in Lausanne. Monica works at 
Procter & Gamble in Geneva. The goals are related to each actor’s desires, which are distinct. 
George needs to service the car. Monica needs to commute fast to work. However, they both need 
to decide upon “how to have their car serviced”. This situation occurs on “Tuesday morning”, as 
indicated with the rectangle at the top right.  

 

Figure 41: The first model instance of the proposed SEAM model (context) 

  



Conflict 

The conflict is the second part of the storyboard (in red in Figure 40). It describes the challenge or 
problem. We model the conflict using three model instances. We show explicitly the question, op-
tions, criteria and their assessments in order to explain the rationale and choice. 

In the second model instance (Figure 42), we introduce the problem with the text (“Service due!”), 
as displayed by the car’s computer. We also show, on the left, the two Options of dealers (AMAG 
and Delaisse) with their corresponding service offers (or Criteria). The readers see two numerical 
values of “1000 CHF” for George (corresponding to his budget) and the “15 minutes” for Monica 
(corresponding to the commute time by car – any car – to work). Readers notice that George’s be-
lief has changed to “Some dealers charge more than others”. Monica’s belief has also changed to 
“Commuting to work will be longer without a car”. Now, that the selection has been restrained to 
only two dealers, George’s goal is: “Choose the dealer that offers the lowest price”, and Monica’s 
goal is: “Choose the dealer that offers the fastest service”. The two dealers are presented with their 
service offerings (or service characteristics). AMAG offers a replacement car during the service, 
proposes a duration between 3 and 4 days, and demands an estimating price between 700 and 900 
CHF. Delaisse does not offer a replacement car, but proposes a lower service duration between 1 
and 2 days, and demands for a lower price between 200 and 300 CHF. This situation occurs on 
“Tuesday evening”. 

 

Figure 42: The second model instance of the proposed SEAM model (conflict) 

  



The third model instance (Figure 43) shows the customers’ main question (“Which dealer to 
choose?”) together with the assessment of criteria by each of the two customers. The question is 
placed between George and Monica because it needs to be answered by both, as a family, despite 
conflicting interests. This assessment is shown with smileys. Their yellow background suggests the 
association with the main question. The color coding allows readers to perceive that time-related 
service characteristics are evaluated by Monica (light blue) and price-related ones are evaluated by 
George (light orange). Therefore, for AMAG, Monica evaluates as strongly positively the replace-
ment car and negatively the duration, whereas George evaluates the proposed service price as 
strongly negatively. For Delaisse, Monica evaluates the lack of replacement car as negatively and 
the duration as neutral, whereas George evaluates the proposed price as strongly positively. This 
situation occurs on “Tuesday evening” as well.  

 

Figure 43: The third model instance of the proposed SEAM model (conflict) 

  



The fourth model instance (Figure 44) shows which of the two options was chosen, as a conse-
quence of the assessment. This is shown with two hexagons colored in red and green, respectively, 
positioned in the middle of the model instance. The choice for the Delaisse dealer is also made on 
“Tuesday evening”. None of the two dealers offers the “best option”. In the best case, one of them 
would have offered a replacement car, a short duration, and a low price. However, one option satis-
fices (is good enough) the criteria of the two customers: despite the fact that Delaisse offers no re-
placement car, it does offer a short duration and a low price. Therefore, Monica and George prefer 
to pay less for a “downgraded service”, without the replacement car (commuting in 35 minutes), 
proposed by Delaisse, rather than pay more and keep the “same service”, with the replacement car 
(commuting in 15 minutes). If commuting would be difficult or critical, then the merits of the re-
placement car would weigh the choice in favor of AMAG (e.g., if Monica would have an important 
meeting that he needed to attend in due time). Similarly, if the warranty of the car would be im-
portant then the choice would be for AMAG as well (e.g., if servicing the car with Delaisse would 
invalidate the car’s warranty). 

 

Figure 44: The fourth model instance of the proposed SEAM model (conflict) 

  



Climax 

The climax is the third part of the storyboard (in green in Figure 40). It describes the turning point. 
We design the climax by using two model instances.  

The fifth model instance (Figure 45) shows that the two customers have received the dealer’s offer 
and are waiting for the bill. The car is shown at the dealer with the hood open, which means it is 
being serviced. During the service, the two customers need to commute work. Monica takes the 
tram, with which the commute time to work is longer (35 minutes) than with the car (15 minutes). 
George is waiting for the bill as indicated with his goal. The readers notice that his budget has not 
yet changed. This situation occurs on “Wednesday morning”.  

 

Figure 45: The fifth model instance of the proposed SEAM model (climax) 

  



The sixth model instance (Figure 46) shows the exchange of money for the service. The customers 
have the bill and their car. They find that “the price was reasonable” – their common belief. The 
price is deducted from the budget so that George now has “750 CHF” left. The amount paid is 
shown with 3 banknotes at the dealer (two of 100 CHF and one of 50 CHF). The “service car” hex-
agon in the middle is no longer colored with green in order to express that the choice was already 
made (no longer necessary). This situation occurs on “Thursday evening”, two days after the car 
was left at the dealer.  

 

Figure 46: The sixth model instance of the proposed SEAM model (climax) 

  



Closure 

The closure is the fourth and last part of the storyboard (in blue in Figure 40). It describes the reso-
lution or the solution to the problem. We model the closure using one model instance.  

The seventh model (Figure 47) instance shows the actors with the solution (without the problem). 
They have the same beliefs as in the first model instance (context story-phase). The car is functional 
and does not need to be serviced any more (the “Service due!” indicator was removed). This model 
instance is the same as the first one, shown at the beginning of the story, with the exception of the 
goals (needs) of the two customers. The goals of the two customers are not shown and, consequent-
ly, nor are the car dealers that might solve their problem. This situation occurs on “Thursday even-
ing”.  

 

Figure 47: The seventh model instance of the proposed SEAM model (closure) 

  



Concluding remarks 

SEAM modelers consider one or two model instances - the current problem(s) and future solution(s) 
represented with two model instances (“as-is” and “to-be”). We extend SEAM with storytelling, by 
creating a series of multiple model instances (seven instead of one or two) that show a sequence of 
(temporal) changes, based on the four story-phases (context, conflict, climax and closure). Each 
phase consists of one to three model instances that describe the change of actors’ states in the mod-
el. Readers can follow this change, as the majority of graphical symbols are kept in place (appear / 
disappear), with the exception of few (car, money, dealer). Therefore, the redundancy (or repeated 
emphasis) of graphical elements helps readers understand a certain stability of the model combined 
with a limited change in the actors’ states. Showing the problem and the solution is not sufficient 
because the change needs to be explained in more detail in order to be understood by readers. In-
cluding a granular division of the sequence would require showing every change of all actors’ 
states. We focus on the most meaningful changes relative to the story. The modeler needs to analyze 
the trade-off between the changes and the model’s complexity.   

4.6 Summary 
In Chapter 4, we have presented our research design (Chapter 3.4) applied to evaluate models creat-
ed with the SEAM notation. We have shown how to make notation elements more explicit so that 
readers understand the story. We have created a proposed SEAM car-service maintenance model 
with seven model instances (presented in Chapter 4.5.3). Our contributions to SEAM modelers are 
three-fold:  

• We model more explicitly the relation with reality to show the modeler’s goal and model 
information, actors (human, objects and organizations), and the service offering, by using 
photos, icons and terminology that correspond to the readers’ conceptualizations 

o Include perceived real-life occurrences of objects (e.g., pictures of George and Mon-
ica, AMAG and Delaisse, car, service due indicator, tram, money, offer, bill) to show 
concreteness 

o Include instances of objects (e.g., money and time metaphors) that readers can relate 
to 

• We model the rationale (why the problem is meaningful) and the choice (the decision) of 
actors by using the main question, the two options (of dealers), the three criteria (service of-
fering) and their evaluation (using the sad-neutral-happy smiley notation)   

o Model customers’ rationale by showing their goals and beliefs that contribute to their 
evaluation of criteria 

o Model customers’ choice as a consequence of their rationale 
• We model the story by using the context, conflict, climax and closure story-phases to show 

how the problem (George and Monica need to service their car) is solved (the car is ser-
viced) 

o Model actors’ states to show change (e.g., car with the hood closed / open, car with 
the customers / at the dealer) 

o Include indications about the period of the day on each model instance (e.g., from 
Tuesday morning to Thursday evening) 



 

Figure 48: Contributions to SEAM - from the current SEAM to the proposed SEAM 

Instead of creating three distinct views of a situation using SEAM Goal-Belief, SEAM Behavior 
and SEAM Supplier-Adopter-Relationship models, we propose one model, constructed using story-
phases, that shows a coherent view. The model presented in this chapter represents our best pro-
posal after interviewing one hundred readers. It is not the best in absolute terms. The main part of 
the research work consisted in identifying what is important to be shown in the model and how to 
make the story clear for readers. 

The proposed model includes some actors’ (the customers) goals and beliefs (instead of all actors) 
from the SEAM Goal-Belief model, the services offered by the dealers connected to the process 
life-cycle, shown as choice (instead of all services and processes) from the SEAM Behavior model, 
and the features (at the suppliers), values (perceived by customers) and their evaluation (expressed 
with smileys) from the SEAM Supplier-Adopter-Relationship model.  

The SEAM notation is permissive (or adaptive) in using photos, icons and terminology and a wide 
variety of visual variables (color, value, texture, shape, size, orientation). Modelers need to pay at-
tention to the principles underlying the notation (e.g., modeling systems seen as wholes into a sys-
tem seen as a composite, show the process for the system as composite and services for each sub-
systems as wholes, link services to processes, model goals in relation to beliefs, model features in 
relation to values). 

These contributions were based on readers’ feedback and were validated by SEAM experts. The 
following reactions are from one of the readers who evaluated the proposed model: “This is what 
they want…”, “This is the budget.”, “This is the time to commute by car.”, “These are the two op-
tions…”, “This is the problem: what to choose.”, “Based on the criteria of lowest price and fastest 
service they choose the Delaisse dealer.”, “Oh yeah, so here is actually the decision.”, “Ok… so 
now they decide for the second option…”, “This is the time to commute by tram.”, “On this date 
this is what happens…”, “This is the final price paid.”, “Now they have the car back after only 2 
days and 250 CHF.”, “This makes sense!”. The reader’s interpretation of the model corresponds to 
the modeler’s story. Audio recordings of participants’ reactions were transcribed in order to struc-
ture feedback.  



Application to i* 
We show how we applied the research method to improve the i* notation, using the meet-

ing scheduler example presented by (Yu E. S., 1997). i* already includes a partial rationale. We 
model more explicitly the relation with reality, the rationale and the story. In brief, the story is the 
following: “What are the characteristics of a scheduler desired by the meeting initiator and partici-
pants?” The i* modeler asks himself: “How do I, as an i* modeler, create an i* model so that read-
ers understand the story that I want to convey?”. We propose improvements for the i* model.   

5.1 Research Protocol 
We instantiate the steps of the research design from Chapter 3.4 as follows: 

1. Use the initial model presented by (Yu E. S., 1997) in which a meeting initiator and partici-
pants agree on the characteristics of a meeting scheduler 

2. Interview readers to evaluate how they understand the story that the modeler wants to tell 
3. Collect suggestions on how to improve the model and the notation
4. Implement suggestions in a new model iteration (while maintaining the identity of the i* no-

tation) 

It was necessary to interview twenty readers and create twelve model iterations by repeating steps 
2-3-4 until the modeler’s story was correctly interpreted by readers. Therefore, on average, between 
one and two readers evaluated one model iteration. With the last model iteration, readers could in-
terpret the modeler’s story correctly. These readers did not evaluate any previous iteration. Some 
iterations of the i* model, the ones that show most meaningful changes compared to the previous 
iterations, are included in Appendix 2.  

5.2 Research Design 
The five components of the research design (Chapter 3.2) applied to i* are:  

• Study question: “How should an i* modeler create a model so that readers understand the 
story that he wants to tell?” 

• Propositions: i* model iterations from the original model presented by (Yu E. S., 1997) to 
the last model iteration presented in Chapter 5.5.3. 

• Unit of analysis: Readers who evaluated and gave feedback on i* model iterations.  
• Logic linking the data to the propositions: Readers’ interpretations of the modeler’s story.  
• Criteria for interpreting findings: Improvements from one model iteration to the next, as 

perceived by readers, with respect to the modeler’s story. According to the notation design-
er, model iterations need to maintain the identity of the notation. 



5.3 Interviews 
We use the example of the following story: “What are the characteristics of a scheduler desired by 
the meeting initiator and participants?”. We are interested in creating an i* model, so that readers 
understand this story. The meeting scheduler case is presented in (van Lamsweerde, Darimont, & 
Massonet, 1995).  

 

Figure 49: i* initial model – source: (Yu E. S., 1997) 

The initial model is presented in (Yu E. S., 1997) and shown in Figure 49. In i*, the modeler focus-
es on high-level business needs by analyzing strategic relations between actors, based on their 
goals, beliefs, tasks and resources. 

According to (Yu E. S., 1997), this i* Strategic Rationale model shows “the meeting scheduling 
with a computer-based meeting scheduler”. The full description was presented in Chapter 2.1.2.  

In short, a meeting initiator wants to schedule a meeting with participants. For this, he relies on a 
meeting scheduler to facilitate meeting scheduling. The initiator proposes meeting dates and loca-
tions that participants accept via the scheduler. We are interested in showing the characteristics of 
the scheduler based on the meeting initiator and the participants’ desires about the features of the 
scheduler. For the initiator, it is important that the scheduler is easy to use, quick, and capable to 
send a meeting confirmation. For the participants, it is important that they can choose different slots 
and access meeting details. 

As for SEAM, readers need the text and the legend to understand the model. They also need the 
definitions of actors, goals, softgoals, tasks, resources and relations. But this is not enough. It is 
difficult for modelers to correctly and fully write the textual description of the model. It is also chal-
lenging to create an audio or video narration to explain all the intricacies of the model.  



5.4 Feedback 
Understanding the i* model requires knowledge about the i* notation. We highlight the elements 
that are difficult to comprehend (implicit) by readers. We group them into three sections: relation 
with reality, rationale and story.  

5.4.1 Limited Relation with Reality 

Interviewees were confused by the concepts used in i*, such as “softgoals”, “resources” or “means-
end link”. They were not sure if their interpretation of the model was correct. They did not know 
what the pluses and minuses on some links mean, and why the information flows from one shape to 
the next. 

The title of the model was confusing to readers as they don’t know what the terms, such as “strate-
gic rationale” or “scheduling configuration”, mean. Readers searched for visual cues to identify 
where to start interpreting the model from. 

Another example is that readers found difficult to interpret the fact that the main task can be de-
composed into a goal, a softgoal or a task. They observed that there can be multiple participants but 
only one is shown in the model. Similarly, there can be multiple date proposals suggested by the 
initiator and multiple preferred dates suggested by the participants.  

5.4.2 Partial Rationale 

The initial model does not explain the rationale leading to the characteristics of the actors’ rationale 
of the characteristics of the meeting scheduler. As observed by readers, if the meeting participants 
do not attend the meeting, the initiator will not achieve some goal. This goal is not made explicit in 
the model. In order to schedule meetings, the initiator depends on the participants to provide infor-
mation about their availability (preferred dates). In order to arrive at an agreeable date, the partici-
pants depend on the initiator to accept proposals. Once a meeting is proposed, the initiator depends 
on the participants to indicate whether they agree with the date or not.  

5.4.3 No Story 

Similar to SEAM, the single instance of the model does not enable readers to understand how to 
interpret the story because it represents only one moment in time. Readers were confused as they 
could not identify a sequence of instances.  

It was unclear for readers the order in which they could interpret the model. They did not identify a 
starting point, but only looked at the IT-specific terminology in the model. The story did not emerge 
from the model.   

The readers’ initial reactions to the model from Figure 49 show little comprehension of the model-
er’s story. One participant interpreted the model as follows: “I think you want to model a process of 
scheduling meetings between a meeting initiator, what he needs to do. Basically he wants to do 
something quick and with a low effort. He uses a scheduler. And then I think you want to represent 
what a meeting scheduler does: schedules the meeting, obtains arrival dates, obtain agreement, find 
agreeable slots, and merge arrival date and... what the meeting participant ... he wants to participate 
in the meeting, so attend the meeting, and to arrange the meeting. It needs to be convenient. But it is 



a bit difficult, I think, to read it. There are some pluses and minuses here, which I need a bit of your 
help to understand what they mean.” 

As this example shows, readers read the words shown in the model but do not internalize the mean-
ing of the model. Their reactions demonstrate little comprehension: “I’m a bit confused still about 
the meeting scheduler. So it is like a system... Does it have a task or ...? This is the piece that I am 
most confused about…” As the model improved, we noticed specific reactions that show a better 
comprehension. For instance, readers asked questions about the details of the graphical symbols 
rather than their meaning (e.g., Why the question mark shown on the scheduler changes to a tick-
mark; what do the red and green linkages suggest).  

5.5 Contributions to i* modelers 
We present the contributions to i* modelers. These contributions fall under three main areas: 

• Relation with reality by showing more explicitly the modeler’s goal and model information, 
actors (human and IT), their goals, tasks, sub-tasks, softgoals and resources (by using the 
readers’ conceptualization); 

• Rationale by adding the main question and showing more explicitly the option, the criteria 
and the assessment of the criteria; 

• Story by showing model instances corresponding to each story phase: context, conflict, cli-
max and closure. 

For each contribution, we highlight the improvements taken from the initial and final model itera-
tions, as well as from model iterations presented in Appendix 2. The evaluation of each model itera-
tion by the participants allowed the modeler to improve the way he showed the relation with reality, 
the rationale and the story.   

5.5.1 Relation with Reality 

We show how to make more explicit the relation between the model and the reality that the modeler 
observes by (i) showing the modeler’s goal and model information, (ii) modeling actors (humans 
and IT), and (iii) modeling their goals, tasks, sub-tasks, softgoals and resources, thus corresponding 
to readers’ conceptualization of the situation instead of the modeler’s conceptualization. We com-
pare the initial against and the proposed model iterations and clarify elements from other iterations.  

Modeler’s goal and model information 

The modeler’s goal is made explicit by including it at the top of each model instance. i* models do 
not show the modeler’s goal. Hence, i* modelers need to explain it orally when presenting models 
to audiences. By including the modeler’s goal on each model instance (Figure 50) readers can see 
the main idea or summary of the story. Each model instance also includes other model information: 
the date when it was created, the name of the modeler, and his affiliation. 

Figure 50: Modeler’s goal and model information with the proposed i* 



Actors 

There are two categories of actors used in the proposed i* model: humans (the meeting initiator and 
meeting participants) and IT (the meeting scheduler). These are shown in Figure 51 with the current 
i* notation and in Figure 52 with the proposed i* notation.  

First, we chose to model only one meeting initiator and multiple meeting participants. We chose 
representative pictures of the actors. For the initiator, we choose the photo of a person sitting in 
from of a computer. For the participants, we choose the photo of a group of people sitting at a table 
and discussing. We show the scheduler with a transparent calendar icon and a question mark / check 
mark. This suggests the search for the scheduler’s characteristics and their acceptance (or valida-
tion) by the human actors.  

We choose a different color boundary for each actor: blue for the initiator, red for the participants, 
and green for the scheduler. We needed to only distinguish between the three and therefore there 
was no need to consider particular colors and their meaning.  

 

Figure 51: Human and IT actors with the current i* 

    

Figure 52: Human and IT actors with the proposed i*

In our model iterations, we explored pictures of generic and specific actors (Figure 53). The pic-
tures need to be appropriate for the context that is shown. For instance, since the modeler did not 
consider a specific meeting initiator, we used the icon of a stickman. Similarly, the modeler did not 
consider a specific group of meeting participants; hence we used pictures of a group meeting (class-
room with participants connected to computers, and of a group of people sitting at a table and ap-
plauding the success of the meeting, respectively).  

    

Figure 53: Human and IT actors from model iterations 

We explored the use of a calendar / agenda photo with no transparency to show a generic example 
of a meeting scheduler. This examples becomes specific when the initiator and the participants fin-
ish the specifications of the requirements of the scheduler, in our case show an example of a meet-
ing scheduler: Doodle. The red border means that the scheduler is not yet specified whereas the 
dark blue border means that it is. These explorations from other model iterations allowed us to con-
clude that readers prefer the photos and icons from Figure 52.  



Goals, tasks, sub-tasks, softgoals and resources 

Goals, tasks, sub-tasks, softgoals and resources refer to the characteristics of the actors. They are 
shown in Figure 54 with the current i* notation and in Figure 55 with the proposed i* notation. We 
proposed other graphical symbols for goals (call-out bubble instead of oval), tasks and sub-tasks 
(thicker to a thinner boundaries), softgoals (cloud bubble instead of script shape) and resources (rec-
tangular parallelepiped instead of rectangle).  

 

Figure 54: Goals, tasks, sub-tasks, softgoals and resources with the current i* 

 

Figure 55: Goals, tasks, sub-tasks, softgoals and resources with the proposed i* 

We propose a metaphor to be added to each shape in order to suggest goals, tasks, sub-tasks, soft-
goals and resources. Sub-tasks can be distinguished from tasks via the size of the icon. Goals are 
similar to softgoals as they are represented with an arrow and a target. However, they are different 
because goals use only one color of the target showing one major achievement desired by the actor 
while softgoals have multiple colors on the target and multiple layers showing that these softgoals 
represent different layers of analysis with respect to goals. Finally, resources are represented with a 
black spinning wheel and a circular arrow to show their contribution.  

The color coding of actors in relation to their goals, tasks, sub-tasks, softgoals and resources enables 
readers to identify what characteristic corresponds to which actor. The meeting initiator and its 
characteristics are colored in light blue, the meeting participants and their characteristics are shown 
in light red, and the meeting scheduler and its characteristics are colored in light green. The sched-
uler does not have goals or softgoals as it is an IT actor that cannot produce judgements.  

          

Figure 56: Goals, tasks, softgoals and resources from model iterations 

Besides the proposed graphical symbols (Figure 55) we also tested other shapes for goals, tasks, 
softgoals and resources, their colors and border thickness with readers (Figure 56). The first set of 
graphical symbols (shown to the left) was proposed by (Moody, Heymans, & Matulevicius, 2009). 
The second one (shown to the right) is inspired by the SEAM notation (goals, actions, beliefs and 
properties). None were appreciated by readers, who found the proposed notation to correspond 
much better to their interpretation. The use of a generic shape in conjunction with a pictogram at the 
top guides readers to understand each element.  

  



Terminology 

i* modelers need to be cautious with the terminology they use. As experts, they could include IT-
specific terms and show functions with parameters, e.g., “meeting be scheduled”, “quality (pro-
posed date)” and “min interruption”. In contrast, readers did not understand the difference between 
“organize meeting” and “schedule meeting”. They did not understand the differences between goals 
and softgoals, and the connections, such as “means-end link” and “contribution to softgoals”. 
Therefore, for readers to understand an i* model, it becomes important for i* modelers to adapt 
their terminology to the required level of abstraction.   

This terminology used by i* modelers should correspond to the conceptualization of readers instead 
of the notation-specific terms used by i* experts. Instead of using an i* notation specific terminolo-
gy, i* modelers should use more generic words and icons that suggest meaning and are closer to 
common sense. Explicit i* concepts can be “hidden” under generic terms that are understandable by 
readers. Indeed, i* modelers should use such terms as: “propose / accept”, “organize / participate”, 
“locations”, “dates”, “confirmation”, “simple interface” and remove expert terminology such as the 
terms previously discussed. 

We learned from readers that the terminology needs to be precise. For instance, the goals of the two 
human actors (“organize meetings” and “participate in meetings”) with the current i* (Figure 49) 
need to be understood in relation to the problem they try to solve, their tasks, and soft-goals. We 
therefore modeled the problem first (“What scheduler?”) for both actors, then their tasks (same ter-
minology as for goals, but using different symbols), and soft-goals (“easy to use”, “receive confir-
mation”, “quick”, “choose different slots”, and “access meeting details”).   

 

Figure 57: Terminology with the current i* 

We used a simplified terminology (Figure 58) in our proposed model compared to the terminology 
used in the original i* model (Figure 57). This terminology is more straight-forward, does not con-
tain ambiguous terms, parameters of functions or abbreviations.  

 

Figure 58: Terminology with the proposed i* 

In our other model iterations, we explored the degree of concreteness in terminology to express the 
graphical elements related to the three actors (Figure 59). For both human actors we used the ques-
tion “What meeting scheduler?”, for the initiator we used the second and third icon and terminology 
to express his needs. Similarly, for the participants we used the fourth and fifth icons and terminol-
ogy to express their needs. For the characteristics of the scheduler, we described them as, for in-
stance, “simple, easy to use interface” and “quick meeting setup process”. We aimed to reduce the 
expressions used in the model as much as possible and make the model as concrete as possible.  



 

Figure 59: Terminology from model iterations with i* 

We have shown how the relation with reality was made more explicit in the proposed i* notation. 
Inspired by the readers’ conceptualizations, we have more explicitly shown actors and their charac-
teristics. These include human and IT actors, their goals, tasks, sub-tasks, softgoals and resources 
represented with photos, icons and terminology.  

5.5.2 Rationale 

We make the rationale more explicit in the i* model. i* includes a partial rationale in the model’s 
construction, but it is not shown sufficiently clear for readers to understand. Below, we show the 
rationale in more detail, similar to the approach used for SEAM.  

 

Table 10: Question, Option and Criteria for the meeting initiator and participants 

In the considered example, the rationale refers to what the meeting initiator and the participants 
desire from a meeting scheduler. Table 10 shows the criteria for a generic meeting scheduler that 
stakeholders consider. Both the meeting initiator and the participants want to attend meetings. For 
this, they formulate criteria that the meeting scheduler needs to satisfy. The meeting initiator defines 
the three criteria (ease of use, meeting setup process, and confirmation), whereas the participants 
define other two (choose different slots and access meeting details). Each evaluates the criteria, 
based on the five-level Likert scale used in the proposed QOC, in order to define what the charac-
teristics of the meeting scheduler should be.  

As for the case with SEAM, the information in Table 10 can be mapped to the Question, Options 
and Criteria (QOC) framework (Figure 38). We use the five-level scale from strongly positive to 
strongly negative shown with the smiley notation. The QOC framework extension from Figure 61 
includes the evaluation of three criteria by the meeting initiator and of two criteria by meeting par-
ticipants. There is no need to use an algorithm to compute the score for the scheduler as there is no 
choice to be made. Rather, the modeler shows that only three of the five desires of the initiator and 
participants are satisfied by the scheduler. This represents a “satisficing” option that can “accom-
modate” the evaluation of the initiator and participants’ desires (Chapter 6.2).  



 

Figure 60: Questions, Options and Criteria framework extension in SEAM 

The meeting initiator and the participants specify the characteristics of the meeting scheduler that 
they would like it to have. In the proposed i* model (Figure 61), we added the Question (or prob-
lem), represented with a yellow oval and red boundary (“Which scheduler?”) for both the meeting 
initiator and the participants. The Option is the meeting scheduler represented in the middle with 
green. The Criteria are represented with blue and red clouds corresponding to actors’ softgoals. The 
assessment of the criteria is binary (like with the original QOC framework) and is shown with the 
two green and red icons on each line, because the connections between softgoals and resources 
show the elicitation of requirements from the initiator and the participants. The smiley notation can 
eventually be used to mark the degree to which each criteria is satisfied by one specific scheduler 
(e.g., Doodle).   

The newly added graphical symbol (oval with red text and yellow background) is not included in 
the i* notation and represents an extension. In order to answer the main question, both the meeting 
initiator and the participants need to define their goals, tasks, sub-tasks and softgoals, by following 
the i* decompositions. Then, the softgoals can be linked to the characteristics of the meeting sched-
uler. We made more explicit the correspondence between the actors’ softgoals and the characteris-
tics of the scheduler using direct links between these softgoals and the scheduler’s resources. Con-
nections are shown differently between goals and tasks, tasks and sub-tasks, tasks and softgoals, 
and softgoals and resources. The modeler used a simple black line to connect the goal with the main 
task and the main task with the sub-tasks, for each actor. The main task is connected with bubble 
links to softgoals. Softgoals are linked with thicker lines to resources. The positive linkages (green 
happy smileys) between the human actors’ softgoals and the scheduler’s resources are marked with 
green lines and green icons. The negative linkages (red sad smileys) between the human actors’ 
softgoals and the scheduler’s resources are marked with red lines and red icons.  

We have shown how the rationale was made more explicit in the proposed i* model, based on an 
extension of the Questions, Options and Criteria framework for two actors. We have added the 
question and improved the relations between goals, tasks, sub-tasks, softgoals and resources. The 
criteria are weighted based on actors’ softgoals with a binary scale (red and green lines) that can be 
weighted with one / two smileys.  



 

Figure 61: Rationale based on Question, Option and Criteria with the proposed i* 

5.5.3 Story 

We use the four phases (context, conflict, climax and closure) to create a storyboard model. This 
model includes a sequence of one to three model instances for each story phase, which helps the 
modeler convey his story (Figure 62).  

 

Figure 62: Storyboard design for each i* model instance based on the four story-phases 

Similar to SEAM, we create one model instance to model the context and the closure because it 
suffices to introduce the setting and characters and present the solution to the problem. We create 
three model instances to model the problem because we want to help the readers understand in de-
tail the rationale leading to the characteristics of the meeting scheduler. We create two model in-
stances to model the climax because we want to show how the softgoals determine the resources of 
the scheduler. Each of these story phases is described in detail in this section.  



In organizing the story, the i* modeler needs to: categorize objects together (e.g., goals of the ac-
tors, characteristics of the scheduler), separate the story in model instances that correspond to each 
story phase, group elements in model instances, and fill in the gaps between the model instances by 
using visual cues. The passage of time is not shown because there is no chronological sequence of 
events. However, the decomposition of the main problem into goals, then tasks, sub-tasks, softgoals 
and resources determines the search of the characteristics of the meeting scheduler or the answer to 
the main question.  

  



Context 

The context is the first part of the storyboard (in orange in Figure 62). It includes the setting and 
characters. We design the context by using one model instance.  

In the first model instance (Figure 63), we show the three actors: the meeting initiator, the meeting 
participants, and the meeting scheduler. We color the boundary of the meeting initiator with light 
blue, of the participants with light red, and of the scheduler with light green. We position them as in 
the original i* model, without overlaps, and add photos / icons for each.  

 

Figure 63: The first model instance of the proposed i* model (context) 

  



Conflict 

The conflict is the second part of the storyboard (in red in Figure 62). It describes the challenge or 
problem. We model the conflict using three model instances. We use the Question, Options and 
Criteria framework in order to show the rationale more explicitly. 

In the second model instance (Figure 64), we introduce the problem by showing it with the red text 
(“What scheduler?”) on the yellow oval with red boundary. This represents the main question. The 
option (the meeting scheduler) was previously introduced in the middle. The criteria are subse-
quently obtained from goals, to tasks, to sub-tasks and to softgoals, and shown in the following 
model instances. In this model instance, we model the main goal of the initiator (“organize meet-
ings”) and the main goal of the participants (“participate in meetings”). The scheduler does not have 
a main goal because it represents an IT system.  

 

Figure 64: The second model instance of the proposed i* model (conflict) 

 

  



The third model instance (Figure 65) includes the decomposition of goals into main tasks. For the 
case of a given meeting, the initiator’s task is “organize meeting”, the participants’ task is “partici-
pate in meeting”, and the scheduler’s task is “facilitate meeting scheduling”. For the initiator and 
the participants, tasks (as actions) are derived from goals.  

 

Figure 65: The third model instance of the proposed i* model (conflict) 

  



The fourth model instance (Figure 66) includes the decomposition of tasks into sub-tasks. The sub-
tasks of the initiator’s task are “propose locations” and “propose dates”. The sub-tasks of the partic-
ipants’ task are “accept locations” and “accept dates”. Finally, the sub-tasks of the scheduler’s task 
are “determine dates” and “determine locations”.  

 

Figure 66: The fourth model instance of the proposed i* model (conflict) 

  



Climax 

The climax is the third part of the storyboard (in green in Figure 62). It includes the turning point. 
We model the climax using two model instances (Figure 62).  

The fifth model instance (Figure 67) includes the contribution of softgoals to tasks for the initiator 
and participants. The initiator has three softgoals: “easy to use”, “receive confirmation” and “quick” 
that contribute to his main task. The participants have two softgoals: “choose different slots” and 
“access meeting details” that contribute to their main task. The scheduler, as an IT system, does not 
exhibit sofgoals.  

 

Figure 67: The fifth model instance of the proposed i* model (climax) 

 

  



The sixth model instance (Figure 68) includes the relations between each human actor’s softgoal 
and the characteristics of the meeting scheduler. These relations are shown using resources. Each of 
the three softgoals of the meeting initiator and the two softgoals of the participants is mapped to the 
corresponding characteristic (resource) of the scheduler. For instance, the “Quick” softgoal is 
mapped to the “10 minutes process” resource and the “Choose different slots” softgoal is mapped to 
the “Different slots” resource.  

 

Figure 68: The sixth model instance of the proposed i* model (climax) 

  



Closure 

The closure is the fourth and last part of the storyboard (in blue Figure 62). It includes the resolu-
tion or the solution to the problem. We model the closure using one model instance. 

The seventh model instance (Figure 69) shows the confirmation of the scheduler’s characteristics 
that correspond (or not) to the softgoals of the initiator and participants. From the five characteris-
tics, only three (two from the initiator and one from the participants) are satisfied by the scheduler. 
These are the “Confirmation”, “Simple interface” and “Meeting details”.  

 

Figure 69: The seventh model instance of the proposed i* model (closure) 

  



Concluding remarks 

Similar to the proposed SEAM model, most graphical symbols shown in the proposed i* model 
maintain the same position. We show gradually the elements that are relevant for each model in-
stance. Except for the last model instance, the meeting scheduler’s picture includes a question mark 
because its characteristics have not yet been specified. When the specification is done, the readers 
can see which of the characteristics desired by the initiator and the participants are satisfied by the 
scheduler (correspondence between softgoals and resources).  

In contrast with the proposed temporal sequence of SEAM model instances, the i* sequence of 
model instances does not describe a sequence of moments in time, rather a sequence of increased 
graphical complexity (i.e., more graphical symbols are shown from one model instance to the next). 
Actors are shown first, then their goals, then tasks, followed by sub-tasks, softgoals, resources and 
finally the correspondence between the softgoals and the resources.  

5.6 Summary 
In Chapter 5, we have presented our research design (Chapter 3.4) applied to evaluate models creat-
ed with the i* notation. We have shown how to make notation elements more explicit so that read-
ers understand the story. We have created a proposed i* meeting-scheduler model with seven model 
instances (presented in Chapter 5.5.3). Our contributions to i* modelers are three-fold:  

• We model more explicitly the relation with reality to show the modeler’s goal and model in-
formation, actors (human and IT) and their goals, tasks, sub-tasks, softgoals and resources, by 
using photos, icons and terminology that correspond to readers’ conceptualizations 

o Include perceived real-life occurrences of actors (e.g., photos of a meeting initiator and 
participants) to show concreteness 

o Include visual symbols (e.g., meeting scheduler, goals, tasks, sub-tasks, softgoals, re-
sources) that readers can relate to 

• We model the rationale (why the problem is meaningful) of actors by adding the main question 
(oval with yellow background and red boundary), showing the option (scheduler), the criteria 
(softgoals) and their evaluation (using the check-mark notation for the correspondence between 
softgoals and resources) 

o Model actors’ goals and softgoals that contribute to their rationale 
o Model actors’ outcome as a consequence of their rationale (the characteristics of the 

meeting scheduler) 
• We model the story by using the context, conflict, climax and closure story-phases to show how 

the problem (the characteristics of a meeting scheduler emerge, based on the desires of a meet-
ing initiator and meeting participants) is solved (these characteristics are identified: some corre-
spond to the desires, others do not) 

o Show the actors and the main problem that they try to solve, then the decomposition of 
their goals into tasks, their tasks into sub-tasks, their tasks into softgoals, and the relation 
between softgoals into resources 



 

Figure 70: Contributions to i* - from the current i* to the proposed i* 

Instead of creating two distinct views of a situation using the i* Strategic Dependency and Strategic 
Rationale models, we propose one model, constructed using story-phases, that shows one coherent 
view. The model presented in this chapter represents our best proposal after interviewing twenty 
readers. It is not the best in absolute terms. The main part of the research work consisted in identify-
ing what is important to be shown in the model and how to make the story clear for readers.  

These contributions were validated by readers. The following reactions are from one of the readers 
who evaluated the proposed model: “The meeting initiator wants to organize meetings based on 
dates and locations”. “The process has to be easy to use, he has to get a confirmation and has to 
finish quickly.”, “The participants want to participate in meetings, again based on dates and loca-
tions.”, “They need to choose different slots and access meeting details.”, “Now the initiator and the 
participants want to know what scheduler to choose.”, “The scheduler helps them to choose dates 
and locations”, “It satisfies only three out of the five desires of the initiator and participants, but 
they are still ok with their choice.” The reader’s interpretation of the model corresponds to the mod-
eler’s story. 



Theoretical Principles and Con-
tributions 

We present the main theoretical principles of the current research, as well as the contribu-
tions to modelers and designers of modeling notations. We first discuss each of the three contribu-
tions of the thesis, by justifying the need for modeling the relation with reality, the rationale and the 
story. We indicate the underlying works and theoretical principles for each contribution. Then, we 
summarize our contributions to modelers of IT modeling notations. Using the contributions to mod-
elers, we present the contributions to designers of IT modeling notations. We present the validation 
of our recommendations with modelers. We conclude by discussing several limitations of our con-
tributions.  

6.1 The Need for Modeling the Relation with Reality 
This research is based on the entanglement between the reality, the modeler, the readers and the 
model. This entanglement originates in the modeler’s and readers’ conceptualizations of their ob-
served realities (Figure 71). By conceptualization of reality, we mean an explanation of how some-
one understands what he observes. We extend the conceptualization and modeling framework from 
(Regev, 2003) by including readers. Our assumption is that modelers need to create models to 
communicate with readers. These models need to be understood by readers. Therefore, understand-
ing the readers’ conceptualizations in relation to the modeler’s conceptualization is essential for our 
research.   

In Figure 71, the modeler’s conceptualization of the reality he observes is marked with a black 
background. Black is used to denote the modeler’s expert knowledge of using an IT modeling nota-
tion (shown to the left). This conceptualization is extensively described in academic and industry 
papers that detail the use of notations to model various cases and scenarios. However, it is not 
commonly available for (model) readers. A first segment of readers, such as Reader 1, might have a 
partial conceptualization about the modeling notation (marked with a black and blue gradient back-
ground). For instance, IT-educated readers can relate to the model’s notation. They can make anal-
ogies with IT notations they are familiar with. A second segment of readers, such as Reader 2, 
might not be accustomed with the modeling notation and have an entirely different conceptualiza-
tion (marked with a blue background). For instance, some business-educated readers can infer other 
meaning than what the modeler wanted to show, based on concepts they are familiar with. A third 
segment of readers, such as Reader 3, might not even have any conceptualization (marked with a 
white background). These readers might not be able to relate at all to the concepts presented by the 
modeler. Readers 2 and 3 do not observe the reality in the same way as the modeler, whereas Read-
er 1 partly understands what the modeler wants to communicate.  



 

Figure 71: Relations between reality, conceptualization and model – adapted from (Regev, 2003) 

Modelers have difficulties teaching readers their conceptualization, especially to readers who have a 
different conceptualization (Reader 2). They suppose that they have to provide readers with new 
knowledge to make them understand what modelers observe in the reality. This is challenging be-
cause readers already have their own conceptualization (marked in blue) based on their own experi-
ences, hence the problem of adaptation of conceptualization arises. This is explained by the ac-
commodation principle (Weinberg & Weinberg, 1988) that refers to the fact that a compromise be-
tween the modeler’s and readers’ conceptualizations needs to be made. Specifically, the modeler 
needs to adapt his conceptualization of reality in his models to the conceptualization of his readers 
in order to enable readers to understand it. His conceptualization needs to be close to the conceptu-
alizations of his readers.  

In Figure 71, the modeler’s conceptualization of reality is expressed with one of the two modeling 
notations analyzed in this thesis. The model is created with the original SEAM notation. This con-
ceptualization and modeling framework (Figure 71) can be applied to other models created with 
other modeling notations. By accommodating the modeler’s conceptualization to account for read-
ers’ conceptualizations, another conceptualization is formed. This new conceptualization is based 
on the overlap between the modeler and the readers’ conceptualizations (zone of proximal devel-
opment) and is expressed in the form of the two proposed models presented in this research, one 
created with the proposed SEAM notation (Chapter 4.5.3) and the other created with the proposed 
i* notation (Chapter 5.5.3).   

6.1.1 The Identification of the Zone of Proximal Development 

We consider that readers discover new meaning and therefore learn from the story that the modeler 
wants to convey. In his analysis of learning, (Vygotsky, 1997) mentions four stages of the devel-



opment of human knowledge. In the first stage, the empirical discovery is important for the revision 
of existing views concerning the observed reality. In the second stage, the conceptual form is built 
on related problems and phenomena from the observed reality. In the third stage, the transformation 
of the conceptual form into an explanatory principle enables the observer (child) to apply it to any 
problem in a given discipline. In the fourth stage, the general principle becomes a general method-
ology applicable to all fields of knowledge. This understanding of learning can be used to explain 
how readers learn from the models created by modelers. First, readers discover existing views of the 
observed reality. Second, they form a conceptual understanding of the model. Third, they form ex-
planatory principles that they can apply to other problems and disciplines. Fourth, they develop a 
general methodology applicable to all fields of their knowledge.  

 

Figure 72: Zone of proximal development between the reader and the modeler 

(Vygotsky, 1997) describes the dialogical character of learning. He explains that a child’s disor-
ganized spontaneous concepts “meet” the systematic logic of adult reasoning in the “zone of proxi-
mal development” (Figure 72). We use the concept of “zone of proximal development” to explain 
our results. Despite the fact that the modeler and the readers have different conceptualizations (e.g., 
IT and business, respectively), the readers’ disorganized spontaneous concepts “meet” the systemat-
ic logic of the modeler’s reasoning. Similarly, readers adapt their understanding from something 
they know (their conceptualization) to something new (the modeler’s conceptualization). This adap-
tation in understanding occurs at the conceptualization level, not at the level of the observed reality. 
Graphically, in Figure 71, this means passing from the white or blue backgrounds to the black 
background. In order for readers to understand what the modeler is conveying, there needs to at 
least be an overlap between the conceptualizations of the modeler and of the readers. The modeler 
needs to investigate the conceptualizations of his readers (the way they observe reality), because he 
does not know or have access to their observed realities. He needs to find “the common denomina-
tor” of most readers’ (that form his audience) conceptualizations and create a model based on it. 
This is the reason that, during workshops, modelers typically start by analyzing elements that are 
commonly perceivable to most, if not all, readers. As soon as an overlap between the conceptualiza-
tions occurs, the modeler can exploit it to teach readers more about his conceptualization. The mod-
eler might rely on knowing his readers’ backgrounds (e.g., readers who have serviced their car or 
have used a scheduler) in order to use a vocabulary familiar to them, or use common sense. A zone 



of proximal development between the readers’ and the modeler’s conceptualizations is formed 
(Figure 72). This implies a transfer of knowledge (black background) from the modeler to the read-
ers, allowing the readers to learn. By presenting readers something they know in his model, the 
modeler extends their understanding. This extension should not be “too tight or too lose”. It does 
not represent an absolute reality with an absolute story, but rather the agreement of perceptions 
about the modeler’s and the readers’ perceived realities in a story that fits a purpose.  

(Ausubel, Hanesian, & Novak, 1978) describe learning as an active process, rather than a response 
to the environment. Readers seek meaning in models they see by integrating new knowledge with 
the knowledge they already have, e.g., through past experiences. They compare what they know 
against the new knowledge and construct an improved knowledge. (Ausubel, Hanesian, & Novak, 
1978) consider an individual’s “cognitive structure” as “the sum of all the knowledge that they have 
acquired together with the relationships among the facts, concepts and principles that form this 
knowledge”. The authors explain meaningful learning as the process of enabling the cognitive struc-
ture to discover new elements and enlarge itself. Meaningful learning occurs when new information 
is digested by the reader’s cognitive structure and is connected to the other information that he had 
previously learned. By opposition, rote learning occurs when the new information is not related to 
the previously learned information. Therefore, if a reader already has relevant information in his 
cognitive structure to which the information presented by the modeler in the model can be connect-
ed, then his learning can be meaningful. In contrast, if a reader does not already have relevant in-
formation in his cognitive structure, then the new information can only be learned in a rote manner, 
i.e. not constructed based on the model’s information. (Ausubel, Hanesian, & Novak, 1978) de-
scribes the process of “subsumption”, by which new information is brought into a reader’s cognitive 
structure and systematically compared and contrasted with his prior knowledge. 

It becomes necessary for the modeler to understand the readers’ conceptualizations and for the de-
signers to understand the modeler’s and readers’ conceptualizations. As explained before, the mod-
eler and readers’ conceptualizations need to come together in a zone of proximal development that 
allows readers to learn from the modeler’s conceptualization. The model is therefore a medium or 
vector for learning. Modelers needs to understand the conceptualization of their audience. They 
need to work with readers to align their conceptualizations, instead of impose their own perceived 
reality in the model. They should use appropriate photos, icons and terminology that are close to the 
readers’ conceptualizations instead of terms that are specific to the modeling notation and used by 
expert modelers. Similarly, designers, too, need to understand the conceptualizations of their target 
audience (modelers and readers).  

As designers of modeling notations, we design notations so that modelers of modeling notations can 
create models that readers understand. Our contribution to modelers is the use of a conceptualiza-
tion that is as close as possible and overlaps to the readers’ conceptualizations, instead of solely the 
modeler’s conceptualization that contains expert knowledge (based on notation-specific terms). We 
do so through the construction of a zone of proximal development between the modeler and the 
readers. This zone enables modelers to identify common entities in the readers’ observed realities 
based on their conceptualizations. This justifies the principle of concreteness in modeling the rela-
tion with reality. Concreteness is represented in models with elements that suggest meaning (pho-
tos, icons and terminology) based on readers’ conceptualizations marked by their observed realities.   



Figure 73 represents the instantiation of the conceptualization and modeling framework in Figure 
71 to the example of the SEAM modeling notation. There are two readers, Reader 1 and Reader 2. 
Reader 1 might be an IT-educated person familiar with certain elements of the situation shown in 
the model, based on her experience (e.g., know about the AMAG dealer, George and Monica’s car, 
their place). Reader 2 might be a business-educated person familiar with other elements of the situa-
tion shown in the model, based on his experience (e.g., know about the Delaisse dealer, the offers 
and bills sent by it). Between the two readers, there are commonalities, shown in the overlapping 
region of their observed realities (such as the fact that both know the two actors George and Mon-
ica, the public transportation system in Geneva: tram, and the local currency; CHF).  

Our contribution, for both SEAM and i* modelers, is the use of a conceptualization that is as close 
as possible to the readers’ conceptualizations; by using it we establish a relation with reality. By 
interviewing readers, we learned about how they interpreted concepts and formed ideas (conceptu-
alizations) based on their perceptions of reality. We used the zone of proximal development be-
tween the modeler’s and the readers’ conceptualizations to model elements inspired by the readers’ 
conceptualizations. We included entities from the readers’ observed realities in the models we cre-
ated. Therefore, our models show concreteness in modeling the relation with reality, through the use 
of appropriate photos, icons and terminology related to model actors.  

 

Figure 73: Relations between reality, conceptualization and one model for SEAM 



6.1.2 The Alignment of Interpretations 

As (Maturana & Varela, 1987) observe, the relation between models and the observed reality takes 
two extreme views in the mind of the modeler and the readers: solipsism and positivism. Solipsism 
considers that what exists is defined only by one’s inner imagination. The “solipsist” believes that 
reality does not exist outside his mind. By opposition, positivism considers that each observer ap-
plies a filter on reality. The “positivist” believes that an objective reality exists outside his mind. 
This reality is independent of his interpretation.  

Neither of the two views is right as “reality” lies in the relation between the observer and the ob-
served, i.e. between the modeler or readers and their observed reality, respectively. As (Weinberg 
G. M., 1975) states: “We may believe the world to be independent of the percipient observer, but 
we definitely feel it depends on the participant observer”. Half-way between the two extremes is 
interpretivism (Maturana & Varela, 1987). The “interpretivist” forms interpretations of the world 
that are dependent on it and are based on his continuously updated experience. His conceptualiza-
tion changes continuously based on the observed reality. Therefore, he actively constructs his own 
perceived reality. The observed reality is what he interprets as his reality. In our conceptualization 
and modeling framework (Figure 71), both the modeler and the readers are interpretivists. Their 
interpretations are neither pure fiction nor objective accounts of reality. Modelers should not be 
surprised if readers misinterpret something in the model that they have not thought of. They should 
first observe readers’ interpretations. Then, they should proceed to improving their models by using 
improved visual elements that suggest meaning. 

Modelers express their own interpretation of reality in models they create by perceiving it in their 
own personal way. As seen before, readers might form other interpretations that might be different 
from that of the modeler. In this thesis, we help modelers minimize these misinterpretations. Using 
the functional notation from (Weinberg & Weinberg, 1988), we explain that the modeler would like 
readers to observe z = f (x, y) = the story that he wants to show in his model. However, he can only 
achieve z = f (x, y, reader) = the story that one reader observes in the model. What should be inter-
preted should correspond as close as possible to what was observed, but readers might interpret the 
model in unknown ways. Therefore, the reader part of the function should account for only a small, 
negligible distortion of the model’s interpretation (epsilon). The modeler cannot guarantee a com-
plete overlap (identity) between the two functions, nor is this the purpose of his modeling. He 
should aim for a “good enough” approximation. One necessary condition for achieving this approx-
imation is the alignment of readers’ interpretations of the model, on the one hand, and the alignment 
between the modeler’s interpretation of reality and the readers’ interpretation of reality, on the oth-
er.  

Further to the divergence in interpretations of different readers, the “observational problem may be 
greater when systems of greater complexity are involved” (Weinberg G. M., 1975). Indeed, model-
ers need not create complex (consisting of many different parts) or complicated (consisting of many 
interconnections among parts) models, rather simple, evident and easy-to-understand models to 
convey the modeler’s story both effectively (by showing the appropriate elements in the model and 
by framing a consistent story) and efficiently (by illustrating the story with the least effort in short-
est time). When the observer focuses on a particular model aspect, he demonstrates his belief that it 
is important for his readers. (Weinberg & Weinberg, 1988) describe the “fallacy of incompleteness” 
which states that, at some stage of the story, the reader may have omitted some model elements and 



therefore his understanding of the model will be an “approximation”. This approximation would be 
good, if the readers still understand the story envisioned by the modeler, and would be poor if they 
understand a different story, or if they are confused by the one shown in the model.  

In our interviews, we noticed that different readers interpret models in different ways. As mentioned 
by (Ashby, 1961):  

“The space may change if the observer changes; and two observers may legitimately use 
different spaces within which to record the same subset of actual events in some actual 
thing. The "constraint" is thus a "relation" between observer and observed; the properties of 
any particular constraint will depend on both the observed and on the observer. A theory of 
complex systems needs to be concerned with properties that are relational between the ob-
served and the observer.”  

The meaning of the model, as perceived by the readers, is based on the relation between the model, 
the readers and their observed realities (Figure 71). According to (Weinberg G. M., 1975) this 
meaning is an emergent property of the relation between the observer (readers) and the observed 
(the model). In this thesis, we improve the notation, by analyzing this relation between the readers 
and the model. Still, it is the choice of the modeler of what to include in his model, given the story 
that he wants to show. As mentioned by (Weinberg G. M., 1975) modelers create models so that 
readers identify “emergent” properties of the model, properties that do not exist in the parts (model 
elements) but that are found in the whole (either in one model instance or a series of model instanc-
es). Properties “emerge” for a particular reader when he cannot predict their appearance - he is sur-
prised when he discovers meaning. There can be cases in which a property is “emergent” to one 
reader and “predictable” to another.  

Each reader develops a unique and valid interpretation of the model, different from that desired by 
the modeler and expressed with misinterpretations. For our research, the analysis of our models by 
readers represents useful feedback for identifying elements that are difficult to understand in mod-
els. Knowing these elements enabled us, as modelers, to reflect on the possible interpretations of 
readers, even before making a model decision. Through interviews, we listened to readers’ interpre-
tations and aligned them. In our proposed models, we make difficult-to-understand elements more 
explicit using visual cues, so that readers’ interpretations converge to the modeler’s interpretation. 

In order for modelers to avoid the “fallacies of absolute thought”, (Weinberg G. M., 1975) proposes 
to “remember the human origins of our models, instruments and techniques”. These human origins 
refer to the modeler’s conceptualization shown in the model. When modelers create models, by 
thinking in a certain way, they are “usually following conventional patterns, patterns that will work 
out well if the situation remains conventional, which most of the time it will” (Weinberg G. M., 
1975). Therefore, modelers can make use of these patterns that guide the readers’ thoughts, through 
visual cues (photos, icons and terminology related to of actors) that reveal concreteness. These pat-
terns are based on our “human origins” (Weinberg G. M., 1975) and can contribute to the alignment 
between the modeler’s and readers’ interpretations. Some patterns might work against the story that 
the modeler wants to show. 



6.1.3 The Agreement on Boundaries 

The purpose of the modeler has to be understood by model readers. Different models can be built 
for different purposes and for different readers. Modelers need to connect with their readers via the 
story they show in their models, whereas readers need to interpret the modeler’s story through the 
decisions that modelers faced when modeling. As put by (Weinberg G. M., 1975), when the model-
er includes a given relation in the model, or omits it, whether he does well or not, depends on the 
readers’ understanding of the reasoning behind the modeler’s decision. Therefore, the modeler 
needs to delimit his reasoning of the particular situation he models.  

The idea of a separation of, or a boundary on, one part from the whole is central in systems thinking  
(Checkland, 1999). Modelers use the term “system” to mean the “inside” and “environment” to 
mean “outside”. Either can be called “the system”, “for one man’s system may be another man’s 
environment” (Weinberg G. M., 1975). The choice of a boundary set by the modeler influences the 
readers’ interpretations. Readers are also influenced in their choice of boundary by past experienc-
es, for instance, those determined by physical features of objects or steps of a process. The modeler 
needs to choose where to stop the process of story description in his model because of the possible 
excessive amount of detail related to the story. 

(Maturana & Varela, 1987) observe that the easy task in model creation is the identification of ele-
ments that make up the model. This identification facilitates the construction of a context. The diffi-
cult task is to describe exactly and explicitly the relations between elements in the context. Know-
ing these relations enables readers to create possible interpretations of the evolution of the model 
elements. Modelers need to consider not only elements in their respective contexts, but also the ex-
plicit relations between them. The solution that (Maturana & Varela, 1987) propose is to embrace a 
broader context. Each observer perceives unity in a set of different domains, depending on the dis-
tinctions he makes. On the one hand, a system or organization can be considered in the domain 
where its elements operate (composite view in SEAM or “inside”). This is the domain of the actors’ 
internal states and their structural changes. Considered as such, the environment is irrelevant. On 
the other hand, the system or organization can be considered to interact with its environment. This 
perspective (whole view in SEAM or “outside”) enables the observer to establish relations between 
certain features of the environment and the behavior of the system. As such, the internal dynamics 
of the system are irrelevant. The example offered by (Maturana & Varela, 1987) is that of a person 
steering a submarine, he sees only its internal technical machinery. From the outside, an observer 
perceives its behavior and global properties but cannot see the technical machineries. Therefore, the 
meaning is given by the choice of perspective.   

The modeler decides on the choice of perspective that is meaningful for the story he wants to con-
vey in his models. However, due to the possible relations between the systems he represents, read-
ers might interpret other perspectives and perceive elements in other contexts. By testing our mod-
els with readers, we understood that an agreement on boundaries needs to be established. These 
boundaries are expressed at different levels: the modeler’s goal (what the modeler wants to convey 
with the model), the model (what is needed to be represented in the model) and the model elements 
(what is needed in order to show certain model elements), in their respective contexts.  

(Weinberg & Weinberg, 1988) observe one paradox of perception: “To a certain extent, mental 
power can compensate for observational weaknesses (e.g., attention span). To a certain extent, ob-



servational power can compensate for mental weakness (e.g., memory span)”. In this work, we 
show how mental weakness can be compensated with observational power by reducing the misa-
lignment between the modeler’s perception of the model and the readers’ perceptions. Furthermore, 
even a “super-observer” cannot remember all the scenarios and represent all their possible varia-
tions. Readers are omniscient (all seeing) but not omnipotent (all powerful) as their attention span is 
limited. As (Weinberg & Weinberg, 1988) notice, “super-observers do not have power at all: they 
are omniscient and impotent at the same time”. This observational problem can increase when sys-
tems of greater complexity are shown in the model.  

The approach presented in this thesis helps the modeler focus on certain elements by using visual 
cues. These elements guide readers’ thoughts towards the modeler’s interpretation of the situation. 
When readers make sense of a visual cue that corresponds to what the modeler wants to convey, it 
means that the model is well suited for readers. When readers find difficult to interpret visual cues 
or the relation between them, it means that the model requires too much effort and that the visual 
cues were not sufficiently explicit. When readers misinterpret the context in which the model ele-
ments operate it means that the boundary was not well defined by the modeler. Our interviews 
taught us that readers seek to understand objects in their contexts (defined boundary) in order to 
interpret the relations between them. Modelers need to explicitly specify the modeler’s goal, the 
model, and the model elements boundaries. 

In Chapter 6.1, we have presented our first contribution: modeling the relation with reality. We have 
justified the importance of the identification of the zone of proximal development, the alignment of 
interpretations, and the agreement on boundaries. These are based on the understanding of readers’ 
conceptualizations and are useful for reducing readers’ possible (mis)interpretations, and for under-
standing how modelers ground their modeling.  

6.2 The Need for Modeling the Rationale 
There are numerous problems that modelers address in their models: clarify requirements, com-
municate to external audiences, communicate arguments to designers, present stakeholders’ view-
points. These are all examples of what (Rittel & Webber, 1973) name “wicked problems”. This type 
of problems describes an insufficiently understood situation that has no right or wrong solution, has 
no objective metrics to measure success, and requires complex judgements relying on moral, politi-
cal or professional considerations that cannot be formalized.  

Wicked problems can be approached by using argumentation. (Buckingham Shum, MacLean, 
Bellotti, & Hammond, 1997) offer a description of the Issue-Based Information System (IBIS) 
method, developed by (Rittel & Webber, 1973), in order to encourage model stakeholders to discuss 
“Issues, Positions in response to Issues, and Arguments to support or object Positions”. In this the-
sis, the modeling problems that were analyzed, car-maintenance service and meeting scheduler, are 
wicked problems that are tackled graphically using an argumentation-based rationale inspired by 
IBIS, named Questions, Options and Criteria (QOC), that is presented below. For both cases, the 
argumentation was necessary to arrive at a solution. The underlying assumption of the thesis is that 
if the readers are presented with the reasoning, then they will understand the decision (choice) based 
on it.   



As mentioned in Chapter 2.3.1, the design rationale considers justifications for reasoning about a 
specific design. (Buckingham Shum, MacLean, Bellotti, & Hammond, 1997) present several efforts 
for capturing the design rationale by using “graphical argumentation structures and cognitive tools”. 
They propose the introduction of such argumentation structures into model designs that prove use-
ful for system development, particularly for large scale interactive systems. We believe that argu-
mentation tools can be more broadly used in modeling. Specifically, they can be used for the design 
of IT and business organizations. As an argumentation tool, the design rationale is useful for 
providing arguments for the model design, as well as for actors’ arguments within the model. For 
instance, it is useful to relate the service offered with its implementation and know how to align a 
system implementation with the design goals (Bajić-Bizumić & Wegmann, 2015). Modelers need to 
investigate the design-space analysis and make the design rationale more explicit in the models they 
create, so that readers understand why the model was created and the purpose of the actors shown in 
models (the problem they try to solve).  

One argumentation structure for Design Rationale (DR) is the QuestMap argumentation tool 
(Corporate Memory Systems, 1993) based on the Questions, Ideas and Arguments (QIA) frame-
work used to “visualize discussions, track unresolved issues, and qualitatively assess the strengths 
and weaknesses of different positions” (Buckingham Shum, MacLean, Bellotti, & Hammond, 
1997). Another one, inspired by QIA, is the Questions, Options and Criteria (QOC) framework 
(MacLean, Bellotti, & Shum, 1993). The specificity of QOC is that it was designed to represent the 
design space around artifacts.  

As mentioned in Chapter 2.3.1, modelers need to use the Design-Space Analysis (DSA) to discover 
key Questions, to explore related Options and justify these Options through Criteria and their As-
sessments of Options (QOC). The design space is not revealed to readers, but the way Questions, 
Options and Criteria are linked need to be explicit so that the answer to the question is clear. We 
conclude that DSA and QOC offer an explicit model for understanding the DR. The design rationale 
can be applied at two levels: (1) the notation level between the modeler and the readers (Figure 74), 
and (2) the model level between the model actors. Wicked problems cannot be solved using solely 
the design rationale. The graphical solution needs to consider the “satisficing” (satisfy + suffice) of 
options with respect to criteria (options that are only good enough instead of satisfying all criteria) 
and the “accommodation” of conflicting interests in decision situations that need a trade-off be-
tween criteria. We explain both concepts in the next sub-sections.  

 

Figure 74: The Design Rationale between the modeler and the readers 



6.2.1 The Search for Satisficing Options  

People’s choices are not always rational and cannot be explained rationally. As (Simon, 1969) 
pointed out, the concept of “satisficing” is often more important in understanding decision making 
than rationale. Humans do not make (fully “rational”) choices by using algorithms for sorting lists 
of preferences. Rather, they have needs and express desires for what they choose. Their needs and 
desires cannot be separated. The choice is sometimes “irrational”, constructed on desires rather than 
needs. As (Gause & Weinberg, 1989) remark, “by clarifying their desires, people sometimes clarify 
what they really need and don’t need”. Therefore, a satisficing option is one that partly satisfies 
criteria and is still sufficient to make a decision (e.g., choice).  

In our example, satisficing can occur at two levels: the first, notation level, between the modeler 
and the readers (Figure 74), and the second, model level, between model actors (e.g., George and 
Monica for SEAM, and the meeting initiator and meeting participants for i*). At the first level, the 
modeler needs to identify visual elements that are “satisficing” for readers – elements that they un-
derstand sufficiently well – in regards to the decisions he took when modeling. At the second level, 
for instance, George and Monica need to identify one dealer that “satisfices” their need to service 
the car. It might have well been the case that AMAG had a faster and less expensive service offer-
ing that Delaisse, and that George and Monica still chose Delaisse. A possible explanation of this 
“irrational” decision might be influenced by a personal experience of the two customers, such as the 
fact that George knows well and trusts the Delaisse dealer (this situation is not modeled).  

As we learned from readers, they favor the fact that the criteria leading to a decision are rational. 
They need to deconstruct the decision based on these criteria in a logical way. Specifically, for the 
example of SEAM, they understand how one dealer was chosen if the evaluation of the criteria 
leading to this choice is rational. Otherwise, this decision would seem irrational (unexplainable). 
Design thinking helps modelers understand wicked problems based on satisficing choices – choices 
that satisfy criteria and are good enough, instead of being evaluated using an algorithm that com-
bines the assessment of criteria.  

6.2.2 The Accommodation of Needs 

(Checkland & Holwell, 1998) define “accommodations” as conflicting interests that appear in situa-
tions that do not fully satisfy every stakeholder but are sufficient to enable actions. Consensus rep-
resents a particular case of reaching accommodations. The accommodation applied to the rationale 
refers to the fact that a compromise between needs and desires has to be made. Accommodation can 
explain “non-rational” decisions, such as the choice of an option over the other in spite of a less 
favorable assessment of criteria. 

Similar to satisficing, in our models, accommodation can be applied at two levels: the first, between 
the modeler and the readers (Figure 74), and the second, between model actors (e.g., in the SEAM 
model, George and Monica need to reach a compromise and trade their preferences with respect to 
time and money, whereas in the i* model, the meeting initiator and the participants need to accept a 
meeting scheduler that does not fully meet all their criteria).  

At the first level, the notation, an accommodation appears when not all elements describing a model 
can be included by the modeler. He has to make certain choices. A tradeoff between spatial (number 
of elements included in the model instance) and temporal (number of elements shown gradually 



between model instances) complexity needs to be made. Modelers, therefore, should find a com-
promise solution that is not necessarily perfect in the sense of fulfilling all design criteria, due to the 
constraints related to the perceptions of readers.  

At the second level, the model, for the car-maintenance service-case, an accommodation appears 
when the two actors, George and Monica, need to make a compromise between their criteria. 
George is concerned about money whereas Monica is about time. The amount of time lost has to 
account for the money paid. The two actors need to choose a solution that will not fully accommo-
date both of their concerns: the monetary expense and the lost time. The accommodation can ex-
plain the choice of a dealer over another, in spite of less favorable evaluation of the service offering 
(criteria). Similarly, for the meeting-scheduler case, an accommodation exists when the meeting 
initiator and participants need to trade their preferences for the features of the meeting scheduler. 
The two actors need to content themselves with the scheduler that satisfies only three out of five 
criteria (two out of three for the initiator and one out of two for the participants). The accommoda-
tion can explain the choice of a meeting scheduler that does not satisfy all of the initiator and partic-
ipants’ preferences.  

In Chapter 6.2, we have presented our second contribution: modeling the rationale. We have ex-
plained the main constituents that inspired the graphical expression of the rationale in the thesis 
models. We have explained how one form of the Design Rationale (DR), namely the Questions, 
Options and Criteria (QOC) framework, is used to solve wicked problems that accept solutions 
based on two concepts: satisficing of options and accommodation of conflicting interests.   

6.3 The Need for Modeling the Story 
Story-telling is the act of conveying a story in a model by revealing elements that encourage the 
readers’ imagination. It relies on human condition (e.g., stereotypes). It involves the interaction be-
tween the modeler (as story teller) and the readers (as story readers). According to (Callahan, 2016), 
when communicating in business and IT, modelers need to rely one part on story-telling and three 
parts on reason, argument and logic in order to get their message across and inspire action. We ex-
plained the reason, argument and logic using the rationale in the previous chapter. In this chapter, 
we explain the need for modeling the story. For helping people become good business story-tellers, 
(Callahan, 2016) provides a detailed process.  

Modelers know more than they can tell, and they can tell more than they can model. Therefore, they 
have to make choices of what to model. The story they tell has to be shared in a way that has impact 
for model readers. In terms of subject chosen, stories can range from personal happenings to exper-
iments and lessons they learned.  These stories can be used to make a point about the entire organi-
zation that modelers are a member of. When creating story-based models, modelers should empha-
size the need for others to find and share their own stories (e.g., tell short anecdotes during work-
shops). This is because work gets done in organizations because of the people who get inspired to 
contribute.  

(Callahan, 2016) cites a study from 2012 with 300’000 employees, in which more than half did not 
understand their organization’s strategy. One major cause is that this strategy was not effectively 
communicated. According to (Callahan, 2016), one impactful way to communicate business strate-
gy in organizations is through the creation of succinct story-based models rather than wordy fact-



based PowerPoint slides. SEAM can be used to communicate business strategy. Two examples of 
business strategy communication using SEAM models are presented in Appendix 3 and Appendix 
4. (Callahan, 2016) observes that enabling employees to be involved in the model creation is more 
effective than e-mailing a deck of slides created by a professional design; but it also demands for 
more effort.  

The crafting of a good business-strategy story needs to involve people to develop the story so that 
they would make the story their reality (e.g., participants at a workshop). Such a story has to enable 
employees (as readers) to relate to events in their environment. It demands for participants to share 
their own experiences openly. It also demands for others in the organization to tell their own per-
ceptions of the story so that they collaborate towards building the reality that was told with the 
model’s story. Therefore, stories are not only communicated to readers, but also shared by them.  

Stories are simulators for the readers’ minds. There are multiple dimensions that story-tellers should 
consider. First, the story needs to have structure that readers can follow. Second, it needs to evoke 
emotions cultivating readers’ inner reactions enabling them to take action according to the message 
of the model (e.g., new business strategy). Third, it needs to convey empathy – modelers need to 
share the emotional response of their model actors and that readers can mirror. Fourth, it needs to be 
based on the modeler’s style of choice and representation. Fifth, the story needs to enable interpre-
tations for readers. Sixth, it needs to be concrete and specific, so that model readers would take ac-
tion based on the example offered in the model. Seventh, the story needs to refer to a situation in 
which the readers experience something new, remarkable or memorable, which will enable them to 
learn something useful. In creating our thesis models, we considered the seven story dimensions.  

For the design of a story, (McCabe & Peterson, 1984) mention that a good story provides readers 
with an orientation about whom and what the experience to be described involves, and about when 
and where it takes place (context). The story needs to include high points developed through the 
recapitulation of events (conflict) and then to suspend the action at a crisis point by emphasizing its 
importance (climax). Then, the resolution of this crisis (closure) is provided through summarizing 
the events. In the models developed in this thesis, we use the four story-phases (context, conflict, 
climax and closure) to show how the crisis (problem) is solved and to explain the changes. We con-
structed between one and three model instances for each story phase. We made the story more un-
derstandable to readers by improving the model’s structure and content for each model instance.  

(Weinberg G. M., 1975) observed that human understanding of systems (perceived entities, phe-
nomena in models) concentrates on two topics:  

• “being” is an indefinite moment in time, together with the aspects of the structure that de-
note the components and their relations that constitute a particular unity and that make its 
organization real and appear relatively unchanged to an observer; it is shown using “sets, di-
agrams of structure, properties, boundaries and the white box”. The white box is the imple-
mentation of a system or a model of how it operates, as imagined by the modeler.  

• “behaving” is a longitudinal moment in time, together with the changes that constitute the 
functioning of a system that a modeler describes as actions in relation to a certain environ-
ment; it is shown using “state spaces, chronological graphs, inputs, randomness and the 
black box”. The black-box is the perceived behavior of a system or an abstraction of the 
white box, as imagined by the modeler.  



Modelers should understand the relation between the “being” (white box) and the “behaving” (black 
box): how a particular behavior leads to the inference of a particular structure via properties and 
how a particular structure leads to the production of a particular behavior through programs. Fur-
thermore, the “being” determines the “behaving”. “Behaving”, because it represents a sequence of 
occurrences in time, is easier for modelers to model and for readers to understand.  

The thesis is based on the shift “from a focus on organization or structure to a focus on action (be-
havior), from being to behaving, from form to function, from pattern to process, from timeless to 
the temporal” (Weinberg G. M., 1975), inspired by readers’ interest in stories. The models devel-
oped in this research include systems that present an evolution of actors and objects that show a 
structure in space to their behavior that shows a structure in time. Novice readers prefer story-based 
modeling (“behaving”) while expert modelers prefer structure-based modeling (“being”). It is there-
fore necessary that the modeler compensates the use of structure with the presentation of a story.  

From our interviews, we learned that readers always perceive an incomplete view of a model. The 
model is made out of systems. Systems are interconnected components working together as a 
whole, a human perception of reality, a viewpoint. Furthermore, they perceive model entities from 
an additional perspective: “believing” (Weinberg G. M., 1975). Ultimately, readers are entangled 
with what they observe in ways that leave being, behaving and believing undeterminable.  

In order to represent the “being” and the “behaving”, and to reduce the “believing” into one story, 
modelers need to investigate the states of actors. In order to explain the evolution of the story to 
readers, they need to represent these states in each model instance, crafting “good stories”. In the 
following sections we present several story modeling processes. 

6.3.1 The Problematic Situation Modeling Process 

Soft Systems Methodology (SSM) (Checkland, 1990) analyses a story of a problematic situation 
with the following dimensions: 

• Customers - Who are the beneficiaries of the highest level business process, and how does 
the problem affect them? 

• Actors - Who is involved in the situation, who is involved in implementing solutions, and 
what is impacting their success? 

• Transformation process - What is the transformation that lies at the heart of the system? 
• World view - What is the big picture and what are the wider consequences of the problem? 
• Owner - Who owns the process or situation being investigated, and what role they play in 

the solution? 
• Environmental constraints - What are the constraints and limitations that affect the solution 

and its success? 

The SSM modeler considers the following six-steps process for modeling a problematic situation: 

1. Express the problem situation 
2. Define relevant systems 
3. Describe conceptual models of systems 
4. Compare the model with the real world 
5. Propose changes that are systematically desirable and culturally feasible 



6. Improve the problem situation 

Steps 1 and 4-6 are related to the real world, as the modeler perceives it. Steps 2-3 are related to the 
modeler’s conceptualization about the real-world (e.g., systemic conceptualization for SEAM mod-
elers).  

6.3.2 The Comics Modeling Process 

(McCloud, 1994) presents a six-step process for modeling stories enhanced with graphical symbols 
(Figure 75). The modeler (storyteller) begins with an idea that gives him the content of the story 
(emotions, philosophies and purposes). Then, he explores the form the story will take: text, audio, 
graphical model (e.g., book, song, sculpture). Third, he uses idioms that illustrate the model’s vo-
cabulary and style that are useful to identify the model’s genre. By putting all elements (entities 
represented with graphical symbols) together, the modeler gives his model a structure; he reflects 
on what to include in the model / what to leave out as well as how to compose his work (arrange it). 
Then, he crafts the story by applying his skills, practical knowledge and problem-solving skills. 
Finally, he gives his model an improved surface by identifying the aspects that are most apparent on 
a first, superficial exposure to readers.  

 

Figure 75: 6-step process for story design – source: (McCloud, 1994) 

6.3.3 The Story Design Process 

(Brooks & Quesenbery, 2010) observe that “stories revolve around an action done by persons to 
achieve results”. Therefore, designing meaningful stories that carry an impact is key. The authors 
teach how to communicate, explore, persuade and inspire readers by crafting unique stories. As 
technically-oriented modelers are inclined to show facts and figures, the stories they show lack 
compellingness because they do not allow readers to self-relate with actors shown in the models. 
(Brooks & Quesenbery, 2010) propose to modelers to allocate time for thinking about the ethics of 
their stories (e.g., the moral principles that govern an actor’s behavior, the choices he makes), much 
more than including actions and numbers graphically. In terms of structure, the authors recommend 
comparing an audio story with a visual one, or moving from a textual model to a graphical one.  



6.3.4 The Animation Design Process 

RSA Animate represents a way of illustrating and sharing ideas (Park, 2016). RSA Animate is used 
by modelers to show stories using videos. These videos are rich in visual metaphors (e.g., emotions, 
highlights). Modelers are also narrators. They introduce model elements by drawing them in real 
time and explain the advancements of the story orally. The drawing is shown accelerated to match 
the speed of the narrator’s voice. A particularity of RSA-Animate models is that they follow a line-
ar, unidirectional storyline. The modeler zooms in and out on a particular idea to show particulari-
ties of it. The multitude of styles and structures of RSA-Animate models enables readers to see the 
details and maintain an overview of the entire story. The style practiced by every RSA-Animate 
modeler makes each model unique. The narrator’s story uses common sense words that can be fol-
lowed by readers.  

The models presented in this research are different from RSA-Animate models. First, in this thesis 
models, we do not include the modeler’s narration (e.g., using audio). Second, the granularity of our 
models is determined by the model phases and is represented with model instances whereas RSA-
Animate models show a continuous story, without “interruptions” or divisions in instances. Third, 
our models are a sequence of model instances (frames), whereas RSA Animate models are (fluent) 
videos (with no frames). Due to these three main differences, RSA Animate models can be consid-
ered more explicit and therefore more understandable by readers. However, they also require the 
necessary skills of modelers for combining drawing, oral communication and video recording with 
story-telling. An approach, similar to RSA Animate, of a SEAM modeler used to create and explain 
models is included in Appendix 3 together with the textual extract of his oral narrative.  

6.3.5 The Narrative Storyboards Design Process 

(Greenberg, Carpendale, Marquardt, & Buxton, 2012) provide sketching methods that modelers can 
use to achieve good model designs. When sketching, modelers focus on actions and interactions of 
actors that unfold over time. (Greenberg, Carpendale, Marquardt, & Buxton, 2012) provide a work-
book, i.e. a series of instructions and exercises that enable modelers to cultivate a “culture of expe-
rience-based design”. Most importantly, for the purpose of our research, the authors describe the 
creation of visual narratives based on “snapshots in time”. These allow for the construction of se-
quential storyboards (capture key ideas in a sequence of frames over time), state transition diagrams 
(includes interaction states and transitions triggered by interactions yielding in multiple decision 
paths), branch storyboards (illustrate decision paths over time) and narrative storyboards (present a 
story about the interaction context, physical environment, actions of people, and events over time).  

The narrative storyboards are closest to the models created in this thesis. The main difference con-
sists in the level of zoom or focus that enriches narrative storyboards that was not altered in the the-
sis models. The background (scene) was kept static / fixed in order to enable readers to identify the 
elements that appeared / disappeared from one model instance to the next as well as those that 
moved from one context to another. The main blocks or main actors were kept in the same position 
(e.g., the two dealers and the customers for SEAM and the meeting initiator and participants for i*) 
whereas the elements that provided the conflict and climax were shown successively (e.g., the car 
moving from the customer side to the supplier side, the display of tasks derived from goals and then 
the sub-tasks). 



The design of stories based on the four story-phases (context, conflict, climax and closure in Chap-
ter 2.3.2) applied to model instances helped readers interpret stories better. For each model instance 
the modeler should guide the readers’ thought. An alternative to the four phases is the structure of 
narrative storyboards (Greenberg, Carpendale, Marquardt, & Buxton, 2012): 

1. Where does the interaction takes place? 
2. What is the problem? 
3. What is the task that people are trying to do? 
4. Which people are present and what are their actions? 
5. What kind of objects do they use? 
6. What is the possible input / output for each object? 
7. How do the actions of people and / or objects solve the problem? 

6.3.6 The Comparison of SEAM and i* Storyboards 

The three types of current SEAM models (Goal-Belief, Behavior and Supplier-Adopter-
Relationship) can be used to represent only two instances of a story, composed of the current situa-
tion containing the issue(s), and the future situation containing the solution(s), respectively.  

However, even if the three types of SEAM models are different, they can be used as sub-views of 
one common view. Each of the three model views covers one or few phases of a larger story.  

1. Context: SEAM modelers analyze the people in their environment exploring their motiva-
tions (Goal-Belief) 

2. Conflict: They show how these motivations map to a desired service design of organizations 
(Behavior) 

3. Climax: They show how value is provided by the new organization to customers (Supplier-
Adopter-Relationship) 

4. Closure: They show how the motivations of people are met by the solution to the problem 
(Goal-Belief) 

The expert modeler considers that story telling in SEAM is performed through the hierarchy of ser-
vice organizations (PureSEAM). He shows how the IT organization helps the business organization, 
through IT services, and how the business organization serves clients, through business services. 
However, this interpretation of the story is not accessible for readers unfamiliar with SEAM. In our 
models we choose one level of the hierarchy (the business organization) and modeled the story of 
car-maintenance service using seven model instances by showing actors’ state changes and explain-
ing the evolution from the “problem” to the “solution” in more detail.  

Similar to SEAM models, the two types of i* models (Strategic Dependency and Strategic Ra-
tionale) do not allow for the construction of an underlying story because they each represent only 
one instance of a story. A series of model instances is needed to make the story more explicit. We 
combined both types of i* models into one and made the story more explicit by modeling seven 
model instances in our proposed model. 

One difference between story-telling with SEAM and i* is that in SEAM elements were updated 
and even moved between contexts (e.g., car, money, change of actors’ beliefs), whereas for i* they 
are shown successively by keeping the previous ones in place. With every model instance, SEAM 



models get more complicated due to an increase in the possible relations between model elements. 
With every model instance, i* models get more complex due to an increase in the number of model 
elements.  

In Chapter 6.3, we have presented our third contribution: modeling the story. We have shown how 
stories are structured in order to explain our storyboard. We have justified why readers focus on 
understanding stories, based on the “being”, “behaving” and “believing” modeling dimensions. We 
have presented the design process for several story-telling methods. Finally, we have explained how 
the SEAM and i* narrative storyboards were created together with our story-extension of the three 
types of SEAM models and two types of i* models into one model structured with seven model 
instances each. We have created one to three model instances for each story phase by exploring 
actor’s states. 

6.4 Contributions to Modelers 
The research question of this thesis addressed to modelers is: “How should the modeler create a 
model so that readers understand the story that the modeler wants to show?”. We answer this ques-
tion using our work on SEAM and i*. First, we synthesize the main contributions to modelers who 
use any modeling notation (e.g., SEAM, i*, UML, BPMN, ArchiMate). We do so to help them cre-
ate improved models. Then, we present to modelers a novel modeling process. For SEAM model-
ers, we describe specific contributions. We conclude with a few trade-offs that modelers should 
consider.  

6.4.1 Recommendations 

In Chapters 6.1, 6.2 and 6.3 our recommendations to modelers fall under three categories: 

• Relation with reality  
o Use the zone of proximal development between the modeler and the readers’ conceptu-

alizations to show concreteness using photos, icons and terminology that characterize 
actors 

• Rationale  
o Show the main question, the options, the criteria and the assessments of the criteria by 

each actor 
o Use “satisficing” to model options that do not fully satisfy criteria 
o Use “accommodation” to model conflicting interests and consensus 

• Story  
o Create model instances for each story phase, e.g., context, conflict, climax and closure 
o For each model instance, explore the actors’ states to show change 

The first recommendation concentrates on modeling the relation with reality concretely, through the 
use of the zone of proximal development (the overlap) that is formed between the modeler and the 
readers’ conceptualizations. This concreteness can be attained by modelers by using photos, icons 
and terminology that characterize actors that are represented in their models. They need to evaluate 
the trade-off between simplicity of using abstract shapes and complexity of searching for the right 
photo / icon. The picture will often reveal more meaning that the use of terminology.  



The second recommendation focuses on modeling the rationale. This can be achieved by showing 
explicitly the main question(s), the option(s), the criteria and the assessments of criteria (QOC 
framework) by decision actors in the model. When the framework is not able to accommodate par-
ticular situations in which decisions deal with wicked problems that cannot be tackled rationally, 
modelers should consider modeling “satisficing” options in order to model choices (or options) that 
do not fully satisfy all criteria. Similarly, they should consider modeling “accommodations” (or 
consensus) when dealing with conflicting interests of actors.  

The third recommendation centers on modeling the story by using story phases. Modelers might use 
the story-phases that are particular to their story, not necessary the context, conflict, climax and 
closure. They should create a few model instances for each story phase. The number of model in-
stances can be decided by the modeler based on the granularity of changes in actors’ states.  

6.4.2 Modeling Process 

Based on our work on creating improved SEAM and i* models, we provide modelers with a model-
ing process that helps them improve their models. This process can be followed when creating 
models with participants, for instance, during workshops. Based on our work on improving the 
SEAM and i* models, we propose the following steps to modelers to improve their models: 

1. Write a short textual description of the story 
2. Create an initial model 
3. Evaluate the model with a few readers 
4. Implement the readers’ suggestions 
5. Present the model during a workshop 
6. Evaluate how participants understand the model at the end of the workshop 

Steps 1-4 occur before the workshop, Step 5 occurs during the workshop and Step 6 occurs after the 
workshop. 

The story requires the modeler’s interpretation of a situation. For SEAM, we, as modelers, con-
structed our own story based on personal experience. For i*, we took the textual description of the 
story published in (Yu E. S., 1997). For step 1, modelers should formulate a clear textual descrip-
tion of the story. Step 2 refers to creating an initial model based on the textual description. Step 3 
centers on the evaluation of the model with readers. For step 4, the modeler needs to implement the 
readers’ suggestions that maintain the identity of the modeling notation. In step 5, the modeler pre-
sents the model during a workshop with other participants that did not evaluate the model. Finally, 
in step 6, he gathers feedback from workshop participants to evaluate how they understood the sto-
ry.  

(Weinberg G. M., 1975) gives the following advice:  

“To be successful, we must approach complex systems with a certain naïve simplicity. We 
must be as children, for we have much evidence that children learn most of their more com-
plex ideas in just this manner, first forming a general impression of the whole and only then 
passing down to more particular discriminations.” 



Once the problem is stated in words, instead of immediately creating complex models, the modeler 
should help readers to form a generic interpretation. Then, he should steer it in the desired direction 
by using visual cues that enable readers to use analogies, categorizations and generalizations based 
on their own experiences, but without jumping to conclusions too fast. Focused on the problem-
solving aspects, the modeler might neglect to consider whether readers would morally / ethically 
approve the solution. To be true to himself, the modeler should consider moral questions before 
arriving at the solution (finalized model), or even while defining the concepts (Gause & Weinberg, 
1990). 

When evaluating the model with readers (step 3) or with workshop participants (step 6), the model-
er will notice that readers frequently arrive at two types of misunderstandings: different names for 
the same things and same names for different things. When analyzing how people perceive these 
misunderstandings, the modeler needs to evaluate his models with various audiences (“a foreigner, 
someone blind or a child” or make himself “foreign, blind or childlike” (Gause & Weinberg, 1990)) 
in order to identify the possible difficulties for the readers.  

The proposed modeling process can be applied for creating models, regardless of the modeling no-
tation (academic or industry) and the modeling scenario.   

6.4.3 Observations for SEAM Modelers 

We present a few observations that are specific for SEAM modelers.  

Although we could have improved separately each type of SEAM model (Goal-Belief, Behavior 
and Supplier-Adopter-Relationship), we found that we needed to combine and improve all in order 
to make the story of the considered case (car-maintenance service) as explicit as possible. Other 
SEAM modelers might consider improving each type of SEAM model separately by modeling other 
cases.  

The SEAM Goal-Belief model is useful for showing the goals and beliefs of actors. With it, it is not 
possible to model the choice between alternatives, whereas we needed to do so. However, it is pos-
sible to represent goals and beliefs for a single alternative. A separate Goal-Belief model is needed 
for each alternative. From readers, we learned that the modeler needs to explicitly model not only 
the alternative that was chosen but also the one that was not chosen. This is included in the pro-
posed models but not in a typical Goal-Belief model. Therefore, we extended Goal-Belief modeling 
with the choice rationale. We recommend that modelers include the rationale in the model based on 
the Questions, Options and Criteria framework (Chapter 2.3.1) so that readers understand what is 
the main question, what are the options to answer the question, with what criteria are the options 
evaluated, and how each actor evaluates each option.  

The SEAM Behavior model is useful for showing multiple hierarchical levels. From readers, we 
learned that showing multiple hierarchical levels produces confusion because of the inclusion of 
systems as wholes inside systems as composites. Therefore, we modeled only one hierarchical level, 
the market with two customers and two suppliers. We did not show in our proposed models the im-
plementation of the (business) services offered by the two dealers at detailed IT levels (containing 
IT services and processes). Other SEAM modelers might consider modeling other hierarchical lev-
els, such as the business and/or the IT. This extension can be achieved by following the modeling 
recommendations stated previously, applied at every hierarchical level. We recommend SEAM 



modelers to model only one level at a time. For more SEAM-inclined readers, more hierarchical 
levels can be added; but for readers unfamiliar with SEAM, choosing one context at a time is rec-
ommended. The terminology specific to SEAM is grounded in concepts such as service, process, 
whole and composite that readers have difficulties interpreting. These concepts should not be in-
cluded in the SEAM models. Rather than using “w” and “c” for wholes and composites, modelers 
should explain only one hierarchical level at a time, in which the distinction between the two is not 
needed. Wholes and composites can be modeled visually in their respective contexts. SEAM mod-
elers should specify the behavior of a system as a whole with a service, but not name this behavior a 
service. Similarly, they should specify the behavior of a system as a composite with a process, but 
not name this behavior a process.  

The SEAM Supplier-Adopter-Relationship model is useful for showing, via components, features 
and values, the relation between a supplier (with its partners, if needed) and a customer. This model 
uses the two views of SEAM, whole and composite, of the supplier to show the components and 
features, respectively. Readers found confusing the modeling of the two views of the same entity in 
the same model, because they did not know if it was the same organization or not. In our model, we 
show the Delaisse dealer as a whole in order to display the service characteristics, and as a compo-
site when the car is in service, but do not specify the distinction between wholes and composites. 
There is no visual difference between the two views, except for what is shown inside the boundary. 
First, the readers understand what happens with the car before it is serviced (the offer / service un-
derstanding phase) and only later, do they understand what happens with the car when it is serviced 
(the service implementation / servicing process phase).  

In SEAM, the second story-phase (conflict) corresponds to problem(s), whereas the last story-phase 
(closure) corresponds to the solution(s). We advocate the need for context (first story phase) about 
the problem (where does the problem come from). The context can be shown using a SEAM Goal-
Belief representation in the same model. We also advocate the need for more detail about the 
change between the problem and the solution (third story phase); the change can be shown using a 
SEAM-Supplier-Adopter-Relationship representation in the same model. We recommend that 
SEAM modelers structure the story based on story phases and that they dissect the composition of 
models corresponding to each story phase.  

6.4.4 Concluding Remarks 

Models can be done as sketches, with pen and paper, during workshops, but they are too vague and 
cryptic for readers when they are read afterwards. Or they can be done using modeling tools after 
the workshop, but they become too complicated for readers to interpret alone. Our recommenda-
tions apply to creating models after the workshop. Modelers need to know the modeling process of 
the IT notation. They need to be aware of a few trade-offs. The first is between the model’s com-
plexity (consisting of many different elements) and its clarity (readers’ understanding of the story), 
or between space and understanding. Modelers need to make choices of what to show in their mod-
els. The second is between implicitness (hiding possible outcomes) and explicitness (showing pos-
sible outcomes). Modelers need to delimit the problem. The third is between customized (with nota-
tion variations for each case / example) and standardized (same notation for all cases) modeling. 
Modelers need to consider promoting the notation and extending it to other contexts. The usage of a 
customized notation for every case does not facilitate readers’ recognition of it. Modelers could 
consider giving their models to a professional designer for improvement and then use this improved 



design to all future modeling cases. The modeler needs to explain to the professional designer the 
principles that he needs limits of his new design based on the principles of the notation. 

6.5 Contributions to Designers 
The research question of this thesis addressed to designers is: “How should the designer of model-
ing notations design a notation so that readers understand the story that the modeler wants to 
show?”. We answer this question using our work on SEAM and i*. First, we synthesize the main 
contributions to designers who design any modeling notation. We do so to help them design im-
proved modeling notations. Then, we present to designers a novel design process. For SEAM de-
signers, we describe specific contributions. We conclude with a few trade-offs that designers should 
consider.  

6.5.1 Recommendations 

In Chapters 6.1, 6.2 and 6.3 our recommendations to designers fall under three categories: 

• Relation with reality  
o Identify implicit elements in the modeling notation by evaluating readers’ understand-

ing of what elements represent  
• Rationale  

o Use visual cues to guide readers’ understanding of the solution to the problem 
• Story 

o Create models in which different stories are told to elicit readers’ understanding of what 
happens in the model 

The first recommendation is a sanity check for improving a modeling notation. In order to design a 
notation that emphasizes the relation to reality, designers need to identify the elements that are im-
plicit, or difficult to understand, by readers. They can do this by evaluating the readers’ understand-
ing of what elements represent. This task is difficult to achieve by the expert modeler, who only 
uses the notation, as he knows in detail all its intricacies. The designer, who can change the nota-
tion, needs to “observe” and “listen” to others interpreting his models. This feedback helps him 
identify various aspects of the notation that are unclear or confusing to readers. We recommend that 
designers of modeling notations take into account notation elements that might trigger interpreta-
tions different than what modelers want and that they replace those in the notation. 

The second recommendation refers to the design of a notation that includes the rationale. Such nota-
tion needs to include visual cues that guide readers’ understanding of the solution to the problem 
shown in models created with this notation. These visual cues or graphical symbols can be evaluat-
ed with readers in studies that are similar to those performed to improve UML, BPMN, i*, e.g., 
(Moody, Heymans, & Matulevicius, 2010). 

The third recommendation refers to the design of a notation that enables modelers to convey stories. 
Designers of such notations need to facilitate the creation of models in which different stories are 
told. It is useful to observe the readers’ understanding of what happens in the model, or what the 
modeler tries to show.  



6.5.2 Design Process 

Using our work on designing improved SEAM and i* notations, we provide designers with a design 
process that helps them improve their notations. This process can be followed when designing new 
as well as improved notations. It involves readers in the evaluation of models created with these 
notations. Based on our work on improving the SEAM and i* notations, we propose the following 
steps to designers to improve their notations: 

1. Elicit required possible stories supported by the modeling notation 
2. Match the graphical elements of the modeling notation with the story 
3. Evaluate created models with readers to improve the notation 

The first step consists in the elicitation of required possible stories, supported by the modeling nota-
tion. Designers of notations need to be aware of the possible stories that modelers are able to con-
vey using their notation. Some modeling notations enable only one or a few stories. Other notations 
might be richer, more loosely defined, thus allowing for more stories or variations of these stories. 
For instance, the SEAM notation enables modelers to combine the three types of SEAM models 
(Goal-Belief, Behavior and Supplier-Adopter-Relationship) to show more elaborate stories (e.g., 
one that reflects the goals, beliefs and actions of actors). Similarly, the i* notation enables modelers 
to combine the two types of i* models (Strategic Dependency and Strategic Rationale) to show 
more elaborate stories (e.g., one that reflects both the dependencies and the rationale).  

The second step centers on matching the graphical elements of the notation with the story. Design-
ers might exploit certain graphical commonalities that readers could interpret based on their com-
mon sense, experiences (embodied cognition), behavior, culture or consciousness, as pointed out by 
(Weinberg G. M., 1975) (e.g., red color for danger, problem or critical element; green color for a 
functional element; pink / light blue for female / male). 

The third step concentrates on the evaluation of the created models with readers to improve the no-
tation. Notation designers should enable modelers to create modelers with their proposed notation 
and evaluate these models with readers. By learning about how readers interpret these models, de-
signers can improve their notations.  

The above design process can be applied for designing (new or improved) notations, regardless of 
the application domain (e.g., IT / business).   

6.5.3 Observations for SEAM Designers 

In this work, we proposed improvements to the SEAM notation rather than create a new notation 
similar to SEAM. It is important for a SEAM designer to recognize his notation in the models that 
SEAM modelers create. So, what is the identity of SEAM? What are the notation elements of 
SEAM that makes it to be recognizable as SEAM and not another notation? 

In Figure 76 and Figure 77, we show two examples of models that look similarly visually, but are 
different: the first model is created in accordance with the identity of SEAM, whereas the second 
one is not.  

In Figure 76, we show the context represented by the market segment shown as a system as a com-
posite. In this context we show two actors: a supplier and a customer, both modeled as systems as 



wholes. The supplier (placed to the left) offers a service to the customer (placed to the right) via a 
process. The supplier service, the customer service and the process are all modeled as wholes. The 
two services participate in a process.  

With this example we demonstrated three fundamental SEAM principles: the context needs to be 
shown, the suppliers need to be positioned to the left and the customers need to be positioned to the 
right, and services (from systems as wholes) need to be linked to processes (from the context as 
composite).  

 

Figure 76: Model that is in accordance with the identity of the SEAM notation 

In Figure 77, we show a model that “looks” as if it was created with the SEAM notation, but which 
is not in accordance with the three SEAM principles. First, the context (larger box including all oth-
er model elements) is missing. Second, the customer is positioned to the left and the supplier to the 
right. Third, the supplier’s service is not linked to the process, but rather the supplier is linked to the 
process.  

Therefore, the three SEAM principles are incorrectly applied. Some model readers and modelers 
will argue that the model from Figure 77 is a SEAM model because the forms are SEAM like, but 
the rules of composition of SEAM are violated. This poses the question of what the identity of 
SEAM is, given that for many observers this model will look like a SEAM model. Relatively few 
people (e.g., Professor Alain Wegmann, the founder and notation designer of SEAM) will notice 
that this model is not in accordance with the identity of the SEAM notation.  

          

Figure 77: Model that is not in accordance with the identity of the SEAM notation 

Other principles of the SEAM notation are:  

- services need to be included in systems as wholes 
- processes need to be included in systems as composites 
- a system can be shown as a whole or as a composite but in the same context (the composite 

cannot be outside the composite) 
- services and processes can be modeled as wholes or as composites 

A notation which is not in accordance with these notation principles has lost its identity for some of 
its observers (e.g., SEAM designers). A detailed description of all SEAM notation principles was 



provided in Chapter 2.1.1. The challenge is that these principles are difficult to grasp visually by 
non-SEAM readers. The improvements proposed in this thesis maintain the identity of SEAM, i.e. 
are in accordance with the above principles. One might consider different levels of a notation’s 
identity, i.e. discuss what to change / keep in a model: for instance, the fact that if most principles 
(non-negotiable by the modeler) are satisfied, then the notation would still be SEAM. In this case, 
the expert SEAM modeler (who knows all underlying SEAM principles) would need to compro-
mise the choices he makes in his models for non-SEAM audiences (that do not know any of the 
underlying SEAM principles). SEAM modelers who are flexible with their notation will still per-
ceive the notation to be SEAM, whereas others who are less flexible will perceive the notation to 
not be SEAM.  

In terms of the practical problem for designers, Professor Alain Wegmann, the creator of the SEAM 
notation, has thought of SEAM as a tool used for story-telling for several years. However, he has 
never formalized it. Our contribution for Prof. Wegmann, as a SEAM modeler, is the formalization 
of story-telling with SEAM, by using the creation of model instances for each of the four story-
phases.  

6.5.4 Concluding Remarks 

When improving modeling notations, designers should maintain their identity. But what constitutes 
the modeling notation to be that modeling notation? What makes SEAM to be SEAM? What makes 
i* to be i*? What makes a modeling notation to be that modeling notation (and not another one)? 
Each notation possesses a graphical vocabulary (set of symbols) together with syntax (set of rules 
for connecting the symbols) that together form the identity of the notation. This is well known to 
modeling experts, but not to readers. Readers do not have the knowledge nor they perceive all sub-
tleties of notations. We name implicit these unperceived elements that are difficult to comprehend 
by readers. We make these elements more explicit, so that readers can interpret the story easier. We 
make the story that the modeler wants to show understandable to readers using graphical cues. The 
readers’ interpretation of the story might change based on their knowledge, experience and imagina-
tion. Regardless of this change, the modeler needs to be able to show a story based on the model’s 
structure and content so that readers understand this story. For an expert, each aspect of the model 
needs to be coherent with the entire story and is in accordance with the principles of the underlying 
modeling notation. Some of those aspects might be considered as minor, mere details by readers 
that are unfamiliar with the notation. As we have seen with modeling with SEAM and i*, creating a 
SEAM model of the i* case is relatively easy for SEAM modelers. It demands that the modeler ap-
plies SEAM to another situation. Improving i* to account for the lack of elements (e.g., the main 
question) needs a deeper reflection from the modeler. This is because of the numerous constraints of 
the modeling notation, constraints that are specific and different from one notation to another.  

Necessarily, this work is related to hermeneutics, or the study of interpretation (Winograd & Flores, 
1986). As expected for qualitative interviews, different people interpret models in different ways. 
Same people might also interpret the same model differently at different moments in time. Either 
assuming that the understanding of the model lies either within the model itself or within the neural 
capacity of the reader (Maturana & Varela, 1987) is not sufficient. The modeler needs to establish 
the relation between the model and the reader. The understanding of the model by the reader is an 
emergent property of the model. As (Weinberg G. M., 1975) mentions, the emergent properties 
emerge as a relation between the observer and the observed.  



6.6 Discussions of Recommendations with SEAM Modelers 
We discussed the recommendations proposed in this thesis with six SEAM modelers who evaluated 
the relevance of our recommendations for them:  

- Prof. Alain Wegmann – Professor at EPFL, SEAM designer and Consultant, 
- Dr. Gil Regev – Senior Researcher at EPFL and Knowledge Manager at ITECOR (a con-

sulting company in Switzerland), 
- Mr. Didier Rey – Vice-Presidency of Information Systems Delegate at EPFL, 
- Mr. Giorgio Anastopoulos – Head of Information Systems Architecture at EPFL, 
- Mr. Olivier Hayard – Vice-President Head of Knowledge Management at ITECOR, and 
- Mr. Gaël de Fourmestraux – Head of Geneva Office at ITECOR.  

These modelers use SEAM during workshops that they organize with business and IT stakeholders. 
We presented the models created in this thesis and asked if they are useful for them to create other 
models with other people.  

SEAM modelers appreciated that the research method used in this thesis is particularly useful for 
business strategy communication. They found useful to use different notations to prepare a work-
shop, to create models during the workshop, and to communicate the results to other stakeholders in 
the organization. One modeler found not useful to impose a notation when working with people 
unfamiliar it during a workshop. He suggested SEAM modelers shoud not use SEAM when work-
ing with readers unfamiliar with SEAM. He argued that, in this case, it is better to create an ad-hoc 
notation that the audience understands. It is important for the SEAM notation designer to maintain 
the identity of his notation so that modelers and readers recognize it. This core identity of the nota-
tion is beyond its visual notation. The constraint placed on this thesis by the SEAM designer was to 
maintain the identity of SEAM - not invent another notation. This is because the designer wants 
people to think about their problems through the use of his notation. Designing an improved SEAM 
demands for less flexibility to try possible changes, than designing a new notation. Therefore, this 
research is mostly useful for designers who would like to maintain the identity of their notation. 
Designers investigating new notations might find the approach from this research less useful.   

SEAM modelers acknowledged the importance of identifying implicit elements of the SEAM nota-
tion by working closely with readers unfamiliar with the notation (especially a large number of 
them). One of the most challenging aspects of their daily practice is to convince model stakeholders 
of what elements represent. They welcomed our investigation of people’s perceptions of model el-
ements (photos, icons and terminology). It was useful for them to learn about the elicitation of im-
plicit elements by interviewing readers and hear about our SEAM models’ weaknesses captured 
based on readers’ reactions to elements that are difficult to understand.  

The six SEAM experts, found useful the possibility of telling different stories using the same mod-
el. Therefore, for them, one of the useful aspects of this work is the search for the abstraction prin-
ciples underlying a notation, principles that would allow the instantiation to any situation. In our 
research, we learned that modelers need to choose where to place their model on the axis ranging 
from concreteness, preferred by readers, to abstraction, preferred by experts. They recognized the 
merit of identifying the readers’ need to perceive a coherent story in models they are presented 
with. This can be achieved by putting together different views rather than showing them separately.  



To conclude, it is important for the modeler to create correct SEAM models after the workshop, as 
well as for participants to understand simple SEAM models during the workshop. Non-SEAM 
readers (participants), who take part in the early requirements of a project, should be presented with 
easy-to-understand models, in which the identity of the modeling notation is loosely defined, i.e. the 
models should facilitate story-telling but should not be fully formalized. These models should help 
to open up discussions in which the perceptions of workshop participants about the characteristics 
of the project are elicited. They are useful to enable workshop participants to agree on their percep-
tions about what issues are to be addressed. Cleaner models can be used to communicate to other 
stakeholders in the organization, at the end of the workshop. These models are both graphically and 
conceptually positioned in between the loosely defined ones, done with pen and paper during the 
workshop, and the formal ones created with professional tools by the modeler. The formalism pre-
ferred by expert SEAM modelers should not impede the collaboration between readers.  

6.7 Limitations 
In this research we help modelers create models that are understandable by readers, rather than 
teach modeling notations to readers. Teaching requires continuous work with readers and needs to 
be performed in class or during a series of workshops. Our approach is centered on the relations 
between the modeler, the model, the readers and the story, rather than solely improving the model. 
We consider that modelers convey stories in their models; hence, our model evaluation-metric is the 
difference between the story the modeler wants to convey and the one readers interpret. We consid-
er that readers and modelers interpret their observed reality. We exploit the relation between the 
modeler and the reader with the zone of proximal development between their conceptualizations.  

Our contributions are based on interviewing one hundred and twenty model readers (the vast major-
ity European), unfamiliar with the modeling notation. If we had interviewed other readers, familiar 
with the modeling notation, they might have found it easy to understand the story. When working 
with readers familiar with the modeling notation, the modeler could draw sketches to discuss an 
idea, whereas when working with readers unfamiliar with the notation he would need to create 
cleaner models by using professional tools. Our readers only interpreted the models, but did not 
participate actively in creating them.  

We did not consider culture as a separate factor to analyze readers’ interpretation of the modeler’s 
story. Readers from different cultures might interpret models differently, e.g., readers of Arabic 
background might prefer reading the model form right to left, readers of Asian background might 
focus on roles, superiority and hierarchy rather than open collaboration. In addition, people who do 
not commonly work with graphical models might need more time to interpret them.  

In our interviews, our readers first matched the model elements with their experience. To predict 
what the model entailed, they made sense of the models with their existing knowledge. Readers 
who experienced a similar situation as the one presented in the models were able to relate well with 
the actors in the context shown (self-referentiability). However, some readers interpreted the model 
differently than the modeler wanted, as they supposed how the situation should have happened. 
Readers unfamiliar with the situation were generally receptive to the model, whereas those who 
were familiar with it related their experience against the model and were less receptive to learn.  



We modeled only one hierarchical level of SEAM: the market segment with two customers and two 
suppliers (one system seen as a composite with four systems seen as wholes). We did not model the 
dealer(s) as composite(s) and we did not show the service implementation in detail. The car was 
shown at the dealer that was chosen, without the component sub-systems of the dealer that offer 
services to implement the process. We tested with readers if they understand the view of the dealer 
as a composite but noticed confusion as they asked about the differences between the two views in 
terms of what can be shown and what needs to be shown. We learned to show readers only one lev-
el at a time, instead of multiple (e.g., one composite system within another composite system).  

Modelers need to create models for their target reader-audiences (e.g., readers unfamiliar with the 
notation). They can benefit from involving these readers in the model creation process. Similarly, 
designers need to design modeling notations for their target modeler-audiences. They can benefit 
from involving these modelers in the notation design process. The process of implementing changes 
in an improved model based on an improved notation is time consuming and demands continuous 
experimentation.  

Modelers use notations to communicate to readers unfamiliar with these notations, for instance dis-
cuss business and IT strategy during workshops. If these (IT) modelers would create models with 
these IT notations, (non-IT) readers would not understand them, because they were originally 
thought of as applicable to software engineers who work with dedicated tools (e.g., SeamCAD, i* 
software). There are no automatic tools designed for IT modelers to create models for non-IT read-
ers. The creation of an improved notation requires an iterative process of model creation, in which 
modelers reflect about and evaluate their choices of graphical elements (e.g., what photos, icons and 
terminology to use and how they relate) with readers. Most tools (e.g., SeamCAD, TradeYourMind) 
restrict the definition of certain graphical elements based on the context. They enable the types of 
relationships between elements, based on the fundamental principles of the notation.  

6.8 Summary 
In Chapter 6, we have presented the contributions of our research in relation to the theoretical back-
ground. We have discussed our first contribution, modeling the relation with reality, by arguing on 
the need of using the zone of proximal development between the modeler and the readers’ concep-
tualizations to show concreteness using appropriate photos, icons and terminology. The model ele-
ments should be based on readers’ conceptualization rather than the modeler’s, but the way they are 
related should be based on the identity of the modeling notation. We have presented our second 
contribution, modeling the rationale, showing the main question, the options, the criteria and the 
assessment of criteria in the model by using “satisficing” to model options that do not fully satisfy 
criteria and “accommodation” to model conflicting interests and consensus. We extended the Ques-
tions, Options and Criteria framework with five-scale assessments (instead of binary) for two actors 
(instead of one). We have elaborated on our third contribution, modeling the story, by designing 
storyboards with seven model instances based on four story-phases: context, conflict, climax and 
closure, in which we explored the actors’ states to show change. Then, we have presented our con-
tributions to modelers, including recommendations and a modeling process, followed by our contri-
butions to designers of modeling notations, including recommendations and a design process. We 
have concluded with a discussion of the limitations of our contributions. 



Conclusions and Future Work 

7.1 Achieved Results 
IT modeling notations are used in all areas of information systems practices, from eliciting early 
requirements to designing enterprise architectures and IT systems. IT people create models with 
these notations in order to communicate with business (non-IT) people. The models are created and 
used by IT people and show the collaboration between business and IT people. The problem is that 
these models are not understandable by business people.  

The main purpose of modelers working with such notations is to create models that enable readers 
to interpret the story that the modeler wants to convey. Put simply, the model should reduce the 
misalignment between the stories that the modeler conveys and the readers interpret, respectively.  

Our research is inter-disciplinary and includes references to: general systems thinking (Weinberg & 
Weinberg, 1988), systems inquiry (Banathy & Jenlink, 2004), graphical argumentation 
(Buckingham Shum, MacLean, Bellotti, & Hammond, 1997), interpretation of reality (Maturana & 
Varela, 1987), learning (Vygotsky, 1997), story-telling (McCabe & Peterson, 1984), evaluation of 
modeling notations (Moody D. L., 2010), design science research (Hevner, March, Park, & Ram, 
2004) and social science research ( (Booth, Colomb, & Williams, 1995), (Yin, 1994), 
(Bhattacherjee, 2012), and (Kvale & Brinkmann, 2008)). It enabled us to recommend that modelers 
create models by considering (1) the relation with reality, by using the zone of proximal develop-
ment between the modeler and readers’ conceptualizations that enables readers to learn from the 
modeler’s conceptualization, (2) the rationale, by using argumentation (leading to the choice) by 
showing questions, options, criteria and their assessments, and (3) the story, by designing story-
boards with model instances by using story phases.  

The originality of our research lies in understanding readers’ conceptualizations in order to create 
models and design notations. We have created models that were evaluated by one hundred twenty 
readers. The readers’ suggestions were instrumental in identifying difficult to comprehend elements 
and in making them more explicit. The modeler familiar with the modeling notation can seldom 
identify these implicit elements as he already knows them, but his readers do not. It is useful to 
evaluate models with people unfamiliar with the modeling notation.  

We have proposed recommendations for creating models, based on improving two visual notations, 
SEAM and i*, using two examples: car-maintenance service and meeting scheduler. First, we mod-
eled the relation with reality by using the zone of proximal development between the modeler and 
the readers’ conceptualizations to show concreteness using photos, icons and terminology that char-
acterize actors. Second, we modeled the rationale and choice in SEAM and i* more explicitly by 
showing the main question, the options, the criteria and the assessment of criteria by actors. We 
discussed the satisficing of options that do not fully satisfy criteria and the accommodation of con-



flicting interests to model consensus. Third, we created SEAM and i* storyboards with seven model 
instances each, based on four story-phases: context, conflict, climax and closure in which we ex-
plored actors’ states to show change.  

By using a story, we merged the three SEAM model types and two i* model types into one, respec-
tively. To facilitate story-telling, we created a sequence of model instances for each model. As a 
result, we reduced the number of model types but increased the number of model instances. Instead 
of multiple models (different views) of the same situation, we propose one model that illustrates a 
story (one coherent view) that readers can relate to (e.g., instead of fourteen diagram types in UML 
we propose to create one that enables story-telling). 

We have also proposed recommendations for designing notations. First, we designed the relation 
with reality by identifying implicit elements in the modeling notation by evaluating readers’ under-
standing of what elements represent. Second, we designed the rationale by using visual cues to 
guide readers’ understanding of the problem. Third, we designed the story by creating models in 
which different stories are told to elicit readers’ understanding of what happens in the model.  

7.2 Future Developments 
We study modeling notations from three perspectives: motivation, behavior and value (Table 11). 
We recommend that modelers, who use other modeling notations (e.g., UML, BPMN, ArchiMate, 
OPM, Use Case Map, BMM, e3-value), apply our recommendations and modeling process to im-
prove their models.  

Modeling notations Motivation Behavior Value 
Systemic Enterprise Architecture Method x x x 
i* x x  
Object Process Methodology and Notation  x  
Design and Engineering Methodology for Organizations  x  
Soft Systems Methodology + Rich Pictures x x x 
Unified Modeling Language  x  
Business Motivation Model x   
Use Case Map  x  
Business Process Modeling Notation  x  
e³-value   x 
ArchiMate  x  

Table 11: Modeling notations and corresponding topics 

As we have seen in this work, each modeling notation supports several model types. To improve 
separately each model type (e.g., SEAM Goal-Belief, SEAM Behavior, SEAM Supplier-Adopter-
Relationship), or a combination of several model types (e.g., similar to the present work of combin-
ing the three SEAM models and the two i* models into one), modelers can apply our recommenda-
tions and modeling process.  

We also suggest that modelers apply them to other contexts as well: for instance, in the fields of 
organizational strategy, service design, enterprise architecture, and business and IT alignment. 
Modelers can create models to show how decisions are taken and how strategies are defined in or-
ganizations. The explanation of the rationale is essential in strategy communication. Modelers 
should consider specific organizational contexts and work with workshop participants to develop 



improved models. To test the readers’ comprehension, modelers can explore the readers’ interpreta-
tions of textual models compared to those of graphical models.   

In our research, we considered only one SEAM hierarchical level, the market segment with two 
customers and two suppliers. SEAM modelers can show other levels (composites inside compo-
sites) and more refinements (of wholes into composites), for instance business (service specification 
with business services and processes) and/or IT (service implementation with IT services and pro-
cesses). This extension can be achieved by following our modeling recommendations for every hi-
erarchical level. SEAM modelers may also consider modeling conflicting interests of individual 
actors and groups.  

Modelers can explore the creation of more / less model instances for their stories. They can develop 
these instances by considering other story phases than context, conflict, climax and closure, to con-
struct stories that are differently structured, e.g., with multiple conflicts or climax, with multiple 
possible closures. They can explore scenario-building for story-telling inspired by movies.  

For designers, we recommend they also use our recommendations and design process to design and 
improve their notations (Table 11). Our initial presentation of several other modeling notations 
(Appendix 6) can be used as a starting point. Designers could consider the design of new notations 
connecting different fields of research, e.g. business and IT, requirements engineering and imple-
mentation, or organizational design and psychology. Designers can also continue the refinement of 
principles that capture the identity of the notation, that we started with our research process.  

For the continuation of our work on improving the SEAM notation, we recommend the collabora-
tion between a SEAM modeler and a professional graphical designer (illustrator) to explore other 
design possibilities that would make the SEAM notation more understandable for readers. The de-
signer would need to consider an in-depth understanding of SEAM principles (e.g., modeling the 
system boundary) and various instantiations to real life examples. He might explore new modeling 
principles as well.  

Researchers can also improve notation-evaluation frameworks using our recommendations. Specifi-
cally, they can evaluate the degree to which a notation has the capacity to show explicitly the rela-
tion with reality, the rationale and the story. For instance, researchers can consider, as a notation 
evaluation metric, the readers’ understanding of the entire model (the modeler’s story represented in 
model instances). This we find more significant for the communication between the modeler and 
the readers, rather than the analysis of the cognitive effectiveness of individual graphical symbols 
within the model (for each model instance).  



Glossary 

Conceptualization – explanation of reality observed by someone (e.g., modeler, reader). 

Designer – person who designs a modeling notation. He analyzes how modelers create their models 
using a notation. His goal is to help modelers develop models that readers can understand. 

IT designer – designer who designs IT notations. 

Entity – element or concept from the universe of discourse or observed real-life. 

Graphical symbol / visual cue – notation element used by the modeler to show a story in a model. 

Implicit / Explicit – difficult /easy to understand by readers; unnoticed / noticed by readers in the 
model.  

Improvement – change of the model to make it more understandable for readers, i.e. so that readers 
interpret the story that the modeler wants to show.  

Interview – meeting with people, unfamiliar with the notation, to elicit implicit elements in models. 

Meta-model – defines concepts, their relations and semantics; a model is an instance of a meta-
model if it respects the structure defined by the meta-model. 

Method – set of practices, tools, procedures, techniques, rules, or processes used by modelers to 
engage in an inquiry.  

Methodology – study of how research is done; principles that guide research practices; set of work-
ing methods and their study. 

Model – graphical representation, based on a notation, of a conceptualization of reality of a modeler 
that is used to show a story to an audience of readers. It is a schematic description of something, 
especially a system or phenomenon that accounts for its properties and is used to study its character-
istics and show its construction (or appearance) and behavior (action). A model is used to show a 
story of a modeler. A model instance reflects a section of the story. A model element is a graphical 
symbol shown in a model instance. 

Modeling –creation of models useful to understand the observed reality by showing more explicitly 
what is implicit. 

Modeler – person who creates a model, the author of the model.  

IT modeler – modeler who uses an IT notation to create models.   

Notation – set of graphical symbols (visual vocabulary) and composition rules (visual grammar) 
used to represent a model based on a method.  

IT notation – notation used in IT, such as SEAM, i*, UML, BPMN, ArchiMate.  



Rationale – analysis of underlying reason(s) or belief(s) contributing to a decision taken by a per-
son.  

Reader – person who interprets a model through his own perceptions, usually unfamiliar with the 
modeling method, the observer. 

Research investigator – person who carries out interviews to evaluate models developed with 
modeling notations; interviewer. His goal is to gather feedback from interviewees (readers) to eval-
uate if they understand the story that the modeler wants to show. The research investigator is the 
thesis author. 

System – set of interconnected components working together as a whole, a human perception of 
reality, a viewpoint or “a way of looking at the world” (Weinberg G. M., 1975). 

Service – the value that a client expects with respect to what the supplier offers. In SEAM is de-
fined as “an external observable behavior of a system as a whole” (Wegmann A. , 2016). It was 
considered in the scientific literature as the application of specialized resources (including compe-
tences, skills, knowledge) for the benefit or to create value for another (system) or the system itself 
(Vargo, S. L. and Lusch, R. F., 2004). It consists of service offering and service implementation. It 
can be defined as well as “a set of related software functionalities that can be reused for different 
purposes, together with the policies that should control its usage” (Wikipedia, 2015) or “an applica-
tion of resources for the benefit of a customer” (Maglio et al., 2009) or “a means of delivering value 
to customers by facilitation outcomes that customers want to achieve without the ownership of spe-
cific costs and risks” (ITIL, 2014) or “a specific task that the work system helps the consumer ac-
complish” (Saxena, A. B. and Wegmann, A., 2014).  

Service offering – service that is provided to the customer, without the implementation details.  

Service implementation – details behind how the service is provided to the customer. 

System – configuration of people, technologies, and other resources that interact with other systems 
to create common value to an external customer. Examples include families, cities, companies, etc. 
A system can be represented as a whole showing the service offering, or as a composite showing the 
service implementation between other sub-systems.   

Stakeholder – person with an interest or concern in the model, e.g. workshop participants.  

Story – sequence of events shown in the model that is based on the modeler’s conceptualization of 
the observed reality and is interpreted by readers; what they observe in the model. 

Story-telling – act of conveying a story in a model by revealing elements that encourage the read-
er’s imagination. The modeler seeks to show a story through his model. 

Story-boarding – modelling of a flow of user’s activities so that they can be reviewed and evaluat-
ed by designers and users.  
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Appendix 1 Case of Car-Maintenance Ser-
vice with SEAM 
We include other model iterations for the case of car-maintenance service modeled with the SEAM 
notation. They are useful to compare against the proposed model iterations presented in Chapter 
4.5.3 in terms of choice of graphical elements and terminology used across model instances.  

2nd iteration 

Compared with the first model iteration (original SEAM model) presented in Chapter 4.3, the model 
from Figure 78 includes only one car dealer that is shown both as whole (only with the service and 
the two properties: price and unavailability time) and as composite (with the “Repair George’s car” 
process and the five entities that implement this process: a breaks supplier that provides new breaks, 
a secretary that prepares and sends the bill, a mechanic that diagnoses and repairs the car, an IT sys-
tem that manages the process, and a salesman that manages sales.  

This second iteration and the original (first) model iteration were done using the SeamCAD tool 
(Carrupt & Wegmann, 2016).  

 

Figure 78: SEAM car-maintenance service model showing the car dealer as whole and as composite 

  



3rd iteration 

From the third model iteration, all following models were done in Microsoft PowerPoint, because 
of the tools flexibility to accommodate various visual elements, their colors and positioning. The 
third model iteration contains two model instances. First, in Figure 79, the two dealers are shown as 
wholes. Color-coding is used to mark the relations between the goals of each customer and the ser-
vice offerings of the suppliers. Then, in Figure 80, only one dealer is shown as a composite. All 
properties related to price are colored in green and all related to time are in red.  

 

Figure 79: SEAM car-maintenance service model showing the two dealers as wholes 

 

Figure 80: SEAM car-maintenance service model showing one dealer as a composite 



4th iteration 

Compared with the previous iteration, in Figure 81 and Figure 82 we distinguish visually between 
wholes (grey background) and composites (white background). George and Monica’s goals are stat-
ed more explicitly. There is a boundary around them and the car suggesting that they need to decide 
together as a larger entity. The decision is shown with a set of “thumbs-up” / “thumbs-down” 
graphical symbols. The generic “Local Audi Dealer” is replaced with “Amag Audi Dealer Geneva”. 
The viewpoint of the modeler is additionally included at the top using the metaphor of binoculars.   

 

Figure 81: SEAM car-maintenance service model showing wholes and composites more explicitly 

 

Figure 82: SEAM car-maintenance service model showing the composition of one dealer 



5th iteration 

With this model iteration we modeled the story more explicitly by using a sequence of model in-
stances that are included in the following figures. We start by modeling the customers to the right 
by using a house metaphor to suggest that they represent a family. We highlight in bold the key-
words for the goals of each customer. The viewpoint is shown on all model instances at the top, in 
the middle. The two dealers have a distinguishable photo. We added the replacement car for Amag. 
After the customer’s choice, we show the car with Delaisse with its hood open. After the service we 
show it with the hood closed. The last model instance shows the car with the customers (car own-
ers) and the money with Delaisse (price for the service).  

 

Figure 83: SEAM car-maintenance service model showing the customers to the left and the dealers to the right 

 

Figure 84: SEAM car-maintenance service model showing the car with the hood open at the dealer during service 



 

Figure 85: SEAM car-maintenance service model showing the implementation of the service by the dealer 

 

Figure 86: SEAM car-maintenance service model showing the exchange of money for the serviced car 

  



8th iteration 

In this iteration we repositioned the customers to the right and the suppliers to the left. We kept the 
“thumbs-up” graphical symbol for Delaisse after removing the Amag dealer to further suggest the 
choice for this supplier. We added the “Service due soon” graphical icon to suggest that the car 
needs to be serviced. In the view of the Delaisse dealer as a composite we added the “Low cost in-
frastructure” to justify the reduced price.  

 

Figure 87: SEAM car-maintenance service model showing back the customers to the right and the suppliers to the left 

 

Figure 88: SEAM car-maintenance service model showing the choice confirmation for one dealer   



 

Figure 89: SEAM car-maintenance service model showing the low-cost implementation justified by the infrastructure 

 

Figure 90: SEAM car-maintenance service model showing the completion of the service with payment  

  



12th iteration 

In this iteration we return to the two model instances explanation of the story. In the first figure, we 
show George’s viewpoint whereas in the second, John’s viewpoint (the dealer). We start by using 
the photo of a real house for the customers and the photos of the dealers, use George and Monica’s 
photos separately, show the “service due soon” indicator directly on the car (not separately), split 
George and Monica’s beliefs from their goals, add graphical symbols for the duration, replacement 
car and price. In addition, show the date when the model was created together with the model’s au-
thor information at the top right. We add the photos of the points of contact from the two dealers. 
We summarize the story using the sequence shown at the top right: car with the hood open, dealer, 
and car with the hood closed. For the implementation, we use the photo from inside the garage.  

 

Figure 91: SEAM car-maintenance service model showing the goals and beliefs of the two customers separately 

 

Figure 92: SEAM car-maintenance service model showing the distinction between the dealer shown as whole (photo 
from the outside) and as composite (photo from the inside)  



16th iteration 

In this iteration we show two processes (instead of one) in the middle of the model together with a 
pair of check-marks to suggest the customer’s choice. We replace the house metaphor with a photo 
of George and Monica’s flat entrance door. We reformulate the beliefs and goals of George and 
Monica. We use a different photo of George, at the top left, to suggest his role as a modeler. We 
investigate different graphical symbols (bikes, bus) to show what happens when the car is in service 
and the fact that George and Monica need to commute to work with other means of transportation.  

 

Figure 93: SEAM car-maintenance service model showing the choice of dealers with two processes 

  



18th iteration 

Compared with the proposed model presented in Chapter 4.5.3 the model from Figure 94 includes 
the viewpoints (of the modeler and of actors) for all systems and different graphical metaphors for 
the time, the money and the replacement car. The main question is not shown.  

 

 

 

Figure 94: SEAM car-maintenance service model showing viewpoints and visual metaphors 

  



20th iteration 

Compared with the proposed model presented in Chapter 4.5.3 the model from Figure 95 includes a 
criteria evaluation based on pluses and minuses instead of colored smileys. The metaphor for mon-
ey is the same throughout the model. We also model all car service dealers in Geneva with a cloud 
to show the relation with the two customers’ beliefs (what they are looking for).  

 

 

 

Figure 95: SEAM car-maintenance service model showing the Questions, Options and Criteria mapping 

 



Appendix 2 Case of Meeting Scheduler with 
i* 
We include other model iterations for the case of meeting scheduler modeled with the i* notation. 
They are useful to compare against the proposed model iterations from Chapter 5.5.3 in terms of 
choice of graphical elements and terminology used across model instances. 

3rd iteration 

Compared with the proposed model presented in Chapter 5.3 the model from Figure 96 uses colors 
to distinguish between goals, softgoals, tasks, sub-tasks and resources. This notation was proposed 
by (Moody, Heymans, & Matulevicius, 2009). The complexity of the model increases from one 
model instance to the next with the gradual addition of graphical elements, as shown with the leg-
end. 

 

 

 

Figure 96: i* meeting scheduler model using color coding 

 



6th iteration 

The model from Figure 97 is not an i* model. It is a SEAM model of the meeting scheduler. This 
iteration was particularly helpful to identify elements that are specific for the i* notation that cannot 
be modeled with the SEAM notation and vice-versa. As shown below, the story was more clear to 
readers, but the modeler needed to redo the model by using the i* notation, not the SEAM notation. 
We noticed that there was no question shown in the i* model. This was added with a cloud drawn 
with yellow background and red boundary, placed between the meeting initiator and the partici-
pants. This question was later added in the proposed model from Chapter 5.5.3.  

 

 

 

 

Figure 97: SEAM meeting scheduler model 



10th iteration 

The model from Figure 98 modifies the structure and content of the initial i* model presented in 
Chapter 5.3. The notation is kept the same but the choice of gradually showing graphical symbols 
together with an updated terminology makes this model easier to understand by readers. The se-
quence of model instances displays goals, then tasks, then softgoals and resources. This process was 
useful to understand the gradual decomposition of elements, from goals to resources, that was used 
in the proposed model from Chapter 5.5.3.  

 

 

Figure 98: i* meeting scheduler model with the current i* notation using structuring – adapted from (Yu E. S., 1997) 

 



11th iteration 

The model from Figure 99 builds on the initial i* model from Chapter 5.3. All graphical elements 
are shown in the same structure and with the same terminology. Two possible evaluations of the 
characteristics of the meeting scheduler are considered: to the left, a binary one, marked with red 
and green arrows and icons, and to the right, another one, marked with red and green arrows and 
smileys. This exploration was useful to draw, in the proposed model from Chapter 5.5.3, the charac-
teristics of the meeting scheduler that correspond with the softgoals of the meeting initiator and 
participants, respectively. Readers appreciated more the notation based on icons (check-marks) ra-
ther than the one based on smileys. 

 

Figure 99: i* meeting scheduler model with add-ins for the rationale – adapted from (Yu E. S., 1997) 



Appendix 3 Case of Business Strategy at 
SITRA with SEAM 
The SEAM workshop notation presented in Figure 6 can be mapped to the academic notation pre-
sented in Figure 100. Here we include all actors in all three hierarchical levels: the customer world, 
the tourist office value network, and the SITRA value network. The reader will notice the fact that 
the SITRA value network is modeled both as a whole (showing provided services) and as a compo-
site (showing component organizations with their provided services). In the customer world, there 
are two types of customers represented with a family and a journalist. In the tourist office value 
network, all local organizations, associations and institutions are shown with their provided services 
to mark their contributions to diffuse the touristic information to the tourists. The information diffu-
sion is split into: developing the business offer, organizing the information and collecting the in-
formation. As such, services provided by each partner actor are linked to the respective process. In 
the SITRA value network shown as a whole services are shown using the ITIL (ITIL, 2016) catego-
rization. In the SITRA value network shown as a composite, the component organizations with their 
provided services are shown to participate in the implementation of the ITIL services.  

 

Figure 100: SEAM model of SITRA using the academic notation 

  



An alternative model using the SEAM notation and photos / logos of various was created by the 
thesis author and is included in Figure 101. System boundaries from the previous model are shown 
with skewed lines, similar to the workshop notation from Figure 6. The three systems are clearly 
identified at the top, from left to right: SITRA value network, tourist office value network and the 
customer world. Color-coding corresponds to each of the three: blue to the left, red in the middle 
and green to the right. Graphical symbols are shown like in SEAM: ovals for services, hexagons for 
processes, rectangles for properties, etc. For simplicity, relations between services and processes are 
not shown as well as the boundaries of each system, e.g. hotels, town hall, association experts, etc. 
Systems have simplified graphical representations and are shown with a photo / logo and the service 
they provide, but without their boundaries. The overlay of the services on the boundary shows that 
the entire organization (positioned to the left) offers these services (e.g. “IT services” / “Information 
diffusion service”) to the organization positioned to the right.  

 

Figure 101: SEAM model of SITRA using a notation based on photos and logos 

  



In another simplified representation of the SITRA case (Figure 102), we maintain the SEAM nota-
tion using systems’ boundaries. We model the tourist segment using a visual metaphor and show 
two segments of tourists (“Michael”, a mountain cyclist, and “The Smiths”, a family of four) to-
gether with their goals. The tourist office value network is shown both as whole (providing a ser-
vice) and as composite (with the details of the process implementing this service). The “SITRA 
value network” is part of the tourist office value network and provides “IT services”. Again, the 
implementation of these services is shown in the “SITRA value network” shown as a composite.  

 

Figure 102: SEAM model of SITRA combining Behaviour and Goal-Belief modeling 

Another model was done by a professional designer (courtesy to (Wegmann A. , 2012)). In the Fi-
gure 103, all graphical elements and conventions used are explained with text. The key idea is that 
all tourist offices of SITRA will share the same list of hotels and events, such that the tourists will 
find coherent information. They need to both compete and cooperate. In the center, tourist offices 
collaborate together and have different competencies to develop offers and welcome tourists. To-
wards the right, in order to attract clients, information has to be given to them through various 
means. The role of SITRA, shown to the left, is to provide services (training, common thinking, 
guidance) such that the local economy will grow.  

There are three systems of interest. First, to the right, the client world shows different targeted 
groups: groups of tourists arriving by bus, families arriving at a touristic location by family car, 
individuals dreaming of visiting a castle, practicing skiing or enjoying sunny days in the mountains, 



users browsing the internet for information, etc. These clients observe the services provided by the 
tourist office value network: museum visits, rural tourism, local market events, accommodation, etc. 
Second, in the middle, the activities proposed by the tourist office value network are highlighted. 
From top to bottom, they are: snow sports, rural tourist, museum visits, church and monastery vis-
its, hiking in the mountains, fun-parks, hotel accommodation, local markets, and group visits. The 
members of the tourist office value network observe the operation services provided by the SITRA 
organization: input data service, information quality control, training, and single point of contact. 
Third, to the left, the SITRA value network shows the strategic committee group, a city and other IT 
companies providing products / services for the SITRA organization, which contains IT teams 
working closely with others (e.g., SEAM workshop facilitator, companies providing storage ser-
vices, consulting, web development, etc.).  

The connections between the systems of interest from above are shown with various types of bridg-
es to symbolize the different creative activities that Sitra proposes to attract clients. Also, a plane 
distributes information from the value network to the final users in order to attract and convince 
them to explore the Sitra proposed activities in the middle. There are three centers which propagate 
information: Sitra IT makes the information available online, tourist offices offer maps and guid-
ance with respect to places worth exploring nearby and Sitra tourist officers offer support to tourists 
by word of mouth. In addition, information is also passed further on from clients who return from 
the “Sitra world” to friends, families, neighbors, etc.  

 

Figure 103: SEAM model of SITRA using the artwork of a professional designer 



Professor Alain Wegmann, in his role as SEAM modeler working for SITRA, created the below 
models to tell the story (original text in French below) of the new organizational strategy developed 
during two workshops with the members of SITRA, a French touristic organization. Our goal, as 
designers of modeling notations, is to identify the implicit elements represented in the created mod-
els (Figure 104) by comparing model elements with the oral interpretation recorded by the modeler. 
For future work, we plan to develop improved models that make the story and the content more 
explicit, based on the recommendations presented in this thesis.  

 

 

 
Figure 104: SEAM model of business strategy at SITRA – Context, conflict and climax – source: (Wegmann A. , 2012) 

Modeler’s story 

“Cette présentation illustre les résultats des ateliers stratégiques de SITRA qui ont eu lieu en mai et 
juin en 2012 à Chambéry et à Grenoble. Le but était de définir la stratégie de SITRA pour 2012 à 
2017. On va utiliser la méthode SEAM qui incite à travailler sur un exemple concret et l’exemple 
concret est représenté par un modèle que je vais vous montrer. Voyons ici un exemple d’un pro-
blème qui est en effet comment on fournit l’information dans le cadre d’une initiative encoura-



geante de vélo, en effet c’est le programme « 1 journée = 1 col » dans lequel on ferme un col par 
jour et ça permet aux utilisateurs de vélo de se donner à leur sport favori de manière très agréable. 

Alors, la première chose qu'on peut dire que nous avons identifié c’est que le monde du touriste 
évolue et maintenant devient un monde de loisirs puisqu’une partie importante de touristes sont 
aussi des résidents ou des gens locaux, de la famille, qui viennent plutôt se faire des loisirs donc le 
tourisme s'éteint. Donc on va parler plus du monde des loisirs. 

Dans ce dessin, à gauche ici les clients qui s’occupent des loisirs, qui veulent des loisirs, au milieu 
ici le monde qui fournit les moyens d'avoir des loisirs et à droite ici, SITRA.  

Alors, on voit 3 dimensions importantes : 

- découverte : le client cherche à découvrir l’information souvent il le fait par Google 
- relation : il développe des relations avec le monde des loisirs et souvent c’est par Facebook 
- passion : il développe sa propre information qui illustre sa passion suivant ses vidéos sur YouTube 
ou éventuellement des sites spécialisés qu’il développe. 

Le monde du tourisme maintenant se réorganise pour arriver à adresser le monde des loisirs. Pour 
faire celle-là il y a des CRT, les CDT et les Offices de Tourisme. Il y a différents types d’office de 
tourisme : de montagne, de pleine. Ils sont de différentes tailles : soit petites, soit grandes. Ils ont de 
différents niveaux de maturité par rapport à SITRA. Ces offices de tourisme segmentent leur mar-
ché ainsi des CRT et CDT et cette segmentation arrive de structurer l’offre - ici on voit un club de 
vélo, un marchand de vélo avec son parking devant et une route qui permet de se balader dans ce 
monde. SITRA qui est à droite ici va offrir des services à ces différents acteurs pour structurer cette 
offre et pour surtout mettre de l’information dans le système informatique. Et pour faire celle-là on 
va travailler sur l’aspect stratégique sur le design des services et de l’information, sur la transition et 
sur l’opération.  

Dans ce petit dessin on voit en rouge la segmentation, en vert l’information et en brun les outils 
technologiques. Les petits hauts parleurs signifient communication. Donc ici on va, au niveau de la 
stratégie, aider les offices de tourisme à se structurer puisque en effet la structurer de l’information 
en SITRA permet aux différents offices de tourisme de faire une offre structurée. Donc, quelque 
part, la structure de l’information aura aussi un rapport avec la structure marketing que les OTs vont 
mettre en commun. Les OTs sont des entreprises qui ont une certaine compétition puisqu’ils cher-
chent d’attirer des clients dans leurs territoires mais ils travaillent aussi en coopération puisqu’ils 
ont intérêt à attirer plus de clients dans leur région que dans les autres régions. Donc SITRA tra-
vaille beaucoup sur cette collaboration en mettant en commun ses choses ou ils doivent collaborer 
et en leurs laissant complète liberté de faire de la concurrence.  

Donc au niveau stratégique on cherche ce que doit être fait. Au niveau design on définit et on cons-
truit l’offre soit de la technologie soit structurer de l’information soit la segmentation. Transition on 
est des organisations à migrer, donc surtout en faisant de l’information et en faisant des FAQs. Et, 
au niveau de l’opération on va en effet fournir le service par faire entrer / sortir de l’information 
avec la hotline.  

A l'intérieur de SITRA on a un comité stratégique, on a des ANT qui sont soit au niveau régional, 
soit au niveau départemental soit des offices de tourisme et on travaille avec des agences web ex-



trêmement compétentes et alliés entraiment importants ou avec des partenaires qui ont développé 
des offres.  

A présent il y a 4 stratégies qu’on a identifié. La première stratégie est de dire qu’on va s’adresser 
au monde du loisir. Et le monde du loisir ça veut dire que c’est tous ces acteurs-là qui vont saisir de 
l’information : les gens de la campagne, des montagnes de villes, etc. Et donc SITRA va collecter 
de l’information de cet ensemble d'acteurs et non seulement des OTs. Et donc ça c’est nouveau et 
c’est très important. Donc les OTs vont devenir importants pour motiver, identifier comment encou-
rager ces différents acteurs à générer de l’information. Une fois que cette information est générée la 
deuxième stratégie va être de lutter contre la déstructuration - la déstructuration fait que Google 
devient le moyen privilégié d’obtenir de l’information, donc l’information est un peu partout mais 
elle est surtout obtenue via Google. Et l’idée est qu’en effet tous ces acteurs ici vont fournir 
l’information, donc c’est le même principe que la première version de SITRA et maintenant c’est 
bien au-delà des OTs, bien sûr les OTs vont rester et fournir l’information mais aussi leurs parte-
naires et donc tous ces partenaires vont obtenir de l’information des OTs. Et pour faire celle-là il va 
falloir que les agences web et que les partenaires aident à promouvoir ou fournir de la technologie 
qui permettent de réaliser ce genre de choses et à faire cette transition. Donc ça c’est la deuxième 
stratégie qui est en effet la stratégie de lutte contre la déstructuration en fournissant de l’information 
à tous les points possibles au niveau de loisirs. La troisième stratégie c’est une stratégie de maturité 
puisque certains OTs sont moins matures que d’autres dans l'utilisation de SITRA et donc de nou-
veau les agences web, sous patronage des comités stratégiques et des ANTs, vont aller aider des 
OTs à développer cette stratégie à mieux utiliser l’informatique pour faire ce genre de choses. Et la 
dernière stratégie qui est plus une stratégie à long terme c’est que la croissance à long terme va ve-
nir par les relations et par la passion et donc encore une fois les agences web toujours sur le pilotage 
du comité et en prenant des initiatives d’OTs qui sont plus mur ou qui utilisent l’informatique de 
manière plus avancée va développer une offre qui permettra de construire les relations avec le client 
et de permettre au client de développer sa passion.  

Donc pour résumer, quatre stratégies ont été développés - un joli résumé ici en quelques mots:  

- la première est d’aller au niveau de loisirs et pour aller au niveau de loisirs l’idée c’est qu’on va 
collecter de l’information du monde du loisir donc on va vraiment éteindre le périmètre de SITRA 
au monde du loisir. 
- la deuxième stratégie c’est de lutte contre la déstructuration et là l’idée c'est de dire que de nou-
veau, en effet c’est la complémentaire de la stratégie précédente, l’information va sortir par tous les 
acteurs et que ces acteurs vont être analysés et compris grâce à une segmentation que les offices de 
tourisme vont partager. Et ça c’est en effet l’évolution du business actuel de SITRA.  
- ensuite, pour permettre avoir une meilleure couverture c’est l’aspect maturité donc l’idée c’est 
qu’il y a environ 300 offices de tourisme et sur ces 300 offices de tourisme environ 200 ont un ni-
veau de maturité plutôt bas à l’heure actuelle et l'idée c’est vraiment de faire augmenter le niveau de 
maturité SITRA sur un nombre important de ces offices de tourisme. 
- et le dernier c’est passion et relation c’est vraiment de travailler avec les agences web et avec les 
amateurs technologiques pour développer le savoir-faire et les outils pour développer cette vision de 
co-construction de l’information au moyen de technologies web qu’on va représenter par une petite 
fenêtre Windows, ou plutôt Internet, avec un widget, voila.  

Nous avons ici les 4 stratégies clés : 



- focaliser sur les loisirs en prenant tous les acteurs du monde de loisirs 
- lutter contre la déstructuration en étant présent sur chacun d'eux 
- augmenter la maturité des différents acteurs et 
- développer passion et relation avec la technologie 

Ça c’est le plan 2012-2017 pour SITRA. Je vous remercie de votre attention !” 

Implicit elements 

By comparing the story, presented in the above text, against the model elements we identify the 
following implicit elements: 

1. The problem (“Comment on fournit l’information dans le cadre de l’initiative encourageante 
de vélo: “1 journée = 1 col””?) together with its details is missing from the model. The de-
tails are:  

a. On ferme un col par jour 
b. Les utilisateurs de vélo vont trouver très agréable 
c. Le monde du tourisme devient un monde de loisirs (pour les résidents)  

2. Several acronyms are not explained: 
a. R.V. OT / R.V. SITRA means “réseau valeur” (value network) 
b. OT means “office de tourisme” (tourist office) 
c. CRT / CDT mean regional / departmental offices 
d. G, FB, YT mean Google, FaceBook, YouTube 

3. Some relations are explained orally but are not represented graphically: 
a. The discovery of information (via Google) 
b. The relation with the hobbies world (via Facebook) 
c. The passion for following personalized videos (via YouTube and other websites)  

4. The re-organization of the tourist world is not shown (it needs to compare the actual state 
with the future state) 

5. The tourist offices are both competing among themselves to attract more clients from the 
same region and are cooperating to attract more clients from other regions. They use their 
resources in common. None of these are not shown in the model.  

6. In the transition strategy, the modeler mentions the migration but it is not clear of what and 
how it will be done.  

7. The strategy is an extra layer of the presentation not shown graphically but explained 
throughout. The 4 strategies are all mentioned orally but shown using only black arrows that 
have no meaning.   

a. Hobbies: collect the information provided by both the tourist offices and the clients 
b. Unstructuring: all actors provide information to all clients via Google, Facebook, 

YouTube and partners 
c. Maturity: web agencies help the tourist offices to better use the IT for advertising  
d. Relations and passion: develop client relations using technology for long-term 

growth 
 
A legend is included but the goal should be to make it unnecessary. It includes the following con-
ventions: # red = segmentation; # green = information; # brown = technology tools; # loudspeakers 
= communication. 



Appendix 4 Case of IT Strategy at EPFL with 
SEAM 
We present the impact of this thesis with a practical example from real life, in which this research 
was applied. The recommendations for modelers from this research were applied by professor Alain 
Wegmann, the creator of the SEAM notation, to perform business story-telling (communicate busi-
ness strategy) and create models for the Vice-Presidency of Information Systems (VPSI) at Ecole 
Polytechnique Fédérale de Lausanne (EPFL).  

EPFL has an IT department of approximatively 150 people, called the Vice-Presidency of Infor-
mation Systems (VPSI). Overall EPFL has 300 people working in IT. The management of VPSI 
decided to initiate a reorganization project, in order to become more service-oriented. The goal was 
to infer a strategy, by bringing more value to IT users while having more efficient IT architecture.  

SEAM was used as a template for this new organization. It served to write the IT strategy and gov-
ernance document. The sketch from Figure 105 was used to capture management dimensions neces-
sary to run the VPSI service organization, but was not shown to stakeholders. It is useful only for 
the modeler as a graphical metaphor summarizing SEAM principles.  

 

Figure 105: SEAM service organization template sketch 

The modeler, Professor Alain Wegmann, used the example of an IT project to show the story of the 
IT strategy at EPFL. The example considered the communication of the VPSI strategy to all IT 
stakeholders. It focused on the understanding of the computer-classrooms’ infrastructure. The goal 
of the modeler was to enable his readers (mostly system administrators) to understand the future IT 
strategy of EPFL using the example of the Virtual Desktop Infrastructure (VDI) IT project.  

He wanted to show the following story: A federated infrastructure that can manage thousands of 
virtual machines needs to be designed in two steps. First, a technical service, named VDI, is devel-



oped and offered by the Service Factory to the computer classrooms administrator. It replaces the 
infrastructure managed in each school and removes the risks and costs from the classroom adminis-
trators. Second, a business service, named computer classroom, is developed and offered by the 
schools’ IT departments to teachers and students. The teachers do not need to get involved in the 
implementation of the service, they benefit from the value of the service. Other projects, besides 
VDI, can benefit from the same IT and business organizations’ definition-pattern by showing what 
IT services bring to users (adapted from the slides of Prof. Alain Wegmann).  

The storyboard model from Figure 106 was shown at the FORUM SI (Systèmes d’Information), the 
annual meeting of VPSI collaborators. It was evaluated by the vice-president of information sys-
tems of EPFL, professor Karl Aberer, the vice-president delegate, Mr. Didier Rey, and several sys-
tem administrators. The Vice-President Delegate of VPSI, Mr. Didier Rey, mentioned that “The 
SEAM approach was essential to understand how to articulate all the management dimensions 
found in a service organization. It allowed us to make it concrete and understandable.” 

 

Figure 106: Storyboard of SEAM model instances showing the IT strategy at EPFL 

The strategy shows the intention of organizational stakeholders for the projects they manage. It 
helps explain the reasoning leading to results (choice). Rationale can be used to offer more context 
about the choice, for instance describe the environment in which the strategy is defined. The defini-
tion of strategy is similar to the modeling of choice, as shown for SEAM. It enables workshop 
stakeholders to reflect about alternatives. Strategy is thought of as the necessary allocation of re-
sources to solve a certain problem. It is related not only to the choice of an alternative but also to 
the choice for not pursuing the other alternative(s). For EPFL, the IT strategy focused on choosing 
an operational mode based on virtual machines. The alternative that was not chosen was based on 
physical machines. The workshop participants’ discussion about the observed reality demands for 
concreteness. This concreteness can be shown in the model by using graphical elements that match 
the observed reality.  

  



Context 

The context is shown with one model instance (Figure 107). It includes the actors and technology 
that are needed to work on the VDI project. The people involved in an initial study of VDI are men-
tioned in the blue call-out.  

 

Figure 107: SEAM model of IT strategy at EPFL - Context – source: (Wegmann & Rey, 2016) 

  



Conflict 

The conflict is shown with one model instance (Figure 108) as well. It shows how the technical ser-
vice (virtualization, or VDI) is developed by an organization named “Service Factory” to replace 
the physical machines. This service is offered to computer classroom administrators positioned out-
side the boundary. The advantage is that it removes the risks and costs for administrators.  

 

Figure 108: SEAM model of IT strategy at EPFL - Conflict – source: (Wegmann & Rey, 2016) 

  



Climax 

The climax is shown with two model instances (Figure 109 and Figure 110). In the first one, a busi-
ness service (“computer classroom”) is offered by the school’s (e.g., ENAC, I&C, SB, STI) IT de-
partments to two segments of users: teachers (represented by Olivier) and students (represented by 
Nina). In the second one, a segment manager is in charge of different other related services 
(“scheduling” and “multimedia management”) targeting the same types of users.  

 

Figure 109: SEAM model of IT Strategy at EPFL - Climax A – source: (Wegmann & Rey, 2016) 

 

Figure 110: SEAM model of IT Strategy at EPFL - Climax B – source: (Wegmann & Rey, 2016) 

  



Closure 

Finally, the closure is shown with one model instance (Figure 111). It emphasizes the strategy ex-
pressed with the way collaborators should work together. It shows the segment strategy structure of 
the VPSI projects that includes the governance or management, the human resources, the architec-
ture or technical strategy and the services offered to users.  

 

Figure 111: SEAM model of IT Strategy at EPFL - Closure – source: (Wegmann & Rey, 2016) 

  



Another model was done by the thesis author as an alternative to the above, in which SEAM’s nota-
tion identity is better preserved (e.g., by showing services, processes, goals). The model contains 
three model instances and follows the SEAM story-telling style: a technical organization provides a 
technical service to a business organization that provides a business service to two customer seg-
ments. These instances are shown in Figure 112, Figure 113, and Figure 114.  

Context and conflict 

 

Figure 112: SEAM model of IT Strategy at EPFL – Problem 

  



Climax and closure 

 

Figure 113: SEAM model of IT Strategy at EPFL – First step of the solution 

 

Figure 114: SEAM model of IT Strategy at EPFL – Second step of the solution 



Appendix 5 Current and proposed SEAM 
Evaluation with the Physics of Notations 
We evaluate the current SEAM notation with the state-of-the-art notation-evaluation framework, 
Physics of Notations (PoN). The SEAM notation scores high for some PoN principles: complexity 
management, graphic economy, and cognitive fit (Popescu & Wegmann, Using The Physics of 
Notations Theory to Evaluate the Visual Notation of SEAM, 2014). For other PoN principles, such 
as visual expressiveness, transparency, and discriminability, SEAM scores low. A detailed analysis 
with explanations is included in Table 12.  

Score Guideline Definition Explanation 
6 Semiotic clarity There should be a 1:1 corre-

spondence between semantic 
constructs and graphical sym-
bols. 

Trade-off between symbols’ redundancy, 
overload, excess and deficit for all three types 
of SEAM models.  

8 Perceptual discriminability Different symbols should be 
clearly distinguishable from 
each other. 

Based on shape, text, color (user defined), but 
not based on size, unique values and labels.  

6 Semantic transparency Use graphical symbols that 
suggest their meaning. 

Limited perceptual resemblance and few 
common logical properties, metaphors and 
learned associations.  

10 Complexity management Include explicit mechanisms for 
dealing with complexity. 

Value-network used for grouping, functional 
and organizational hierarchies.  

9 Cognitive integration Include explicit mechanisms to 
integrate information from dif-
ferent diagrams. 

Directly related elements from sub-models 
(wholes and composites).  

6 Visual expressiveness Use the full range and capacity 
of visual variables. 

Position, color, shape and text but not size, 
brightness, texture and orientation.  

10 Dual coding Use text to complement (not 
replace) graphics. 

Short labels and description sentences.  

8 Graphic economy The number of different graph-
ical symbols should be cogni-
tively manageable. 

Moderate graphic complexity.  

5 Cognitive fit Use different visual dialects for 
different tasks and audiences. 

No expert / novice user discrimination.  

63 Total  Improvements: use of color, metaphoric 
icons, expert / user discrimination.  

Table 12: Current SEAM notation evaluation with PoN 

For instance, the first principle (semiotic clarity) states that there should be a 1-to-1 correspondence 
between semantic constructs (entities) and graphical symbols. However, models could include dif-
ferent graphical symbols for the same entities or the same graphical symbols for different entities. 
This creates confusion and ambiguity. Semiotic clarity implies that if entities are at different hierar-
chical levels then they need to be represented by a different graphical symbol. Therefore, a different 
notation is needed for each level. SEAM semantic constructs are hierarchical (wholes inside com-



posites), whereas entities are generic and represented with several types of graphical symbols 
(Chapter 2.1.1).  

We present below the evaluation with the Physics of Notations (PoN) of the proposed SEAM in 
contrast with that of the current SEAM. The proposed SEAM scores higher for all principles except 
for graphic economy. Indeed, our proposed model is more understandable by readers but at the cost 
of using more graphical symbols.  

Score Guideline Definition Explanation 
10 Semiotic clarity There should be a 1:1 correspondence 

between semantic constructs and graph-
ical symbols. 

No symbol redundancy, no deficit, overload or 
excess.   

9 Perceptual dis-
criminability 

Different symbols should be clearly 
distinguishable from each other. 

Based on shape, color, unique values, labels 
but not based on size.  

10 Semantic trans-
parency 

Use graphical symbols that suggest their 
meaning. 

Perceptual resemblance, common logical prop-
erties, metaphors and learned associations.  

10 Complexity 
management 

Include explicit mechanisms for dealing 
with complexity. 

Grouping each supplier, family – show only 
one level 

10 Cognitive inte-
gration 

Include explicit mechanisms to integrate 
information from different diagrams. 

Include directly related elements from the 
Delaisse dealer seen as wholes and composite.  

9 Visual expres-
siveness 

Use the full range and capacity of visual 
variables. 

Use position, color, brightness, shape, texture, 
orientation and text style but not size.  

10 Dual coding Use text to complement (not replace) 
graphics. 

Short labels for all icons.  

4 Graphic econo-
my 

The number of different graphical sym-
bols should be cognitively manageable. 

Moderate graphic complexity.  

5 Cognitive fit Use different visual dialects for different 
tasks and audiences. 

Experts create models for novices.  

77 Total  Improvements: use of size, lesser icons, sim-
pler model.  

Table 13: Proposed SEAM notation evaluation with PoN 

PoN helps evaluate only model instances, one at a time, and recommends improvements for making 
graphical elements more “cognitively effective”. However, it does not help the modeler design an 
understandable story. PoN lacks analysis capabilities regarding the entire model, composed of a 
sequence of model instances that show a story. We consider that it is this story that contributes to 
readers’ understanding of a model, much more than the design of individual graphical artifacts. A 
model is the support for the modeler to convey a story, much more than it is a set of “cognitively 
effective” graphical symbols. 

We consider that current notation-evaluation frameworks, such as PoN, represent a good starting 
point for notation analysis, but they are insufficient for creating models that readers understand. As 
argued by (van der Linden & Hadar, 2016), user-centric analysis of the visual notation of modeling 
methods complements PoN’s role of designing cognitively effective visual notations. Numerous 
visual notations have been evaluated with PoN. In addition, individuals have been involved in the 
design process of graphical symbols. However, little research shows their involvement in the design 
process of models that maintain the identity of the modeling notation.  

Most visual notations are designed by IT modeling experts and remain difficult to comprehend by 
non-IT readers; for instance, (Woods & Bashroush, 2015) criticize notations such as ArchiMate for 
being “vertically optimized, limiting their attractiveness in many industrial projects”. In our re-
search, readers not only evaluate visual notations but are also involved in suggesting improvements, 



some of which are implemented in our models; for instance, they propose the metaphorical repre-
sentation they find more suitable.  

In evaluating the current SEAM notation, we need to consider the subjective nature of the PoN 
principles (van der Linden & Hadar, 2016). For instance, the semantic-transparency principle states 
that graphical symbols should suggest their meaning, but this meaning depends on the reader. We 
evaluated “how readers of the visual notation think, and what connotations they give to particular 
shapes and colors”, as suggested by (van der Linden & Hadar, 2016). By eliciting requirements 
from readers, modelers can find the “right balance” for applying the nine PoN principles for design-
ing improved notations. 



Appendix 6 Other IT Modeling Notations 
We present below other modeling notations used in IT to model information systems.  

Object-Process Methodology and Notation 
OPM was designed for the specification of real-time systems (e.g., ATM machine). The below 
presentation of the OPM notation is based on (Dori, 2002).  

OPM modelers design information systems, enterprises or technical products using objects and pro-
cess models. OPM models are valuable in conceptual and preliminary design and serve as a deci-
sion support (Dori, 2002).   

The OPM meta-model includes: objects, states, processes, specializations, aggregations, and result 
I/O links (Figure 115).  

The OPM notation includes a concise set of symbols that enables the expression of the system’s 
building blocks and how they relate to each other (Figure 115). OPM facilitates the symbolic repre-
sentation of the objects of a system, its states, and the processes they enable. The objects are what a 
system or product is. Objects are put in classes without any perspective or viewpoint. The modeler 
defines objects to do certain actions without an organizational perspective or explanation of where 
objects and their names come from (similar to UML). The processes are what a system does. Con-
nections are used to link objects and processes. OPM uses two types of elements: entities and links. 
Entities are used to express “physical” or “informational” elements, which can be inside or outside 
of the system being designed, i.e. “systemic” or “environmental”.  

OPM combines formal yet simple graphics with natural language sentences to express the function, 
structure and behavior of systems in an integrated, single model. It can be used to automatically 
generate program code and database schemas. The OPM designer chooses to show abstractions or 
zoom into some detail, for instance show how a specification migrates to implementation. Due to its 
intuitiveness, OPM is easy to communicate to stakeholders: peers, customers and implementers. 
The deliverables include a set of Object-Process Diagrams (OPDs) and a corresponding set of sen-
tences written in the Object-Process Language (OPL). 

  
Figure 115: Object-Process Methodology notation – source: (Dori, 2002) 



The OPM model below (Figure 116) shows two objects, a “Man” and a “Woman” that are com-
bined into another object named “Couple”. A specialization of the “Couple” is object “Person” that 
has two states “single” and “married”. The process “Marrying” has as input a person that is “single” 
and yields a person that is “married” and a couple.  

 

Figure 116: Object-Process Methodology model example – source: (Dori, 2002) 

  



Design and Engineering Methodology for Organizations 
DEMO was designed as a generic method for enterprise engineering. 

DEMO modelers describe and explain the communicational dynamics and actions in organizations 
as well as how they should be (re)engineered (van Reijswoud, Mulder, & Dietz, 2001). They design 
business processes to obtain a detailed understanding of the reengineering and information infra-
structure development that is consistent with the business requirements (Liu, Dietz, & Barjis, 2003). 
Models focus on both the social world and the object world, including the design of information 
systems through business process redesign. 

In OPM, the essential concept is (business) transaction between the initiator and the executor. 
Transactions form business processes. Three principles are applied: information, action, organiza-
tion. A transaction is composed of three phases: 

• Order phase: two actors come to an agreement about the future execution of some action 
• Execution phase: the negotiated action is executed 
• Result phase: the actors negotiate the agreement about the result brought about in the execu-

tion phase 

The operation of an organization is explained in terms of communicative actions between people. 
By means of the DEMO models it is possible to achieve a solid understanding of the types of trans-
actions taking place in an organization, the participants involved in these transactions, the infor-
mation that is needed and created during the transactions, and the relation between the different 
transaction types. The successful execution of a transaction in the social world (the world of com-
munication) results in a change in the object world (the world of facts) in which the actors exist.  

The speech act theory used in DEMO explains language as means of communication, which is the 
key concept for understanding and modeling organizations. Speech act considers the use of lan-
guage as a form of rule-governed behavior. Uttering a sentence is the performance of an act, a so-
called speech act. 

There are a few assumptions made in DEMO:  

• For the purpose of redesign and reengineering the business processes of an organization, one 
needs to have an understanding of its “construction” and “action”. Instead of applying the 
black-box model, DEMO applies a white-box model to understand organizations.  

• Organizations belong to the category of social systems, meaning that the active elements are 
social individuals or subjects that behave according to assigned authority and corresponding 
responsibility against a common background of social norms and values.  

• Information systems belong (only) to the category of rational systems, meaning that they do 
not make decisions, but only calculations, and in doing so only support decision-making. 

DEMO models are compact and are usually done with pen / pencil on a single sheet of paper. The 
functioning of organizations is viewed from three levels: 

• Documental level: an organization is regarded as a system of operators that produce, store, 
transport, and destroy documents 



• Informational level: an organization is considered as a whole of processors that send and re-
ceive information, and perform calculations on this information in order to create derived in-
formation 

• Essential level: an organization is considered as a networks of interrelated business transac-
tions, which in turn are composed of interrelated communicative acts 

The modeling facility of DEMO provides a graphical representation of the transactional structure of 
organizations. This transactional structure is represented in five partial models developed incremen-
tally: 

• Interaction model: shows the transaction types and the initiating and executing actors in an 
organization 

• Business process model: shows the causal and conditional relations between the transaction 
types and its constituting phases 

• Fact model: shows a complete specification of the state space of the object world 
• Interstruction model: shows the actors and the information banks they need access to in or-

der to execute a transaction 
• Action model: shows the most detailed specification of the transaction structure of an organ-

ization 

The example from Figure 117 includes two worlds: the social world and the object world. A se-
quence of transactions occurs in different phases between two elements, I and E. In the first phase, I 
requests and then E promises in the social world. In the execution phase the execution transaction 
occurs in the object world. In the results phase E states and I accepts leading to a fact in the object 
world.  

 
Figure 117: Design and Engineering Methodology for Organizations model example – source: (van Reijswoud, Mulder, 

& Dietz, 2001) 

  



Soft Systems Methodology and Rich Pictures 
SSM helps structure an exploration of a “situation” which some people regard as problematical 
(Checkland, 1990). Modelers do not follow a prescriptive process which has to be followed system-
atically but a framework to deal with “messy soft problem situations” which involve psychological 
social and cultural elements that lack a formal definition (Checkland, 1999). When modelling, peo-
ple are usually unable to organize thoughts and expression consciously in several layers. Therefore, 
systems thinkers are adept at consciously separating “whether” from “what” and “how”. Soft Sys-
tems Thinking assumes the world is problematic, but the process of inquiry into the problematic 
situations that make up the world can be organized as a system. SSM models do not replace other 
models but enhance them. 

By opposition, Hard Systems Methodology (HSM) modelers explore an “obvious” problem requir-
ing a solution. Hard Systems Thinking assumes that the world is a set of systems that can be sys-
tematically engineered to achieve objectives, e.g., organizations seen as coordinated functional task 
systems seeking to achieve declared goals and that see the task of management as decision making 
in support of goal seeking. These models are useful in situations in which goals and measures of 
performance are clear-cut, communication between people are limited and prescribed, and in which 
the people in question are deferential towards the authority that set the goals and the ways in which 
they were to be achieved.  

 
Figure 118: Hard and Soft Systems Methodology – source: (Checkland, 1990) 

In SSM the notion of observer, and, as a consequence, his viewpoint, is critical. The observer gives 
an account of the world, or part of it, in systems terms: his purpose, his definition of his system(s), 
the principle(s) which makes) them coherent entities, the means and mechanism by which they tend 
to maintain their integrity, their boundaries, inputs, outputs, and components and their structure 
(Checkland, 1990).  

SSM considers human activity systems as sets of linked activities which together could exhibit the 
emergent property of purposefulness. Before modeling can begin choices have to be made and de-



clared. It is necessary to decide for each selected purposeful activity the perspective or viewpoints 
from which the model will be built.  

Models depict all primary stakeholders, their relations and their concerns. The main elements are 
based on the CATWOE framework: customers (C), actors (A), transformation process (T), world 
view (W), owner (O) and environmental constraints (E). There are 5 relevant characteristics of the 
model: efficacy (E1), efficiency (E2), effectiveness (E3), ethical (E4) and elegant (E5).  

The Rich Pictures is the notation used for SSM. It is not precisely specified. The Rich Pictures 
model (Figure 118) is a cartoon-like representation, often done with pen and paper or as simple 
computer drawings, that identifies all the stakeholders, their concerns and some of the structure un-
derlying the work context (Monk & Howard, 1998). It is a tool that can be incorporated in any de-
sign. SSM assumes that the model’s complexity (number of elements) is due to the complexity of 
multiple relations. Rich Pictures draw attention to the many people or groups who could be seen as 
stakeholders in any human situation. The core of Rich Pictures is the understanding of human activ-
ity systems in a way that is meaningful for the actors in that system. Model views can be elicited on 
what people perceive to be important, but identifying and expressing multiple viewpoints of a work 
situation might be challenging.  

Rich Pictures are typically constructed by interviewing people and are useful to be done at the 
workplace. Stakeholders participate in the process by working with the analyst to identify struc-
tures, processes and concerns significant to them. The model creation process is iterative and focus-
es on refined understanding through storyboarding.  

A Rich Picture can be used as a first step in a lightweight design process to reason about the re-
quired redesign of the work (Monk & Howard, 1998). Rich Pictures are easy to learn and apply, but 
different people apply them in different ways (Wilson, 1990). 

 
Figure 119: Soft Systems Methodology model example using the Rich Picture notation – source: (Monk & Howard, 

1998) 



The example from Figure 119 presents the internal and external environment of a company named 
Wishy Web Inc. All members of the company have roles. Some express certain concerns. For in-
stance, the director thinks about the profit and the long term reputation of the company, the admin-
istration needs more time, the web analyst does not have enough time to talk to the user and the 
code hopes to have had more powerful tools. Actors are connected with resources, data, documents 
or concepts. Outside the organization several other actors are shown: the professional society of 
web designers that exchange standards with Fishy Web, potential clients, competitors, current cli-
ents with problems and solutions and analysts.  

  



Business Process Modeling Notation 
BPMN is used to show the flow of information between systems. BPMN 2.0 is an Object Manage-
ment Group (OMG) international standard and one of the leading process modeling notations. 

The meta-model includes objects, activities, states, gateways and sequences.  

The BPMN notation is similar to UML and UCM, and relies on software engineering practices 
(Figure 120).  

  
Figure 120: Business Process Modeling Notation notation– source: (ConceptDraw, 2016) 

The example from Figure 121 is taken from (ConceptDraw, 2016), a software for drawing business 
process models based on BPMN 2.0. It shows a cab booking process between a travel agent, a cab 
driver and a customer. First the customer requests a booking. In order to receive the booking details, 
the travel agent needs to get the booking request, then check availability, get alternative time and 
propose booking status. The booking is the confirmed both to the customer and to the cab driver. 
The driver will pick up the customer and complete the assignment by notifying the agent. The pro-
cess ends for both the travel agent and the cab driver.  

 

Figure 121: Business Process Modeling Notation model example - source: (ConceptDraw, 2016) 

  



ArchiMate 
ArchiMate was designed to integrate UML for enterprise modeling. It is an open and independent 
international standard method that follows the terms used by the Open Group Architecture frame-
work (TOGAF) (Lankhorst M. M., 2013). TOGAF is the most widely used enterprise architecture 
(EA) framework and methodology. It is an international standard available for internal use by any 
organization. ArchiMate provides an architectural approach that enables visualization of different 
domains and the underlying relations and dependencies. It contains meta-models for different levels 
of specialization (Groenewegen, Hoppenbrouwers, & Proper, 2010). There is a generic meta-model 
that explains the overall concepts while the specific ones explain the individual architectural do-
mains. With ArchiMate and TOGAF modelers develop a pyramidal view of the enterprise (meta-
phor shown Figure 122), which starts from the vision and strategy defined by the management and 
go down to key performance indicators and actions performed by workers. Multiple levels can be 
identified - Level1: Vision, values, mission; Level2: Goals and objectives; Level3: Actions and ap-
proaches and Level4: People, systems and resources (Figure 122). The four levels of analysis (busi-
ness, application, technology and infrastructure) include structure, behavior and information in an 
integrated way via a succession of internal and external views of systems, from business to IT 
(Jonkers, Lankhorst, & Proper, 2011). 

ArchiMate modelers want to improve the efficiency within organizations via industry consensus 
and strategic management practices. These practices view the enterprise as a machine with fine-
tuned parameters in which executives set the strategy and objectives are clear-cut, derived from this 
strategy and refined into IT architecture. All stakeholders follow duly the objectives and know their 
mission.  

ArchiMate uses the TOGAF meta-model. It is based on the vocabulary of different disciplines; thus, 
it is extensive. TOGAF designers model generic elements by thinking in a generic way and specific 
elements by applying various disciplines.  

The ArchiMate notation is presented in Figure 122. It includes numerous graphical symbols. 

 

Figure 122: ArchiMate notation – source: (The Open Group, 2016) 



The example from Figure 123 shows the operation of an insurance company. At the top, the busi-
ness layer includes a top level detailing four roles and actors: a client, an insurant, ArchiSurance 
and an insurer, a middle level with external business services: claim registration service, customer 
information service and claims payment service and a bottom layer with damage claiming process: 
registration, acceptance, valuation and payment. The following two levels for the middle, applica-
tion layer, which includes an external application services level including claims administration 
service, customer administration service, risk assessment service and payment service. Then, appli-
cation components and services level includes claims administration, customer administration, 
claim information service, risk assessment and financial application. Finally, the third, infrastruc-
ture layer, includes two levels: external infrastructure services includes claim files service and cus-
tomer files service and infrastructure that includes a zSeries mainframe with a DB2 database, a Sun 
Blade with an iPlanet app server and a Risk assessment EJB.  

 

Figure 123: ArchiMate model example – source: (Kraan, 2016) 

The ArchiMate notation is richer than SEAM. ArchiMate is more difficult to be used in workshops 
as models include seven modeling levels whereas in SEAM models there are usually three levels: 
the market segment as a composite, the enterprise as a composite and the enterprise IT as a compo-
site. The principle in ArchiMate is to align boxes near other boxes to model levels one on top of the 
other whereas in SEAM boxes are placed many (wholes) inside one (composite). In an ArchiMate 
model, elements can be connected at any level in the hierarchy whereas in SEAM the connection is 
established with the upper or lower level online. Similar to UML, the context in ArchiMate is not 
important and therefore not shown, whereas in SEAM is the system as a composite present in every 
model. ArchiMate focuses only on the solution without the problem, as it is the case with SEAM.  



Business Motivation Model 
BMM modelers develop, communicate, and manage business plans in an organized manner. Mod-
elers identify factors that motivate establishing business plans, identify and defines the elements of 
business plans and indicate how these factors inter-relate. Models capture business requirements to 
justify why the business wants to do something, what it is aiming to achieve, how it plans to get 
there, and how it assesses the result. BMM is published by the Business Rules Group (Kolber, 
2010) and is included in the OMG specifications. 

BMM models include several concepts from goals, down to processes and technologies. The main 
elements are ends (what), means (how), directives (rules and policies), influencers and assessments 
that are shown in three types of models: product model, team model and process model. 

The BMM notation (Figure 124) includes stakeholders, drivers, assessments, goals, requirements, 
constraints and principles.   

   
Figure 124: Business Motivation Model notation 

The example from Figure 125 (WordPress archives) shows the structure of an organization unit. 
The unit is responsible for a business process, establishes means, defines ends, recognizes influenc-
ers, acts as influencing organization and makes assessments. Means include courses of action (in-
cluding strategy) and directives (business policies and business rules). These are related to liabili-
ties, assets (that can be fixed or resource) and business processes. The connections between each 
pair is shown.  

 

Figure 125: Business Motivation Model model example 



Use Case Map 
UCM modelers describe functional requirements of a system as causal scenarios (Buhr & 
Casselman, 1996). 

The UCM meta-model includes: team, process, object, agent, actor, component, link.  

The UCM notation has few entities such as components (team, process, object, agent and actor), 
protected components and context-dependent components and numerous connections such as paths, 
responsibility, empty point, direction arrow, etc. (Figure 126) (Amyot, 2003). 

  
Figure 126: Use Case Map notation 

The brief example from Figure 127 is taken from the Model-Based Design and Verification of Dis-
tributed Real-Time Systems at the University of Ottawa by professor Gregor Bochmann 
(Bochmann, 2016). It shows the relations between three components: a warehouse, an office and a 
client. First, the office receives an order. If the order is rejected, then it will later be closed and the 
process ends. If the order is accepted, then it will be filled. In this case the warehouse will ship the 
order and the invoice will be sent to the client. The client makes the payment and the office accepts 
it. The order is then closed by the office.  

 

Figure 127: Use Case Map model example 



e³-value 
e3-value modelers conceptualize and visualize a business idea, starting from understanding which 
enterprises and actors are involved, to an assessment of profitability for each enterprise. Businesses 
are modeled as networks of enterprises. Modelers focus on creating high-level business models, 
without going into details about the processes and technologies. They want that stakeholders in-
volved in the business model reach a better understanding of it. Based on this, they do an analysis 
and profitability assessment of the business model for all stakeholders. 

The e3-value meta-model includes: actors, values and dependencies (Figure 128).  

e³-value models show the flow of value between different actors. Value exchanges interconnect 
value ports of actors or values interfaces (Figure 128). e³-value is a lightweight and traceable but 
lacks marketing perspective. 

  
Figure 128: e³-value notation 

The example from Figure 129 is taken from (Bertrand & Schmitt, 2006). It shows a brokerage firm 
operating in the tourism sector. There are three parties involved: a customer, a broker and a provid-
er. The broker operates between customers and service providers. Customers contact the broker 
who matches its requirements with the service offerings of tourism service providers. Regarding 
payment, he can receive it from customers on behalf of the providers. The providers transfer the 
broker the right to book their products and services and pay the broker a commission (awareness 
fee) for the mediation of their services. The service provider delivers the products and services 
bought by the medium of the broker to the customer. Alternatively, the customer can benefit from 
the tourist service directly from the provider.  

 

Figure 129: e³-value model example 



Appendix 7 Preliminary Study on Service 
Modeling 
As mentioned in Chapter 3.4, we performed a preliminary study in which we interviewed seventy-
six participants during 2014-2015. Interviews were structured as informal discussions that lasted 
between 30 and 60 minutes per participant. They took place at the Ecole Polytechnique Fédérale de 
Lausanne, at the interviewees’ homes, their workplaces, or in public places. Participants were (un-
dergraduate and PhD) students, secretaries, analysts, managers, doctors, lawyers and economists. 

Each participant was asked to create one hierarchical model and one service model of their organi-
zation using only pen and paper. At the end of the model creation, each participant explained the 
two models to the interviewer (thesis author), who took notes. The interviewer collected one hun-
dred and fifty-two models created by all participants. The models represented the interviewee’s per-
ceptions of their organizations. For each participant, the modeler also collected information about 
his age, nationality, sector of activity, organization, position, gender, name and profile (IT or Busi-
ness).   

First, we present some demographical information about the participants (Figure 130). In terms of 
gender, 37 participants were male and 39 were female. In terms of profile, 38 had a predominant IT 
background, whereas the other half had a predominant business background. In terms of sector, the 
following were represented: research, administration, software development, consulting and fi-
nance. A large proportion of male participants work in research, software development and consult-
ing, whereas a large proportion of female participants work in administration, finance and other 
sectors.  

   

 

Figure 130: Demographics analysis of the preliminary study 



Next, we present a summary of the results of this study. Analyzing hierarchical models was not in-
teresting for our purposes because the SEAM notation is not used for this. In addition, our partici-
pants had a good understand of a what org charts are and they represented them well. We asked 
them to create a hierarchical model first in order to have them think of their role in their organiza-
tion.  

For each service model created by participants, we analyzed three main elements as follows:  

1. Structure 
a. Service organization: self, department and / or whole company 
b. Topology: ontology, tree diagram, supply-chain 
c. Distance and closeness: distance between figures (relative to the model; can be 

small, medium and large) 
d. Compartmentalization: if figures are placed inside compartments 
e. Encapsulation: if one figure is enclosed and separated from others 
f. Barrier: if two or more figures are separated by lines 

2. Content  
a. Composition: suppliers, supplier partners, competitors, competitor partners, regula-

tion authorities, customers, customer partners, manager 
b. Resources and needs: money, technology – information – ideas, physical objects and 

tools, competencies and capabilities 
c. Interactions and views: named interaction, unnamed interaction, conflicts and com-

promise, constraints, goals – beliefs, internal view, external view 
d. Actions / services / processes: shared actions, offered / received actions, sub / supra 

actions, chronology / delays, flow / input-output 
3. Notation 

a. Shapes: rectangles (actors: people / organizations, or services), ovals (actors: people 
/ organizations, or services), specific shapes (people / organizations), text (actors: 
people / organizations, or services), simple arrows (no, one or two directions / 
dashed or not), double arrows (no, one or two directions, dashed or not), boundaries 
(dashed or not) 

b. Position: self (top, center, left, bottom, right), project-team / leader (top, center, left, 
bottom), customer (top, center, left, bottom, right) 

We present the results of our analysis of an “average” service model created by our participants.  

Regarding structure, service modeled include the participants’ company (82%), their department 
(12%), and them-selves (7%). In terms of topology, ontology is preferred (54% of models), fol-
lowed by a tree diagram (24%) and supply chain (22%). Participants used mostly encapsulation 
(68%), compartments (21%) and barriers (12%).  

Regarding content, participants represented an average number of 11 connections among 13 entities 
(Figure 131). There are minor differences between IT and business people. IT people tend to create 
simpler models, with a lower number of entities and connections. The average number of actors 
(among entities) is 7 for IT participants and 6.5 for business participants. These actors include 2 
proper nouns and 5 common nouns (on average): customers (67%), suppliers (58%) and manage-
ment (34%). Besides actors, participants showed on average 3 resources: information (57%), physi-



cal objects (46%), competencies (59%) and 3 actions: un-named (79%) and named (24%). Internal 
views were used in 76% of models whereas external views in 45% of them.  

There are numerous similarities regarding the concepts included by IT and business people in their 
models (Figure 132). Most concepts are common nouns that are used to denote resources and ac-
tions. The context is seldom shown. Service models include an average of 5.5 common nouns and 2 
proper nouns. IT people represent less resources and more actions.  

  

Figure 131: Average number of entities and connections between entities in participants’ services models 

 

 

Figure 132: Concept analysis of participants’ service models 

Regarding the notation, participants used abstract shapes: rectangles (55%) and ovals (21%) for 
organizations, more than for people and services; text is equally used for organizations (26%), ser-
vices (25%) and people (24%); unidirectional lines (72%), borders (32%), simple lines (25%) and 
bidirectional lines (17%) are also used. The self is represented in the center (24%), to the left (18%) 
or at the top (11%), the management at the top (38%) or in the center (12%), and the customer to 
the right (36%), at the bottom (20%), or at the top (12%).  

We compared the models created by business and IT people in terms of the model’s structure, con-
tent and notation. The main differences are synthetized in Table 14. For structure, ontology is more 
preferred by IT people (61%), whereas tree diagrams are more preferred by business people (32%). 



In terms of content, business people represent more resources, money and actions, whereas IT peo-
ple represent more technology and physical objects (the found significant statistical differences only 
for resources and actions).  Regarding notation, business people use more text to depict organiza-
tions and position the management in the center, whereas IT people use more borders.  

 Criteria BIZ IT Significance 

1. Structure 
Ontology 47% 61% 

 
Tree diagram 32% 16% 

 

2. Content 

# resources 3.8 2.2 P = 0.025 

# actions 4.1 2.3 P = 0.020 

Money 24% 5% 
 

Technology 50% 65% 
 

Physical objects 35% 60% 
 

3. Notation 

Text for organizations 34% 18% 
 

Borders 16% 47% 
 

Management: center 21% 3% 
 

Table 14: Summary of main differences between business and IT participants’ models 

We also compared the models created by SEAM practitioners against the service models created by 
our participants. We analysed twenty SEAM models created by experts. An “average” SEAM 
service model has 3 hierarchical levels (wholes and composites) and contains 24 connections 
among 23 entities. Out of these 19 are actors (7 human and 12 non-human), 4 resources, 13 services 
(wholes, no composite), 8 processes (1 as composite). This model uses 6 shapes and an average of 
3.5 colors. Therefore, an “average” SEAM model with one hierarchical level (context) has 3 times 
less entities and connections: 7.5 conections and 7 entities: 6 actors (2.5 human and 3.5 non-
human), 1 resource, 3.5 services and 2.5 processes. We conclude that a 2-level “average” SEAM 
model is similar to an “average” model created by participants.   

SEAM expert modelers’ and participants’ models share the following similarities: 

- They combine internal and external views showing the company, the department and the self 
- They include a customers, suppliers and management 
- They include actors that share the similar positioning: customers (right), suppliers (left), 

management (top), self (left or center) 

The differences between the participants’ models and the experts’ models are: 

- Participants prefer modeling one context at a time (max. 2 hierarchical levels) 
- Oriented lines are prefered by participants and not used in SEAM 
- Unnamed are more frequently used than named actions (hide services for some actors) 
- Participants use abstract shapes but they found more useful the use of pictograms 



In conclusion, the service models created by participants are based on implicit suppositions. SEAM 
can make them more explicit.  

We applied the Physics of Notations to evaluate each of the models against each principle (Figure 
133). Models satisfy well the last principles: graphic economy and cognitive fit, but not so well the 
semitoc clarity, the perceptual discriminability and the semantic transparency.  

 

Figure 133: Evaluation of participants' service models with the Physics of Notations principles 
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