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Abstract.

There is a classical “duality” between homotopy and homology groups in that homotopy
groups are compatible with homotopy pullbacks (every homotopy pullback gives rise to a
long exact sequence in homotopy), while homology groups are compatible with homotopy
pushouts (every homotopy pushout gives rise to a long exact sequence in homology). This
last statement is sometimes referred to as the Mayer-Vietoris or excision axiom. The classical
Blakers-Massey theorem (or homotopy excision theorem) asks to what extent the excision
property for homotopy pushouts remains true if we replace homology groups by homotopy
groups and gives a range in which the excision property holds.

It does so by estimating the connectivity of a certain comparison map, which is
a rather crude measure, as it is just a single number. Since connectivity is a special case
of a cellular inequality, the hope is that there is a stronger statement hidden behind the
connectivity result in terms of such inequalities.

This process of generalising the homotopy excision theorem has been initiated by
Chachólski in the 90s, where he proved a more general version for homotopy pushout squares.
The caveat was that one had to suspend the comparison map in question first and the goal
of our project – which we obtained – was to lose this suspension and then move on to cubical
diagrams, rather than squares.

To do so, there are a few basic ingredients that are necessary. We first talk about
our abstract approach to derived functors, then construct left Bousfield localisations of com-
binatorial model categories and finally, generalise the foundational concepts in the theory of
closed classes to non-connected spaces.
Keywords. Homotopy excision, Bousfield localisation, Bousfield classes, Cellular classes,
Closed classes, Diagrams of spaces, Derived functors



Zusammenfassung.

Die klassische “Dualität” zwischen Homotopie- und Homologiegruppen besagt, dass Ho-
motopiegruppen kompatibel sind mit Homotopie-Pullbacks (jeder solche hat eine assozi-
ierte lange exakte Sequenz von Homotopiegruppen), während Homologiegruppen kompatibel
sind mit Homotopie-Pushouts (jeder solche hat eine assoziierte lange exakte Sequenz von
Homologiegruppen). Dieses letzte Resultat ist bekannt unter dem Namen Mayer-Vietoris
oder Ausschneidungsaxiom. Im klassischen Theorem von Blakers-Massey (auch Homotopie-
Ausschneidungstheorem genannt) wird die Frage beantwortet, inwieweit das Ausschneidungs-
axiom für Homotopiepushouts wahr ist, wenn wir die Homologie- durch Homotopiegruppen
ersetzen.

Dies geschieht durch die Abschätzung der Konnektivität einer gewissen Vergleichsab-
bildung, was ein eher grobes Mass ist, da es aus einer einzelnen Zahl besteht. Da die Kon-
nektivität ein Spezialfall einer zellulären Ungleichung ist, liegt die Vermutung nahe, dass
sich hinter dem Konnektivitätsresultat eine stärkere Aussage in Form von ebensolchen Un-
gleichungen versteckt.

Dieser Prozess der Verallgemeinerung des Homotopie-Ausschneidungstheorems wur-
de in den 90er-Jahren durch Wojciech Chachólski initiiert, der eine allgemeinere Version für
viereckige Homotopiepushouts beweisen konnte. Der Vorbehalt dieses Resultats war, dass
die Suspension der entsprechende Vergleichsabbildung genommen werden musste. Das Ziel
dieser Arbeit – welches auch erreicht wurde – war, zuerst diese Suspension loszuwerden und
schliesslich kubische Diagramme zu studieren anstatt Vierecke.

Dafür benötigen wir einige grundlegende Ingredienzen. Als erstes beschreiben wir
einen abstrakten Zugang zu derivierten Funktoren. Dann konstruieren wir die linke Bousfield-
Lokalisierung einer kombinatorischen Modellkategorie und schliesslich verallgemeinern wir
die grundlegenden Konzepte der Theorie der abgeschlossenen Klassen indem wir auch nicht-
zusammenhängende Räume zulassen.
Schlüsselwörter. Homotopy excision, Bousfield localisation, Bousfield classes, Cellular
classes, Closed classes, Diagrams of spaces, Derived functors





PREFACE

Homotopy Excision

There is a classical “duality” between homotopy and homology groups in that homotopy
groups are compatible with fibre sequences or homotopy pullbacks (every homotopy pullback
gives rise to a long exact sequence in homotopy), while homology groups are compatible with
cofibre sequences or homotopy pushouts (every homotopy pushout gives rise to a long exact
sequence in homology). This last statement is sometimes referred to as the Mayer-Vietoris
or excision axiom. The classical Blakers-Massey theorem (or homotopy excision as it is
often called) asks to what extent the excision property remains true if we replace homology
groups by homotopy groups and gives a range in which the excision property holds. More
specifically, it states that if a space X can be decomposed as X = U ∪ V with U , V ⊆ X
open and U ∩ V �= ∅ and such that

πi(U, U ∩ V ) = 0 and πj(V, U ∩ V ) = 0

within ranges 0 < i < p, 0 < j < q (where p, q � 1) then the so-called excision map
πn(V, U ∩ V )→ πn(X, U) is bijective for 1 � n < p + q − 2 and surjective for n = p + q − 2.

This classical formulation is unnecessarily restrictive (in that it requires U and V be
open) and the relative homotopy groups are unhandy when their explicit definition is used.
Let us quickly state an easier formulation due to Ellis-Steiner [23] and Goodwillie [30] using
homotopically invariant versions of common universal constructions (limits, colimits, fibres).
Given a map of spaces E → B together with a base-point e ∈ E, the homotopy fibre (i.e. the
homotopy invariant fibre construction) F := hFib(E → B) with respect to this base-point
fits into the Serre long exact sequence

. . .→ πn+1(B)→ πn(F )→ πn(E)→ πn(B)→ . . .→ π0(E)→ π0(B).

More generally, given two maps of spaces C → D ← B, we can form the homotopy pullback
P := holim(C → D ← B), which fits into a long exact sequence

. . .→ πn+1(D)→ πn(P )→ πn(B × C)→ πn(D)→ . . .→ π0(B × C).

With these notions clarified, we can state the classical homotopy excision theorem.
For it, we consider a commutative square

A ��

��

B

��

C �� D

that is a homotopy pushout, meaning that D is obtained by gluing together B and C along
a common subspace A in a non-pathological way. Now, taking the homotopy pullback
P = holim(C → D ← B), then by a universal property, there is a comparison map q : A→ P
and the theorem states that if the homotopy fibres hFib(A → B) and hFib(A → C) are



p- and q-connected then the homotopy fibre hFib(q : A → P ) of the comparison map is
(p + q)-connected.

As one direct use of this, by the long exact sequence associated to hFib(q), we get
that πn(A) ∼= πn(P ) for all n � p+q, which means that in the long exact sequence associated
to P , we can replace P by A within this range and we get a new (finite!) long exact sequence

πp+q+1(B)× πp+q+1(C)→ πp+q+1(D)→ πp+q(A)→ πp+q(B)× πp+q(C)→ . . .

. . .→ π1(D)→ π0(A)→ π0(B)× π0(C).

This is very useful since, in general, the homotopy pullback P might not be calculable,
whereas A is already given.

As an important, less direct application, let us mention the Freudenthal suspension
theorem, which lies at the foundation of stable homotopy theory. It is implied by the homo-
topy excision theorem applied to the case where B = C = CA are cones over A and thus
contractible. In that case, D = ΣA is the suspension of A, while P = ΩΣA is the loop space
of said suspension, and the theorem says that the suspension map

πn(A)→ πn+1(ΣA),
[
Sn γ−→ A

]

→
[
Sn+1 Σγ−−→ ΣA

]
is an isomorphism for all n � 2·conn(A) and a surjection for n = 2 conn(A)+1, where conn(A)
is the connectivity of A. Now, this first implies that conn(ΣkA) � conn(A)+k, meaning that
the connectivity grows with every suspension that we take. But 2 conn(ΣkA) � 2 conn(A)+2k
grows even faster and we conclude that for a fixed n ∈ N, the sequence

πn(A)→ πn+1(ΣA)→ πn+2(Σ2A)→ . . .

stabilises and this stable value πs
n(A) is called the nth stable homotopy group of A.

As a last note for the classical theorem: While we only stated the square case here,
the theorem generalises to higher-dimensional strong homotopy pushouts, which are higher-
dimensional (hyper-)cubical diagrams (see chapter 10 for more details).

Bousfield Localisation

The starting point for cellular homotopy excision – which is the focus of this thesis – is the
observation that the connectivity of a space (and hence of a map) can be expressed in terms
of so-called left Bousfield localisations. This can very much be understood in analogy to
the localisation of rings. To wit, given a commutative ring R and a set M ⊆ R, we can
localise R at M and obtain a new ring R[M−1], where all elements of M are made invertible.
Now, given a category C equipped with a class of weak equivalences, the invertibility of an
element is replaced by the contractibility of an object (i.e. its being weakly equivalent to the
terminal object). So, given a set M of objects, we want to localise C at M by adding new
weak equivalences to C in such a way that every object in M becomes contractible.

Of course, this can always be done formally but we would like to have some control
over the resulting homotopy category (assuming that was already the case for C). More
precisely, if C comes equipped with a model structure (which means that we have good
control over its homotopy category), we would like to localise C in such a way that we still
have a model structure.

To this end, the localisation of the category of spaces first occurred in the works
of Quillen [44], Sullivan [47; 48] and Bousfield-Kan [8]. In today’s form, they were then



developed by Dror Farjoun [25; 26] and Bousfield [6; 7] and subsequently further developed
and studied by Chachólski [10; 11; 12]. In its model categorical formulation [33], the left
Bousfield localisation of a model category (most importantly, that of spaces in the form of
simplicial sets) is obtained by adding in the new weak equivalences while keeping the same
cofibrations.

Let’s come back to the original point that the connectivity of a space is expressible in
terms of left Bousfield localisations. Just like for rings, if we make some spaces contractible,
they might not be the only ones and, as it turns out, a space X is n-connected iff it be-
comes contractible when localising the category of spaces at Sn+1, the (n + 1)-sphere. The
general motto now is that many theorems that involve connectivities can be reformulated,
strengthened and generalised by using localisations. In particular, this should be true for the
homotopy excision theorem mentioned at the beginning.

In fact, there is an entire calculus of acyclic inequalities hidden behind this. Writing
X > Y for the statement that X becomes contractible when localising at Y , we have just
mentioned that X is n-connected iff X > Sn+1. However, connectivity is of course not the
only property that is expressible in this way. For example, letting M(Z/pZ, 2) be the Moore
space, whose only non-trivial reduced integral homology group is Z/pZ in dimension 2, one
can show that

X > M(Z/pZ, 2) iff X is 1-connected and every πn(X) with n > 2 is a p-group.

Now, any acyclic inequality immediately allows us to transfer this property. For example, it is
always true that ΣX > X. This is not too interesting, when just looking at the connectivity
(it just tells us that conn(ΣX) � conn(X)) but if X has the above property, then

ΣX > X > M(Z/pZ, 2)

and since “>” is transitive, we can conclude that ΣX again has the above property. It is
exactly for such properties, other than connectivity, expressible in terms of acyclic inequalities
that we think it is worthwhile to generalise classical results (such as homotopy excision), which
only involve connectivity.

Main Results

The main objective of this thesis is to show a cellular version of the homotopy excision the-
orem. The classical version has been proved time and again with different formulations by
different people [4; 9; 24; 30] but all of them based solely on connectivity (and the structure
of the first non-zero homotopy group). Continuing the work of Chachólski [13], we try to
reformulate these results (partially) in terms of closed classes and Bousfield classes. Specifi-
cally, as our first main result, we show an acyclic homotopy excision theorem for homotopy
pushout squares, which reads as follows.

(9.7.1) Theorem. Given a homotopy pushout square

A
f

��

g

��

B

��

C �� D

with comparison map q : A→ holim(B → D ← C), then

hFib(q) > Ω hFib(f) ∗ Ω hFib(g).



The big difference to Chachólski’s original result [13] is that we directly study the fibres of the
comparison map q, whereas he obtains a cellular inequality for the fibres of the suspension Σq.
For expository reasons, we intentionally swept some connectivity issues under the rug in the
above statement and a lot of work done in this thesis goes into making sense of homotopy
fibres (and loop spaces) for non-connected and unpointed spaces in the context of Bousfield
classes.

We then move on to prove an analogue of the acyclic Blakers-Massey theorem for
cubes instead of squares. Here, just like in Chachólski’s original work, we again need to
suspend the comparison map (even twice!) in order to be able to establish an acyclic inequal-
ity. We also need to impose some connectivity restrictions for our methods to work but are
confident that the result should hold even without them.

(11.3.11) Theorem. Let A : ◻3 → sSets be a strong homotopy pushout of connected spaces,
with homotopy fibres Fk := hFib(A∅ → Ak) and comparison map q : A∅ → holim

⌜
3 A. As

long as the homotopy fibres F1, F2 and F3 are again connected,

hFib(Σ2q) > Σ(ΩF1 ∗ ΩF2 ∗ ΩF3).

Organisation of the Thesis

This thesis is split into three different parts. In the first part, we are going to discuss the
basics of forming homotopy categories and derived functors from the abstract viewpoint of
relative categories, which is just a fancy way of saying a category equipped with some class of
weak equivalences. No additional structure is assumed and we are only interested in abstract
universal properties, while explaining how additional data (such as model structures) can
be used for explicit constructions. This approach is more in the spirit of [21] and is neces-
sarily more derivatoresque in nature (even though the author only learned about derivators
afterwards). For the expert, used to a more explicit approach to derived functors (e.g. via
model structures), this is certainly an interesting alternative viewpoint and can help create
a link between different such approaches. However, since we are only going to use it in the
especially nice context of diagrams of simplicial sets, one shouldn’t expect many new results
for this particular context.

In the second part, we are going to discuss the construction of left Bousfield local-
isations of combinatorial model categories. Much of this theory and the results at its core
have been considered folklore for a long time but without any one single resource that one
could use to learn it. To be able to construct the left Bousfield localisation, we first need to
establish the foundations of locally presentable and accessible categories. Good resources are
[1] and [39]. Our approach is very much along classical lines, even though we proved a few
results not found in the literature, which we were then able to use to facilitate a few proofs
later on.

A very good resource for the actual construction of left Bousfield localisations (but
for cellular model categories) is of course Hirschhorn’s book [33] but we find the combinatorial
context more convenient. Here, though, the troubles already start at the basics since an oft-
seen reference is Smith’s book Combinatorial model categories which, to this day, has not
appeared. As a replacement, Dugger’s work [20] is often cited. However, in anticipation
of Smith’s book, a lot of details are left out in op. cit. In more modern times, there is
of course Lurie’s tome [37], which, while ingenious, hardly provides a direct path to left
Bousfield localisations and operates at a much higher level of abstraction. Then, finally,
there is Barkwick’s work [2], who, however, is mostly concerned with the enriched case and
in which, we were not able to fill in the details of one particular proof.



All in all, we feel that this part might be of great educational interest, even to people
not working in (unstable) homotopy theory. For example, left Bousfield localisations have
been used successfully in algebraic geometry as well [42]. But again, for the expert, already
familiar with the material, there are not too many surprises here.

In the third and final part, we finally come to the proofs of our main results, which
we already mentioned above.

As a final comment, even though we included chapters on categorical preliminaries,
homotopical preliminaries and model categories, we assume basic familiarity with category
theory, homotopy theory (including simplicial sets) and the approach to homotopy theory
through model categories. In the respective chapters, we try to cover a few things that are
maybe less well-known or done differently by different people or that, while maybe well-
known, require some special attention to details.



CONTENTS

Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . i

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii

Preface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv

I Localisation of Categories 1
Chapter 1 Localisations and Derived Functors . . . . . . . . . . . . . 3

1. Localisations Reviewed . . . . . . . . . . . . . . . . . . . . . . . 3
2. Derived Functors . . . . . . . . . . . . . . . . . . . . . . . . . . 5
3. Construction of Derived Functors . . . . . . . . . . . . . . . . . . . 8
4. The Yoga of Mates . . . . . . . . . . . . . . . . . . . . . . . . . 11
5. Beck-Chevalley Condition . . . . . . . . . . . . . . . . . . . . . . 15
6. Derived Adjunctions . . . . . . . . . . . . . . . . . . . . . . . . . 18
7. Two Notions of Homotopy Colimits . . . . . . . . . . . . . . . . . . 22
8. Evaluation and Endomorphisms . . . . . . . . . . . . . . . . . . . . 23
9. Derived Functors on Diagram Categories . . . . . . . . . . . . . . . . 25

II Left Bousfield Localisation 30
Chapter 2 Categorical Preliminaries . . . . . . . . . . . . . . . . . . 32

1. Cocompleteness of Cat . . . . . . . . . . . . . . . . . . . . . . . . 32
2. Coends as Colimits . . . . . . . . . . . . . . . . . . . . . . . . . 40
3. Preservation, Reflection and Creation of Limits . . . . . . . . . . . . . 42
4. Final Functors . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
5. Colimits in Comma Categories . . . . . . . . . . . . . . . . . . . . 48
6. Generators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

Chapter 3 Smallness of Categories . . . . . . . . . . . . . . . . . . 53

1. Filtered Colimits . . . . . . . . . . . . . . . . . . . . . . . . . . 53
2. Presentable Objects . . . . . . . . . . . . . . . . . . . . . . . . . 56
3. Locally Presentable Categories . . . . . . . . . . . . . . . . . . . . 62
4. Level of Accessibility . . . . . . . . . . . . . . . . . . . . . . . . 69
5. Localisations of Presheaf Categories . . . . . . . . . . . . . . . . . . 77
6. Diagram Categories . . . . . . . . . . . . . . . . . . . . . . . . . 79



x Contents

7. Accessible Functors . . . . . . . . . . . . . . . . . . . . . . . . . 81
8. Pure Subobjects . . . . . . . . . . . . . . . . . . . . . . . . . . 86

Chapter 4 Factorisation Systems . . . . . . . . . . . . . . . . . . . 94

1. Transfinite Composition . . . . . . . . . . . . . . . . . . . . . . . 94
2. Lifting Properties . . . . . . . . . . . . . . . . . . . . . . . . . . 97
3. Saturated Classes . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4. Factorisation Systems . . . . . . . . . . . . . . . . . . . . . . . . 107
5. Small Objects . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
6. Cellular Approximation and the Small Object Argument . . . . . . . . . . 113

Chapter 5 Model Categories . . . . . . . . . . . . . . . . . . . . . 118

1. Cofibrantly Generated Model Categories . . . . . . . . . . . . . . . . 118
2. Combinatorial Model Categories . . . . . . . . . . . . . . . . . . . . 120
3. The Interpolating Small Object Argument . . . . . . . . . . . . . . . . 124
4. Smith’s Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . 128

Chapter 6 Left Bousfield Localisation . . . . . . . . . . . . . . . . . 130

1. Simplicial Mapping Spaces . . . . . . . . . . . . . . . . . . . . . . 130
2. Mapping Spaces and Homotopy Categories . . . . . . . . . . . . . . . 136
3. Definition and First Properties . . . . . . . . . . . . . . . . . . . . 138
4. S-Local Objects and Morphisms . . . . . . . . . . . . . . . . . . . . 139
5. S-Local Fibrant Replacement . . . . . . . . . . . . . . . . . . . . . 142
6. Existence Theorem . . . . . . . . . . . . . . . . . . . . . . . . . 145

III Cellular Homotopy Excision 147
Chapter 7 Homotopical Preliminaries . . . . . . . . . . . . . . . . . 149

1. Basic Constructions and Notations . . . . . . . . . . . . . . . . . . . 149
2. Non-Degenerate Simplices . . . . . . . . . . . . . . . . . . . . . . 155
3. Projective Model Structures . . . . . . . . . . . . . . . . . . . . . 159
4. Homotopy Colimits . . . . . . . . . . . . . . . . . . . . . . . . . 163
5. Comparison Maps and Thomason’s Theorem . . . . . . . . . . . . . . 172
6. Bounded Diagrams . . . . . . . . . . . . . . . . . . . . . . . . . 175
7. Mather’s Cube Theorems . . . . . . . . . . . . . . . . . . . . . . . 177
8. Some Explicit Formulae . . . . . . . . . . . . . . . . . . . . . . . 180
9. Fibre Decomposition . . . . . . . . . . . . . . . . . . . . . . . . 186

Chapter 8 Closed Classes . . . . . . . . . . . . . . . . . . . . . . 192

1. Sets of Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
2. Characterisation of Closed Classes . . . . . . . . . . . . . . . . . . . 193
3. Properties of Closed Classes . . . . . . . . . . . . . . . . . . . . . 194
4. Dror Farjoun’s Theorem . . . . . . . . . . . . . . . . . . . . . . . 197
5. Closed Classes and Fibrations . . . . . . . . . . . . . . . . . . . . . 202
6. Fibrewise Localisation . . . . . . . . . . . . . . . . . . . . . . . . 205



Contents xi

7. Cellular and Acyclic Inequalities . . . . . . . . . . . . . . . . . . . . 208

Chapter 9 Homotopy Excision for Squares . . . . . . . . . . . . . . . 211

1. Total Fibres, Pushout Fibres and the James Map . . . . . . . . . . . . . 211
2. Main Theorem and Examples . . . . . . . . . . . . . . . . . . . . . 213
3. Reduction to Fake Wedges . . . . . . . . . . . . . . . . . . . . . . 215
4. Cofibres . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216
5. A Rough Estimate . . . . . . . . . . . . . . . . . . . . . . . . . 217
6. Connectivity of the Total Fibre . . . . . . . . . . . . . . . . . . . . 220
7. Proof of the Main Theorem . . . . . . . . . . . . . . . . . . . . . . 220
8. Arbitrary Squares . . . . . . . . . . . . . . . . . . . . . . . . . . 222
9. Pullbacks and Suspensions . . . . . . . . . . . . . . . . . . . . . . 223

Chapter 10 Cubical Diagrams . . . . . . . . . . . . . . . . . . . . . 225

1. Setup and Notation . . . . . . . . . . . . . . . . . . . . . . . . . 225
2. Comparison Maps . . . . . . . . . . . . . . . . . . . . . . . . . . 227
3. Cubical Diagrams . . . . . . . . . . . . . . . . . . . . . . . . . . 231
4. Grothendieck Construction for Posets . . . . . . . . . . . . . . . . . 233
5. Building Higher Dimensional Cubes . . . . . . . . . . . . . . . . . . 235
6. Higher Pushouts and Pullbacks . . . . . . . . . . . . . . . . . . . . 241
7. Homotopy Pullbacks and Closed Classes . . . . . . . . . . . . . . . . 242
8. Strong Homotopy Colimits . . . . . . . . . . . . . . . . . . . . . . 243
9. Strong Homotopy Pushouts and Pullbacks . . . . . . . . . . . . . . . 245
10. Puppe’s Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . 246
11. Quotients of Posets . . . . . . . . . . . . . . . . . . . . . . . . . 248
12. Webs and Layers . . . . . . . . . . . . . . . . . . . . . . . . . . 249
13. Serre’s Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . 257

Chapter 11 Homotopy Excision for Cubes . . . . . . . . . . . . . . . 261

1. Suspended Comparison Maps . . . . . . . . . . . . . . . . . . . . . 261
2. Suspended Square Case . . . . . . . . . . . . . . . . . . . . . . . 262
3. Cubical Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . 262

Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 268

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 271



Part I

Localisation of Categories





Chapter 1

LOCALISATIONS AND DERIVED
FUNCTORS

The content of this chapter started out as a small note in the beginning of the authors
PhD, when learning about categorical homotopy theory and realising that there are different
approaches to derived functors and that their interplay doesn’t seem to be well-documented.

The original goal was to answer the question of why double homotopy pushouts
(or more generally, homotopy Kan extensions in a category of diagrams) can be calculated
pointwise, even if there is no model structure. This question is usually quickly dismissed as
a very simple one but, on close inspection, does have its subtleties, not the least of which
being how a homotopy Kan extension should be defined.

In section 1, we first derive a universal property of the (strict) localisation of a
category that we are going to need and which is usually only proven for explicit constructions
of the localisation (e.g. for the homotopy category of a model category). In section 2, we
restate the usual definition of a derived functor and, more importantly, of an absolute derived
functor. We then externalise this definition and quickly discuss some class-theoretic issues
that arise. In section 3, we slightly generalise the [21] approach for the construction of derived
functors and see that the usual construction of derived functors via (co)fibrant replacements
is not confined to model categories. In sections 4 and 5, for lack of references, we quickly
recall the definition, coherence and Beck-Chevalley interchange condition for the calculus
of mates. These are standard tools in the world of derivators but less well-known outside
of it. Motivated by [40], we investigate the concept of derived adjunctions in our general
context and show the relation between absolute derived functors and adjoints thereof. Similar
results were already obtained by [29] but using different techniques. Our proofs, using the
external characterisation of absolute Kan extensions, seems much more straightforward than
the internal approach taken in op. cit. In section 7, we apply this comparison result to the
notion of homotopy (co)limits and obtain two equivalent definitions. Finally, sections 8 and
9 contain our main results about the pointwiseness of certain homotopy Kan extensions and
we obtain two sufficient criteria for them to be so.

1. Localisations Reviewed

By the localisation of a category C with respect to a class of morphisms W is meant the
(comparison functor with) the category obtained by formally inverting the morphisms in W.

(1.1) Definition. Let C be a category and W a class of arrows in C (which we usually
call the weak equivalences of C). A weak localisation of C is a functor H : C→ C[W−1] sending
all arrows in W to isomorphisms and having the following universal property:
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(a) Whenever we have a functor F : C → D sending all arrows in W to isomorphisms,
then there is some F : C[W−1]→ D together with a natural isomorphism F ∼= F ◦H;

(b) For every category D, the precomposition H∗ : DC[W−1] → DC is fully faithful. That
is to say, for any two F , G : C[W−1] → D and any τ : F ◦ H ⇒ G ◦ H there is a
unique τ : F ⇒ G such that τ = τH .

(1.2) Observation. One easily sees that C[W−1] is unique up to equivalence; that the
extension F in property (a) is unique up to unique isomorphism and the natural isomorphism
F ∼= F ◦H is unique up to unique automorphism of F .

Most authors will define localisations differently. Namely, F in (a) needs to be
unique and the natural isomorphism F ∼= F ◦H is required to be an identity, while property
(b) is left out entirely. We call this a strict localisation.

(1.3) Definition. A (strict) localisation of a category C at a class of arrows W (again
called the weak equivalences) is a functor H : C→ C[W−1] that sends arrows in W to isomor-
phisms and such that every functor F : C → D that does so factors uniquely through H as
F = F ◦H. It follows that C[W−1] is unique up to isomorphism. We will seldomly have the
situation where we are given two different classes of weak equivalences in C and will thus just
write HoC := C[W−1], leaving the class W implicit.

(1.4) Example. If every arrow in W is already an isomorphism then idC : C → C is a
localisation of C at W. In particular, if C is a groupoid then idC is a localisation at any class
of weak equivalences.

(1.5) Example. If C is a model category then the canonical functor C→ HoC is a local-
isation of C with respect to its weak equivalences. In fact, having well-behaved localisations
is the reason why the theory of model categories was developed in the first place.

(1.6) Convention. If W is a class of weak equivalences in a category C, one can always
add the isomorphisms of C to W without changing the localisation and so we shall always
assume that isomorphisms are weak equivalences.

It seems curious that part (b) from the definition of a localisation is omitted entirely
in the strict version. After all, it has some consequences, e.g. for derived functors, which seem
to be important enough to be proven for an explicit construction of a localisation (e.g. [22,
5.9] for the homotopy category of a model category). But using an explicit construction is
not necessary as the following proof shows.

(1.7) Proposition. If H : C→ HoC is a strict localisation of a category C at a classW of
morphisms, then, for every category D, the precomposition H∗ : DHoC → DC is fully faithful.

Proof. Let [1] be the interval category with two objects 0, 1 and exactly one non-identity
morphism i : 0→ 1. There is the canonical twist isomorphism (DC)[1] ∼= (D[1])C so that pairs
of functors F , G : C → D together with τ : F ⇒ G correspond to functors C → D[1]. Now
given F , G : HoC→ D together with τ : F ◦H ⇒ G ◦H, these determine

T : C→ D[1] with (TC)i = τC and (Tf)0 = HFf, (Tf)1 = HGf for f : C → C ′.

Under T , arrows f ∈ W are sent to isomorphisms because HFf and GFf are invertible and
so we get a unique T : HoC→ D[1] such that T = T ◦H. Under the above twist isomorphism,
this corresponds to a unique pair of functors

F ′, G′ : HoC→ D defined by F ′ = ev0 ◦ T and G′ = ev1 ◦ T

together with τ : F ′ ⇒ G′ defined by τC = (TC)i that satisfies τ = τH . �



Section 2. Derived Functors 5

(1.8) Nomenclature. For brevity reasons, if C and D are categories with weak equiva-
lences, we call a functor F : C→ D homotopical iff it preserves weak equivalences. Moreover,
by a natural weak equivalence, we mean a natural transformation τ : F ⇒ G, all of whose
components are weak equivalences.

Assuming we have an explicit localisation construction (e.g. using zig-zags), we note
that Ho is strictly 2-functorial. In particular, any adjunction F � G of homotopical functors
yields an adjunction Ho F � Ho G between the correspondig homotopy categories.

(1.9) Observation. Let C be a category with weak equivalences and H : C → HoC a
localisation. If an object 0 is initial in C then H0 is initial in HoC.

Proof. Both adjoints in 0: {∗}� C : ! are homotopical. �

2. Derived Functors

Consider a category C with weak equivalences. Time and again, one finds oneself in the
situation where one wants to study some F : C → D that doesn’t map weak equivalences
to isomorphisms (so that it cannot be extended along the localisation). Sometimes this is
conceived as a defect of F (e.g. for F a [co]limit functor) and at other times as an interesting
peculiarity that can be exploited to construct invariants (e.g. using Hom-functors, tensoring
or global sections). In either case, the approach is usually to approximate F as well as possible
by a functor on HoC.

(2.1) Definition. Let H : C→ HoC be a localisation of a category with weak equivalences
and F : C→ D. Recall that a left derived functor (LF, λ : LF ◦H ⇒ F ) of F is a right Kan
extension of F along H. That is, for every L : HoC → D together with τ : L ◦ H ⇒ F ,
there is a unique transformation τ : L⇒ LF such that λ ◦ τH = τ . The universal 2-arrow λ
is called the counit of the left derived functor. Dually (more precisely “co-dually”, i.e. just
reversing 2-cells), one defines a right derived functor (RF, ρ) of F , whose universal 2-arrow
is called its unit.

If D also comes with a class of weak equivalences and localisation H ′ : D → HoD,
we will usually be more interested in the total left derived functor , which is the left derived
functor LF := L(H ′◦F ) of H ′◦F . Dually for the total right derived functor RF := R(H ′◦F ).

(2.2) Remark. Being a terminal object in the category H∗ ↓ F , a left derived func-
tor (LF, λ) is unique up to unique isomorphism. In particular, for a fixed LF , its counit λ is
unique up to precomposition with αH for some unique automorphism α of LF .

As a special case of this universal property, we obtain that the operations L (resp. L) and R
(resp. R) are functorial.

(2.3) Definition. Let F , F ′ : C → D have right Kan extensions (LF, λ) and (LF ′, λ′)
along some H : C → H and σ : F ⇒ F ′. Then there is a unique Lσ := σ ◦ λ : LF ⇒ LF ′

such that σ ◦ λ = λ′ ◦ (Lσ)H . Dually, if G, G′ : C → D have left Kan extensions (RG, ρ)
and (RG′, ρ′) along H and τ : G⇒ G′ then there is a unique Rτ := ρ′ ◦ σ : RG⇒ RG′ such
that (Rτ)H ◦ ρ = ρ′ ◦ τ . The unicity of these shows that L and R strictly preserve vertical
compositions of natural transformations as well as identities. Similarly for the totally derived
versions Lσ := L(H ′σ) and Rτ := R(H ′τ) for H ′ : D→ H′.
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There is the following convenient external characterisation of derived functors. Un-
fortunately, there are some class-theoretic difficulties involved (cf. the remark below).

(2.4) Proposition. If (LF, λ) is a right Kan extension of F : C → D along some func-
tor H : C→ H then

ϕL : Nat(L, LF )→ Nat(L ◦H, F ), τ 
→ λ ◦ τH

is a bijection, natural in L : H → D. Conversely, if there is a functor LF : H → D together
with a natural family of bijections

ϕL : Nat(L, LF )→ Nat(L ◦H, F )

indexed by all functors L : H→ D then (LF, ϕLF idLF ) is a left derived functor of F . More-
over, these two constructions are inverse to each other.

Proof. The map τ 
→ λ ◦ (Hτ) being a bijection is just the universal property of a right Kan
extension and naturality is easy. Conversely, if there is a natural family (ϕL)L of bijections as
in the proposition, we put λ := ϕLF idLF . Now for any L : H→ D together with τ : L◦H ⇒ F
there is a unique τ : L⇒ LF such that ϕLτ = τ . Chasing idLF around the naturality square

(2.5)

Nat(LF, LF )

τ∗
��

ϕLF �� Nat(LF ◦H, F )

τ∗
H

��

Nat(L, LF ) ϕL

�� Nat(L ◦H, F ) ,

we see that τ is the unique transformation L⇒ LF such that λ ◦ τH = τ . �

(2.6) Remark. In ordinary NBG class theory, one cannot properly formalise the above
proposition because in general, there is no class of all functors L : H → D. The obvious
remedies for this (apart from never using the external characterisation) is to assume the
existence of a universe or switch to a higher class theory that has 2-classes, whose relation
to ordinary classes is the same as that of classes to sets. Another solution is to observe that
the family (ϕL)L is completely determined by ϕLF and making the following definition.

(2.7) Definition. For F : C→ D, an (external) right Kan extension along H : C→ H is
a functor LF : H→ D together with a bijection ϕLF : Nat(LF, LF )→ Nat(LF ◦H, F ) such
that for every L : H → D there is some bijection ϕL : Nat(L, LF ) → Nat(L ◦H, F ) making
the diagram (2.5) commute. It follows that the ϕL are unique and the proposition tells us
that the two definitions of a left derived functor are equivalent. We shall still informally speak
of a natural family of bijections although we cannot form an indexing class for it. Dually for
(external) left Kan extensions. Again if H : C → HoC is a localisation functor, we speak of
(external) left and (external) right derived functors.

Of particular importance for homotopy theory are the so-called absolute Kan ex-
tensions, i.e. those preserved by any morphism. Their importance comes from the fact that
all derived functors that arise from Quillen adjunctions are absolute and that there is a nice
interplay between adjunctions and absolute derived functors.

(2.8) Definition. A right Kan extension (LF, λ) of a functor F : C→ D along H : C→ H

is called absolute iff for every G : D→ E, the composite (G◦LF, Gλ) is a right Kan extension
of G ◦ F along H. Dually for left Kan extensions.
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(2.9) Example. Given two functors F : C � D :G then F � G with unit η iff (G, η) is an
absolute left Kan extension of idC along F (cf. (4.1)). Dually, F � G with counit ε iff (F, ε)
is an absolute right Kan extension of idD along G.

(2.10) Example. If C and D are two categories, each equipped with a class of weak equiv-
alences and F : C → D is homotopical then Ho F : HoC → HoD together with the identity
transformation is both an absolute total left and an absolute total right derived functor of F .

(2.11) Remark. We have already seen that taking Kan extensions preserves vertical com-
positions of natural transformations. In the absolute case, this is also true for horizontal com-
positions (which doesn’t even make sense in the non-absolute case). To wit, consider two pairs
of parallel functors F , F ′ : C→ D, E, E′ : D→ E together with σ : F ⇒ F ′, τ : E ⇒ E′ such
that F and F ′ have absolute right Kan extensions (LF, λ) and (LF ′, λ′) along an H : C→ H.
Then L(τ � σ) = τ � Lσ (where � is horizontal composition of natural transformations).

Proof. For an arbitrary object C ∈ C, we easily calculate

E′λ′
C ◦ (τ � Lσ)HC = E′λ′

C ◦ E′(Lσ)HC ◦ τ(LF )HC = E′σC ◦ E′λC ◦ τ(LF )HC

τ nat= E′σC ◦ τF C ◦ EλC = (τ � σ)C ◦GλC . �

As an obvious next step, we can adapt the external characterisation (2.4) to the
case of absolute derived functors (again stated in larger generality).

(2.12) Proposition. If (LF, λ) is an absolute right Kan extension of F : C → D along
some functor H : C→ H then

ϕE,E,L : Nat(L, E ◦ LF )→ Nat(L ◦H, E ◦ F ), τ 
→ Eλ ◦ τH

is a bijection natural in E, E : D → E and L : H → E. Conversely, if there is LF : H → D

together with a family of bijections

ϕE,E,L : Nat(L, E ◦ LF )→ Nat(L ◦H, E ◦ F )

natural in the category E and the functor L : H → E (naturality in E : D → E is auto-
matic) then (LF, ϕD,idD,LF idLF ) is a total left derived functor of F . Moreover, these two
constructions are inverse to each other.

Proof. The bijectivity of τ 
→ Eλ ◦ τH is just the universal property of the right Kan exten-
sion (E ◦LF, Eλ) and naturality is easy. For the converse claim, we put λ := ϕD,idD,LF idLF .
For E : D → E, L : H → E and τ : L ◦ H ⇒ E ◦ F there is a unique τ : L ⇒ E ◦ LF such
that ϕE,E,Lτ = τ and chasing idLF around the commutative diagram

Nat(LF, LF )
ϕD,idD,LF

��

E∗
��

Nat(LF ◦H, F )

E∗
��

Nat(E ◦ LF, E ◦ LF )
ϕE,E,E◦LF

��

τ∗
��

Nat(E ◦ LF ◦H, E ◦ F )

τ∗
H

��

Nat(L, E ◦ LF ) ϕE,E,L

�� Nat(L ◦H, E ◦ F )

we obtain that indeed, τ is the unique transformation satisfying τ = Eλ ◦ τH . �
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(2.13) Remark. Again the class-theoretic difficulties can be resolved by noting that the
family (ϕE,E,L)E,E,L is completely determined by ϕD,idD,LF .

Because we shall usually work with total derived functors, let us quickly restate this
theorem for the total derived case.

(2.14) Corollary. Let C, D be two categories equipped with weak equivalences and HC, HD

the corresponding localisations. Moreover, let F : C→ D and LF : HoC→ HoD. If LF is an
absolute total left derived functor of F with counit λ then τ 
→ Eλ ◦ τHC

defines a bijection

ϕE,E,L : Nat(L, E ◦ LF ) ∼= Nat(L ◦HC, E ◦HD ◦ F )

natural in E, E : HoD → E and L : HoC → E. Conversely, if there is such a natural
family of bijections then LF is an absolute total left derived functor of F with counit
ϕHoD,idHo D,LF idLF . These assignments are mutually inverse. Dually, if we have G : D → C

and RG : HoD → HoC such that RG is an absolute total right derived functor of G with
unit ρ then τ 
→ τHD

◦ E′ρ defines a bijection

ψE′,E′,R : Nat(E′ ◦ RG, R) ∼= Nat(E′ ◦HC ◦G, R ◦HD)

natural in E′, E′ : HoC → E′, R : HoD → E′ and conversely given such a natural family of
bijections, RG is an absolute total right derived functor of G with unit ψHoC,idHo C,RGidRG.
Again, these assignments are mutually inverse. �

3. Construction of Derived Functors

Virtually all derived functors that occur “in nature” are constructed by means of resolutions
(a.k.a. replacements, a.k.a. approximations) and we shall quickly abstract these constructions
to our context. For this, we fix some category C equipped with a class of weak equivalences
and write H : C→ HoC for its localisation.

(3.1) Convention. If not stated otherwise, we will always equip a subcategory C0 ⊆ C

with the weak equivalences coming from C. I.e. an arrow in C0 is a weak equivalence iff it is
one in C.

(3.2) Definition. Following the nomenclature in [21] (and weakening their notion) a left
deformation retract of C is a full subcategory C0 ↪→ C with localisation H0 : C0 → HoC0 such
that there exist

(a) a function Q : ObC→ ObC0 and for every f : C → C ′ in C a Qf : QC → QC ′ in C0
such that H0Q defines a functor H0Q : C → HoC0 that sends weak equivalences to
isomorphisms and thus induces a unique Q̃ : HoC→ HoC0 such that Q̃◦H = H0Q;

(b) for each C ∈ C a weak equivalence qC : QC → C such that for every f : C → C ′

QC

qC

��

Qf
�� QC ′

qC′
��

C
f

�� C ′
commutes in C.

The triple (C0, Q, q) is then called a left deformation retraction (of C to C0). Dually, one
defines a right deformation retract.
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(3.3) Observation. If the weak equivalences in C satisfy 2-out-of-3, then the requirement
that H0Q send weak equivalences to isomorphisms is superfluous. Indeed, for f : C → C ′

in C we have q′
C ◦Qf = f ◦ qC and so f is a weak equivalence iff Qf is.

(3.4) Example. As already mentioned, our notion of a deformation retract is weaker than
the one in [21]. There a left deformation retract is defined as as full subcategory I : C0 ↪→ C to-
gether with a homotopical functor Q : C→ C0 and a natural weak equivalence σ : I ◦Q⇒ idC.

(3.5) Example. For M a model category, the category of cofibrant objects Mc together
with some chosen cofibrant replacements qC : QC → C (i.e. QC is cofibrant and qC an acyclic
fibration) and chosen lifts Qf : QC → QC ′ for f : C → C ′ forms a left deformation retraction
(cf. [22, Lemma 5.1]).

(3.6) Example. More generally, if L : M � C :R is a left model approximation in the
sense of [15] (left adjoint on the left), we let C0 ⊆ C be the full subcategory comprising
all (objects isomorphic to) images of cofibrant objects in M under L. Choosing a cofibrant
replacement Q for M as in the last example

(C f−→ C ′) 
→ (LQRC
LQRf−−−−→ LQRC ′) together with the LQRC

q�
RC−−→ C

defines a left deformation retraction of C to C0. Indeed, the q�
RC are weak equivalences because

their adjuncts are and by definition of a left model approximation. Moreover, our cofibrant
replacement is functorial when passing to the homotopy category because H0LQR is just

C
R−→M

HM−−→ HoM Q̃−→ HoMc
Ho L−−−→ HoC0

(where for the last functor, we used that L sends weak equivalences between cofibrant objects
to weak equivalences). Finally, the “naturality squares” for the q�

RC : LQRC → C commute
because their adjunct squares do.

(3.7) Example. Again for a model category C, any functorial factorisation C[1] → C[2]

into a cofibration followed by a weak equivalence gives rise to a cofibrant approximation
functor Q : C→ Cc by factoring the unique arrow !C : ∅→ C for C ∈ C into ∅ � QC → C.

Just like in (3.4) and (3.7), it is usually convenient to require that Q itself be
a functor. However, this has the undesirable consequence of needing to have functorial
factorisations on a model category for the theory to apply. It is much more important that Q
become functorial when passing to the homotopy category.
(3.8) Proposition. Let (C0, Q, q) be a left deformation retraction of C and I : C0 ↪→ C

the inclusion. Then the families (HqC)C∈C and (H0qC0)C0∈C0 define natural isomorphisms
Ho I ◦ Q̃ ∼= idHoC and Q̃ ◦Ho I ∼= idHoC0 .

Proof. It suffices to check that the two families define natural isomorphisms

Ho I ◦ Q̃ ◦H = Ho I ◦H0Q
∼==⇒ H and Q̃ ◦Ho I ◦H0 = H0Q ◦ I

∼==⇒ H0,

which is simple because we already have “naturality squares” in C. For example, the naturality
of the first family corresponds to the commutativity of

C

f

��

(Ho I)Q̃HC

(Ho I)Q̃Hf
��

(Ho I)H0QC

(Ho I)H0Qf

��

HIQC

HIQf

��

HQC
HqC ��

HQf

��

HC

Hf

��

C ′ (Ho I)Q̃HC ′ (Ho I)H0QC ′ HIQC ′ HQC ′
HqC′

�� HC ′

for all f : C → C ′ in C. �
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(3.9) Remark. Because Ho I has now been shown to be fully faithful (in fact, it is even
an equivalence), we will usually view HoC0 as a full subcategory of HoC and under this
identification H0 = H|C0 .

As already mentioned at the beginning of this section, the importance of deformation
retracts comes from the fact that we can use them to “deform” functors in order to obtain
derived ones.

(3.10) Definition. Let HC : C → HoC and HD : D → HoD be two localisation functors
and F : C → D. A left deformation retract C0 ⊆ C is called a left F -deformation retract
iff the restriction F |C0 : C0 → D is homotopical. Consequently, a left deformation retrac-
tion (C0, Q, q) is called a left F -deformation retraction iff C0 is a left deformation retract
of F . Dually for right deformation retracts.

(3.11) Theorem. Let (C0, Q, q) be a left deformation retraction of C and F : C → D a
functor that maps weak equivalences in C0 to isomorphisms. Then

LF : HoC Q̃−→ HoC0
(F |C0 )−−−−−→ D together with (FqC : FQC → FC)C∈C

is an absolute left derived functor of F . In particular, if D is also equipped with a class of
weak equivalences and (C0, Q, q) is a left F -deformation retraction of C then

LF : HoC Q̃−→ HoC0
Ho(F |C0 )−−−−−−→ HoD together with (HDFqC : FQC → FC)C∈C

is an absolute total left derived functor of F .

Proof. Let us write F := (F |C0) : HoC0 → D for the functor induced by F |C0 . We need to
check that the FqC are natural in C ∈ C; i.e. that the square

(3.12)

FQC
F Q̃Hf

��

F qC

��

FQC ′

F qC′
��

FC
F f

�� FC ′

in D commutes for all f : C → C ′ in C, which is clear because FQ̃Hf = FHQf = FQf .
To see that this transformation is universal, let G : HoC → D and τ : G ◦H ⇒ F . If there
is τ : G⇒ LF such that Fq ◦ τH = τ then

GHC
τHC−−−→ LFHC = FQC

F qC−−−→ FC = GHC
τC−→ FC for all C ∈ C.

For C ∈ C0, the arrow FqC is invertible and so τHC = (FqC)−1τC . For the general case, the
naturality of τ gives a commutative diagram in D as follows:

GHQC

GHqC

��

τHQC
�� LFHQC

LF HqC

��

FQQC

F QqC

��

GHC
τHC

�� LFHC FQC .

But GHqC is invertible, so that

τ̄HC = FQqC ◦ τ̄HQC ◦ (GHqC)−1 = FQqC ◦ (FqQC)−1 ◦ τQC ◦ (GHqC)−1.
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We check that this does indeed define a natural transformation τ̄H : G ◦H ⇒ LF ◦H (thus
determining τ̄) by considering the following commutative diagram for f : C → C ′ in C (where
for the last square, we note that while Q is not a functor, FQ = FH0Q = FQ̃H is one):

GHC
(GHqC)−1

��

GHf

��

GHQC
τQC

��

GHQf

��

FQC
(F qQC)−1

��

F Qf

��

FQQC
F QqC ��

F QQf

��

FQC

F Qf

��

GHC ′
(GHqC′ )−1

�� GHQC ′
τQC′

�� FQC ′
(F qQC′ )−1

�� FQQC ′
F QqC′

�� FQC ′
.

Moreover, τ̄ does indeed satisfy Fq ◦ τ̄H = τ because if C ∈ C then

FqC ◦ τ̄HC = FqC ◦ FQqC ◦ (FqQC)−1 ◦ τQC ◦ (GHqC)−1
F q nat= FqC ◦ FqQC ◦ (FqQC)−1 ◦ τQC ◦ (GHqC)−1

= FqC ◦ τQC ◦ (GHqC)−1
τ nat= τC ◦GHqC ◦ (GHqC)−1

(for the second equality, put C � QC, C ′ � C, f � qC in (3.12) above). Finally, for the
absoluteness claim, observe that if F ′ : D → E is another functor then F ′ ◦ F again maps
weak equivalences in C0 to isomorphisms. �

(3.13) Example. As already mentioned in (3.5), the full subcategory of cofibrant objects in
a model category M, together with some chosen cofibrant replacements, is a left deformation
retract of M. Consequently, a functor F : M → N that sends weak equivalences between
cofibrant objects to isomorphisms has an absolute left derived functor in the above manner.
By Ken Brown’s lemma, a left Quillen functor F : M → N between two model categories
(which preserves cofibrations and acyclic cofibrants) has an absolute total left derived functor.

(3.14) Example. More generally, in [15], a left model approximation L : M � C :R is
called good for a functor F : C→ D between two categories with weak equivalences iff F ◦ L
is left Quillen (i.e. sends weak equivalences between cofibrant objects to weak equivalences).
This immediately implies that C0 ⊆ C as in (3.6) is a left F -deformation retract and so we
obtain LF .

An important instance of this is that if M is a model category and F : I → J a
functor between small categories, there is a Bousfield-Kan left model approximation

Funb(N(I),M
)
� Fun(I,M),

which is good for the functor F! given by taking the left Kan extension along F . In particular,
there is a homotopy left Kan extension functor LF! : MI →MJ.

4. The Yoga of Mates

As is well-known, adjunctions are just a special instance of Kan extensions (then again, what
isn’t?) and the external characterisation makes it really obvious.

(4.1) Proposition. Let F : C � D : G be two functors. Then F � G with counit ε
iff (F, ε) is an absolute right Kan extension of idD along G and dually, F � G with unit η
iff (G, η) is an absolute left Kan extension of idC along F . Indeed, if F � G with unit η and
counit ε then τ 
→ Eε ◦ τG defines a bijection

ϕE,L,E : Nat(L, E ◦ F ) ∼= Nat(L ◦G, E) with inverse σF ◦ Lη ←� σ
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and this is natural in E, L : C → E and E : D → E. Conversely, given such a natural
family of bijections then F � G with unit ϕ−1

C,idC,G(idG) and counit ϕD,F,idD
(idF ). These two

constructions are inverse to each other. �

Proof. The whole proof is simply about finding the correct naturality conditions to apply but
let’s do it anyway for the sake of completeness. Starting with an adjunction (F � G, η, ε)
and defining ϕE,L,E as in the claim, the naturality of ϕ in E and L is immediate. For the
naturality in E, we assume that we have α : E ⇒ E′ and need to show that

Nat(L, E ◦ F )
ϕE,L,E

��

(αF )∗
��

Nat(L ◦G, E)

α∗
��

Nat(L, E′ ◦ F ) ϕE,L,E′
�� Nat(L ◦G, E′)

commutes. Chasing some τ through the square, this means that

α ◦ Eε ◦ τG = E′ε ◦ αF G ◦ τG,

which follows from naturality of α. Moreover, the assignments

τ 
→ Eε ◦ τG and σF ◦ Lη ←� σ

are indeed inverse to each other, because, starting with τ , we have

τ 
−→ Eε ◦ τG 
−→ (Eε ◦ τG)F ◦ Lη
τ nat= EεF C ◦ EFηC ◦ τC

Δ-id= τC

and similarly the other way around.
Conversely, starting with a natural family of ϕE,L,E , we define η := ϕ−1

C,idC,G(idG) and
ε := ϕD,F,idD

(idF ) as in the claim and need to verify the triangle identities. For example, to
show εF ◦Fη = idF (the other one being similar), we just consider the commutative diagram

Nat(idC, G ◦ F ) F∗ ��

ϕC,idC,G

��

Nat(F, F ◦G ◦ F )
(εF )∗

��

ϕD,F,F G

��

Nat(F, F )
ϕD,F,idD

��

Nat(G, G)
F∗

�� Nat(F ◦G, F ◦G) ε∗
�� Nat(F ◦G, idD),

where the left square commutes by naturality of ϕE,L,E in the variable E, while the right
square commutes by naturality in E. Chasing η = ϕ−1

C,idC,G(idG) around the diagram, we find

ϕD,F,idD
(εF ◦ Fη) = ε = ϕD,F,idD

(idF )

and the claim follows.
Finally, the two assignments (η, ε) 
→ ϕ and (η, ε)←� ϕ as in the claim are mutually

inverse, because, starting from (η, ε), constructing ϕE,L,E : τ 
→ Eε ◦ τG and taking the
associated unit and counit, the new counit is

ϕD,F,idD
(idF ) = idDε ◦ (idF )G = ε,

which also shows that the new unit is again η because the counit determines the unit and
vice versa. Conversely, starting with ϕ, and taking the associated unit η := ϕ−1

C,idC,G(idG) and
counit ε := ϕD,F,idD

(idF ), the associated natural family ϕ′ is defined as

ϕ′
E,L,E : τ 
→ Eε ◦ τG = EϕD,F,idD

(idF ) ◦ τG.
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Now, τ is natural transformation L ⇒ E ◦ F and by naturality of ϕE,L,E in the variable L,
the square

Nat(E ◦ F, E ◦ F )
ϕE,E◦F,E

��

τ∗
��

Nat(E ◦ F ◦G, E)

(τG)∗
��

Nat(L, E ◦ F ) ϕE,L,E

�� Nat(L ◦G, E)

commutes. Chasing idE◦F through the square, we find that
ϕ′
E,L,E(τ) = ϕE,L,E(τ ◦ idE◦F ) = ϕE,L,E(τ). �

As always, by dualising (really op-dualising, i.e. inverting 1-arrows) we get an alter-
native external characterisation of adjunctions, which exhibits adjoints as Kan lifts and also
fixes the counter-intuitive aspect that in the above formula, the left adjoint appears on the
right.

(4.2) Proposition. Given two functors F : C � D :G we have F � G with unit η and
counit ε iff σ 
→ Gσ ◦ ηX = σ� defines a bijection

Nat(F ◦X, Y ) ∼= Nat(X, G ◦ Y ) with inverse τ � = εY ◦ Fτ ←� τ,

which is then natural in E, X : E → C and Y : E → D. Conversely, given such a natural
family of bijections then F � G with unit ψC,idC,F (idF ) and counit ψ−1

D,G,idD
(idG). These two

constructions are inverse to each other.

Combining the two bijections from these propositions leads to the well-known mating-bijection

(4.3)
σ 
→ σ◦◦

Nat(F ′ ◦X, Y ◦ F ) ∼= Nat(X ◦G, G′ ◦ Y )
◦◦τ ←� τ

for categories
and functors

C
F ��

X
��

D
G

��

Y
��

C′ F ′
��
D′

G′
�� ,

�

�

which is natural in X and Y and is explicitly given by

σ 
→ G′Y ε ◦G′σG ◦ η′
XG = (Y ε ◦ σG)�, (τF ◦Xη)� = ε′

Y F ◦ F ′τF ◦ F ′Xη ←� τ.

(4.4) Definition. We write σ ©© τ and say that σ : F ′X ⇒ Y F and τ : XG ⇒ G′Y are
mates (we should really say that σ = ◦◦τ is the left mate and τ = σ◦◦ is the right mate) iff
they correspond to each other under this mating bijection. For the special case where X
and Y are identities, we will occasionally use Mac Lane’s nomenclature from [38] and speak
of conjugate transformations.

(4.5) Remark. A useful consequence of the mating bijection’s naturality in X and Y is
that for α : X ⇒ X ′, β : Y ⇒ Y ′ and two squares of natural transformations

F ′ ◦X
σ ��

F α
��

Y ◦ F

βF
��

F ′ ◦X ′
σ′

�� Y ′ ◦ F

X ◦G
τ ��

αG

��

G′ ◦ Y

G′β
��

X ′ ◦G
τ ′

�� G′ ◦ Y ′

where the two horizontal pairs are mates, βF ◦ σ and G′β ◦ τ as well as σ′ ◦ Fα and τ ′ ◦ αG

are again mates. Consequently, the left-hand square commutes iff the right-hand square
commutes.
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Due to a lack of references, we shall briefly establish some standard results about
mates, which one expects to be true and whose proofs are purely formal (whence the term
yoga).

(4.6) Example. If X and Y are identities and the two adjunctions F � G, F ′ � G′

are the same then idF ©© idG, which is just a complicated way to state the triangle identi-
ties. More generally, if the two adjunctions are the same, while X and Y are endofunctors
equipped with α : X ⇒ idC and β : idD ⇒ Y then by naturality of the mating bijection,
βF ◦ Fα ©© Gβ ◦ αG. Dually for the directions of α and β reversed.

(4.7) Proposition. In the same situation as in the definition, for two natural transfor-
mations σ : F ′X ⇒ Y F and τ : XG⇒ G′Y , the following are equivalent:

(a) σ ©© τ , i.e. σ = (τF ◦Xη)� or equivalently τ = (Y ε ◦ σG)�;

(b) σ� = G′σ ◦ η′
X = τF ◦Xη or equivalently τ � = ε′

Y ◦ F ′τ = Y ε ◦ σG;

(c) for all C ∈ C and all D ∈ D the rectangle

D(FC, D)
∼= ��

Y
��

C(C, GD)

X
��

D′(Y FC, Y D)

σ∗
C

��

C′(XC, XGD)

(τD)∗
��

D′(F ′XC, Y D) ∼=
�� C′(XC, G′Y D)

commutes, where the horizontal arrows are the tuning bijections of the two adjunc-
tions.

Proof. “(a) ⇔ (b)”: Trivial.
“(b) ⇔ (c)”: Condition (b) is just the commutativity of the diagram for D = FC
and C = GD respectively. Conversely, this implies the commutativity for all C and D
by naturality of the tuning bijection for the adjunction. �

(4.8) Proposition. Taking mates is compatible with vertical and horizontal pasting of
squares in the following sense:

(a) Given categories and functors

C
X ��

F
��

C′ X′
��

F ′
��

C′′

F ′′
��

D
Y

��

G

��

D′
Y ′

��

G′

��

D′′
G′′

��

� � �

together with natural transformations σ : F ′X ⇒ Y F and σ′ : F ′′X ′ ⇒ Y ′F ′ having
mates τ = σ◦◦ : XG⇒ G′Y and τ ′ = σ′◦◦ : X ′G′ ⇒ G′′Y ′ respectively then Y ′σ ◦ σ′

X

and τ ′
Y ◦ X ′τ are again mates. In particular, if X, X ′, Y and Y ′ are identities

then σ ◦ σ′ and τ ′ ◦ τ are conjugate.
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(b) Given categories and functors

C

X
��

F1 ��
D

Y
��

G1
��

F2 ��
E

Z
��

G2
��

C′
F ′

1 ��
D′

G′
1

��

F ′
2 ��

E′
G′

2

��

� �

� �

together with natural transformations σ1 : F ′
1X ⇒ Y F1 and σ2 : F ′

2Y ⇒ ZF2 having
mates τ1 : XG1 ⇒ G′

1Y and τ2 : Y G2 ⇒ G′
2Z then σ2F1 ◦ F ′

2σ1 and G′
1τ2 ◦ τ1G2 are

again mates. In particular, if X, Y and Z are identities then σ′ � σ and τ � τ ′ are
conjugate. Still more specially, if in addition F2 = F ′

2 and σ2 (whence τ2) is the
identity, we obtain that F2σ1 and τ1G2 are conjugate.

Proof. Ad (a): Writing (η, ε), (η′, ε′) and (η′′, ε′′) for the unit-counit pairs of the three ad-
junctions we easily calculate

(
Y ′σ ◦ σ′

X

)� = G′′Y ′σ ◦G′′σ′
X ◦ η′′

X′X = G′′Y ′σ ◦ σ′�
X

= G′′Y ′σ ◦ τ ′
F ′X ◦X ′η′

X
τ ′ nat= τ ′

Y F ◦X ′G′σ ◦X ′ηX

= τ ′
Y F ◦X ′σ� = τ ′

Y F ◦X ′τF ◦X ′Xη.

Ad (b): Again, writing (η1, ε1), (η2, ε2) (η′
1, ε′

1) and (η′
2, ε′

2) for the unit-counit pairs this is
just a routine calculation:

(
σ2F1 ◦ F ′

2σ1
)� = G′

1G′
2σ2F1 ◦G′

1G′
2F ′

2σ1 ◦ (G′
1η′

2F ′
1
◦ η′

1)X

η′
2 nat
= G′

1G′
2σ2F1 ◦G′

1η′
2Y F1

◦G′
1σ1 ◦ η′

1X

= G′
1σ�

2F1
◦ σ�

1 = G′
1τ2F2F1 ◦G′

1Y η2F1 ◦ τ1F1 ◦Xη1
τ1 nat= G′

1τ2F2F1 ◦ τ1G2F2F1 ◦XG1η2F1 ◦Xη1

=
(
G′

1τ2 ◦ τ1G1

)
F2F1

◦X
(
G1η2F1 ◦ η1

)
. �

(4.9) Corollary. Given two adjunctions (F � G, η, ε), (F ′ � G′, η′, ε′) : C � D and
conjugate transformations σ : F ⇒ F ′, τ : G′ ⇒ G then σ is an isomorphism iff τ is one.

Proof. Let τ ′ : G′ ⇒ G be the mate of σ−1. Then by point (a) in the proposition (with
F ′′ = F , G′′ = G and X, X ′, Y , Y ′ all identities) σ ◦ σ−1 = idF and τ ′ ◦ τ are mates, so that
τ ′ ◦ τ = idG′ . Similarly, σ−1 ◦ σ = idF ′ and τ ◦ τ ′ are mates, which proves our claim. �

5. Beck-Chevalley Condition

Later on, we will find ourselves in the situation where we have a mating square as in (4.3) with
a natural isomorphism τ : XG ∼= G′Y but where we would really like its mate σ : F ′X ⇒ Y F
to be an isomorphism.
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(5.1) Definition. Consider a square of categories and functors together with a natural
transformation

C

X
��

D
G��

Y
��

C′ D′
G′

��

τ
��

where G and G′ have left adjoints

(F � G, η, ε), (F ′ � G′, η′, ε′).

We then say that the square satisfies the Beck-Chevalley condition (or that it’s a Beck-
Chevalley square) iff the mate ◦◦τ is an isomorphism F ′ ◦X ∼= Y ◦F . Dually, there is the dual
Beck-Chevalley condition, where we start with F , F ′ and σ and then require the mate σ◦◦ to
be an isomorphism. Usually, τ is some sort of canonical isomorphism and is then often not
explicitly mentioned. However, in that case possible confusion can arise if the functors X
and Y themselves have left adjoints. In that case, we shall speak of the horizontal and vertical
Beck-Chevalley condition according to whether one considers the horizontal or vertical pairs
of adjunctions; the case in the above definition being the horizontal one.

(5.2) Example. By (4.9), if X and Y are identities then the square from the definition
satisfies the Beck-Chevalley condition iff τ is an isomorphism.

(5.3) Example. The mate of τ is explicitly given by ε′
Y F ◦ F ′τF ◦ F ′Xη; so if τ is an

isomorphism and F , G′ are fully faithful (i.e. η and ε′ are isomorphisms) then the square
satisfies the Beck-Chevalley condition.

(5.4) Example. More importantly for us, if I, J are index categories and C is a category
with I-colimits then CJ has I-colimits, too. A colimit functor is given by

colim: CI×J ∼= (CJ)I → CJ, X 
→
(
J 
→ colim X(−, J)

)
(i.e. colimits are calulcated pointwise). If η′ is the unit of the adjunction colim: CI � C :Δ,
whose components are just the universal cocones, then a unit of colim: CI×J � CJ :Δ is given
by ηX,I,J := η′

X(−,J),I . All in all, the square

CI×J

evJ

��

CJΔ��

evJ

��

CI C
Δ

��

id
��

satisfies the Beck-Chevalley condition for all J ∈ J. Indeed, the mate of the identity is again
the identity and evJη = η′

evJ
.

(5.5) Observation. According to (4.8), horizontal and vertical composites of Beck-Che-
valley squares (defined in the obvious manner) are again Beck-Chevalley squares.

The situation gets really interesting when X and Y do have right adjoints. In that
case, there is the following interchange law for mates as stated e.g. in [31, p.17, Lemma 1.20].

(5.6) Theorem. (Beck-Chevalley Interchange) Consider a square of categories and
functors together with a natural transformation τ : XG⇒ G′Y as in the above definition and
where all four functors have adjoints

(F � G, η, ε), (F ′ � G′, η′, ε′), (X � R, θ, ζ) and (Y � S, θ′, ζ ′),
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so that τ has a horizontal left mate σ: F ′X ⇒ Y F as well as a vertical right mate ρ: GS ⇒ RG′.
Then σ and ρ are conjugate natural transformations. In particular, σ is an isomorphism iff ρ
is one and thus the square satisfies the horizontal Beck-Chevalley condition iff it satisfies the
vertical dual Beck-Chevalley condition.

Proof. Recall that the two mates σ and ρ are defined by

G′σ ◦ η′
X = τF ◦Xη and Rτ ◦ θG = ρY ◦Gθ′

and we need to check that σ and ρ are conjugate with respect to the composite adjunctions

C
F ��

D
G

��

Y ��
D′

S
��

C
X ��

C′
R

��

F ′
��
D′

G′
�� .

� �

� �

For this, we just need to take the adjunct of σ, which is

σ� = R(G′σ ◦ η′
X) ◦ θ = R(τF ◦Xη) ◦ θ = RτF ◦RXη ◦ θ

= RτF ◦ θGF ◦ η = (Rτ ◦ θG)F ◦ η = (ρY ◦Gθ′)F ◦ η = ρY F ◦Gθ′
F ◦ η

and Gθ′
F ◦ η is the unit of the upper composite adjunction. �

(5.7) Corollary. Consider a square as in (5.1) with τ : XG ∼= G′Y an isomorphism. If Y
has a fully faithful right adjoint and X is itself fully faithful and has a right adjoint then the
square satisfies the Beck-Chevalley condition.

Proof. The square satisfies the (horizontal) Beck-Chevalley condition iff it satisfies the vertical
dual Beck-Chevalley condition. Taking adjoints

(X � R, θ, ζ) : C
��

C′
�� � and (Y � S, θ′, ζ ′) : D

��

D′
�� �

the mate of τ for the vertical adjoints is RG′ζ ′ ◦ RτS ◦ θGS . But τ is an isomorphism, same
as ζ ′ (since S is fully faithful) and θ (since X is fully faithful). �

(5.8) Corollary. Given a mating square with X and Y equivalences

C
F ��

X
��

D
G

��

Y
��

C′ F ′
��
D′

G′
�� .

�

�

then σ : F ′X ⇒ Y F is an isomorphism iff its mate τ : XG⇒ G′Y is so.

Proof. Every equivalence is fully faithful and has a fully faithful left and right adjoint. �

Unfortunately, if the two vertical arrows X and Y in (5.1) have left adjoints rather
than right ones, there is no nice interchange law. However, we can still use such adjoints to
our advantage.
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(5.9) Theorem. Again consider a square as in (5.1) with τ : XG ∼= G′Y a natural iso-
morphism and where all four functors have left adjoints

(F � G, η, ε), (F ′ � G′, η′, ε′), (L � X, θ, ζ) and (M � Y, θ′, ζ ′).

(a) If X and M are fully faithful then the square satisfies the Beck-Chevalley condition.

(b) If both L and M or both X and Y are fully faithful then the square satisfies the
Beck-Chevalley condition iff there is an isomorphism F ′X ∼= Y F .

Proof. The mate σ of τ is the unique transformation satisfying G′σ ◦ η′
X = τF ◦ Xη and

so it suffices to construct a natural isomorphism σ subject to this equation. For this, we
consider the conjugate of τ with respect to the two composite adjunctions, which is the
unique isomorphism

ρ : M ◦ F ′ ∼= F ◦ L satisfying G′Y ρ ◦G′θ′
F ′ ◦ η′ = τF L ◦XηL ◦ θ.

Evaluating this equation at X and postcomposing with G′Y Fζ yields

G′(Y Fζ ◦ Y ρX ◦ θ′
F ′X) ◦ η′

X = G′Y Fζ ◦ τF LX ◦XηLX ◦ θX

= τF ◦XGFζ ◦XηLX ◦ θX = τF ◦Xη ◦Xζ ◦ θX = τF ◦Xη,

so that the mate of τ is σ = Y Fζ ◦ Y ρX ◦ θ′F ′X. Under the hypotheses of (a), this is an
isomorphism since ζ and θ′ are invertible, thus proving the first point. For point (b), assume
that L and M are fully faithful and there is an isomorphism F ′X ∼= Y F . We need to check
that Y Fζ is invertible, which is obvious since Y F ∼= F ′X and Xζ = θ−1

X is invertible. �

6. Derived Adjunctions

As already mentioned, there is a beauti- and useful interplay between adjunctions and abso-
lute derived functors; the most well-known instance of it perhaps being the famous Quillen
adjoint functor theorem. Most proofs of it rely heavily on the explicit construction of a de-
rived functor by means of (co)fibrant replacements whereas our approach really gets down
to its bare bones. For this, let us fix two categories C, D each equipped with a class of weak
equivalences and let us write HC and HD for the corresponding localisations.

(6.1) Theorem. Let (F � G, η, ε) : C � D be an adjunction such that G has an absolute
total right derived functor (RG, ρ). If this in turn has a left adjoint (Ḟ � RG, η̇, ε̇) then (Ḟ , λ)
is an absolute total left derived functor where λ := ε̇HDF ◦ Ḟ ρF ◦ ḞHCη.

Proof. We need to construct a bijection Nat(L, E ◦ F ′) ∼= Nat(L ◦HC, E ◦ HD ◦ F ) natural
in E, E : HoD→ E and L : HoC→ E. We can do so by

Nat(L, E ◦ Ḟ ) ∼= Nat(L ◦ RG, E) τ 
→ Eε̇ ◦ τRG∼= Nat(L ◦HC ◦G, E ◦HD) τ 
→ τHD
◦ Lρ

∼= Nat(L ◦HC, E ◦HD ◦ F ) τ 
→ τF ◦ (L ◦HC)η

and upon putting L := Ḟ , E := idHoD and chasing idḞ through the bijections, the counit λ
has indeed the claimed form. �

(6.2) Theorem. Let (F � G, η, ε) : C � D. If F has an absolute total left derived func-
tor (LF, λ) and G has an absolute total right derived functor (RG, ρ) then we get an adjunc-
tion (LF � RG, η̇, ε̇) where η̇ is the unique idHoC ⇒ RG◦LF such that RGλ◦ η̇HC

= ρF ◦HCη
and ε̇ is the unique LF ◦ RG⇒ idHoD such that HDε ◦ λG = ε̇HD

◦ LFρ.
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Proof. We need to construct a bijection Nat(E′ ◦ RG, E) ∼= Nat(E′, E ◦ LF ) natural in E,
E′ : HoC→ E and E : HoD→ E. We can do so by

Nat(E′ ◦ RG, E) ∼= Nat(E′ ◦HC ◦G, E ◦HD) σ 
→ σHD
◦ E′ρ

∼= Nat(E′ ◦HC, E ◦HD ◦ F ) σ 
→ σF ◦ E′HCη, EHDε ◦ τG ←� τ
∼= Nat(E′, E ◦ LF ) Eλ ◦ τHC

←� τ

and it plainly follows that η̇ and ε̇ are of the required form. �

The explicit descriptions of the unit and counit in the last theorem is not very
enlightening and it might be clearer (although the author is not convinced) to draw the
corresponding diagrams:

(6.3)

HC
HCη

��

η̇HC

��

HC ◦G ◦ F

ρF

��

RG ◦ LF ◦HC RGλ
�� RG ◦HD ◦ F

LF ◦HC ◦G
LF ρ

��

λG

��

LF ◦ RG ◦HD

ε̇HD

��

HD ◦ F ◦G
HDε

�� HD
.

Even better, in the situation of the first theorem (6.1), these two diagrams again commute
(by naturality of all arrows involved and the triangle identities).

(6.4) Definition. By a derived adjunction of (F � G, η, ε) : C � D we mean an adjunc-
tion (LF � RG, η̇, ε̇) : HoC � HoD together with transformations λ and ρ satisfying

(a) (LF, λ) is an absolute total left derived functor of F ;

(b) (RG, ρ) is an absolute total right derived functor of G;

(c) η̇ and ε̇ are the unique natural transformations making the squares (6.3) commute.

If such a derived adjunction exists, we say that F � G is derivable.

With this definition, we can summarise the results of the two theorems above by
the following (less precise) corollary.

(6.5) Corollary. Let F � G be an adjunction such that an absolute total right derived
functor RG of G exists. Then F � G is derivable if and only if RG has a left adjoint. �

Also, using the theorems, we can easily study the question when derived functors
compose. Unfortunately, they do not in general but at least we can check it on adjoints.

(6.6) Corollary. Let C, D and E be three categories with weak equivalences and

(F � G, η, ε) : C � D, (F ′ � G′, η′, ε′) : D � E

with derived adjunctions (LF � RG, η̇, ε̇) and (LF ′ � RG′, η̇′, ε̇′). If (RG ◦ RG′, ρ′′) is an
absolute total right derived functor of G ◦G′ then LF ′ ◦ LF is an absolute total left derived
functor of F ′ ◦ F with counit

(ε̇′ ◦ LF ′ε̇RG′)HEF ′F ◦ LF ′LFρ′′
F ′F ◦ LF ′LFHC(Gη̇F ◦ η).
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Proof. Composing the two adjunctions as well as their derived adjunctions yields(
F ◦ F � G ◦G′, Gη′

F ◦ η, ε′ ◦ F ′εG′
)
: C � E and

(
LF ′ ◦ LF � RG ◦ RG′,RGη̇′

LF ◦ η̇, ε̇′ ◦ LF ′ε̇RG′
)
: HoC � HoE.

Now if (RG◦RG′, ρ′) is an absolute total right derived functor of G◦G′ then by (6.1) LF ′◦LF
is indeed an absolute total left derived functor of F ′ ◦ F with counit

(ε̇′ ◦ LF ′ε̇RG′)HEF ′F ◦ LF ′LFρ′′
F ′F ◦ LF ′LFHC(Gη′

F ◦ η). �

As a special instance of this corollary, we can consider the case where ρ′′ = RGρ′◦ρG′

is the canonical candidate for a unit of RG ◦ RG′. It then follows that a counit of the total
left derived functor LF ′ ◦LF is again given by the canonical candidate and vice versa. Note
that this result is neither stronger nor weaker than the previous one.

(6.7) Corollary. In the same situation as in the last corollary, let us write

(LF, λ), (RG, ρ), (LF ′, λ′) and (RG′, ρ′)

for the absolute total derived functors. Then the composite (LF ′ ◦ LF, λ′
F ◦ LF ′λ) is an

absolute total left derived functor of F ′ ◦F if and only if (RG◦RG′,RGρ′ ◦ρG′) is an absolute
total right derived functor of G ◦G′.

Proof. If (RG ◦RG′,RGρ′ ◦ ρG′) is an absolute total right derived functor, we apply the last
corollary to ρ′′ := RGρ′ ◦ ρG′ and the claim follows by a routine (albeit tedious) calculation:

ε̇′
HEF ′F ◦ LF ′ε̇RG′HEF ′F ◦ LF ′LFRGρ′

F ′F ◦ LF ′LFρG′F ′F ◦ LF ′LFHCGη′
F ◦ LF ′LFHCη

ε nat= ε̇′
HEF ′F ◦ LF ′ρF ′F ◦ LF ′ε̇HDG′F ′F ◦ LF ′LFρG′F ′F ◦ LF ′LFHCGη′

F ◦ LF ′LFHCη
(6.3)= HEε′

F ′F ◦ λ′
G′F ′F ◦ LF ′HDεG′F ′F ◦ LF ′λGG′F ′F ◦ LF ′LFHCGη′

F ◦ LF ′LFHCη
λ nat= HEε′

F ′F ◦ λ′
G′F ′F ◦ LF ′HDεG′F ′F ◦ LF ′HDFGη′

F ◦ LF ′HDFη ◦ LF ′λ
λ′ nat= HEε′

F ′F ◦HEF ′εG′F ′F ◦HEF ′FGη′
F ◦HEF ′Fη ◦ λ′

F ◦ LF ′λ
ε nat= HEε′

F ′F ◦HEF ′ηF ◦HEF ′εF ◦HEF ′Fη ◦ λ′
F ◦ LF ′λ Δ-id= λ′

F ◦ LF ′λ.

The other direction is dual. �

(6.8) Definition. Let C, D and E be categories equipped with weak equivalences and let
F : C → D, F ′ : D → E have absolute total left derived functors (LF, λ) and (LF ′, λ′). By
abuse of notation, we say that LF composes with LF ′ iff (LF ′ ◦LF, λ′

F ◦LF ′λ) is an absolute
total left derived functor of F ′ ◦ F . Dually for right derived functors.

(6.9) Remark. Clearly, this definition is equivalent to requiring that the composite F ′◦F
have a total left derived functor

(
L(F ′ ◦ F ), λ′′) and that the natural transformation

LF ′ ◦ LF ⇒ L(F ′ ◦ F ) induced by λ′
F ◦ LF ′λ be an isomorphism.

(6.10) Example. Obviously, if F ′ is homotopical then LF ′ ∼= Ho F ′, so that LF and LF ′

compose. Also, total left derived functors of left Quillen functors between model categories
compose. Dually for right Quillen functors.
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(6.11) Example. More generally, let C, D and E be equipped with weak equivalences and
HC, HD, HE their respective localisations. If we are given

C
F−→ D

F ′−→ E

together with a left F -deformation retract C0 ⊆ C and a left F ′-deformation retract D0 ⊆ D

such that FC0 ⊆ D0 then LF ′ and LF compose.

Proof. Let us write F := (F |C0) , F ′ := (F ′|D0) and fix some left deformation retractions
(C0, Q, q), (D0, Q′, q′), so that we may choose

LF = F ◦ Q̃, LF ′ = F ′ ◦ Q̃′ with counits λ := HDFq, λ′ := HEF ′q′.

By hypothesis (C0, Q, q) is a left (F ′F )-deformation retraction and F ′F := (F ′F |C0) comes
with a natural isomorphism ω : LF ′ ◦ LF ∼= F ′F ◦ Q̃ determined by the components

ωHCC : LF ′LFHCC = HEF ′Q′FQC
HEF ′q′

F QC−−−−−−−→ HEF ′FQC for C ∈ C.

Moreover, ω is compatible with the claimed counit of LF ′ ◦ LF in the sense that

HEF ′FqC ◦ ωHCC = HEF ′(FqC ◦ q′
F QC) = HEF ′(q′

F C ◦Q′FqC) = λ′
F C ◦ LF ′λC . �

(6.12) Corollary. With the above definition, the last corollary (6.7) can be restated by
saying that for two derived adjunctions, the left adjoints compose iff the right adjoints com-
pose.

Finally, we will quickly go one dimension higher and study the connection be-
tween mates and derivable adjunctions. For this, we consider two derivable adjunctions
F � G, F ′ � G′ (as always writing λ, λ′, ρ and ρ′ for the universal morphisms of LF ,
LF ′, RG and RG′) together with two homotopical functors X and Y as in the following
diagram:

C
F ��

X
��

D
G

��

Y
��

C′ F ′
��
D′

G′
��

�

�

yielding

HoC
LF ��

Ho X
��

HoD
RG

��

Ho Y
��

HoC′ LF ′
��
HoD′

RG′
�� .

�

�

In addition, we require Ho X to compose with LF ′ and Ho Y to compose with RG′ (all other
reasonable combinations automatically compose as remarked in (6.10)).

(6.13) Theorem. In the above situation, if σ : F ′X ⇒ Y F and τ : XG⇒ G′Y are mates
then the induced transformations between the derived functors

Lσ : LF ′ ◦Ho X ⇒ Ho Y ◦ LF and Rτ : Ho X ◦ RG⇒ RG′ ◦Ho Y

are mates, too (note that for this to even make sense, we need that Ho X composes with LF ′

and that Ho Y composes with RG′). In particular, for C = C′, D = D′ and X, Y identities,
if σ and τ are conjugate, so are Lσ and Rτ .
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Proof. First recall that the composite counits of LF ′◦Ho X and Ho Y ◦LF are respectively λ′
X

and (Ho Y )λ while the composite units of Ho X ◦ RG and RG′ ◦ Ho Y are (Ho X)ρ and ρ′
Y .

It follows that Lσ and Rτ are defined by the equations

(Ho Y )λ ◦ (Lσ)HC
= HD′σ ◦ λ′

X and (Rτ)HD
◦ (Ho X)ρ = ρ′

Y ◦HC′τ.

We now need to check that (Lσ)� = RG′Lσ ◦ η̇′
Ho X = (Rτ)LF ◦ Xη̇, which are natural

transformations Ho X ⇒ RG′◦Ho Y ◦LF . By the universal property of a localisation and LF
being an absolute total left derived functor, it suffices to check this after precomposition
with HC and postcomposition with (RG′ ◦Ho Y )λ, where then

(RG′ ◦Ho Y )λ ◦ (RG′Lσ ◦ η̇′
Ho X)HC

= RG′((Ho Y )λ ◦ LσHC
) ◦ η̇′

HC′ X

= RG′(HD′σ ◦ λ′
X) ◦ η̇′

HC′ X = RG′HD′σ ◦ (RG′λ′ ◦ η̇′
HC′ )X

= RG′HD′σ ◦ (ρ′
F ′ ◦HC′η′)X = RG′HD′σ ◦ ρ′

F ′X ◦HC′η′
X

= ρ′
Y F ◦HC′G′σ ◦HC′η′

X = ρ′
Y F ◦HC′(G′σ ◦ η′

X)
= ρ′

Y F ◦HC′(τF ◦Xη) = (ρ′
Y ◦HC′τ)F ◦HC′Xη

= (Rτ)HDF ◦ (Ho X)ρF ◦ (Ho X)HCη = (Rτ)HDF ◦ (Ho X)(ρF ◦HCη)
= (Rτ)HDF ◦ (Ho X)(RGλ ◦ η̇HC

) = (Rτ)HDF ◦ (Ho X ◦ RG)λ ◦ (Ho X)η̇HC

= (RG′ ◦Ho Y )λ ◦ (Rτ)LF HC
◦ (Ho X)η̇HC

= RG′(Ho Y )λ ◦ ((Rτ)LF ◦ (Ho X)η̇)HC

�

7. Two Notions of Homotopy Colimits

As an application of our theorems, we are going to show that homotopy colimits in the sense
of derivator theory are the same as homotopy colimits in the Quillen model category sense.
To make this precise, let us fix the following convention for convenience.

(7.1) Convention. Whenever we have a category C equipped with a class of weak equiv-
alences as well as some index category I we always equip the diagram category CI with the
class of pointwise weak equivalences. That is to say, a natural transformation τ : X ⇒ Y of
diagrams X, Y : I → C is a weak equivalence iff τI : XI → YI is a weak equivalence in C for
all I ∈ I.

With this natural definition of weak equivalences in a diagram category, one has
the problem that in general, colimit and limit functors do not preserve them. The classical
example is given by the commutative diagram in Top

Dn

��

Sn−1� ��� � � �� Dn

��∗ Sn−1� ��� � � �� ∗ ,

where all vertical arrows are (weak) homotopy equivalences but the pushout of the top row
is Sn, while the one of the bottom row is ∗ and these spaces are not (weakly) homotopy
equivalent. So, in general, we cannot form Ho(colim) and the best we can do is trying to take
a derived functor.
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(7.2) Observation. The constant diagram functor Δ: C → CI is homotopical and con-
sequently induces a unique Ho Δ: HoC→ Ho(CI) such that Ho Δ ◦HC = HCI ◦Δ (where HC

and HCI are the corresponding localisations).

(7.3) Definition. For C a category equipped with weak equivalences and I an index cat-
egory a homotopy colimit functor is a functor hocolim: Ho(CI)→ HoC left adjoint to Ho Δ.
If C has I-colimits (so that Δ: C→ CI has a left adjoint colim) a derived colimit functor is a
total left derived functor L colim of colim.

(7.4) Proposition. If C has I-colimits then a homotopy colimit functor exists iff a derived
colimit functor exists and they are the same.

Proof. The functor Δ: C→ CI is homotopical and so RΔ = Ho Δ exists. �

Although, by this result the existence of homotopy colimits is weaker than the exis-
tence of derived colimits (one does not need the existence of strict colimits), it seems patho-
logical to have homotopy colimits without strict colimits and we prefer the more restrictive
notion.

(7.5) Definition. We say that a category C with weak equivalences has homotopy colimits
of type I (or simply that it has I-homotopy colimits) iff the adjunction colim: CI � C :Δ exists
and is derivable. Also, when writing “hocolim” we always mean “L colim”.

8. Evaluation and Endomorphisms

To say that colimits in a diagram category CI are calculated pointwise means that

colim ◦evI = evI ◦ colim (or rather that there is a natural isomorphism)

for all I ∈ I, where evI : CI → C, X 
→ XI . So in order to prove a similar statement for
homotopy colimits, we should try to better understand these evaluation functors.

(8.1) Proposition. Let C be any category and I an index category. For I ∈ I with
inclusion InI : {I} ↪→ I, the evaluation functor evI : CI → C has a right adjoint

I∗ : C→ CI given by I∗C = CI(−,I)

(with the obvious arrow map), granted all these powers exist. Moreover, if EndI(I) = {idI},
then I∗ is fully faithful or equivalently, a counit ε of the adjunction is invertible. Dually, evI

has a left adjoint

I! : C→ CI given by I!C = I(I,−) · C,

granted all these copowers exist and if EndI(I) = {idI}, then I! is fully faithful.

Proof. Note that evI = I∗ is given by precomposition with InI : {I} ↪→ I and thus has a right
adjoint given by taking the pointwise right Kan extension along I (granted that all these
exist)

C 
→ I∗C = lim(− ↓ InI → {C} ↪→ C),

so that (I∗C)I′ = Cπ0(I′↓InI) is the limit of a constant diagram for I ′ ∈ I. But I ′ ↓ InI is a dis-
crete category with objects I(I ′, I). The counit’s component at C ∈ C is pridI

: CEndI(I) → C,
which is invertible if EndI(I) = {idI}. �
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(8.2) Observation. Given a category C, index categories I, J and an object J ∈ J such
that J∗ : C→ CJ as in the proposition exists, then so does J∗ : CI → (CI)J ∼= CI×J (all powers
are calculated pointwise) and an easy calculation shows that

CJ evJ ��

Δ
��

C

Δ
��

CI×J
evJ

�� CI

(filled with the identity) satisfies the dual Beck-Chevalley condition. Indeed, the identity’s
mate is again the identity, for which we only need to check that Δε = ε′

Δ, where ε is the
counit of the top adjunction and ε′ the counit of the bottom one. So let C ∈ C, I ∈ I and
then

(ε′
ΔC)I = (pridJ

)I :
(
(ΔC)J(J,J))

I
=
(
(ΔC)I

)J(J,J) = CJ(J,J) pridJ−−−→ C = (ΔC)I

while (ΔεC)I = εC = pridJ
. If a right adjoint J∗ to evJ exists but is not calculated pointwise

as in the proposition, then the square still satisfies the dual Beck-Chevalley condition, granted
that C has J-colimits. This follows from Beck-Chevalley interchange and (5.4).

In case C is a model category (in particular bicomplete) and CJ carries the projective
model structure, we even obtain two Quillen adjunctions. The less trivial part of this result
can also be found e.g. in [18, Lemme 3.1.12].

(8.3) Corollary. If C is a model category and J an index category such that the projective
model structure on CJ exists then J! � evJ � J∗ are both Quillen adjunctions for all J ∈ J.

Proof. The adjunction J! � evJ is easy because evJ preserves fibrations and acyclic fibrations.
For the other adjunction, let f : C → D be an (acyclic) fibration in C and J ′ ∈ J. Then

J∗(C f−→ D)J ′ = CJ(J ′,J) fJ(J′,J)
−−−−−→ DJ(J ′,J)

and a product of (acyclic) fibrations is again an (acyclic) fibration. �

(8.4) Example. Let C be a category with weak equivalences that has a terminal object.
If J is a small preorder, then evJ has a fully faithful right adjoint J∗ and the adjunction

CJ

evJ ��

C
J∗

�� � lifts to Ho(CJ)
Ho evJ ��

HoC
Ho J∗
�� �

for all J ∈ J. Dually, if C has an initial object and J is a preorder then evJ has a fully faithful
left adjoint J! and the adjunction

CJ

evJ

�� C

J!��
� lifts to Ho(CJ)

Ho evJ

��HoC
Ho J!��
� .
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9. Derived Functors on Diagram Categories

A common trick in homotopy theory is to first draw a 3× 3-diagram of the form

• •�� �� •

•
��

��

•�� ��

��

��

•
��

��• •�� �� •
and then use that the homotopy colimit of this diagram can be calculated as a double homo-
topy pushout in two ways: rows first or columns first. This is usually taken for granted and
under suitably nice hypotheses (e.g. working in a model category with functorial factorisa-
tions) very easy to derive from the corresponding result for strict colimits.

When analysing this technique in order to weaken the hypotheses as far as possible,
one sees that the whole trick is a combination of two results. First one uses a Fubini type
result, which says that a homotopy colimit indexed by I × J can be calculated as a double
homotopy colimit and second, one uses that homotopy colimits in a diagram category CJ can
be calculated pointwise (cf. (5.4)). More specifically, the Fubini theorem is the following.

(9.1) Theorem. If C is a category with weak equivalences and I, J are index categories
such that CI has J-homotopy colimits while C has I-homotopy colimits. Then C has I× J-ho-
motopy colimits and they are given by

Ho(CI×J) ∼= Ho
(
(CI)J

) hocolimJ−−−−−→ Ho(CI) hocolimI−−−−−→ HoC.

Proof. Look at the right adjoints. �

For the second result recall that if C is a cocomplete category, then every diagram
category CJ is again cocomplete and the colimits are calculated pointwise. Unfortunately, for
homotopy colimits, the matter is not that simple. For instance, the existence of homotopy
colimits in a category C (equipped with a class of weak equivalences) does not imply the
existence of homotopy colimits in a diagram category CJ (with pointwise weak equivalences).
However if we assume their existence we can study interactions between homotopy colimits
in different categories.

(9.2) Proposition. Let C be a category with weak equivalences, I, J two index categories
and J ∈ J such that J! � evJ � J∗ exist and are both derivable. If CJ has I-homotopy colimits
then C has I-homotopy colimits, too.

Proof. We obtain a left adjoint to Ho Δ: HoC→ Ho(CI) by

Ho(CI)
LJ! ��

Ho
(
(CI)J

) ∼= Ho(CI×J) ∼= Ho
(
(CJ)I

)
Ho evJ

��

hocolim ��
Ho(CJ)

Ho Δ
��

Ho evJ ��

HoC
RJ∗

��� � �

because RJ∗ and Ho(evJ ◦Δ) compose (cf. (6.10)) and evJ ◦Δ ◦ J∗ ∼= Δ. �

(9.3) Example. The conditions of this proposition are satisfied if C has an initial and
a terminal object while J is such that J(J ′, J) and J(J, J ′) contain at most one element for
all J ′ ∈ J (e.g. J a preorder).
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As this proof illustrates, a very basic tactic for establishing results about hocolim
is to switch to adjoints and work with Ho Δ instead. With this in mind, a direct attack on
the “pointwiseness” of homotopy colimits in a diagram category might go as follows: If Ho Δ
composes with RJ∗ then two composite right adjoints

RJ∗ ◦Ho Δ = R(J∗ ◦Δ) = R(Δ ◦ J∗) = Ho Δ ◦ RJ∗

are the same and so its conjugate is an isomorphism between composite left adjoints

Ho evJ ◦ hocolim ∼= hocolim ◦Ho evJ .

Although already a first step, this line of thought only tells us that we can calculate
homotopy colimits pointwise on the object level and we cannot conclude anything on the
level of arrows. More specifically, if j : J → J ′ is an arrow we obtain evj : CJ → C[1], which
induces Ho evj : Ho(CJ)→ Ho(C[1]), so that for X ∈ Ho(CI×J),

(Ho evj) hocolim X ∈ Ho(C[1]).

On the other hand, if we view X(−, j) : X(−, J) → X(−, J ′) as a morphism in Ho(CI)
(i.e. an object in Ho(CI)[1]) then applying hocolim gives a morphism in HoC (i.e. an object
in (HoC)[1]) and we need to show that this is the same as

(HC)∗(Ho evj) hocolim X, where (HC)∗ is defined by
C[1] H

C[1]
��

(HC)∗ ��

Ho(C[1])

(HC)∗
��

(HoC)[1]

being commutative. In fact, it is not even clear why hocolim X(−, j) should lie in the image
of HC (up to conjugation with a natural isomorphism). A more informal way to summarise
this is that we would like the isomorphism hocolim ◦Ho evJ

∼= Ho evJ ◦hocolim to be natural
in J ∈ J; i.e. such that for all j : J → J ′ in J the following square in HoC is commutative:

hocolim X(−, J)

hocolim X(−,j)
��

∼= (hocolim X)J

(hocolim X)j

��

hocolim X(−, J ′) ∼= (hocolim X)J ′ .

Again inspired by the corresponding strict result in the form of (5.4), the (horizontal) Beck-
Chevalley condition comes to our rescue.

(9.4) Theorem. Let C be a category with weak equivalences, I, J two index categories
and J ∈ J such that all derived adjunctions in the left-hand square

Ho
(
(CI)J

) ∼= Ho
(
(CJ)I

)
Ho evJ

��

hocolim ��
Ho(CJ)

Ho evJ

��

Ho Δ
��

Ho(CI)

RJ∗

��

hocolim ��
HoC

Ho Δ
��

RJ∗

��
�

�

� �

Ho
(
(CI)J

) ∼= Ho
(
(CJ)I

)
Ho evJ

��

Ho(CJ)

Ho evJ

��

Ho Δ��

Ho(CI) HoC
Ho Δ

��

exist and Ho Δ composes with RJ∗. Then the right-hand square (filled with the identity)
satisfies the (horizontal) Beck-Chevalley condition. In particular, there is an isomorphism

hocolim ◦Ho evJ
∼= Ho evJ ◦ hocolim, natural in J ∈ J.
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Proof. By Beck-Chevalley interchange, it suffices to check that the right-hand square satis-
fies the vertical dual Beck-Chevalley condition. For this, we observe that Ho evJ composes
with hocolim since Ho Δ composes with RJ∗ (cf. (6.12)) and that on the strict level, the right-
hand square from the proposition satisfies the Beck-Chevalley condition (cf. (8.2)). Now use
(6.13). Finally, the “in particular”-part is just an instance of (4.5). To wit, for j : J → J ′ in J,
the left-hand square below commutes iff the right-hand square does, where the two horizontal
pairs are mates:

hocolim ◦Ho evJ
σ ��

hocolim Ho evj

��

Ho evJ ◦ hocolim

(Ho evj)hocolim
��

hocolim ◦Ho evJ ′
σ′

�� Ho evJ ′ ◦ hocolim

Ho evJ ◦Ho Δ id ��

(Ho evj)Ho Δ
��

Ho Δ ◦Ho evj

(Ho Δ) Ho evj

��

Ho evJ ′ ◦Ho Δ
id

�� Ho Δ ◦Ho evJ ′.
�

In some situations (e.g. when using left model approximations for the construction
of homotopy colimits as in [15]) it might not be possible to verify the hypotheses of the above
theorem. Indeed, it might not even be possible to construct the right adjoint RJ∗. However,
we may still get away by using the left adjoint LJ! of Ho evJ rather than RJ∗. Admittedly,
this approach is (even) less elegant than the one in the theorem.

(9.5) Proposition. Let C be a category with weak equivalences, I, J two index categories
and J ∈ J such that all derived adjunctions in the square

Ho
(
(CI)J

) ∼= Ho
(
(CJ)I

)
Ho evJ

��

hocolim ��
Ho(CJ)

Ho evJ

��

Ho Δ
��

Ho(CI)

LJ!

��

hocolim ��
HoC

Ho Δ
��

LJ!

��
�

�

� �

exist and whose units we denote by η, θ, θ′ and η′ (top to bottom, left to right). Then there
is

α : hocolim ◦LJ! ∼= LJ! ◦ hocolim

compatible with the composite units (and counits for that matter) in the sense that

Ho(evJ ◦Δ)α ◦ (Ho evJ)ηLJ! ◦ θ = (Ho Δ)θ′
hocolim ◦ η′.

Proof. Obviously evJ ◦Δ = Δ ◦ evJ , whence the square of right adjoints commutes. �

While the compatibility formula in this proposition might seem useless at first, note
that if the LJ! are fully faithful (or equivalently, if θ and θ′ are isomorphisms), we get a good
starting point for comparing η and η′.

(9.6) Corollary. Under the hypotheses of (9.5), if the two LJ! are fully faithful and there
is a natural isomorphism hocolim ◦Ho evJ

∼= Ho evJ ◦hocolim then there is even a natural iso-
morphism βJ : hocolim ◦Ho evJ

∼= Ho evJ ◦hocolim such that (Ho evJ)η = (Ho Δ)βJ ◦η′
Ho evJ

.

Proof. The compatibility condition of α at its (Ho evJ)X-component for X ∈ Ho
(
(CI)J

)
reads

(Ho Δ)
(
θ′−1

hocolim ◦ (Ho evJ)α
)

(Ho evJ )X
◦ (Ho evJ)ηLJ!(Ho evJ )X ◦ θ(Ho evJ )X = η′

(Ho evJ )X
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and we need to show that (Ho evJ)ηLJ!evJ X = (Ho evJ)ηX up to composition with suitable
natural isomorphisms. For this, let us write ζ for the counit of LJ! � Ho evJ and note
that (Ho evJ)ζ is invertible with inverse θHo evJ

. The naturality of η gives a commutative
square

(Ho evJ)LJ!(Ho evJ)X
(Ho evJ )ηLJ!(Ho evJ )X

��

(Ho evJ )ζX
∼=
��

(Ho evJ)(Ho Δ) hocolimLJ!(Ho evJ)X
∼= (Ho evJ )(Ho Δ) hocolim ζX

��

(Ho evJ)X
(Ho evJ )ηX

�� (Ho evJ)(Ho Δ) hocolim X ,

where the right-hand arrow (Ho Δ)(Ho evJ) hocolim ζX is invertible because Ho evJ commutes
with hocolim, while the left-hand arrow cancels with θ(Ho evJ )X and so η′

(Ho evJ )X equals

(Ho Δ)
(
θ′−1

hocolim(Ho evJ ) ◦ (Ho evJ)αHo evJ
◦ ((Ho evJ) hocolim ζ

)−1)
X
◦ (Ho evJ)ηX .

�

The last obstacle to overcome before assembling this all is that we need some cri-
terion to decide when the LJ! are fully faithful. This turns out to be rather simple and it
suffices if J! is so (e.g. as in (8.1)).

(9.7) Proposition. Let C be a category with weak equivalences, J some index category
and J ∈ J such that a fully faithful left adjoint J! to evJ exists and J! � evJ is derivable.
Then LJ! is fully faithful.

Proof. Choosing compatible units and counits of the derived adjunction, (6.3) gives us

ρF ◦HCη = (Ho evJ)λ ◦ η̇HC
,

which is an isomorphism because RevJ = Ho evJ (i.e. ρ is invertible) and J! is fully faithful
(i.e. η is invertible). Now note that LJ! and Ho evJ compose, whence Ho evJ◦LJ! ∼= L(evJ◦J!).
But evJ ◦ J! ∼= idC, so that L(evJ ◦ J!) ∼= idHoC and λ must be invertible. It follows that η̇HC

(or equivalently η̇) is invertible, thus proving our claim. �

(9.8) Remark. Obviously, this proposition generalises mutatis mutandis to an arbitrary
derivable adjunction with a fully faithful left and a homotopical right adjoint.

(9.9) Example. The proposition in particular applies in both of the following cases:

(a) InJ ↓ J ′ ⊆ J ↓ J is connected for all J ′ ∈ J and C has an initial object;

(b) C is a model category and the projective model structure on CJ exists.

(9.10) Theorem. Let C be a category with weak equivalences and I, J two index categories
such that for all J ∈ J, the evaluation functor evJ has a fully faithful left adjoint J! and the
derived adjunctions in the square

Ho
(
(CI)J

) ∼= Ho
(
(CJ)I

)
Ho evJ

��

hocolim ��
Ho(CJ)

Ho evJ

��

Ho Δ
��

Ho(CI)
��

LJ!

��

hocolim ��
HoC

Ho Δ
��

��
LJ!

��
�

�

� �

exist and there is an isomorphism hocolim ◦Ho evJ
∼= Ho evJ ◦ hocolim. Then there is even a

family of isomorphisms

βJ : hocolim ◦Ho evJ
∼= Ho evJ ◦ hocolim natural in J .
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Proof. For J ∈ J let us choose βJ as in (9.6) and note that for j : J → J ′ in J the ar-
row hocolim X(−, j) is the unique f : hocolim X(−, J)→ hocolim X(−, J ′) in HoC making

X(−, J)

X(−,j)
��

η′
X(−,J)

�� (Ho Δ) hocolim X(−, J)

(Ho Δ)f
��

X(−, J ′)
η′

X(−,J′)

�� (Ho Δ) hocolim X(−, J ′)

in Ho(CI) commute. Extending this square to the right using βJ,X and βJ ′,X , the naturality
of Ho evj yields a commutative rectangle of solid arrows in Ho(CI)

X(−, J)

X(−,j)
��

η′
X(−,J)

�� (Ho Δ) hocolim X(−, J)

��

(Ho Δ)βJ,X

∼=
�� (Ho Δ)(hocolim X)J

(Ho Δ)(hocolim X)j
��

X(−, J ′)
η′

X(−,J′)

�� (Ho Δ) hocolim X(−, J)
(Ho Δ)βJ′,X

∼= �� (Ho Δ) hocolim X(−, J ′)

with the top and bottom composites being (Ho evJ)ηX and (Ho evJ ′)ηX respectively. Upon
defining f := β−1

J ′,X ◦(hocolim X)j◦βJ,X the dotted arrow (Ho Δ)f renders the entire diagram
commutative and the claim follows. �

(9.11) Example. If J is a preorder, C has an initial and a terminal object and CJ (whence
also C) has I-homotopy colimits then these can be calculated pointwise because

LJ! = Ho J! and RJ∗ = Ho J∗ (hence Ho Δ composes with RJ∗).

In particular, double homotopy pushouts can always be calculated pointwise.

(9.12) Example. If C and CJ are model categories (as always with CJ carrying the point-
wise weak equivalences) such that the projective model structures on CI and (CJ)I exist then
I-homotopy colimits in CJ (whence also in C) exist because Ho Δ is a right Quillen functor
and so is RJ∗, whence they compose. Also, as already seen, the LJ! are fully faithful and it
follows that homotopy colimits in Ho

(
CI×J

)
can be calculated pointwise.

(9.13) Example. One particular instances of the last example is the case where C is cofi-
brantly generated, where I and J can be arbitrary. Another instance is the case where J is
Reedy and I is a direct category. In particular, double homotopy pushouts in model categories
always exist and can be calculated pointwise.
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Chapter 2

CATEGORICAL PRELIMINARIES

In this chapter, we are going to recall and discuss some of the necessary categorical prelim-
inaries. Most of the material is standard and can be found in [38] or [5] with the exception
of the results in section 3, which we have taken from [27]. However, some of the results
(such as the finality of the Grothendieck construction (4.8)) weren’t taken from the literature
and some (e.g. (5.1)) are sometimes cited as “well-known” but with unnecessary additional
hypotheses.

1. Cocompleteness of Cat

One can easily check that the category Cat of small categories is complete. To wit, given a
family of (small) categories (Ci)i∈I , their product C has

ObC :=
∏
i∈I

ObCi and ArrC :=
∏
i∈I

ArrCi

with the obvious domain, codomain, identity and composition function. Similarly, given two
parallel functors F , G : C ⇒ D, their equaliser is the subcategory of C, comprising all objects
and arrows that have the same value under both functors.

So, the completeness of Cat is pretty straightforward but cocompleteness is another
story. Coproducts are easy enough and are obtained by taking disjoint unions of objects and
arrows. Coequalisers are where it gets tricky. The problem is that contrary to Sets, where
quotienting can only make a set smaller, a categorical quotient can make a category bigger,
in the sense that it can introduce new arrows. To wit, given a category C together with an
equivalence relation on C and two arrows f : A → B, g : C → D with B �= C but [B] = [C],
the arrows g and f become composable in the quotient. To construct quotients in Cat, we
need to take a detour via the category of graphs.

(1.1) Definition. In this section, the word graph shall always mean “directed multigraph
with loops”. More explicitly, a graph G consists of a class Ob G of objects (or vertices) and a
class Arr G of arrows that comes with a domain and codomain map dom, cod: Arr G→ Ob G.
Just like for categories, we will abuse notation and simply write A ∈ G and f ∈ G instead
of A ∈ Ob G and f ∈ Arr G as long as there is no risk of confusion. Similarly, for two
objects A, B ∈ G, we write f : A → B to indicate that an arrow f ∈ G has domain A and
codomain B and we will write G(A, B) ⊆ Arr G for the class of all such arrows. A morphism
of graphs F : G→ H is just a pair of maps F : Ob G→ Ob H and F : Arr G→ Arr H being
compatible with the domain and codomain functions. This defines the category Gra of small
graphs (i.e. those where both the objects and the arrows form a set).
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(1.2) Example. Every category is a graph by just forgetting about the composition
and the role of the identities (but keeping them as arrows). This yields a forgetful func-
tor U : Cat→ Gra.

(1.3) Observation. The category Gra is complete with products and equalisers being
constructed just like in Cat.

(1.4) Proposition. The functor U : Cat→ Gra has a left adjoint P : Gra→ Cat, which
is usually called the path category.

Proof. A (directed) path in a graph G is just a sequence

(A0, f1, A1, f2, . . . , fn, An) of some length n ∈ N

where every Ai is an object of G and every fi : Ai−1 → Ai is an arrow in G. The set of all
vertices Ob G together with the set of all paths in a small graph G carries an obvious category
structure, where a path as above has domain A0 and codomain An. Composition is defined
by juxtaposition:

(An, fn+1, . . . , An+m) ◦ (A0, f1, . . . , An) := (A0, f1, . . . , fn, An, fn+1, . . . , An+m),

so that all paths (A) of length 0 provide the identities. We denote this path category by PG
and note that this construction is functorial in the obvious manner (for F : G → H, the
functor PF is just F on the objects and applies F pointwise on the arrows). Now given
a small category C, there is a functor εC : PUC → C, which is the identity on objects and
maps a path (A0, f1, A1, . . . , fn, An) to fn ◦ . . . ◦ f1. Similarly, for a small graph G, we have
a morphism ηG : G → UPG, which is again the identity on objects and includes an arrow
f : A→ B into UPG as the path (A, f, B) of length 1. These two functors are easily checked
to be natural and to satisfy the triangle identities. �

Given a set X and some relation R ⊆ X ×X describing which elements we would
like to identify with each other, we can simply replace R by the equivalence relation generated
by it (i.e. its reflexive, symmetric, transitive closure) and quotient by that. We can do the
analogous thing in the case of a graph.

(1.5) Definition. A graphical equivalence relation on a graph G is a (not necessarily full)
subgraph E ⊆ G × G such that Ob E is an equivalence relation on Ob G and Arr E is an
equivalence relation on Arr G.

(1.6) Proposition. Given a graph G and a graphical equivalence relation E ⊆ G × G,
there is a graph G/E having

Ob(G/E) := Ob G/ Ob E, Arr(G/E) := Arr G/ Arr E

with dom[f ] = [dom f ] and cod[f ] = [cod f ] for f ∈ Arr G.

Moreover, this graph has the universal property that every morphism of graphs F : G → H
that is constant on equivalence classes factors uniquely through the projection G→ G/E.

Proof. The graph G/E is well-defined, for if we have f : A → B and g : C → D with
(f, g) : (A, C) → (B, D) in E, then, by definition, [dom f ] = [dom g] and [cod f ] = [cod g].
The universal property follows from the usual universal property of quotients in Sets by
applying it to Ob G and Arr G. �
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Because intersections of equivalence relations are again equivalence relations, it is
clear that given a graph G, every subgraph S ⊆ G×G generates a smallest graphical equiv-
alence relation containing it, just by taking the intersection of all graphical equivalence rela-
tions that do. This description is not very explicit though.

(1.7) Proposition. Given a graph G and a subgraph S ⊆ G × G, the graphical equiv-
alence relation E generated by S has as objects the equivalence relation generated by Ob S
and as arrows the equivalence relation generated by Arr S.

Proof. Obviously, the equivalence relations generated by Ob S and the equivalence relation
generated by Arr S, will have to be contained in Ob E and Arr E, respectively. It suf-
fices therefore to show that these define a graph. Given an arrow f : A → B in E, we
have dom(f, f) = (A, A) and cod(f, f) = (B, B), which both lie in the reflexive closure
of Ob S. Similarly, if (f, g) : (A, B) → (C, D) is in S then (A, B), (C, D) ∈ Ob S and there-
fore dom(g, f) = (B, A) and cod(g, f) = (D, C) lie in the symmetric closure of Ob S. Finally,
given a sequence of arrows f0, . . . , fn with fi : Ai → Bi and such that all (fi, fi+1) lie in the
reflexive and symmetric closure of Arr S, we get the sequence of objects A0, . . . , An, where
all (Ai, Ai+1) lie in the reflexive and symmetric closure of Ob S, so that (A0, An) lies in the
equivalence relation generated by Ob S. Similarly for the codomain. �

(1.8) Remark. In our situation, where we are given two parallel functors F , G : C ⇒ D

and would like to identify every FC with GC and every Ff with Gf , these even form a
subcategory of D ×D (rather than just a subgraph) but this property is lost upon passing
to the graphical equivalence relation generated by it.

(1.9) Notation. Given a graph G, together with a subgraph S ⊆ G×G, we will simply
write G/S for the quotient of G by the graphical equivalence relation generated by S.

(1.10) Corollary. Given a graph G and S ⊆ G × G, the quotient G/S has the universal
property that every morphism of graphs F : G → H satisfying FA = FB and Ff = Fg for
all (A, B) ∈ S and (f, g) ∈ S factors uniquely through the projection G→ G/S. �

Back to the definition of coequalisers in Cat. Whenever we are given a pair of
parallel functors F , G : C ⇒ D, we can consider the subcategory S ⊆ D × D comprising
all pairs of objects and arrows of the form (FC, GC) and (Ff, Gf). We can then form the
quotient graph D/S but there is no obvious composition law on it. What we need to do
instead is to add a free composition law by taking the path category P(D/S) and taking a
second, special quotient to add the compositions back in that we already had in D.

(1.11) Definition. Given a category C, a congruence on C is a subcategory E ⊆ C × C

such that ObE = {(C, C) | C ∈ C} (i.e. ObE is the equality equivalence relation on ObC)
and such that ArrE is an equivalence relation on ArrC.

(1.12) Remark. Our requirement on ObE above means that whenever we have two arrows
f , g in C that become equivalent upon passing to C/E, they must have the same domain
and codomain. The requirement that E be a subcategory means that all (idC , idC) lie in E

(which was already implied by the reflexivity of ArrE) and that equivalence is stable under
composition in the sense that if [f ] = [g] and [f ′] = [g′] in C/E, then also [f ′ ◦ f ] = [g′ ◦ g]
whenever this makes sense.
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(1.13) Observation. Because the object equivalence relation of a congruence is equality, a
congruence on a category C can equivalently be described as a family of equivalence relations
EC,D ⊆ C(C, D)× C(C, D) indexed by all pairs of objects C, D ∈ C and such that these are
compatible with the composition. In fact, it suffices to have the property that whenever we
have arrows

A
h �� B

f
��

g
�� C

i �� D

with f EB,C g then also (f ◦ h) EA,C (g ◦ h) and (i ◦ f) EB,D (i ◦ g).

(1.14) Proposition. Given a category C together with a congruence E, then the quotient
graph C/E comes equipped with the structure of a category turning the universal morphism
C→ C/E into a functor, so that

id[C] = [idC ] for C ∈ C and [f ] ◦ [g] = [f ◦ g] for composable arrows f, g ∈ C.

With this, every morphism of graphs F̄ : C/E → D, induced by a functor F : C → D that is
constant on equivalence classes, is itself a functor.

Proof. The composition is well-defined because E ⊆ C× C is a subcategory and it is defined
for all composable arrows because ObE is the equality equivalence relation on ObC. As for
the final claim, F̄ preserves identities because

F̄ [idC ] = F idC = idF C = idF̄ [C]

and compositions because

F̄
(
[f ] ◦ [g]

)
= F̄ [f ◦ g] = F (f ◦ g) = Ff ◦ Fg = F̄ [f ] ◦ F̄ [g]. �

Just like for graphical equivalence relations, an intersection of congruences is again
congruence, so given a category C, every subgraph S ⊆ C× C with Ob S ⊆ {(C, C) | C ∈ C}
generates a congruence. It is more explicitly described as follows.

(1.15) Proposition. Let C be a category and S ⊆ C×C a subgraph whose objects satisfy
Ob S ⊆ {(C, C) | C ∈ C} then the congruence E generated by S has objects {(C, C) | C ∈ C}
and its arrows are obtained by the following three step process.

(a) First take the reflexive and symmetric closure of Arr S, yielding a graph S1 (with
Ob S1 = {(C, C) | C ∈ C}).

(b) Then close S1 off under compositions, yielding a graph S2 with Ob S2 = Ob S1 and
where (f, g) is an arrow in S2 iff there is n ∈ N such that f and g decompose as

f = fn ◦ . . . ◦ f0, g = gn ◦ . . . ◦ g0 with (fi, gi) ∈ S1 for all i.

(c) Finally, take the transitive closure of Arr S2, yielding a subcategory S3 ⊆ C×C with
Ob S3 = Ob S2 and where an arrow (f, g) lies in S3 iff there is some n ∈ N and
sequence of arrows

f = h0, h1, . . . , hn = g with (hi, hi+1) ∈ S2 for all i.
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Proof. Obviously, S3 must be contained in the congruence generated by S and so, it suffices
to show that S3 is itself a congruence. First off, Arr S2 is clearly reflexive and symmetric,
which implies that so is Arr S3 (because taking the transitive closure preserves reflexiveness
and symmetry); hence Arr S3 is an equivalence relation. It remains to check that S3 is a
subcategory. It has all identities because Arr S3 is reflexive. To check the stability under
compositions, let (f, f ′) : (A, A)→ (B, B) and (g, g′) : (B, B)→ (C, C) be in S3, which is to
say that we find sequences

f = h0, h1, . . . , hm = f ′ and g = k0, k1, . . . , kn = g′

with (hi, hi+1) and (kj , kj+1) in S2 for all i, j. By definition of S2, it follows that every hi

is an arrow from A to B, while every kj is an arrow from B to C. But now, we obtain a
sequence of arrows

g ◦ f = k0 ◦ h0, k0 ◦ h1, . . . , k0 ◦ hm, k1 ◦ hm, . . . , kn ◦ hm = g′ ◦ f ′,

where every pair of successive arrows in the sequence is contained in S2 because Arr S2 is
reflexive (implying that (k0, k0) and (hm, hm) lie in it) and closed under compositions. �

(1.16) Remark. The graph S2 in the proposition can alternatively be replaced by the
graph S′

2 defined as follows.

(b)’ Ob S′
2 = Ob S1 and (f, g) is an arrow in S′

2 iff they decompose as f = i ◦ f ′ ◦ h and
g = i ◦ g′ ◦ h with (f ′, g′) ∈ S1.

If we then construct S′
3 the same way as S3 but with S′

2 instead of S2, one easily sees that
S2 ⊆ S′

3 and hence S′
3 = S3. To wit, given arrows f , g that decompose as

f = fn ◦ . . . ◦ f0, g = gn ◦ . . . ◦ g0 with (fi, gi) ∈ S1 for all i,

we note that fi and gi always have the same domain and codomain, giving us a sequence

f = (fn ◦ . . . ◦ f0), (fn ◦ . . . ◦ f1 ◦ g0), . . . , (fn ◦ gn−1 ◦ . . . ◦ g0), (gn ◦ . . . ◦ g0) = g

in which any pair of successive arrows lies in S′
2.

(1.17) Definition. Given a category C together with a subgraph S ⊆ C × C, we define
the categorical quotient C�S to be the category obtained as the double quotient P(C/S)/EC,
where EC is the congruence generated by all pairs of paths((

[C], [idC ], [C]
)
,
(
[C]
))

and
((

[C], [f ], [D], [g], [E]
)
,
(
[C], [g ◦ f ], [E]

))
with C ∈ C and f : C → D, g : D → E in C. This quotient comes with a canonical projection
C→ C�S, which maps an object C to [C] and an arrow f : C → D to

[(
[C], [f ], [D]

)]
. This

is really just the composition

C→ C/S
η

�→ P(C/S)→ P(C/S)/EC,

where the two unnamed arrows are the canonical projections, of which the first one is just a
morphism of graphs.

(1.18) Observation. If S is discrete then the only arrows that are identified with each
other are the identities of equivalent objects. In that case, we cannot form new paths by
adding in (equivalence classes of) identities, composing or decomposing arrows. So, every
path can be reduced to one of minimal length by erasing all identities and forming all possible
compositions.



Section 1. Cocompleteness of Cat 37

(1.19) Proposition. A categorical quotient C�S satisfies the universal property that every
functor F : C → D that is constant on equivalence classes factors uniquely through the
universal projection C→ C�S.

Proof. The factorisation is obtained in three steps:

C ��

F ��

C/S ��
η

��

F1
��

P(C/S) ��

F2

		

P(C/S)/EC

F3
��

D,

where a unique morphism of graphs F1 exists by the universal property of C/S, a unique
functor F2 exists by the universal property of the free category P(C/S) and finally, a unique
functor F3 exists by the universal property of P(C/S)/EC. �

Let’s give a more explicit description of what the category C�S looks like. Since
quotienting by a congruence doesn’t affect the objects, we can naturally identify

Ob(C�S) ∼= ObC/ Ob S

(really the equivalence relation generated by Ob S). An arrow from such an object [C] to
an object [D] is an equivalence class of paths in C/S from [C] to [D], where two paths are
equivalent iff we can transform one into the other by successively removing/inserting identities
(i.e. replacing a subpath of the form

(
[E], [idE ], [E]

)
by
(
[E]
)

or the other way round) and
composing/decomposing arrows (i.e. replacing a subpath of the form

(
[E1], [f ], [E2], [g], [E3]

)
by
(
[E1], [g ◦ f ], [E3]

)
or the other way round for composable f , g).

(1.20) Example. If we take P := {a � b} to be the trivial lattice and S := {(a, b)} ⊆ P×P
then the graphical equivalence relation generated by S identifies a with b on objects and ida

with idb on arrows. So the quotient graph has a single object with two loops; one correspond-
ing to [ida] = [idb] and one to [a � b]. Finally, when passing to the categorical quotient, the
congruence EP is just generated by

(
[a], [ida], [a]

)
since the only compositions in P involving

a � b is with identities. Hence P �S is the monoid N, the category with a single object and
freely generated by a single non-trivial endomorphism.

This example shows that the categories of preorders and posets are not closed under
categorical colimits (in particular, they are not coreflective in Cat). However, colimits in
these categories are formed by calculating them in Cat and then applying the respective
reflectors.

(1.21) Example. Modifying the last example slightly, if we again take P := {a � b} but
now S := {(a, a) → (a, b)} then the graphical equivalence relation generated by S is all
of P ×P and so P/S is the graph with a single object and a single loop, while the categorical
quotient P �S is the terminal category.

(1.22) Example. This time, let P := {a � b, c � d} be the disjoint union of two trivial
lattices and S := {(a, c), (b, d)}. Then the graphical equivalence relation generated by S
identifies a with c and b with d as well as the corresponding identities but no other ar-
rows. Consequently, P/S is the graph with two objects, each one equipped with a loop, and
two parallel edges between them. Since, again, the only compositions involving non-trivial
morphisms in P are with identities, P �S is the categorical circle •⇒ •.
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(1.23) Example. Similarly, if we also add (a, c) � (b, d) to S, we obtain the categorical
interval • → •.

(1.24) Example. As for a slightly more complicated example of a poset, let’s consider

P : a �� 

b c �� d with S := {(b, c)}.
The resulting quotient graph is

P/S : a �� 		[b] �� d (plus identity loops at each object)

and the categorical quotient has four non-identity arrows (where in the following diagram,
the lower half commutes)

P �S : a ��

(a,d)
��

(a,[b],d)=([c],d)◦(a,[b])

��[b] �� d.

Let us generalise the previous examples and look at quotients of preorders by some
equivalence relation on its objects. We will pay special attention to what happens when we
add in arrows to the equivalence relation.

(1.25) Example. Let P be a preorder and S an equivalence relation on P (which we view
as a discrete subcategory of P×P ; i.e. the equivalence relation on Arr P is just equality). Then
the graph P/S has objects P/S and edges [x] → [y], one for every relation x′ 
 y′ between
representatives x′ S x and y′ S y. When forming the categorical quotient, observation (1.18)
tells us that P�S is the category with objects P/S and arrows [x]→ [y] all minimal sequences
of pairs

(
(u0, v0), (u1, v1), . . . , (un, vn)

)
with

x S u0 
 v0 S u1 
 v1 S . . . S un 
 vn S y.

Here, minimality means that we never have ui = vi or vi = ui+1. In the first case, we can
simply leave out the pair and in the second one, replace (ui, vi), (ui+1, vi+1) by (ui, vi+1).
When passing to the associated preorder, all such sequences [x]→ [y] are identified, so that
[x] 
 [y] iff there is one.

(1.26) Example. As for the other extreme, if we again take P to be a preorder with an
equivalence relation S but this time view it as a full subcategory of P×P then the graph P/S
again has objects P/S but there is at most one edge [x]→ [y] between any two objects. More
precisely, there is such an edge iff we find representatives x′ S x and y′ S y with x′ 
 y′. In
contrast to the discrete case, there seems to be no general description of P �S but note that
while the graph P/S here has fewer edges than the one in the previous example, there is a
directed path [x] → [y] in the new graph iff there is one in the previous one. In particular,
the associated preorders are the same.

(1.27) Observation. If P is a preorder (resp. poset) and S an equivalence relation on its
underlying set then the quotient preorder (resp. poset) of P by S is independent of how we
complete S ⊆ P × P to a graphical equivalence relation.

With categorical quotients at hand, we can give an explicit (though not generally
calculable) description of colimits in Cat. But first, let us introduce the following notation.
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(1.28) Notation. Given a family of categories (Ci)i∈I , the coproduct
∐

i∈I Ci is just the
disjoint union of all objects and arrows. So an object in

∐
i∈I Ci is really a pair (i, A) with i ∈ I

and A ∈ Ci. For readability’s sake, we simply write Ai instead of (i, A). Similarly for arrows.

The colimit of a diagram X : I→ Cat is now obtained as the coequaliser of∐
i : I→J

in I

XI ⇒
∐
I∈I

XI ,

where one morphism maps (i : I → J, XI) to (I, XI) by the identity and the other one maps
(i : I → J, XI) to (J, XJ) by Xi. Put differently, the colimit is the categorical quotient of∐

I∈I XI by the subgraph S having
Ob S =

{(
AI , ((Xi)A)J

) ∣∣ i : I → J in I, A ∈ XI

}
and

Arr S =
{(

fI , ((Xi)f)J

) ∣∣ i : I → J in I, f ∈ Arr XI

}
So, all in all, the objects of colimI X are equivalence classes of objects in

∐
I∈I XI , where two

objects AI , BJ are equivalent iff there is a zig-zag of arrows in I

I = K0
i1←→ K1

i2←→ . . . Kn−1
in←→ Kn = J

(meaning im is either an arrow Km−1 → Km or the other way round), together with objects
A = C0, C1, . . . , Cn = B with Cm ∈ XKm for all m and fitting into the zig-zag (i.e. for
im : Km−1 → Km we have (Xim)Cm−1 = Cm or the other way round).

In exactly the same way, we obtain an equivalence relation on the arrows of
∐

I∈I XI

but these are not the arrows of colimI X. An arrow in colimI X from [AI ] to [BJ ] is instead
given by an equivalence class of paths(

[AI ] =
[
(I0, C0)

]
,
[
(J1, f1)

]
,
[
(I1, C1)

]
,
[
(J2, f2)

]
, . . . ,

[
(Jn, fn)

]
,
[
(In, Cn)

]
= [BJ ]

)
with Cm ∈ XIm and fm ∈ XJm for all m and every fm is an arrow fm : D → E for some
D, E ∈ XJm with

[
(Jm, D)

]
=
[
(Im−1, Cm−1)

]
and

[
(Jm, E)

]
=
[
(Im, Cm)

]
. Two such paths

are equivalent iff they can be transformed into one another by successively removing/inserting
identities and composing/decomposing (representatives of) arrows.

As a final remark, note that while general colimits of categories are hard to calculate,
filtered ones are much easier. For clarity and because we are mainly interested in the explicit
construction of colimits in Cat, we use the explicit construction of colimits in Sets as a
quotient of a coproduct in the following proposition.
(1.29) Example. If X : I→ Cat is a filtered diagram (see (3.1.1)) then colimI XI can be
constructed as follows.

(a) Its objects are colimI Ob(XI), which in turn is just a quotient of
∐

I Ob(XI), where
AI ∈ Ob XI and BJ ∈ Ob XJ are equivalent iff there are some i : I → K, j : J → K
in I such that Xi(AI) = Xj(BJ).

(b) Its morphisms are colimI Arr(XI), which is constructed analogously.

(c) A morphism [fI ] represented by some fI : AI → BI in XI has domain [AI ] and
codomain [BI ].

(d) Given fI : AI → BI in XI and gJ : CJ → DJ in XJ with [BI ] = [CJ ], there are some
i : I → K, j : J → K in I such that Xi(BI) = Xj(CJ) and the composite [gJ ] ◦ [fI ]
is given by

[gJ ] ◦ [fI ] =
[
Xj(gJ)

] ◦ [Xi(fI)
]

:=
[
Xj(gJ) ◦Xi(fI)

]
.
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2. Coends as Colimits

In the following section, we shall quickly introduce (co)ends and show how they are related
to (co)limits using the twisted arrow category construction. This is only stated as an exercise
in [38] and we include a proof for the sake of completeness.

(2.1) Definition. Let I and C be categories (I will usually be assumed to be small) and
X : Iop × I → C a diagram. A wedge over (or above or to) X consists of an object W ∈ C,
together with a family of arrows (ωI : W → X(I, I))I∈I such that for all arrows i : I → I ′ in
I, the diagram

W
ωI



ωI′
��

X(I, I)
X(I,i) ��

X(I ′, I ′)

X(i,I′)��

X(I, I ′)

commutes. A morphism between two wedges (W, ω) → (W ′, ω′) is defined in the obvious
way, namely as an arrow g : W →W ′ in C such that ω′

I ◦ g = ωI for all I ∈ I; we will usually
shorten the notation and write ω′◦g = ω instead. The composition of two morphisms between
wedges is defined by the composition in C and with this the wedges over X form a category.
An end of X is now simply a universal (i.e. terminal) wedge over X. Dually, a coend of X is
a universal (i.e. initial) cowedge under X. By abuse of language, if (E, ε) is a (co)end of X,
we usually call the object E the (co)end of X with the (co)ending (co)wedge ε being implicit.

(2.2) Notation. The vertex of a (co)end of a diagram X is usually denoted by∫
I∈I

X(I, I) for an end and
∫ I∈I

X(I, I) for a coend.

Alternative, shorter, notations are
∫

I X(I, I) and
∫
I X. As a (co)end of X is obviously unique

up to a unique isomorphism, it does no harm to write “E ∼= ∫
I X(I, I)” for the statement “E

is the object of an end of X” (and analogously of coends).

Quite obviously, an end is a special kind of limit, while a coend is a special kind
of colimit (as we shall soon see, the converse is also true). Assuming we have a functor
X : Iop × I → C, just like we can describe limits by products and equalisers, we can do the
same for the end of X∫

I X(I, I) ��
∏
I∈I

X(I, I)
p
��

q
��

∏
i : I→I′

X(I, I ′), where
p=

(
X(idI , i) ◦ prI

)
i : I→I′ ,

q =
(
X(i, idI′) ◦ prI′

)
i : I→I′ .

Dually, the coend of X fits into a coequaliser diagram∏
i : I→I′

X(I ′, I)
p
��

q
��

∏
I∈I

X(I, I) ��
∫ I X(I, I), where

p=
[
X(i, idI) ◦ inI

]
i : I→I′ ,

q =
[
X(idI′ , i) ◦ inI′

]
i : I→I′ .

These descriptions, while useful for actual calculations, come with the caveat that
the corresponding products (resp. coproducts) in C need to exist. Usually, we want our
categories to be bicomplete anyway, so that this is not really a restriction. However, from
a theoretical standpoint, it would be much nicer to describe a (co-)end by an equivalent
(co-)limit; i.e. such that one exist if and only if the other one does.
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(2.3) Notation. Given a diagram X : Iop × I → C together with a cowedge (W, ω) be-
low X, the cowedge condition tells us that every arrow i : I → I ′ in I defines a canonical
morphism X(I ′, I)→W , which we shall denote by

ωi := ωI ◦X(i, I) = ωI′ ◦X(I ′, i) (so that ωI = ωidI
).

Dually for wedges.

In fact, this notation is just an alternative description of (co)wedges. Given a
diagram X : Iop × I→ C, let’s say that an object W , together with a family(

ωi : X(I ′, I)→W
)

i : I→I′ in I

satisfies the cowedge-condition (or is a cowedge above X) iff

ωidI
◦X(i, I) = ωi = ωidI′ ◦X(I ′, i) for all i : I → I ′ in I.

Dually for wedges.

(2.4) Observation. This cowedge condition is equivalent to the seemingly stronger re-
quirement that

ωj ◦X(g, f) = ωg◦j◦f for all I
f−→ J

j−→ J ′ g−→ I ′ in I.

This is easily verified by noting that X(g, f) = X(g, I)◦X(J ′, f) and using the above cowedge
condition.

(2.5) Proposition. Given a diagram X : Iop × I→ C and an object W ∈ C, we have the
following 1-to-1 correspondence between the two cowedge concepts:{(

ωI : X(I, I)→W
)

I∈I

∣∣∣ ω cowedge
} ∼= {(

ωi : X(I ′, I)→W
)

I
i−→I′

∣∣∣ ω cowedge
}

(ωI)I 
→
(
ωI ◦X(i, I)

)
I

i−→I′ =
(
ωI′ ◦X(I ′, i)

)
I

i−→I′

(ωidI
)I ←� (ωi)i

Dually for wedges. �

Hidden behind this alternative wedge condition is the sought for description of a
(co)end as a (co)limit and vice versa. For I a category, let the twisted arrow category I�

be the category with objects all arrows i : I → I ′ of I and a morphism from i : I → I ′

to j : J → J ′ being a pair (f, g) of arrows in I such that the diagram

I

i
��

f
�� J

j
��

I ′ J ′
g

��

commutes. The composition is then defined in the obvious way. This twisted arrow category
comes with a projection functor

Q : I� → Iop × I,
I

i ��

f
�� J

j��

I ′ J ′
g
��


→ (I ′, I) (gop,f)−−−−→ (J ′, J),

which allows us to relate the coend to the colimit as follows.
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(2.6) Proposition. For a functor X : Iop× I→ C (with I small), and Q : I� → Iop× I as
above, the category of cowedges below X is isomorphic to the category of cocones below X ◦Q
and in particular∫ I

X ∼= colim
I�

X ◦Q.

Proof. This was (2.5) above. The cowedge condition for the (ωi)i just corresponds to the
cocone condition with respect to X ◦Q. �

In the last proposition, we saw how a coend can be understood as a special kind of
colimit. For completeness’s sake, let us mention that the converse is true as well.

(2.7) Proposition. If X : I→ C is a diagram and Q : Iop×I→ I the standard projection
to the second factor, then the category of cocones below X is equal to the category of cowedges
below X ◦Q.

Proof. Let C ∈ C and (γI : XI → C)I∈I. If i : I → J is any arrow in I we have

γI ◦ (XQ)(i, I) = idXI ◦ γI = γI and γJ ◦ (XQ)(J, i) = γJ ◦Xi,

so that indeed, (C, γ) is a cocone below X iff it is a cowedge below X ◦ Q. Moreover, a
morphism of cocones below X is the same as a morphism of cowedges below X ◦Q. �

3. Preservation, Reflection and Creation of Limits

The calculus of ends and coends is a very useful tool for calculating limits and colimits. Next
we will investigate how we can use special functors to reduce the problem of calculating limits
in a category C to calculating them in another (possibly better understood) category. E.g. we
get limits and colimit in Top by calculating them in Sets and then equipping the resulting
set with the initial and final topology respectively.

(3.1) Definition. Let I be a category. A functor F : C→ D is said to

(a) preserve limits indexed by I (or of type I) iff whenever we have a diagram X : I→ C

with a limit (L, λ) then (FL, Fλ) is a limit of F ◦X;

(b) reflect limits indexed by I (or of type I) iff for any diagram X : I → C and any
cone (C, γ) above X, if (FC, Fγ) is a limit of F ◦X then (C, γ) is a limit of X;

(c) create limits indexed by I (or of type I) iff for every X : I→ C and every limit (L, λ)
of F ◦X there is exactly one cone (C, γ) above X with (FC, Fγ) = (L, λ) and this
is then a limit of X.

We simply say that F preserves/reflects/creates limits iff it does so for all small I (similarly
for “products”, “finite limits” etc.). Dually for colimits.

(3.2) Remark. Another way to state the first two definitions is that F preserves/reflects
limits iff for every G : I → C, the postcomposition functor F∗ : Cone(G) → Cone(F ◦ G)
preserves/reflects terminal objects. This viewpoint shows that the creation of limits is an
“evil” notion because it enforces an equality of objects (rather than an isomorphism).
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(3.3) Example. If F : C → D is fully faithful, it reflects limits and colimits. Indeed, let
X : I → C be a diagram together with a cone (L, λ) such that (FL, Fλ) is a limit of F ◦X
and let (C, γ) be another cone above X. By hypothesis there is a unique f : C → L such
that Fλ ◦ Ff = Fγ which is equivalent to λ ◦ f = γ.

(3.4) Observation. We already observed that limits are ends and vice versa, so that a
functor preserves limits iff it preserves ends.

Obviously, a functor F : C → D that creates limits also reflects them. Moreover, it
preserves the limits “that exist in D” in the following sense.

(3.5) Proposition. If F : C → D creates limits of type I and D has I-limits then F
preserves limits of type I. In particular, if D is complete and F creates limits, it also
preserves limits.

Proof. Let (L, λ) be a limit of some X : I → C. By hypothesis, a limit (M, μ) of F ◦ X
exists and because F creates limits of type I, we find a unique cone (C, γ) above X sat-
isfying (FC, Fγ) = (M, μ) and this is again a limit of X. But limits are unique to within
isomorphism, so that there is an isomorphism f : L ∼= C such that γ◦f = λ. After applying F
we get Ff : FL ∼= FC with μ ◦ Ff = Fγ ◦ Ff = Fλ and so (FL, Fλ) is a limit of F ◦X. �

The classical (and very useful) result about the preservation of limits is that left
adjoint functors do preserve colimits and dually, right adjoint functors preserve limits.

(3.6) Theorem. If F : C � D :G is an adjunction (left adjoint on the left), then F
preserves colimits of all types and G preserves limits of all types.

Proof. Let X : I→ C be a diagram with colimit (L, λ) and let (D, δ) be a cocone below F ◦X.
That is to say, δ is a family of arrows δI : FXI → D natural in I ∈ I and taking adjuncts
gives δ�

I : XI → GD again natural in I. It follows that there is a unique f : L → GD such
that f ◦ λ = δ� and taking adjuncts again yields that f � : FL → D is the unique morphism
satisfying f � ◦ Fλ = (f ◦ λ)� = (δ�)� = δ. �

(3.7) Corollary. In an adjunction F : C � D :G (left adjoint on the left), F preserves
epimorphisms and G preserves monomorphisms.

Proof. The right adjoint G preserves limits and in particular kernel pairs. �

Even better than in the last theorem, if a left adjoint functor is fully faithful it
effectively allows to transfer all questions concerning colimits from one category to the other.
More surprisingly (although easier to prove), it also has some implications concerning limits.

(3.8) Theorem. Given adjoint functors F : C � D :G (left adjoint on the left) with
unit η, counit ε and F fully faithful.

(a) Given a diagram X : I → C such that F ◦X has a limit, then X has a limit; more
specifically, if (L, λ) is a limit of F ◦X then (GL, η−1

X ◦Gλ) is a limit of X.

(b) F preserves and reflects colimits. Even better

(c) A diagram X : I→ C has a colimit iff F ◦X has one; more specifically, if (L, λ) is a
colimit of F ◦X then (GL, λ�) is a colimit of X.



44 Chapter 2. Categorical Preliminaries

Proof. Ad (a): Let (L, λ) be a limit of F ◦X, so that (GL, Gλ) is a limit of G ◦F ◦X. But η
is an isomorphism because F is fully faithful and so (GL, η−1

X ◦Gλ) is a limit of X.
Ad (b): By the previous theorem and the above example.
Ad (c): “⇒” is implied by (b). Now assume that F ◦X has a colimit (L, λ). Taking adjuncts
of the λI : FXI → L, we get unique λ�

I : XI → GL such that

FXI
λI−→ L = FXI

(λ�
I)�

−−−→ L = FXI
F λ�

I−−→ FGL
εL−→ L.

By uniqueness of the λ�
I , these form a cocone below X, whence the Fλ�

I form a cocone
below F ◦ X and there is a unique g : L → FGL satisfying g ◦ λ = Fλ�, from which we
get εL ◦ g ◦ λ = εL ◦ Fλ� = λ. But λ is a colimiting cocone and it follows that εL ◦ g = idL.
Conversely, g ◦ εL = εF GL ◦ FGg since ε is natural and now εF GL has FηGL as its inverse
by the triangle identities and the invertibility of η. Hence FηGL ◦ g ◦ εL = FGg, which then
has FGεL as a retraction; to wit

FGεL ◦ FηGL ◦ g ◦ εL = FGεL ◦ FGg = FG(εL ◦ g) = 1F GL.

But FGεL◦FηGL = F (GεL◦ηGL) = 1F GL again by the triangle identities and so g◦εL = 1F GL.
We have thus shown that εL is an isomorphism FGL ∼= L and even an isomorphism of
cocones (FGL, Fλ�) ∼= (L, λ). But F reflects colimits and so (GL, λ�) is a colimit of X. �

(3.9) Scholium. Actually, in the proof of point (c), we have shown more. In fact, we
showed that the counit’s component εL : FGL→ L is an isomorphism. Another way to put
this is that if C ⊆ D is a full coreflective subcategory, it is closed under colimits (up to a
canonical isomorphism).

(3.10) Corollary. If D is a full reflective subcategory of a bicomplete category C with
reflection F : C → D then D is again bicomplete. More specifically, the limit of a diagram
X : I → D can be calculated in C (and the unit lim X → F lim X is an isomorphism), while
the colimit of X in D is just the reflection of its colimit in C. �

4. Final Functors

In the last two sections, we described some ways how we can calculate the limit of a diagram
by manipulating its codomain. Another strategy that can be employed is to simplify the
index category and then do the calculation. The archetypical example for this is that if a
category I has a terminal object ∗ and X : I → C is a functor then X∗ ∼= colimI X with the
colimiting cocone having components X!C , where !C : C → ∗ is the unique arrow into the
terminal object. One can apply the same strategy in other contexts, too, one of the most
general being that of a final functor.

Recall from (3.1), that a functor F : C→ D is said to reflect colimits iff we can lift
colimits in D along F . More specifically, given a diagram D : I → C together with a cocone
γ : D ⇒ C such that Fγ : F ◦ D ⇒ FC is a colimit, then γ is already a colimit. We now
get the notion of a final functor by precomposing with a G : I′ → I instead of postcomposing
with F .

(4.1) Definition. A functor F : I′ → I is called final iff for every diagram X : I→ C

(a) colimI X exists iff colimI′(X ◦ F ) exists and

(b) a cocone γ : X ⇒ L is colimiting iff γF : X ◦ F ⇒ L is colimiting.
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Under the presence of (a), the point (b) is equivalent to requiring the canonical “change
of indexing category” arrow colimI′(X ◦ F ) → colimI X induced by the colimiting cocone
below X be an isomorphism if these colimits exist. Now a subcategory I′ � I is called final
iff the inclusion I′ ⊆ I is final.

(4.2) Example. The whole of I is a final subcategory of I. Moreover, as already seen,
if I has a terminal object ∗ then {∗} is also a final subcategory of I. A naive guess now would
be that it suffices if ∗ is weakly terminal in the sense that for every I ∈ I there is some (not
necessarily unique) I → ∗ but unfortunately, this is not the case; consider for example b in
the index category a ⇒ b.

(4.3) Observation. The composition of two final functors is final.

Obviously, our definition is not very useful and we should try to find necessary and
sufficient criteria for a functor to be final. By our archetypical example {∗} ⊆ I of a final
subcategory, we should investigate the morphisms out of an arbitrary K ∈ I into objects
lying in the image of F , leading to the characterisation (4.5) below.

For it, given F : D → C, G : E → C, we need to compute colimC(F−, G−). As
usual in the computation of colimits, we start by taking the coproduct of all C(FD, GE) with
D ∈ D, E ∈ E, yielding exactly the objects of F ↓G. We then look at the family

ε̃D,E : C(FD, GE)→ Ob F ↓G, a 
→ (D, a, E) with D ∈ D, E ∈ E.

However, in general these do not form a cocone so that for f : D → D′ in D, g : E → E′ in E

and a ∈ C(FD′, GE), we need to identify

ε̃D′,E(a), ε̃D,E(a ◦ Ff), ε̃D′,E′(Gg ◦ a) and ε̃D,E′(Gg ◦ a ◦ Ff).

In F ↓G the situation is as in the following commutative diagram

FD′

a
��

FD
F f

��

a◦F f
��

F f
�� FD′

Gg◦a
��

FD
F f

��

Gg◦a◦F f
��

GE GE
GidE

��
Gg

�� GE′ GE′
GidE′
��

from which one can already guess the following result.

(4.4) Lemma. Given F : D→ C, G : E→ C then

colimC(F−, G−) ∼= π0(F ↓G),

having colimiting cocone ε := p ◦ ε̃, with ε̃ as above and p the quotient map.

Proof. We have already seen that if two objects of F ↓ G are equal in the colimit, they are
equal in π0(F ↓G), too and we only need to check the converse. For this, it suffices to check
that for every arrow in F ↓ G, its domain and codomain are equal in the colimit. This is
obvious, for given f : D → D′ in D and g : E → E′ in E the diagram

D(FD, GE)
(Gg)∗

��

��

D(FD, GE′)

��

D(FD′, GE′)
(F f)∗
��

��

colimC(F−, G−)

(with the unnamed arrows being the components of the colimiting cocone) must be com-
mutative and thus, given an arrow (f, g) : (D, a, E) → (D′, a′, E′) in F ↓ G its domain and
codomain are indeed equal in the colimit. �
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(4.5) Proposition. Given F : I′ → I, the following are equivalent

(a) F is final;

(b) π0(I ↓ F ) ∼= 1 for all I ∈ I; i.e. I ↓ F is non-empty and connected (a.k.a. cohesive);

(c) for all X : I → C, the precomposition functor F ∗ : Cocone(X) → Cocone(X ◦ F ) is
an isomorphism of categories.

Proof. “(a) ⇒ (b)”: If F is final and I ∈ I, we consider I(I,−) ◦ F = I(I, F−). Using (4.4)
and the hypothesis, we easily calculate

π0(I ↓ F ) ∼= colim
I

I(I, F−) ∼= colim
I

I(I,−) ∼= {∗}.

“(b) ⇒ (c)”: Assume we are given a X : I → C and a cocone γ : X ◦ F ⇒ C. We construct
another cocone γ̃ : X ⇒ C such that γ = γ̃F as follows. For I ∈ I, we take a I ′ ∈ I′ together
with an arrow a : I → FI ′ (which exists because I ↓ F �= ∅) and define

XI
γ̃I−→ C := XI

Xa−−→ XFI ′ γI′−−→ C.

Given two such arrows a : I → FI ′ and b : I → FI ′, connectedness of I ↓ F yields a zig-zag

I ′ = I ′
0

f1←→ I ′
1

f2←→ I ′
2 . . . I ′

n−1
fn←→ I ′

n = I ′ in I

together with arrows I → FI ′
i for i ∈ {1, . . . , n−1} such that the following diagram commutes

I

a
��

I

��

I

��

I

��

I

b
��

. . .

F I ′
0 ��

F f1
�� FI ′

1 ��

F f2
�� FI ′

2 FI ′
n−1 ��

F fn

�� FI ′
n .

and after applying X and composing each XI → XFI ′
i with γI′

i
, the cocone condition on γ

implies that γ̃I′ ◦Xa = γ̃I′ ◦Xb and so our definition of γI is independent of the choice of a.
Now γ 
→ γ̃ can be extended to a functor by declaring it to be the identity on arrows and
this gives us an inverse of F ∗.
“(c) ⇒ (a)”: This is trivial because a colimiting cocone is just an initial cocone. �

(4.6) Corollary. Every right adjoint functor G : I′ → I is final.

Proof. Writing F : I → I′ for a left adjoint to G, if I ∈ I, the unit ηI : I → GFI is initial
in I ↓G. �

(4.7) Corollary. If C is a category with I-colimits (I some category) then the diagonal
Δ: C→ CI is final. In particular, if C has binary coproducts then Δ: C→ C× C is final.

Proof. Given any diagram X : I → C, the colimiting cocone X ⇒ colimI X yields an initial
object X → Δ(colimI X) in X ↓Δ. In particular, X ↓Δ is cohesive. �

As our last example of a final functor, we are going to consider Grothendieck con-
structions. Given a diagram X : I → Cat and using notation (1.28), there is an obvious
functor F from the Grothendieck construction

∫ I X to colimI X mapping an object (I, A) to
inIA = [AI ] (where inI : XI → colimI X is the universal cocone’s component at I ∈ I) and
an arrow (i, f) : (I, A)→ (J, B) (i.e. i : I → J and f : (Xi)A→ B) to

inJ

(
(Xi)A

f−→ B
)

=
(
[AI ] =

[
((Xi)A)J

]
, [fJ ], [BJ ]

)
.
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(4.8) Proposition. For every X : I → Cat, the functor F :
∫ I X → colimI X described

above is final.

Proof. Given [AI ] ∈ colimI X, an object in [AI ] ↓ F consists of (J, B) ∈ ∫ I X, together with
a morphism [AI ]→ [BJ ] in colimI X. But every such morphism is represented by a path(

[AI ] =
[
(C0)I0

]
,
[
(f1)J1

]
,
[
(C1)I1

]
,
[
(f2)J2

]
, . . . ,

[
(fn)Jn

]
,
[
(Cn)In

]
= [BJ ]

)
,

where every fm : Dm → Em is an arrow in XJm such that
[
(Dm)Jm

]
=
[
(Cm−1)Im−1

]
as

well as
[
(Em)Jm

]
=
[
(Cm)Im

]
. We treat the case n = 1, with the general one following by

induction. So, our morphism [AI ]→ [BJ ] is represented by a path(
[AI ],

[
fK

]
, [BJ ]

)
,

where f : C → D is a morphism in XK with [AI ] = [CK ] and [BJ ] = [DK ]. These equivalences
in turn mean that there is a zig-zag of arrows in I

I = L0
i1←→ L1

i2←→ . . . Ln−1
ik←→ Lk = K

(meaning im is either an arrow Lm−1 → Lm or the other way round) together with objects
AI = (E0)L0 , (E1)L1 , . . . , (Ek)Lk

= CK fitting into the zig-zag (i.e. for im : Lm−1 → Lm

we have (Xim)Em−1 = Em or the other way round). Similarly for BJ ∼ DK . Again, we
assume k = 1 with the general case following by induction (similarly for BJ ∼ DK). All in
all, our situation is as on the left below.

I �� i �� K ��
j

�� J

A �� �� C

f
��

D �� �� B

[AI ]

id
�� �� �� ��

[AI ] �� ∼=
�� [CK ] �� [DK ] �� ∼=

�� [BJ ]

(I, A) ��

(i,id)
�� (K, C)

(id,f)
�� (K, D) ��

(j,id)
�� (J, B)

Explicitly, we have a zig-zag (i, j) : I ↔ K ↔ J in I, together with objects A ∈ XI ;
C, D ∈ XK ; B ∈ XJ and a morphism f : C → D such that Xi maps A to C (or the
other way round) and Xj maps B to D (or the other way round). But this means that we
can connect the object [AI ]→ [BJ ] in [AI ] ↓F to the identity object [AI ]→ [AI ] as depicted
on the right above. �

As seen in the previous proof, for a general diagram of categories, there are a lot of
zig-zags involved and while every [AI ] ↓ F can be shown to be connected, it is generally not
contractible. However, in an important special case, this is actually true. For this, we use
the explicit construction (1.29) of filtered colimits in Cat.

(4.9) Proposition. If κ is any ordinal (usually a regular cardinal) and

C0 ↪→ C1 ↪→ . . . ↪→ Cα ↪→ . . .

a telescope κ → Cat (where every Cα ↪→ Cβ is an embedding), then the above functor
F :

∫ α<κ
Cα → colimα<κ Cα is even homotopy final (see (7.4.20)), meaning that every [Aα]↓F

is contractible.
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Proof. For convenience, if Aα ∈ Cα, we write Aβ for its image under Cα → Cβ (and similarly
for morphisms), so that

F :
∫ α<κ

Cα → colim
α<κ

Cα,

(
Aα

fβ−→ Bβ

)

→
(

[Aα] = [Aβ]
[fβ ]−−→ [Bβ]

)
(by definition of the Grothendieck construction, fβ : Aβ → Bβ). Now, to see that [Aα] ↓ F
is contractible for every Aα ∈ Cα, we consider the full subcategory

(
[Aα] ↓ F

)
�α

of all ob-
jects

(
Bβ, [p] : [Aα]→ [Bβ]

)
with β � α and note that the inclusion

(
[Aα] ↓ F

)
�α

↪→ [Aα] ↓ F

has a left adjoint, which is the identity on
(
[Aα]↓F )�α

and maps every
(
Bβ , [p] : [Aα]→ [Bβ ]

)
with β < α to

(
Bα, [p] : [Aα]→ [Bα]

)
.

Finally, the category
(
[Aα] ↓ F

)
�α

has an initial object, namely
(
Aα, [id]

)
. For

this, we need that the morphisms in the telescope are embeddings, so that every morphism
[p] : [Aα]→ [Bβ] with β � α is represented by a unique morphism pβ : Aβ → Bβ in Cβ. �

Finally, let us note that the category of sets is in some sense the only base category
for which finality of a functor needs to be tested.

(4.10) Proposition. A functor F : I → J is final iff for every X : J → Sets the canonical
arrow colimI(X ◦ F )→ colimJ X is an isomorphism.

Proof. The direction “⇒” is trivial and for the converse, we consider the adjunction

SetsJ
F ∗

��

SetsI
F∗

��

colimI ��
Sets.

ConstI
��� �

Since, by hypothesis, colimI ◦F ∗ ∼= colimJ, we must also have F∗ ◦ ConstI ∼= ConstJ. For the
one-point set ∗ ∈ Sets and J ∈ J, this means that

∗ = (ConstJ∗)J
∼= (

F∗(ConstI∗)
)

J
∼= lim

(
J ↓ F → I

∗−→ Sets
) ∼= π0(J ↓ F ). �

5. Colimits in Comma Categories

Nowadays, comma categories are well-known everyday notions. However, after having studied
the present literature, let us quickly record the following result about colimits in them, which
is sometimes cited with an unnecessary condition that G preserve colimits as well.

(5.1) Proposition. Given functors F : C → E ← D :G such that F preserves colimits
indexed by a category I, the projection F ↓G→ C×D creates colimits indexed by I.

Proof. Let X : I→ F ↓G be any diagram, which is of the form

I 
→
(
XI,1, FXI,1

xI−→ GXI,2, XI,2
)

with XI,1 ∈ C, XI,2 ∈ D.

Writing X1 : I → F ↓ G → C and X2 : I → F ↓ G → D for the compositions of X with the
standard projections, suppose we have colimits(

XI,1
λI−→ L

)
I

of X1 : I→ C and
(
XI,2

μI−→M
)

I
of X2 : I→ D.

Now, assume we have any cocone(
γI = (γI,1, γI,2) : (XI,1, xI , XI,2)→ (C, q, D)

)
I
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below X that is sent to λ × μ. Then, necessarily C = L, D = M and γI,1 = λI , γI,2 = μI

and we need to show that a unique q : FL → GM as above exists. By hypothesis, we know
that the FλI : FXI,1 → FL form a colimit of FX1, while the

FXI,1
xI−→ GXI,2

GμI−−→ GM form a cocone below FX1.

Consequently, there is a unique q : FL→ GM making all squares

FXI,1
F λI ��

xI

��

FL

q

��

GXI,2
GμI

�� GM

with I ∈ I commute (which is precisely the property required above). Finally, we need to
check that the cocone (λ, μ) : (X1, x, X2)⇒ (L, q, M) is indeed colimiting. If

(δI = (δI,1, δI,2) : (XI,1, xI , XI,2)→ (C, p, D))I

is any cocone below X, then δ1 and δ2 are, respectively, cocones below X1 and X2. Conse-
quently, there are induced (unique!) arrows d1 : L → C and d2 : M → D. All we need to
check is that these define a morphism in F ↓G; i.e. that the square on the left commutes.

FL

q

��

F d1 �� FC

p

��

GM
Gd2

�� GD

FXI,1
F λI

��

xI

��

F δI,1

		

FL

q

��

F d1
�� FC

p

��

GXI,2
GμI ��

GδI,2

��GM
Gd2 �� GD

For this, it suffices to show that the square commutes if we precompose it with all the FλI

because these form a colimiting cocone. But this is easy because we can complete everything
to a commutative diagram as on the right above. �

(5.2) Corollary. Given functors F : C → E ← D :G such that C and D have I-indexed
colimits (for some fixed indexing category I) and F preserves these, then F ↓G has I-indexed
colimits, too (and they are calculated in C×D). �

(5.3) Example. Taking F : {∗} → C to be an object C of a cocomplete category C

and G := idC, the comma category is just F ↓G ∼= C ↓ C. Now, for I any indexing category,
and X : I→ {∗}, the composite F ◦X is constantly C and so, colimI(F ◦X) ∼= π0(I) · C. It
follows that F preserves connected colimits (i.e. ones indexed by connected categories) and
hence that all such connected colimits in C ↓ C can be calculated in C.

(5.4) Proposition. Given F : C → D and D ∈ D, a morphism s : (C, p) → (C ′, p′) is
monic in F ↓D iff s : C → C ′ is monic in C.

Proof. The direction “⇐” is easy. For the converse, let f , g : C ′′ ⇒ C be two parallel
morphisms in C such that s ◦ f = s ◦ g. Since p = p′ ◦ Fs, it follows that

p ◦ Ff = p′ ◦ Fs ◦ Ff = p′ ◦ Fs ◦ Fg = p ◦ Fg =: p′′,

so that f , g : (C ′′, p′′) ⇒ (C, p) is a pair of parallel arrows in F ↓D and the claim follows. �
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6. Generators

Since they are going to play a role in the theory of locally presentable categories, we recall
some basic facts about generators in a category.

(6.1) Definition. A set G of objects in a category C is called generating or separating iff.
for any two parallel arrows f , f ′ : C ⇒ D in C, we have

f = f ′ ⇔ (G g−→ C
f−→ D) = (G g−→ C

f ′
−→ D) for all G ∈ G and g ∈ C(G, C).

A generating set G is said to be strongly generating (extremal would be a better name) iff,
in addition, G detects proper subobjects in the sense that a monomorphism S � C in C

is an isomorphism iff every G → C with G ∈ G factors (necessarily uniquely) through it.
If a (strongly) generating set G is actually a singleton {G} then the object G ∈ C is called
a (strong) generator or (strong) separator of C. Dually for (strongly) cogenerating sets and
(strong) cogenerators.

(6.2) Example. If G is (strongly) generating in C, F : C→ D and D ∈ D then

G′ := {(G, p) | G ∈ G, p : FG→ D}
is (strongly) generating in F ↓D. The “generating” part is easy and for the strongly generating
case, we use that an arrow in F ↓D is monic iff its underlying morphism in C is so (cf. (5.4)).

(6.3) Example. In Sets, any one-point set (in fact any non-empty set) is a strong gener-
ator, while any two-point set (or any set of cardinality � 2) is a strong cogenerator. Similarly,
a one-point space (or any non-empty space) is a strong generator in Top, while any set of
cardinality � 2 equipped with the coarse topology is a strong cogenerator.

(6.4) Example. If I is any small category then the representable functors I(−, I) with
I ∈ I are strongly generating in the presheaf category SetsIop . Indeed, given a natural
transformation τ : X ⇒ Y between presheafs X, Y : Iop → Sets, the naturality of the Yoneda
bijection gives us a commutative square

Nat
(
I(−, I), X

) ∼= ��

τ∗
��

XI

τI

��

Nat
(
I(−, I), Y

)
∼=

�� YI

α � ��
�

��

αI(idI)
�

��

τ ◦ α � �� τI

(
αI(idI)

)
.

Consequently, if we have two natural transformations σ �= τ : X ⇒ Y , we find I ∈ I such
that σI �= τI and therefore also

σ∗ �= τ∗ : Nat
(
I(−, I), X

)→ Nat
(
I(−, I), Y

)
.

But this means exactly that there is some α : I(−, I) → X such that σ ◦ α �= τ ◦ α. As
for strongness, having a monomorphism τ : X � Y such that every α : I(−, I) ⇒ Y lifts
(necessarily uniquely) along it, just means that every τ∗ : Nat

(
I(−, I), X

)→ Nat
(
I(−, I), Y

)
(and therefore every τI) is a bijection.

(6.5) Example. The interval category I = [1] = {0 < 1} is a strong generator in Cat.
Indeed, if F , G : C → D are two distinct functors, there is some arrow f : C → C ′ (maybe
an identity) such that Ff �= Gf . Identifying this arrow with the corresponding functor
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f : [1] → C, we find that F ◦ f �= G ◦ f . As for strongness, a functor S : S � C is monic iff
it is injective on objects and faithful (i.e. injective on arrows). Now, if every [1]→ C factors
through S, then S is also surjective on objects and full. But a fully faithful functor that is
bijective on objects is an isomorphism of categories.

Similarly, the interval groupoid J (which has two objects 0, 1 and exactly two non-
identity arrows 0→ 1, 1→ 0) is a strong generator in Gpd.

(6.6) Example. Being the free group on one generator, the group Z is a strong generator
in Grp. The same is true for Ab and more generally, if R is a ring, then the free module R
is a strong generator of R-Mod and Mod-R. The category Grp doesn’t have a cogenerator
but Ab does, namely Q/Z. To see this, observe that Q/Z is injective (i.e. divisible) and
contains elements of every finite order, so that for every abelian group G and every g ∈ G
there is some f : G → Q/Z with f(g) �= 0. More generally, for every ring R, the R-module
HomZ(R,Q/Z) (with (rf)(s) := f(sr)) is an injective cogenerator in R-Mod, which is a
consequence of the above special case R = Z and the fact that HomZ(R,−) is right adjoint
to the restriction of scalars R-Mod→ Ab in combination with the following proposition.

(6.7) Proposition. Given an adjunction F : C � D :G (left adjoint on the left) with G
faithful and G generating in C, then FG := {FH | H ∈ G} is generating in D. If G is even
fully faithful and G strongly generating then FG is strongly generating, too.

Proof. Let f , f ′ : D ⇒ D′ be two parallel arrows in D such that every

FH
h ��D

f
��

f ′
��D′, with H ∈ G and FH

h−→ D arbitrary, is a fork

(i.e. f ◦ h = f ′ ◦ h). By faithfulness of G, it suffices to check that Gf = Gf ′, so let H ∈ G
and h : H → GD. We easily calculate

(Gf ◦ h)� = εD′ ◦ FGf ◦ Fh = f ◦ εD ◦ Fh

by naturality of ε. But εD ◦ Fh is a morphism of the form FH → D and so, by hypothesis,

f ◦ εD ◦ Fh = f ′ ◦ εD ◦ Fh = (Gf ′ ◦ h)�.

So Gf ◦ h = Gf ′ ◦ h, whence Gf = Gf ′ because h : H → GD was arbitrary.
As for the strongly generating case, we identify D with its image in C and consider

m : S � D monic in D (whence also in C because the inclusion D ↪→ C preserves monomor-
phisms by (3.7)) such that every h : FH → D with H ∈ G factors through it. Now let
h : H → D with H ∈ G. Taking its adjunct, we get a lift

S
��

m
��

FH
h�

��

l

��

D

and taking adjuncts again, we get

h = (h�)� = (m ◦ l)� = m ◦ l�,

so that l� : H → S is a lift of g along m and m is an isomorphism. �

The term generator is rather unfortunate but well-established. Some justification
for it comes from the second part of the following result.
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(6.8) Proposition. Given a set G of objects in a category C then G is generating iff

for all C, D ∈ C the map C(C, D)→
∏

G∈G
a∈C(G,C)

C(G, D), f 
→ (f ◦ a)G,a is injective.

If C has coproducts this can be internalised, so that then

G is generating iff for all C ∈ C the morphism
∐

G∈G
a∈C(G,C)

G
[a]G,a−−−→ C is epi.

Proof. The first part is merely another way to state the definition of a generating set and for
the second part we just need to observe that for two parallel arrows f , f ′ : C ⇒ D in C we
have f ◦ [a]G,a = f ′ ◦ [a]G,a iff f ◦ a = f ′ ◦ a for all G ∈ G and a : G→ C. �

Since a strongly generating set G of a locally small category C detects proper sub-
objects and there is only a set of morphisms G → C with G ∈ G for a fixed C ∈ C, it is not
surprising that having a strongly generating set limits the size of SubC(C).

(6.9) Proposition. Every locally small category C with binary pullbacks and a strongly
generating set G is well-powered (meaning that every object in C has only a set of subobjects,
rather than a proper class).

Proof. We need to show that each SubC(C) with C ∈ C is a set. For this, consider

f : MC → P

⎛⎝∐
G∈G

C(G, C)

⎞⎠ , m 
→ {(G, a : G→ C) | a factors through m}

(whereMC is the class of all monomorphisms into C). Clearly, if m 
 m′ then f(m) ⊆ f(m′)
and so, f factors through SubC(C). Moreover, if f [m] = f [m′] for two monomorphisms
m : S � C, m′ : S′ � C then also f [m] = f [m′] = f

(
[m] ∩ [m′]

)
, where [m] ∩ [m′] is

represented by the pullback S∩S′ � C of m and m′. But then S∩S′ → S is an isomorphism
because for every a : G→ S with G ∈ G, we have (G, m◦a) ∈ f [m] = f

(
[m]∩ [m′]

)
, so that a

factors through S ∩ S′. Similarly, S ∩ S′ → S′ is an isomorphism and therefore [m] = [m′].
All in all, SubC(C) is a set because we just constructed an injection into one. �

(6.10) Example. Some completeness condition is necessary in the previous proposition.
For example, consider the (categorical) cone X� on some proper class X (viewed as a discrete
category) obtained by adding a terminal object ∗. Then X� is a poset, so every set of objects
is generating. Even better, ∗ is a strong generator but Sub(∗) ∼= X + {∗} is a proper class.
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SMALLNESS OF CATEGORIES

For a category C, being small (in the sense that its arrows form a set) usually disqualifies
it from being a useful ambient category for anything. The classical example here is Freyd’s
theorem, which says that any small and complete (or cocomplete) category C must be a
preorder. However, we still wish to gain some control over the size of a category to keep it
from being too large. To this end, we are going to introduce and study the notions of compact
and small objects, dense subcategories and the property of being locally presentable. All these
concepts play fundamental roles in e.g. modern day homotopy theory.

Most of the material in the following chapter is taken from [1] with the exception
of the Makkai-Paré theorem (4.16), which – unsurprisingly – is found in [39]. One exception
are the results in section 6, which the author didn’t find in the standard literature (in [1],
only the special case of a presheaf category is mentioned in a remark). Our result (6.4) then
allows for easier proofs later on, which are different from the ones given in [1].

Also, by keeping track of our cardinals and in contrast to [1], we are able to be more
precise about the level of accessibility of our categories. Finally, on several occasions, we were
able to remove some unnecessary hypotheses and filled in quite a few details (proposition
(7.14) comes to mind, where half of the work in our proof is described as “obvious” in [1]
with the given reason being a hypothesis that is in fact unnecessary and the author of this
text does not see how it could be used to facilitate the proof).

1. Filtered Colimits

(1.1) Definition. Let κ be an infinite cardinal. A category I is κ-filtered iff

(a) I is small and I �= ∅;

(b) for every I ⊆ Ob I of cardinality |I| < κ there is some J ∈ Ob I together with a
family of arrows (fI : I → J)I∈I ;

(c) for every set A of parallel arrows I → J in I with |A| < κ there is some j : J → K
such that all composites j ◦ i for i ∈ A are equal.

By a κ-filtered diagram in a category C, we mean a diagram I → C indexed by a small
κ-filtered category I and by a κ-filtered colimit, a colimit of a κ-filtered diagram.

(1.2) Remark.

• The requirement that κ be infinite is merely for convenience to exclude the degener-
ate cases κ ∈ {0, 1} where the points (b) and (c) are void. In any case, allowing κ � 2
finite doesn’t add anything new because the resulting requirement is equivalent to
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being ℵ0-filtered. Also note that some authors (e.g. Hovey, who defines the no-
tion of κ-filtered only for I a limit ordinal) allow I and A in the definition to have
cardinality κ.

• Some authors require the cardinal κ in the above definition to be regular. This is
not really a restriction because if κ is an infinite cardinal and I a category, one can
prove that I is κ-directed iff it is (cf κ)-directed, where cf κ is the cofinality of κ (i.e.
the largest κ′ such that κ is κ′-filtered) and cf κ is always regular.

(1.3) Observation. If I is κ-filtered and κ′ � κ then I is also κ′-filtered. Also, a product
of two κ-filtered categories is again κ-filtered.

(1.4) Example. Putting κ = ℵ0, we obtain the classical notion of a filtered category,
which is a non-empty category I satisfying that for every two I, J ∈ I there is some K ∈ I

such that I(I, K), I(J, K) �= ∅ and where for every two parallel arrows i, j : I → J there is
some k : J → K such that k ◦ i = k ◦ j. Similarly, we have the notions of filtered diagrams,
colimits and directed posets where the words “filtered” and “directed” are just short for
“ℵ0-filtered” and “ℵ0-directed”.

(1.5) Example. Every category I with a terminal object is κ-filtered for every infinite
cardinal κ. In particular, the classical example Δ with objects all non-empty finite ordinals
[n] := {0, 1, . . . , n} and morphisms all weakly monotone maps is κ-filtered for every κ.

(1.6) Example. If I = P is a poset (or more generally a preorder), the last condition
for P to be κ-filtered is void and the first two conditions simply state that P is non-empty
and that every κ′ elements of P with κ′ < κ have an upper bound. Such a poset is also called
κ-directed.

(1.7) Example. A special case of the previous example: An ordinal α is κ-filtered iff for
all S ⊆ α with |S| < κ, we must have sup S < α (some authors add the requirement that α
be a limit ordinal).

(1.8) Example. Maybe the easiest non-trivial example of a filtered category is the cat-
egory I with a single object I and a single non-identity morphism i that is idempotent
(i.e. i ◦ i = i). Obviously, this category is κ-filtered for every infinite cardinal κ. In fact, any
finite category that is filtered is automatically κ-filtered for all κ.

Since filtered categories are mainly of interest as indexing categories for colimits, let
us give a few examples for such, starting with a trivial one and then using the category from
the previous example to get splittings of idempotents.

(1.9) Example. Every constant filtered diagram (say constantly C) has a colimit, namely
the object C itself (with the identity cocone). To wit, the colimit of a constant diagram (say
constantly C) is a copower of C with as many summands as the indexing category has
components. Obviously, every filtered category is connected and the claim follows.

(1.10) Example. Any retract of an object C is a κ-filtered colimit (for every κ!) of a
diagram with C as its only vertex and one idempotent morphism. To wit, if s : C ′ → C has
a retraction r, then r : C → C ′ is a colimiting cocone for the diagram with a single vertex C
and a single non-identity morphism s ◦ r.
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(1.11) Lemma. The following statements are equivalent for a category I and an infinite
cardinal κ:

(a) I is κ-filtered;

(b) if J is a category with a generating set of arrows (in the sense that every arrow
in J is a composite of these) whose cardinality is < κ and X : J→ I then there is a
cocone below X;

(c) for every subgraph J ⊆ I, whose objects and arrows (together or equivalently each)
have cardinality κ′ < κ there is a cocone below J, i.e. an object I ∈ I together with
a family of arrows (γJ : J → I)J∈J such that γJ ′ ◦ f = γJ for every f : J → J ′ in J.

Proof. “(a) ⇒ (b)”: First note that J has at most 2 · κ′ many objects, which is still smaller
than κ, and we can therefore choose I ∈ I together with (fJ : XJ → I)J∈J. Also, choosing
a generating set of arrows J in J with |J | = κ′ < κ, we can assume that all identities lie
in J (adding them produces a new generating set of cardinality at most 3 · κ′ < κ). Using
the axiom of choice, we pick for every j : J → J ′ in J some

gj : I → I ′
j in I such that gj ◦ fJ ′ ◦Xj = gj ◦ fJ for all j : J → J ′ in J .

Picking another I ′′ ∈ I together with (hj : I ′
j → I ′′)j∈J we obtain the family of parallel

arrows (hj ◦gj)j∈J , for which there is some i : I ′′ → I ′′′ in I such that all composites i◦hj ◦gj

are equal and the i ◦ hidJ
◦ gidJ

◦ fJ then form a cocone below X.
“(b) ⇒ (c)”: Taking the free category FJ on J (whose objects are those of J), a cocone
below J as defined in the proposition is simply a cocone below the diagram FJ→ I mapping
an arrow in J to itself.
“(c) ⇒ (a)”: Trivial. �

Checking if a full subcategory of filtered one is final is particularly simple. We find
that while the following observation is easy, it is good to know and it saves us a few lines
in the proof of the following theorem. As usual, we will use the standard characterisation
(2.4.5) of final functors.

(1.12) Lemma. Let I be κ-filtered.

(a) A full subcategory J ⊆ I is final iff for every I ∈ I there is some J ∈ J together with
a morphism I → J .

(b) Every final full subcategory J ⊆ I is itself κ-filtered.

Proof. Ad (a): The direction “⇒” is immediate. For the converse, if we have I ∈ I and
p : I → J , q : I → J ′ with J , J ′ ∈ J (i.e. objects in I ↓ J), we use the filteredness of I to
pick a cocone above J ← I → J ′, which consists of f : J → I ′ and g : J ′ → I ′ making the
obvious square commute (so that f and g are morphisms in I ↓ I). Now, by hypothesis, we
find h : I ′ → J ′′ with J ′′ ∈ J and (by fullness of J) h ◦ f , h ◦ g are morphisms in I ↓J, showing
that p and q lie in the same component.
Ad (b): First, J �= ∅ by definition of finality. Now, if we have a set of objects J ⊆ Ob J ⊆ Ob I

of cardinality |J | < κ, there is some I ∈ I together with a family of arrows (fJ : J → I)J∈J .
Since J is final, I ↓ J �= ∅ and so we find J ′ ∈ J together with g : I → J ′, yielding a family
(g ◦ fJ : J → J ′)J∈J of morphisms in J (by fullness). Similarly, if we have a set A of parallel
arrows J → J ′ in J of cardinality |A| < κ, we find i : J ′ → I in I making all composites i ◦ a
with a ∈ A equal and then again pick I → J ′′ with J ′′ ∈ J. �
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(1.13) Example. If I is filtered and I0 ∈ I then the full subcategory I�I0 of all objects
above I0 (i.e. all I for which there is some I0 → I) is final in I.

(1.14) Theorem. If κ is a regular cardinal, there is, for every (small) κ-filtered category I,
a (small) κ-directed poset P and a final functor P → I.

Proof. First, let us consider the case where every κ-subgraph (i.e. one whose objects and
arrows have cardinality < κ) of I is contained in some κ-subgraph with a unique terminal
object. The partially ordered set (by definition, I is small)

P := {J ⊆ I | J is a κ-subgraph and has a unique terminal object} ,

ordered by inclusion is directed. Indeed given J, J′ ∈ P the union J∪J′ is again a κ-subgraph
and we can use the κ-filteredness of I to extend it to one in P , yielding an upper bound.
Moreover, we have a functor F : P → I mapping J ∈ P to its unique terminal object and J � J′

to the unique morphism FJ→ FJ′ in J′. This functor is final by the above lemma, because
if I ∈ I we always have idI : I → F{I}.

In the general case, if our κ-filtered category I is arbitrary, we consider I × κ,
which, by regularity of κ, is again κ-filtered and has the previously assumed property. In
fact, if J ⊆ I × κ is a κ-subgraph, we find some cocone (I, α) ∈ I × κ below J and en-
large J by adding (I, α + 1) to it, as well as all composites of the previously chosen cocone
with (idI ,�) : (I, α)→ (I, α + 1). Finally, the standard projection I× κ→ I is final. �

(1.15) Example. One might be tempted to think that I being κ-filtered guarantees that
the second case in the proof can never occur. However, consider the category I from example
(1.8) with a single object I and a single non-identity morphism i : I → I and i ◦ i := i. It
is clearly filtered and we are in the second case. In fact, the corresponding final functor
constructed in the proof is ω → I.

2. Presentable Objects

(2.1) Definition. Let κ be an infinite cardinal. An object C of a category C is called
κ-presentable iff C(C,−) preserves κ-filtered colimits. More explicitly, if X : I → C is a
κ-filtered diagram with colimiting cocone λ : X ⇒ colim X, we require the canonical map

colim
I

C(C, X)→ C(C, colim
I

X)

induced by λ to be bijective. More explicitly still, we require that every f : C → colim X

• (surjectivity) factor through some λI : XI → colimI X and

• (injectivity) for any two such factorisations f = λI ◦ g = λJ ◦ h that there be some
K ∈ I together with a : I → K, b : J → K such that Xa ◦ g = Xb ◦ h

(we summarise this by saying that f factors essentially uniquely through some XI). Finally,
we call ℵ0-presentable objects finitely presentable.

(2.2) Remark.

• Because a κ-filtered colimit is also κ′-filtered for all κ′ � κ, it follows that every
κ′-presentable object is also κ-presentable.



Section 2. Presentable Objects 57

• Since a colimit is κ-filtered iff it is (cf κ)-filtered, we can always assume κ to be
regular.

• Assuming κ to be regular, (1.14) tells us that it suffices to consider the case where I

in the definition is a κ-directed poset and for the injectivity condition we can always
assume that I = J (and trivially a = b) by the poset being filtered.

(2.3) Convention. For the rest of this section, the letter κ will always be used to denote
an arbitrary regular cardinal.

(2.4) Example. Any initial object in a category is finitely presentable.

(2.5) Example. In contrast to this, a terminal object need not be finitely presentable.
For instance, in the category of N-indexed sequences SetsN, one can show (analogous to the
next example), that such a sequence X = (Xn)n∈N is κ-presentable iff

|X| :=
∑
n∈N

|Xn| < κ.

The terminal object is the constant sequence Δ∗ := (∗)n∈N, which has |Δ∗| = ℵ0.

(2.6) Example. A set M is κ-presentable iff it has cardinality < κ. The direction “⇒”
is clear because κ is the colimit of κ→ Sets, α 
→ α and κ, being regular, is κ-filtered. Now
if |M | � κ there is a surjection M � κ, which doesn’t factor through any α < κ.

Conversely, if I is a κ-directed poset, the colimit L of an X : I→ Sets is a quotient
of
∐

I∈I XI . Now, if f : M → L is any map, we can choose for each m ∈ M some Im ∈ I as
well as xm ∈ XIm with [xm] = fm. Because I is κ-directed we find I � Im for all m ∈M and
consequently fm = [xm] = [X(Im�I)xm] and so f factors through XI . Finally, if f factors
through XI in two different ways, say as

M → XI , m 
→ xm and M → XI , m 
→ x′
m,

then, since [xm] = [x′
m] = fm in the colimit, we find for each m ∈ M some Jm � I such

that X(I�Jm)xm = X(I�Jm)x
′
m and so, again by κ-filteredness, some J � Jm for all m and so

X(I�J)xm = X(I�J)x
′
m.

The following example is stated in [1, Example 1.2.(10)] but the proof given there
is wrong; as is the one given in the erratum of op. cit. Here is our attempt at a correct one.

(2.7) Example. A topological space X is κ-presentable iff it is discrete of cardinality < κ.
By the last example, it suffices to show that a presentable space is discrete. Xor this, let κ
be any regular cardinal and consider the diagram of spaces X : κ → Top where each Xα

has κ + 1 (the ordinal successor of κ) as its underlying set and all [β, κ] with β > α as its
proper open sets, so that the X(α<β) := idκ+1 are continuous. It follows that colimκ X again
has κ + 1 as its underlying set but equipped with the coarse topology. Now if Y is any space
with a non-open set M ⊆ Y , we define f : Y → colimκ X by mapping M to κ and Y \M
to 0. This map does not factor through any Xα because f−1[α + 1, κ] = M would have to be
open.

(2.8) Example. For I a small category, all representable presheaves I(−, I) : Iop → Sets
with I ∈ I are finitely presentable. Indeed, a diagram X : J→ Î := SetsIop has an exponential
adjunct X� : J×Iop → Sets and by the Yoneda lemma as well as colimits in Î being pointwise

Î

(
I(−, I), colim

J
XJ

)
∼=
(

colim
J

XJ

)
I

= colim
J

X�
(J,I)
∼= colim

J
Î
(
I(−, I), XJ

)
.
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Note however, that there are many more finitely presentable presheaves than just the rep-
resentable ones. For example, any finite colimit of representable presheaves is finitely pre-
sentable by (2.14) below.

(2.9) Definition. A category I is called κ-small iff |Arr I| < κ (and thus also |Ob I| < κ).
As always then, the colimit of a diagram X : I → C is κ-small iff its indexing category I is
κ-small.

(2.10) Example. Still looking at presheaves, we claim that if I is κ-small and κ′ � κ
regular, then a presheaf X : Iop → Sets is κ′-presentable iff |XI | < κ′ for all I ∈ I. Indeed,
such a presheaf X is canonically a colimit of representables indexed by its category of ele-
ments

∫
I X, which has objects

∐
I∈I XI and whose arrows are of the form i : (I ′, x · i)→ (I, x)

with i : I ′ → I in I and x ∈ XI . So, the cardinality of (the set of arrows of)
∫
I X is∑

I∈I

|XI |+
∑

i : I′→I
non-id

|XI | =
∑

i : I′→I

|XI | � |Arr I| ·max
I
|XI | < κ′

as long as every |XI | is < κ′. In that case, we have written X as a κ′-small colimit of
representables (which are finitely presentable) and can then use (2.14) below. The converse
is not immediate (we show a generalisation in (6.4)) but essentially boils down to the fact
that the right adjoint I∗ : Sets → SetsI of an evaluation functor evI with I ∈ I preserves
κ-filtered colimits.

(2.11) Example. The finiteness condition in the last example is necessary. Indeed, let’s
take I := N to be a countably infinite discrete category, so that I-presheaves are just N-indexed
families of sets (Xn)n∈N and morphisms are N-indexed families of maps. We claim that the
constant presheaf X := (∗n)n∈N, with every ∗n = {∗} a one-point set, is pointwise finite
but not finitely presentable. Indeed, for k ∈ N, letting Yk :=

({0, . . . , k})
n∈N be constantly

{0, . . . , k}, we have a filtered diagram

Y0 ↪→ Y1 ↪→ Y2 ↪→ . . . with colimit Y∞ = (N)n∈N.

But the morphism f = (fn)n∈N : X → Y∞ with fn : ∗n 
→ n doesn’t factor through any Yn.

(2.12) Example. A group G is finitely presentable in our sense iff it is finitely presentable
in the classical sense. More generally, a group G is κ-presentable iff it has a presentation
G ∼= F/K where both F and K are free on a set of generators of cardinality < κ (i.e. they
are κ-generated).

A well-known fact (and a defining property of filtered colimits) about Sets is that
finite limits commute with filtered colimits, which can be generalised to κ-small limits and
κ-filtered colimits. But first, let’s remind ourselves, what it formally means for limits and
colimits to commute. The easiest formulation in our situation would probably be that for I

κ-filtered,

colim
I

: SetsI → Sets preserves κ-small limits.

But let’s be more explicit. Consider

X : I× J→ Sets.

Taking its exponential adjunct I → SetsJ and composing with limJ : SetsJ → Sets, we get
a new functor I → Sets, I 
→ limJ X(I,J). Similarly, we have J → Sets, J 
→ colimI X(I,J).
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Because (co)limits in presheaf categories are calculated pointwise, we can alternatively obtain
these functors as

lim
J

(
J

X−→ SetsI
)

and colim
I

(
I

X−→ SetsJ
)

respectively.

We now again respectively take the limit and colimit of these two functors and obtain a
canonical morphism

colim
I

lim
J

X(I,J) → lim
J

colim
I

X(I,J)

as follows. Let’s first introduce names for all (co)limiting (co)cones involved (where, by
abuse of notation, we use I and J both as names for objects in I and J respectively as well
as variables over which we take the colimit and limit):

lim
J

X(I,J)
λI,J−−→ X(I,J), X(I,J)

γI,J−−→ colim
I

X(I,J),

lim
J

X(I,J)
γ′

I−→ colim
I

lim
J

X(I,J), lim
J

colim
I

X(I,J)
λ′

J−→ colim
I

X(I,J)

(where λI,J and γI,J are natural in I ∈ I and J ∈ J respectively). Putting these together in
a diagram, we obtain

X(I,J)

γI,J

��

limJ X(I,J)
λI,J

��

��

γ′
I �� colimI limJ X(I,J)

��

colimI X(I,J) limJ colimI X(I,J)
λ′

J

��

where the dotted arrows are the unique ones making the diagram commute for all I, J . To
wit, the γI,J ◦λI,J form a cone above colimI X(I,J) because the λI,J are already a cone and γI,J

is natural in J . The induced vertical dotted arrows then form a cocone below limJ X(I,J) by
the naturality of λI,J in I, the cocone condition on γI,J and uniqueness of the vertical dotted
arrow. Now, we say that I-colimits commute with J-limits iff for each X, the oblique dotted
arrow thus obtained is an isomorphism.

(2.13) Lemma. A category I is κ-filtered iff κ-small limits in Sets commute with I-col-
imits.

Proof. “⇒”: Assume I is κ-filtered, X : I × J → Sets is a diagram with J κ-small and let’s
describe the canonical morphism, which must be an isomorphism. Elements of limJ X(I,J) (for
a fixed I) are families x = (xJ)J∈J with xJ ∈ X(I,J) and such that j∗xJ ′ = xJ for all j : J ′ → J
in J (or more concisely limJ X(I,J) ∼= Nat

(∗, X(I,−)
)
). Now the colimit colimI limJ X(I,J) is

obtained by taking the disjoint union of all these limits and taking the quotient with respect
to the equivalence relation ∼ generated by(

I ′, (xJ)J∈J

) ∼ (I, (i∗xJ)J∈J

)
for all i : I ′ → I in I.

On the other hand, each colimI X(I,J) (with J ∈ J fixed) is obtained from
∐

I X(I,J) by taking
the quotient with respect to the equivalence relation ∼ generated by (I ′, x) ∼ (I, i∗x) for all
i : I ′ → I in I. With this, limJ colimI X(I,J) comprises all families

[IJ , xJ ]J∈J with xJ ∈ X(IJ ,J) and such that [IJ ′ , j∗xJ ′ ] = [IJ , xJ ]
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for all j : J ′ → J in J (in particular j∗xJ ′ ∈ X(IJ′ ,J ′) and the above expression is well-defined).
Before showing the bijectiveness of the canonical map, note that by the filteredness

of I, two (I, x), (I ′, x′) are equivalent iff there is a diagram i : I → I ′′ ← I ′ : i′ in I such
that i∗x = i′∗x′. Indeed, (I, x) and (I ′, x′) are equivalent iff there is a sequence of generating
equivalences

(I, x) = (I0, x0) ∼ (I1, x1) ∼ . . . ∼ (In, xn) = (I ′, x′)

with each one induced by some Ik → Ik+1 or Ik+1 → Ik. This gives us a zig-zag of arrows in I

and by (1.11), there is some cocone (I ′′, γ) below this zig-zag. By an easy induction on n, it
then follows that (γ0)∗x = (γn)∗x′. Now, back to the canonical map

colim
I

lim
J

X(I,J) → lim
J

colim
I

X(I,J) given by
[
I, (xJ)J∈J

] 
→ [I, xJ ]J∈J,

which is well-defined because xJ ∈ X(I,J) for all J ∈ J and if i : I ′ → I is a morphism in I

(and so
[
I ′, (xJ)J

]
=
[
I, (i∗xJ)J

]
) then [I ′, i∗xJ ] = [I, xJ ] for each J ∈ J.

To see that this map is surjective, take any family [IJ , xJ ]J∈J and note that be-
cause |Ob J| < κ we find I ∈ I together with a family of morphisms (iJ : IJ → I)J∈J,
so that [IJ , xJ ] = [I, (iJ)∗xJ ] for all J ∈ J. Moreover, [I, (iJ)∗xJ ]J∈J is an element of
limJ colimJ X(I,J) because given j : J ′ → J in J, we have[

I, j∗(iJ ′)∗xJ ′
]

=
[
I, (iJ ′)∗j∗xJ ′

]
= [IJ ′ , j∗xJ ′ ] = [IJ , xJ ] =

[
I, (iJ)∗xJ

]
.

With this, we see that [IJ , xJ ]J∈J is the image of
[
I,
(
(iJ)∗xJ

)
J∈J

]
under the canonical map.

As for injectivity, assume that
[
I, (xJ)J

]
,
[
I ′, (x′

J)J

]
are mapped to the same value; i.e.

[I, xJ ] = [I ′, x′
J ] for all J ∈ J, which, as noted above, means that for each J ∈ J, there are

iJ : I → I ′′, i′
J : I ′ → I ′′ such that (iJ)∗xJ = (i′

J)∗x′
J . These are fewer than 2κ = κ such

morphisms and so, there is even I ′′′ and i : I → I ′′′, i′ : I ′ → I ′′′ with i∗xJ = i′∗x′
J for all

J ∈ J. Then[
I, (xJ)J

]
=
[
I ′′′, (i∗xJ)J

]
=
[
I ′′′, (i′

∗x′
J)
]

=
[
I ′, (x′

J)J

]
and so, the canonical map is injective.
“⇐”: Assuming, I-colimits in Sets commute with κ-small limits, I cannot be empty because
otherwise, taking J := ∅, there is the unique functor X : I× J = ∅→ Sets, which has

colim
I

lim
J

X = ∅ but lim
J

colim
I

X ∼= ∗.

Now, given a family of objects (Ij)j∈K indexed by a set K of cardinality |K| < κ, we consider

X :=
[
I(Ik,−)

]
k∈K

:
∐

k∈K

I = K × I→ Sets.

Because the colimit of a representable functor is a point, we easily calculate

lim
k

colim
I

X(k,I) = lim
k

colim
I

I(Ik, I) ∼= lim
k
∗ ∼=

∏
k∈K

∗ ∼= ∗.

On the other hand

colim
I

lim
k

X(k,I) = colim
I

∏
k∈K

I(Ik, I) is a quotient of
∐
I∈I

∏
k∈K

I(Ik, I).

Since this has to be a one-point set, we find at least one family
(
I, (ak : Ik → I)k∈K

)
, which

proves the second axiom of a κ-filtered category. Finally, given a family (ak : I ′ → I)k∈K of
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parallel arrows, indexed by a set K of cardinality |K| < κ, let J be the category with two
objects a, b and for each k ∈ K a morphism k : a→ b. Now consider the diagram

X� : J→ SetsI, a 
→ I(I,−), b 
→ I(I ′,−), k 
→ a∗
k,

which again has limJ colimI X ∼= limJ ∗ ∼= ∗, whereas colimI limJ X is a quotient of∐
I′′∈I

lim
J

X(I′′,−) ∼=
∐

I′′∈I

{
a : I ′ → I ′′ ∣∣ the aj ◦ a with j ∈ J are all equal

}
.

In particular, there must be some a : I ′ → I ′′ such that the aj ◦ a are all equal. �

(2.14) Proposition. A κ-small colimit of κ-presentable objects is κ-presentable.

Proof. Let X : I→ C, Y : J→ C be two diagrams with I κ-small, each XI κ-presentable and J

κ-filtered. Then by the above lemma

C

(
colim

I
XI , colim

J
YJ

)
∼= lim

I
C

(
XI , colim

J
YJ

)
∼= lim

I
colim

J
C(XI , YJ)

∼= colim
J

lim
I

C(XI , YJ) ∼= colim
J

C

(
colim

I
XI , YJ

)
. �

(2.15) Corollary. A retract (a.k.a. split quotient, a.k.a. split subobject) of a κ-presentable
object C is again κ-presentable.

Proof. Given s : C ′ → C with a retraction r : C → C ′, the object C ′ is the colimit of the
diagram with the single vertex C and the single arrow s ◦ r. It is also the coequaliser of
s ◦ r : C → C and idC . Alternatively, there is the following direct proof.

Given a κ-filtered diagram X : I → C as well as s : C → D and r : D → C with D
κ-presentable and r ◦ s = idC we get a commutative diagram

colimI C(C, X) ��

colim r∗
��

C(C, colimI X)

r∗
��

colimI C(D, X)
∼= ��

colim s∗
��

C(D, colimI X)

s∗
��

colimI C(C, X) �� C(C, colimI X) ,

whose vertical composites are identities. From this, we can extract an inverse for the top
arrow. �

(2.16) Example. We have already seen that standard n-simplices (i.e. representables)
Δ[n] ∈ sSets are finitely presentable and with the above proposition, it follows that bound-
aries ∂Δ[n] and horns Λk[n] are again finitely presentable (though not representable) because
they are finite colimits of representables.

Finally, our key fact (2.14) above also helps us understand how presentability in-
teracts with forming product categories (though this can just as easily be achieved without).
Clearly, an object in a coproduct of categories

∐
i∈I Ci is κ-presentable iff it is so as an object

of the corresponding summand. The same is not quite true for products and we need to
account for the size of the indexing set.



62 Chapter 3. Smallness of Categories

(2.17) Proposition. Given a family of categories (Ci)i∈I with |I| < κ then an object
(Ci)i∈I ∈ ∏i∈I Ci is κ-presentable iff it is pointwise κ-presentable (i.e. iff every Ci ∈ Ci is
κ-presentable).

Proof. This is essentially due to the fact that colimits in
∏

i Ci are calculated pointwise. But
first, note that the statement is vacuously true if any of the Ci are empty; so let’s assume
Ci �= ∅ for all i.

Now, if (Ci)i∈I is κ-filtered then it is pointwise so because any κ-filtered diagram
X : J → Ci0 with a colimit lifts to a diagram in

∏
i Ci by making it constant away from i0

(which we can do since the Ci are non-empty) and then the colimit in Ci0 lifts to a colimit
in
∏

i Ci whose coefficient away from i0 is the previously chosen constant object there (using
that filtered indexing categories are connected).

Conversely, if C = (Ci)i∈I is pointwise κ-presentable and X : J→ ∏
i Ci a κ-filtered

diagram we again use the fact that colimits in C :=
∏

i Ci are calculated pointwise and get

C(C, colim
J

XJ) =
∏

i

Ci(Ci, colim
J

XJ,i) ∼=
∏

i

colim
J

Ci(Ci, XJ,i)

∼= colim
J

∏
i

Ci(Ci, Xi) = colim
J

C(C, XJ),

where in the second to last isomorphism, we used that κ-small limits in Sets commute with
κ-filtered colimits. �

(2.18) Remark. In (6.4) we are going to prove a similar claim for arbitrary index categories
(not just discrete ones) but with a fixed (locally κ-presentable) base category.

3. Locally Presentable Categories

(3.1) Definition. Given an infinite cardinal κ, a category C is called κ-accessible iff it
is locally small, has κ-filtered colimits and a set R of κ-presentable objects (which we shall
call a set of κ-generators and identify with the full subcategory it generates) such that each
object in C is a κ-filtered colimit of objects in R. If C is even cocomplete, we call it locally
κ-presentable.

As before, in case κ = ℵ0, we speak of finitely accessible and locally finitely pre-
sentable categories. Finally, we simply call C accessible (resp. locally presentable iff it is
κ-accessible (resp. locally κ-presentable) for some κ.

(3.2) Remark.

• Again, as in the definition of κ-filtered categories and κ-presentable objects, we can
always replace κ by cf κ and will thus assume that κ is regular for what follows.

• Under this assumption, we can, by (1.14), equivalently require that each object in C

be a κ-directed colimit of objects in R.

• While not obvious from the definition, every locally κ-presentable category is also
locally κ′-presentable for every regular cardinal κ′ � κ, which we are going to show
in (3.28). This is not true for accessible categories, though.

• Not every object in a locally κ-presentable category is κ-presentable (cf. the lemma
(3.21) below). However, because every κ-presentable object is also κ′-presentable for
all κ′ � κ and every object is a (small) colimit of κ-presentable ones, (2.14) implies
that every object is presentable.
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(3.3) Example. Given a family (Ci)i∈I of κ-accessible categories with |I| < κ then their
product C :=

∏
i∈I Ci is again κ-accessible. This is due to the fact that the κ-presentable

objects in C are the pointwise κ-presentable ones (as shown in (2.17)) and colimits in C are
calculated pointwise.

(3.4) Example. As we will show in (3.31), every presheaf category Î := SetsIop is locally
finitely presentable. This is not trivial because, while all representable functors are finitely
presentable (cf.(2.8)) and every presheaf P is canonically a colimit of representables, the
category of elements of a presheaf P (which indexes this canonical colimit) is usually not
filtered. The problem here is that the coproduct of two representable presheaves as well as
the coequaliser of two transformations between representables, while still finitely presentable,
are generally not representable.

(3.5) Example. The category Grp of groups is locally finitely presentable (every group
is the colimit of its finitely generated subgroups). A generating set of finitely presentables is
given by {Z∗n | n ∈ N}, which contains for every n ∈ N a free group on n generators.

(3.6) Example. The category of modules over a ring R is locally finitely presentable
(every module is the colimit of its finitely generated submodules). Just like for the category
of groups, a generating set of finitely presentables is given by {Rn | n ∈ N}.

Of course, there is a more general theme hidden behind the two previous examples,
namely that the category of Eilenberg-Moore algebras over an accessible monad is accessible.

(3.7) Example. One can show that the category of fields is finitely accessible but not
locally presentable.

(3.8) Example. As seen in (2.7), presentable topological spaces are discrete and so, the
category of topological spaces cannot be accessible (since every object in an accessible category
is presentable). This is one of the reasons why sometimes, simplicial sets are preferred in
algebraic topology; although there are other ways to remedy the situation (e.g. the category
of so-called Δ-spaces).

Before even starting to investigate properties of κ-accessible and locally κ-pre-
sentable categories, let us quickly establish a canonical way of writing an object as a colimit
of κ-presentable ones (the definition only tells us that there is a way).

(3.9) Definition. Given a (regular) cardinal κ and a category C, we write Cκ for the full
subcategory of κ-presentable objects.

(3.10) Proposition. If C is κ-accessible with a set R of κ-generators (which we identify
with the corresponding full subcategory) and C ∈ C, then

(a) R ↓ C and Cκ ↓ C are κ-filtered (with the caveat that the latter is not small);

(b) if C is even locally κ-presentable then Cκ ↓ C even has κ-small colimits;

(c) for R ↓ C → R and Cκ ↓ C → Cκ the canonical projection functors,

C ∼= colim(R ↓ C → R ↪→ C) ∼= colim(Cκ ↓ C → Cκ ↪→ C)

with colimiting cocones given by
(
P

p−→ C
)

(P,p).
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Proof. Ad (b): Colimits in Cκ ↓C are calculated in Cκ (cf. (2.5.1)) and we have already shown
in (2.14) that κ-small colimits of κ-presentables are again κ-presentable.
Ad (a): We write C as a colimit of some κ-filtered diagram X : I→ C with values in R and
colimiting cocone (λI : XI → C)I∈I. By definition of a κ-presentable object, every p : P → C
with P ∈ R factors essentially uniquely through some λI . Noting that the λI can be viewed
as elements of R ↓ C, this, together with the κ-filteredness of I implies the κ-filteredness
of R ↓ C. The same proof goes through for Cκ ↓ C replacing R everywhere by Cκ.
Ad (c): Note that (a) together with (1.12) implies that the full subcategory of all λI is final
in R ↓ C (as well as in Cκ ↓ C). �

(3.11) Remark. Technically, Cκ above is not κ-filtered because it is not small. However,
we will show in (3.23) below that it is essentially small and can then replace it by a (small)
skeleton Sk(Cκ).

Another (commonly found) way of stating the above proposition is to use the notion
of a dense functor (or in our case, a dense subcategory).

(3.12) Definition. A functor F : I→ C is dense iff each C ∈ C is a colimit

C ∼= colim
(

F ↓ C
Q−→ I

F−→ C

)
(where Q is the projection functor)

with colimiting cocone
(
FI

p−→ C
)

(I,p)∈F ↓C
. In other words, F is dense iff the pointwise left

Kan extension F!F of F along itself exists and is isomorphic to the identity. Similarly, a
subcategory S ⊆ C is dense iff S ↪→ C is dense.

(3.13) Notation. If need arises to give the canonical diagram F ↓ C → I → C from the
definition a name, we shall denote it by CanF

C or CanI
C if F : I → C happens to be the

inclusion of a subcategory.

(3.14) Example. If the empty subcategory lies dense in C then either C = ∅ or C = {∗}.

(3.15) Example. As was just shown, if C is κ-accessible then Cκ ⊆ C is dense.

We are going to show later in (5.4) that every locally presentable category is actually
complete. For now, let us record how the above proposition implies the existence of a terminal
object and – more importantly – its level of presentability.

(3.16) Proposition. Every locally κ-presentable C has a terminal object. If C even has a
set of κ-generators R (which we identify with the corresponding full subcategory) such that

|ArrR| < κ (i.e. |ObR| < κ and |C(R, S)| < κ for all R, S ∈ R)

then the terminal object is κ-presentable.

Proof. Every object C ∈ C can be written as the colimit

C ∼= colim
(
R ↓ C

Q−→ R ↪→ C

)
,

where Q is the standard projection. But then Q induces a morphism between colimits

Q∗ : C −→ colim(R ↪→ C) =: W,
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meaning that W ∈ C is weakly terminal. Since C is cocomplete, this implies the existence of
a terminal object ∗, given by the coequaliser of all endomorphisms W → W . We now note
that R ↓ ∗ ∼= R (via the standard projection), meaning that

∗ ∼= colim
(
R ↓ ∗ ∼=−→ R ↪→ C

) ∼= colim (R ↪→ C) ∼= W

and W ∼= ∗ was already terminal. Finally, if |ArrR| < κ, we have just presented ∗ as a
κ-small colimit of κ-presentables. �

Next, let us find some properties and characterisations of accessible or even locally
presentable categories. The fact that every object in a κ-accessible category C is a κ-filtered
colimit of κ-presentable ones allows us to easily characterise arbitrary κ-filtered colimits in C,
which is helpful for future purposes.

(3.17) Proposition. Given a κ-filtered diagram X : I→ C in a κ-accessible category C, a
cocone λ : X ⇒ C below X is a colimit iff for all κ-presentables D ∈ C (or equivalently for
all D in a set of κ-generators)

(a) every morphism D → C factors through some λI and

(b) if two morphisms f , g : D → XI have λI ◦ f = λI ◦ g then there is some i : I → J
in I such that Xi ◦ f = Xi ◦ g.

Proof. The direction “⇒” is by definition of a κ-presentable object. Conversely, the two
hypotheses from the proposition say that at least on κ-presentable objects, the two functors
C(−, C) and colimI C(−, XI) agree. Recalling that limits and colimits in the metacate-
gory SetsC are calculated pointwise, we have for every κ-presentable object D ∈ C

C(D, C) ∼= colim
I

C(D, XI) ∼= C(D, colim
I

XI).

For an arbitrary D ∈ D, we pick a set R of κ-presentable objects as in the definition and
write D as a colimit of a diagram Y : J → C with J κ-filtered and Y J ∈ R for every J ∈ J.
Using that contravariant Hom-functors map colimits to limits, we get

C(D, C) ∼= lim
J

C(Y J, C) ∼= lim
J

C(Y J, colim
I

XI) ∼= C(D, colim
I

XI).

But this means that C(−, C) ∼= C(−, colimI XI) and hence C ∼= colimI XI. �

(3.18) Corollary. Given a κ-accessible category C with a set of κ-generators R, the Hom-
functors C(R,−) with R ∈ R jointly reflect κ-filtered colimits.

Proof. This is just a restatement of the above proposition. �

A first obvious observation (which is true in any category with filtered colimits)
about accessible categories is the following.

(3.19) Observation. If C is accessible, it has split idempotents. That is to say, for every
i : C → C with i ◦ i = i, there are s : D � C, r : C � D such that r ◦ s = idD and s ◦ r = i.

Proof. By (1.10), r : C → D is the colimiting cocone of the (infinitely filtered) diagram in C

with C as a single vertex and the idempotent i as the unique non-identity morphism. �
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Next, we are going to give alternative characterisations of locally κ-presentable
categories and conclude that every locally κ-presentable category is also locally κ′-presentable
for every κ′ � κ regular, which is not immediately obvious from the definition (and in fact
wrong for accessible categories).

(3.20) Proposition. A set R of κ-generators in an accessible category is strongly gener-
ating (more generally, a dense full subcategory is always strongly generating).

Proof. Given two parallel arrows C ⇒ C ′ in C such that R→ C ⇒ C ′ is a fork for every R ∈ R
and every R → C, we write C as a colimit of a diagram X : I → C, all of whose objects lie
in R. But now XI → C ⇒ C ′ is a fork for each I ∈ I, where the XI → C are the components
of the universal cocone. By the universal property of the colimit then the two parallel arrows
C ⇒ C ′ agree.

This shows that R is generating. To see that it is strongly so (see definition (2.6.1)),
let m : S � C be a monomorphism such that each R → C with R ∈ R factors (necessarily
uniquely) through it and again, write C as a colimit of a diagram X : I → C, all of whose
objects lie in R. Then each component XI → C of the universal cocone factors (uniquely)
through S and these factorisations form a cocone below X. So there is an induced morphism
C → S, which, by universality, must be a retraction of m. Therefore, m is an isomorphism.�

(3.21) Lemma. If C is κ-accessible and R ⊆ ObC a set of κ-generators, then a C ∈ C is
κ-presentable iff it is a retract of some R ∈ R.

Proof. The direction “⇐” was (2.15). For the converse, we write C ∼= colim X as a colimit of
a κ-filtered diagram X : I→ C of objects in R. Since C is κ-presentable, idC factors through
some XI, so that C is a retract of XI. �

(3.22) Notation. In the following proof, given some object C in a category, we write
Mono(C) for the class of monomorphisms with codomain C, which is preordered by s 
 s′ iff
there is some (necessarily unique) f such that s = s′◦f . As always with a preorder, this defines
an equivalence relation∼ on Mono(C), where s ∼ s′ iff s 
 s′ as well as s′ 
 s and the quotient
Sub(C) := Mono(C)/∼ is the poset of subobjects of C. Finally, we write Split(C) ⊆ Sub(C)
for the subposet of all split subobjects of C.

(3.23) Proposition. For a regular cardinal κ and a locally small category C with κ-filtered
colimits, being locally κ-presentable is equivalent to requiring that

(a) every object in C be a κ-filtered colimit (or equivalently, by (1.14), κ-directed) of
κ-presentable ones and

(b) there be only a set of isomorphism classes of κ-presentable objects.

Proof. “⇐”: Immediate; take R to be a complete set of representatives for the isomorphism
classes of κ-presentable objects.
“⇒”: Point (a) by definition and for (b) the lemma tells us that the κ-presentable objects
are just the retracts of elements in R. So we need to show that in a locally small category,
the isomorphism classes of retracts of a given object C form a set. To see this, we consider

i : Split(C)→ P
(
End(C)

)
, [s] 
→ {s ◦ r | r retraction of s} ,
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which is clearly well-defined. Now, i is injective because given split subobjects s : D � C
and s′ : D′ � C with i(s) = i(s′), we pick a retraction r of s, so that there is a retraction r′

of s′ with s ◦ r = s′ ◦ r′. Now, we form the commutative diagram

D
��

s
��

��
s

��

C

r
�� ��

r′
�� ��

r′ �� ��

D′ �� s′
�� C

r′
����

r �� �� D �� s �� C

D′ �� s′

��

,

(we really only need the right half) proving that s 
 s′ via r′ ◦ s. Analogously, s′ 
 s. �

(3.24) Corollary. If C is κ-accessible then Cκ is essentially small and consequently, the
set R of κ-generators in definition (3.1) can always be taken to be a complete set of repre-
sentatives for the isomorphism classes of κ-presentable objects. �

As a converse to (3.20) above, we are going show that a locally small cocomplete
category is locally κ-presentable iff it has a strongly generating set of κ-presentable objects.
Here, it is essential to have all colimits and the analogous claim for accessible categories is
not true.

(3.25) Theorem. A locally small cocomplete category C is locally κ-presentable iff it has
a strongly generating set of κ-presentable objects.

Proof. The direction “⇒” was (3.20). For the converse, we take a strongly generating set G of
κ-presentable objects (which we identify with the full subcategory it defines) and denote byR
its closure under κ-small colimits. Formally, R =

⋃
α<κRα where R0 := G, Rβ :=

⋃
α<βRα

for β < κ a limit ordinal and Rα+1 is a set of representatives for the isomorphism classes in

{C ∈ C | there is I κ-small and X : I→ Rα ⊆ C with C ∼= colim X}
(to be even more formal, I above is still a class variable but we can always replace it by
an isomorphic category whose objects and Hom-sets are subsets of κ). It follows from the
regularity of κ that the set R is indeed closed under κ-small colimits (in particular, it is
κ-filtered) and by (2.14), each of its objects is κ-presentable. Now, for C ∈ C, we form the
canonical diagram

X : R ↓ C → R ↪→ C,

and observe that R ↓ C is again closed under κ-small colimits (and in particular κ-filtered)
because these are just calculated in C. Taking X’s colimit (L, λ), we shall show that the
morphism l : L→ C induced by the canonical cocone γ : X ⇒ C with components γ(R,p) := p
is an isomorphism. For this, it suffices to show that it is monic because G is strongly generating
and every p : G→ C with G ∈ G factors through l : L � C as p = γ(G,p) = l ◦ λ(G,p).

So let f , g : B → L such that l ◦ f = l ◦ g. Because G is generating, it suffices to
consider the case where B ∈ G. Since L is a κ-filtered colimit and B is κ-presentable, both f
and g factor through some component of the universal cocone λ. That is to say, there is some
(A, q : A→ C) ∈ R ↓ C together with morphisms f ′, g′ : B → A such that

f = λ(A,q) ◦ f ′ and g = λ(A,q) ◦ g′
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(we can assume that f and g factor through the same component by filteredness of R ↓ C).
Now, let e : A→ E be the coequaliser of f ′ and g′. BecauseR is closed under κ-small colimits,
we have E ∈ R and because

q ◦ f ′ = l ◦ λ(A,q) ◦ f ′ = l ◦ f = l ◦ g = l ◦ λ(A,q) ◦ g′ = q ◦ g′,

there is a unique q� : E → C such that q = q� ◦ e. But now (E, q�) ∈ R ↓ C and

λ(A,q) = λ(A,q�◦e) = λ(A,q�) ◦ e

by the cocone condition and so

f = λ(A,q) ◦ f ′ = λ(A,q�) ◦ e ◦ f ′ = λ(A,q�) ◦ e ◦ g′ = λ(A,q) ◦ g′ = g. �

(3.26) Scholium. If G is a strongly generating set of κ-presentables in a locally small
cocomplete category C then a set of κ-generators consists of all κ-small colimits (in C) of
diagrams with values in G.

(3.27) Example. This scholium is noteworthy because in general, a strongly generating
set of κ-presentables is not a set of κ-generators. For example, if R �= 0 is any ring then R
is a strong generator in R-Mod (which is locally finitely presentable). However, {R} is not
a set of ℵ0-generators. If this were so, then there would be a surjection r : R→ R2 by (3.21)
and composing this with a standard projection R2 � R gives a surjection R � R. Since
an R-linear surjection R � R is an isomorphism, this means that r has a retraction. But
then r is itself an isomorphism, as is either one of the standard projections R2 � R. This is
a contradiction because we assumed that R �= 0.

(3.28) Corollary. A locally κ-presentable category C is also locally κ′-presentable for every
regular cardinal κ′ � κ.

Proof. By the theorem, C has a strongly generating set of κ-presentable objects, which are
also κ′-presentable and we can apply the theorem again. �

Since we know that in a locally κ-presentable category the full subcategory Cκ

of κ-presentables is essentially small, the above corollary implies that in fact, every Cκ′ is
essentially small. Since every object in C is presentable, this has the noteworthy consequence
that

C = colim
κ

Cκ =
⋃
κ

Cκ (where κ ranges over all regular cardinals)

is a directed colimit (albeit no a small one) of essentially small categories.

(3.29) Corollary. If C is locally κ-presentable and C ∈ C, then the comma category C ↓C
is locally κ-presentable, too.

Proof. By (2.5.1), colimits in C ↓C are calculated in C and in particular, C ↓C is cocomplete.
By this very reason, it is clear that an object (D, p) ∈ C ↓ C with D ∈ C κ-presentable, is
itself so. Furthermore, one easily verifies that if G is a strongly generating set for C, then
all (G, p) ∈ C ↓ C with G ∈ G form a strongly generating set for C ↓ C. �
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(3.30) Remark. One can also show that the comma categories C ↓ C are locally κ-pre-
sentable, too. In fact, in (7.14), we are going to show more generally that any comma category
F ↓G with F , G sufficiently nice is itself κ-accessible, which will imply the two special cases
mentioned here.

(3.31) Corollary. Every presheaf category SetsIop is locally finitely presentable with a set
of ℵ0-generators given by all finite colimits of represented presheaves.

Proof. By (2.6.4), the representable presheaves are strongly generating and they are finitely
presentable by (2.8). �

(3.32) Corollary. If C is locally κ-presentable and A ⊆ C is a full reflective subcategory
closed under κ-filtered colimits then A is again locally κ-presentable.

Proof. First off, A is cocomplete by (2.3.10). Next, writing F : C → A for the reflection
functor, observe that if C ∈ C is κ-presentable, its reflection FC is κ-presentable in A.
Indeed, given a κ-filtered diagram X : I → A, we observe that its colimit in C is contained
in A by hypothesis and get

A(FC, colim
I

XI) = C(FC, colim
I

XI) ∼= C(C, colim
I

XI)

∼= colim
I

C(C, XI) = colim
I

A(FC, XI).

Now, given a strongly generating set R of κ-presentable objects in the category C, their
reflections FR := {FR | R ∈ R} form a strongly generating set (by (2.6.7)) of κ-presentable
objects in A. �

Note that this last corollary does not specify a set of κ-generators for the full reflec-
tive subcategory A and going through the proofs, it seems like we need to take the set of all
κ-small colimits of reflections FR with R in some set of κ-generators in C. But we can do
better.

(3.33) Proposition. If C is locally κ-presentable with a set of κ-generators R and A ⊆ C a
full reflective subcategory closed under κ-filtered colimits then A is again locally κ-presentable
with a set of κ-generators given by {FR | R ∈ R} for F : C→ A a reflector.

Proof. We have already proved the first part in the corollary. Now if A ∈ A, there is some
κ-filtered diagram X : I→ C in R, whose colimit is A. Since F is a left adjoint, we get that

A ∼= FA ∼= F colim
I

X ∼= colim
I

F ◦X,

which is a κ-filtered colimit in A. �

4. Level of Accessibility

We know that within a κ-accessible category C, every object is presentable and every object
can be written as a κ-filtered colimit of κ-presentables (which we call a presentation of the
object in question). The question we ask now is how the level of presentability of some object
is reflected in the indexing category for its presentation. We have already made the following
“soft” observation in the previous section and are afterwards going to strengthen it gradually,
leading to the Makkai-Paré theorem.
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(4.1) Observation. For all regular cardinals κ � κ′, an object of a locally κ-presentable
category C is κ′-presentable iff it is a retract of a κ′-small colimit of elements in R (in
particular of κ-presentables).

Proof. The direction “⇐” was (2.14). As for the converse: From (3.28), we know that C

is also locally κ′-presentable and inspecting the proof, a set of κ′-generators is given by all
κ′-small colimits (taken in C) of diagrams in R. Now, we can apply (3.21), which tells us
that every κ′-presentable object on C′ is in fact a retract of elements in R′. �

In a first step, we are going to strengthen this observation (and in doing so, make it
usable in the accessible context) by showing that, as long as κ′ is “big enough” relative to κ
(which, in most applications, is no real restriction), we can even assume the diagram in the
last proposition to be κ-filtered. This is an important conclusion because presentations of
objects are really κ-filtered diagrams rather than arbitrary ones (cf. the definition of a locally
presentable category).

(4.2) Definition. For a cardinal κ and a set X, we write

Pκ(X) := {S ⊆ X | |S| < κ}
for the poset (ordered by inclusion) of subsets of X with cardinality < κ. Now, for κ infinite
and κ′ another cardinal, we write κ  κ′ iff κ � κ′ and for every set X of cardinality |X| < κ′

(it suffices to consider κ � |X| < κ′ by remark (4.5) below), the poset Pκ(X) has a final
subset of cardinality < κ′. With this, we say that κ is sharply smaller than κ′ and write
κ � κ′ iff κ  κ′ and κ < κ′.

(4.3) Remark. Because κ is infinite, the poset Pκ(X) is directed and so finality of a
subset I ⊆ Pκ(X) is easy to check using (1.12): I is final iff every S ⊆ X of cardinality
|S| < κ is contained in some I ∈ I.

Before seeing some examples of sharp inequalities, let use record the following ele-
mentary properties for the sake of completeness.

(4.4) Proposition. The relation  is reflexive and transitive (i.e. a partial order).

Proof. If κ is any infinite cardinal and X a set of cardinality |X| < κ then Pκ(X) = P(X),
which has a top (hence final) element; namely X. As for transitivity, if κ � λ � μ and X is
any set of cardinality |X| < μ then Pλ(X) as a final subset I of cardinality |I| < μ. Now,
since every I ∈ I has cardinality |I| < λ, every Pκ(I) with I ∈ I has some final subset KI of
cardinality |KI | < λ. We now claim that

L :=
⋃
I∈I

KI (which has cardinality |L| � |I| · sup
I∈I
|KI | � |I| · λ < μ)

is final in Pκ(X). Indeed, if S ⊆ X has cardinality |S| < κ < λ then there is some I ∈ I
with S ⊆ I and therefore some K ∈ KI with S ⊆ K. �

(4.5) Remark. As seen in the proof of reflexivity, in the definition of the -relation, it
suffices to consider sets X whose cardinality satisfies κ � |X| < κ′ because if |X| < κ, then
Pκ(X) = P(X) has X as a top element.

In the above definition, we required κ to be infinite but the definition obviously also
makes sense for finite κ. The reason why we excluded this is that, just like for the definition
of filtered categories, allowing for finite cardinals just adds two degenerate cases (namely 0
and 1) as well as one trivial case for every other finite cardinal.



Section 4. Level of Accessibility 71

(4.6) Example. If we allow for finite cardinals, then 0  κ for every cardinal κ because
P0(X) = ∅ and 1  κ for every cardinal κ � 2 (no reflexivity!) because P1(X) = {∅}. On
the other hand, if n > 1 is finite then n  κ iff κ = n or κ is infinite.

For the infinite case, it suffices to consider κ = ℵ0 by transitivity and example (4.8)
below. But this is easy because if X is finite, so is Pn(X) and we can take all of it as a finite
final subset.

As for the case where κ is finite, too, we first note that Pκ(X) is not directed
and so remark (4.3) above does not hold anymore. Now, if n < m and X is any set of
cardinality m− 1 then Pn(X) has(

m− 1
n

)
maximal elements and

(
m− 1
n− 1

)
pairwise intersections of such.

Any final subset I of Pn(X) necessarily contains the maximal elements but also needs to
contain the pairwise intersections because any (M ∩M ′) ↓ I with M , M ′ ∈ Pn(X) maximal
must be connected. But this means that I has at least

(m
n

)
� m elements.

(4.7) Example. We have κ � κ+ for every regular cardinal κ. To wit, if X is any set of
cardinality κ � |X| < κ+ (i.e. |X| = κ), we pick a bijection κ ∼= X, α 
→ xα and find that the
collection I ⊆ Pκ(X) of all sets of the form

Iλ := {xα | α < λ} ⊆ X with λ < κ

is final in Pκ(X). Indeed, if S ⊂ X has |S| < κ then the set of indices α with xα ∈ S has a
supremum β < κ by regularity, implying that S ⊆ Iβ+1. Finally, by definition, |I| = κ < κ+.

(4.8) Example. We have ℵ0  κ for every infinite cardinal κ. To wit, if ℵ0 < κ and X
is a set of cardinality ℵ0 � |X| < κ, we write Pℵ0(X) as a union

Pℵ0(X) =
⋃

n∈N

Pn(X).

Obviously, we have a surjection Xn � Pn(X), given by (x1, . . . , xn) 
→ {x1, . . . , xn}, so that
|Pn(X)| � |Xn| = |X| and thus

|Pℵ0(X)| � ℵ0 · |X| = |X| < κ.

Therefore, we can take all of Pℵ0(X) as a final subset of cardinality < κ.

We can generalise the approach of this last example to arbitrary cardinals, the main
problem being finding the correct hypotheses.

(4.9) Lemma. Given infinite cardinals κ < κ′ with κ′ regular and such that λ′λ < κ′ for
all λ < κ and λ′ < κ′ then κ � κ′.

Proof. We follow the same proof as in the last example. To wit, for X a set of cardinality
|X| < κ′, we filter Pκ(X) by

Pκ(X) =
⋃

λ<κ

Pλ(X)

and have an obvious surjection Xλ � P=λ(X), given by (xα)α<λ 
→ {xα}α<λ, which implies
that |P=λ(X)| � |X|λ < κ′. With this

|Pκ(X)| � κ · sup
λ<κ
|X|λ < κ · κ′ = κ′,

where in the last inequality, we used the regularity of κ′. �
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(4.10) Proposition. If κ � κ′ are infinite cardinals then κ � (2κ′)+.

Proof. Taking λ < κ and λ′ < (2κ′)+, we have

λ′λ � 2κ′·λ = 2κ′
< (2κ′

)+

and we can apply the lemma since any successor cardinal is regular. �

The reason we proved this proposition is the following corollary to it, which is
routinely used in applications of the theory of locally presentable or accessible categories.

(4.11) Corollary. For any infinite cardinal κ, there are arbitrarily large regular cardinals κ′

such that κ  κ′. �

After having seen examples of sharp inequalities between cardinals and having
proved that we can always pick arbitrarily large sharply larger cardinals, let’s move on to
their main purposes, which are the Makkai-Paré theorem for locally presentable categories
and the result (4.14) that if κ  κ′, then every κ-accessible category is also κ′-accessible.

(4.12) Lemma. If κ�κ′ are regular cardinals and I a κ-filtered category, then every κ′-small
subcategory of I is contained in a κ′-small subcategory that is also κ-filtered.

Proof. Starting with a κ′-small subcategory J0 ⊆ I, we construct an increasing transfinite
sequence of κ′-small subcategories (Jα)α<κ, whose union Jκ :=

⋃
α<κ Jα is going to be κ-fil-

tered. By transfiniteness of the sequence, we mean that Jβ =
⋃

α<β Jα for every limit ordinal
β < α (which is κ′-small by regularity of κ′) and we only need to treat the successor case.

So suppose we have constructed the κ′-small category Jα. By hypothesis, Pκ(Arr Jα)
has a final subset Jα of cardinality |Jα| < κ′ and replacing every J ∈ Jα (which is just a
collection of arrows in Jα) by the subcategory it generates, we can assume that the elements
of Jα are subcategories.

Now, because I is κ-filtered, we can choose a cocone γJ : InJ ⇒ IJ in I below ev-
ery J ∈ Jα (where InJ : J ↪→ I is the inclusion) and we define Jα+1 ⊆ I to be the subcategory
generated by

Arr Jα ∪
⋃

J∈Jα

{
γJ,J : J → IJ

∣∣ J ∈ J
}

,

which is a set of cardinality � max
{|Arr Jα| , |Jα| , κ

}
< κ′, so that Jα+1 is indeed κ′-small.

Finally, Jκ :=
⋃

α<κ Jα is κ′-small by regularity of κ′ and to see that it is κ-filtered,
let X : K → Jκ be a κ-small diagram. Since K is κ-small and κ is regular, the set of all
indices α such that Xk ∈ Arr Jα for some k ∈ ArrK has a supremum β, meaning that the
diagram X factors through Jβ . By finality, there is some J ∈ Jβ such that X(ArrK) ⊆ J,
meaning that X even factors through J. But now, the

(
γJ,XK

: XK → IJ
)

K∈K
form a cocone

in Jβ+1 ⊆ Jκ below X �

(4.13) Proposition. If κ � κ′ are regular cardinals and I a κ-filtered category, then the
poset

P :=
{
J ⊆ I

∣∣ J is a κ′-small κ-filtered subcategory
}

(ordered by inclusion) is κ′-directed. Moreover, I =
⋃

J∈P J = colimJ∈P J (where the colimit
is taken in Cat). In particular, if C is any category and X : I→ C, we have an isomorphism

colim
J∈P

colim
J

X|J
∼=−→ colim

I
X

(assuming these colimits exist) induced by the inclusions J ↪→ I (or rather by the cocone
consisting of all colimJ X|J → colimI X induced by inclusions).
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Proof. Given a family (Jα)α<κ in P , the union
⋃

α<κ Arr Jα is of cardinality < κ′, so that the
category it generates is κ′-small and therefore, by the lemma, contained in one belonging to P .
As for the second part of the proposition, any morphism in I can be viewed as a category,
which then (again by the lemma) belongs to some J ∈ P . The union of all categories in P is
the colimit in Cat because P is directed and the final claim is just Thomason’s theorem. �

With this proposition, we have finally arrived at our first improvement over the ini-
tial “soft” observation. Given κ  κ′, not only does this corollary show that every κ-accessible
category is also κ′-accessible; it even gives a set of κ′-generators.

(4.14) Corollary. If κ�κ′ are regular cardinals and C a κ-accessible category with a set of
κ-generators R then C is also κ′-accessible with a set of κ′-generators R′ given by all κ′-small
κ-filtered colimits (taken in C) of diagrams in R.

Proof. First off, R′ is indeed a set because every κ′-small category can be chosen to have
objects and Hom-sets in κ′, so that there are at most 2κ′-many. Now, if C ∈ C is any object,
we find a κ-filtered diagram X : I → R whose colimit (in C) is C. We now construct the
κ′-directed poset P as in the proposition and get that

C ∼= colim
I

X ∼= colim
J∈P

colim
J

X|J.

But every J ∈ P is κ′-small and κ-filtered, so that every colimJ X|J is in R′. �

As we are going to show below, the set R′ from the corollary is actually the set of
all κ′-presentables. In fact, this is exactly the Makkai-Paré theorem. First, let us record the
following improved “soft” observation.

(4.15) Observation. If κ  κ′ are regular cardinals and C a locally κ-presentable category
with a set of κ-generators R then an object in C is κ′-presentable iff it is a retract of a κ′-small
κ-filtered colimit (taken in C) of a diagram in R.

Proof. The proof is the same as in (4.1) but using the set of κ′-generators R′ from the
corollary. �

Now, finally, let’s come to our main goal for this section, which says that in this
observation, we can actually forget about the retracts as they add nothing new. This makes
sense intuitively, since, as already observed in (1.10), retracts of an object C are κ-filtered
finite limits (with κ arbitrary) of diagrams with C as a single vertex and a single idempo-
tent non-identity morphism. The main technicality now is to mix such a diagram with a
presentation for C.

(4.16) Theorem. (Makkai-Paré) If κ  κ′ are regular cardinals and C a locally κ-pre-
sentable category with a set of κ-generators R then an object in C is κ′-presentable iff it is a
κ′-small κ-filtered colimit (taken in C) of a diagram in R

Proof. If κ = κ′, the claim is trivial since κ-presentables are retracts of objects in R, which
can be expressed as κ-filtered finite colimits of diagrams in R. So let’s assume κ � κ′.

By the last observation, it suffices to check that any retract of a κ′-small κ-filtered
colimit is again one; so let X : I→ C be a κ′-small κ-filtered diagram of κ-presentables with
colimiting cocone λ : X ⇒ colimI X =: A and s : B → A a morphism having a retraction
r : A→ B.
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Out of I, we now construct two new categories J and K, both of which are going to
have the same objects as I; i.e. Ob I = Ob J = ObK. A morphism I → I ′ in J is a morphism
f : XI → XI′ in C such that

XI
f

��

λI ��

XI′

λI′
��

A

r ��

A

r��

B

commutes (with composition of morphisms done in C). In particular, every Xi with i : I → I ′

in I belongs to J(I, I ′). We have an obvious diagram Y : J→ C given on objects by YI := XI

and which sends a morphism f : I → I ′ to f : XI → XI′ . Because every XI is κ-presentable
and A = colimI X is a κ-filtered colimit, we can pick, for every I ∈ I, an object FI ∈ I

together with a morphism fI : XI → XF I in C such that

XI

λI

��

fI �� XF I

λF I

��

A r
�� B s

�� A

commutes. In particular, fI is a morphism I → FI in J because r ◦ s = idB. With this, we
define K to be the subcategory of J generated by all Xi and all fI and claim that Y |K : K→ C

is a κ′-small κ-filtered diagram with colimit B. Clearly, K is κ′-small because its morphisms
are represented by words in the Xi and fI (though two words might describe the same
morphism), meaning that

|ArrK| � ℵ0 · |Arr I| · |Ob I| < κ′.

For later usage, let’s say that a morphism is an f -morphism iff it is representable by a word
containing at least one fI . As for the colimit, let’s show that the

YI = XI
λI−→ A

r−� B with I ∈ I form a colimiting cocone below Y |K.

This is a cocone by definition of J. For the universal property, we first note that its compo-
nents are jointly epi because r is epi and the λI form a colimiting cocone. Now, if(

γI : YI = XI → C
)

I∈I
is another cocone below Y |K,

it suffices to show that it factors through the r ◦ λI with uniqueness being implied by their
being jointly epi. Since every Xi : XI → XI′ with i : I → I ′ in I belongs to K, the γI also
form a cocone below X; whence there is a unique morphism g : A→ C such that γI = g ◦λI .
We now claim that we also have γI = g ◦ s ◦ r ◦ λI , for which we use the fI :

g ◦ s ◦ r ◦ λI = g ◦ λF I ◦ fI = γF I ◦ fI = γI ,

where for the last equality, we used the cocone condition on γ. Finally, we need to check
κ-filteredness of K, which is going to take up the bulk part of this proof.

Given a family (Iα)α of fewer than κ objects in K (i.e. in I), then, by κ-filteredness
of I, we find an object I together with a family of arrows (iα : Iα → I)α in I, which gives us
the family (Xiα : Iα → I)α in K.

The case of a family of parallel morphisms is much more complicated. The idea is
to show that every f -morphism (those representable by a word containing at least one fI)
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I → I ′ in K can be composed with a suitable Xi′ : I ′ → I ′′ to end up being of the form
Xi ◦ fI : I → FI → I ′′ for some i : FI → I ′′ in I. Since every morphism in K is represented
by a word in the Xi and fI , we first show that by post-composing with a suitable Xi′

(a) every fI can be moved to the back of the word (becoming the first arrow) and

(b) every fF I ◦ fI can be replaced by fI alone.

This then allows for

(c) an inductive argument to show that, after post-composing with a suitable Xi′, every
f -morphism is of the form Xi ◦ fI , and, finally,

(d) the use of the κ-filteredness of I.

Ad (a): Suppose we are given i : I → I ′ in I, and let’s consider the arrow fI′ ◦Xi. We wish
to obtain two arrows i′ : FI → I ′′ and i′′ : FI ′ → I ′′ such that

Xi′′ ◦ fI′ ◦Xi = Xi′ ◦ fI i.e.

XI
fI ��

Xi

��

XF I
Xi′
��

XI′′

XI′
fI′

�� XF I′
Xi′′
��

commutes.

For this, we observe that the arrow

XI
Xi−−→ XI′

λI′−−→ A
r−→ B

s−→ A

factors through two different components of the colimiting cocone; namely λF I′ and λF I :

λF I′ ◦ fI′ ◦Xi
(1)= s ◦ r ◦ λI′ ◦Xi

(2)= s ◦ r ◦ λI
(3)= λF I ◦ fI ,

where (1) and (3) are, respectively, by definition of fI′ and fI , while (2) is just the cocone
property of λ. Because A is a κ-filtered colimit and XI is κ-presentable, it follows that there
is a pair of arrows i′ and i′′ as required above. Note that this is the first time where we really
need the injectivity condition from the definition of a κ-presentable object.
Ad (b): Similarly, every XI

λI−→ A
r−→ B

s−→ A factors through two different components of the
colimiting cocone; namely λF I and λF 2I :

XI
fI ��

λI

��

XF I
fF I ��

λF I

��

XF 2I

λF 2I
��

A r
�� �� B ��

s
��

idB

��A r
�� �� B ��

s
�� A .

So (again by the injectivity condition in the definition of the κ-presentability of XI), there
are two arrows i : FI → I ′ and i′ : F 2I → I ′ in I such that

Xi′ ◦ fF I ◦ fI = Xi ◦ fI i.e.

XI
fI ��

fI

��

XF I
Xi
��

XI′

XF I
fF I

�� XF 2I
Xi′
��

commutes.
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Ad (c): Given an f -morphism k : I → I ′ (i.e. one representable by a word containing at least
one fI), we wish to find some I ′′ ∈ I together with i : I → I ′′ and i′ : I ′ → I ′′ in I such that

I
k ��

fI

��

I ′

Xi′
��

FI
Xi

�� I ′′

commutes. For this, we represent k by a word w in the Xi and the fI . Replacing two adjacent
Xi, Xi′ by X(i ◦ i′) and inserting XidI where necessary, we can assume that w is a word of
alternating Xi and fI and that starts and ends with an Xi (not necessarily the same one).
We now continue by induction on the number of fI in w. If w contains only a single fI , it is
of the form

I
k−→ I ′ = I

Xi1−−→ I1
fI1−−→ FI1

Xi2−−→ I ′

and claim is just point (a) above. So assume w contains two or more fI ; meaning that k is
of the form

I
k−→ I ′ = I

k′−→ I1
fI1−−→ FI1

Xi1−−→ I2
fI2−−→ FI2

Xi2−−→ I ′

where k′ is represented by the final part w′ of w (which has two fI fewer than w). We now
complete this string of arrows to a commutative diagram (where all unnamed arrows are of
the form Xi for some suitable i in I):

I
k′

�� I1
fI1 ��

fI1

��

(3)

FI1
Xi1 ��

fF I1
��

(1)

I2
fI2 �� FI2

Xi2 ��

��

(2)

I ′

��

F 2I1 ��

��

(4)

I3 �� I4

��

FI1 �� I5 �� I6 .

Squares (1) and (3) are by point (b), while squares (2) and (4) are by I being filtered. So, all
in all, we get that

I
k−→ I ′ → I4 → I6 = I

k′−→ I1
fI1−−→ FI1 → I5 → I6,

where the composite on the right is represented by a word with one fewer fI .
Ad (d): Let (kα : I → I ′)α be a family of < κ parallel arrows in K. Without loss of generality,
we can assume that they are f -morphisms. Otherwise, we just compose them with fI′ . For
every α, we use (c) to pick some I ′′

α ∈ I together with iα : FI → I ′′
α and i′

α : I ′ → I ′′
α such that

I
kα ��

fI

��

I ′

Xi′
α

��

FI
Xiα

�� I ′′
α

commutes in K. By κ-filteredness of I, we find I ′′ ∈ I together with arrows

(jα : I ′′
α → I ′′)α, j : FI → I ′′, j′ : I ′ → I ′′
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in I such that all diagrams

FI
iα ��

j
��

I ′′
α

jα

��

I ′i′
α��

j′
��

I ′′

in I commute. With this,

Xj′ ◦ kα = Xjα ◦Xi′
α ◦Xkα = Xjα ◦Xiα ◦ fI = Xj ◦ fI ,

which is independent of α. �

After having gone to considerable lengths to prove this theorem, an obvious next
question would be if every morphism between κ′-presentable objects lifts to a natural trans-
formation between κ-filtered κ′-small diagrams of κ-presentables. This is indeed the case we
will show later on.

5. Localisations of Presheaf Categories

For every small category I, we have a Yoneda embedding I→ SetsIop , which can be seen as
the free cocompletion of I. For a large category C, there is no such thing because formally,
a functor C → Sets is a proper class and so we cannot assemble them into a new class. Of
course, if one is willing to accept sufficiently strong large cardinal axioms, one just switches
up one universe and even if one is not willing to, sometimes, we can get away with using
metacategories.

In this section, we are going to see how this can be overcome, at least for locally
presentable categories and in doing so, show that every locally presentable category can
be obtained as a full reflective subcategory (a.k.a. a reflective localisation) of a presheaf
category closed under sufficiently filtered colimits. This then implies its completeness and
well-bipoweredness.

(5.1) Proposition. Let C be a category and A ⊆ C a small full subcategory. Then the
Yoneda functor Y : C→ SetsAop =: Â, C 
→ C(−, C)

(a) is fully faithful iff A ⊆ C is dense (see (3.12));

(b) preserves κ-filtered colimits iff every A ∈ A is κ-presentable in C.

Proof. Ad (a): Given C, C ′ ∈ C, we observe that morphisms between Y C and Y C ′ correspond
to cocones under the canonical diagram A ↓ C → C with vertex C ′. Indeed, a natural
transformation τ : Y C ⇒ Y C ′ has, for each A ∈ A, a component

τA : C(A, C)→ C(A, C ′) such that τA(f ◦ a) = τB(f) ◦ a

for every a : A→ B in A and f : B → C in C. On the other hand, a cocone under A ↓C → C

with vertex C ′ is a family of arrows
(
γ(A,f) : A→ C ′)

(A,f)∈A↓C
such that every commutative

triangle on the left (with A, B ∈ A) gives us a commutative triangle on the right

A
a ��

f◦a
��

B

f
��

C

�
A

a ��

γ(A,f◦a)
��

B

γ(B,f)
��

C ′ .
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So all in all, we get a bijection (where we identify an object C ′ of C with the corresponding
constant factor A ↓ C → C)

Nat(Y C, Y C ′) ∼= Cocone(A ↓ C → C, C ′) = Nat(A ↓ C → C, C ′),

given by

τ 
→ (
τAf

)
(A,f)∈A↓C

and
(
γ(A,−)

)
A∈A
←� γ.

Next, consider the commutative diagram

C(C, C ′) ��

��

�� 



Nat(Y C, Y C ′)
∼=
��

Nat(C, C ′) �� Cocone(A ↓ C → C, C ′),

where the bottom arrow is induced by the canonical natural transformation CanA
C ⇒ C.

Now, for Y to be fully faithful means that for all C ′ the top arrow is a bijection and for A to
be dense means that C ∼= colim(A ↓ C → C), which, by definition of a colimit, is to say that
for all C ′, the diagonal arrow is a bijection.
Ad (b): Since colimits in SetsAop are objectwise, Y preserves κ-filtered colimits iff every

EvA ◦ Y = C(A,−) : C→ Sets, C 
→ C(A, C)

with A ∈ A does so. �

For the next corollary, recall that if C is a κ-accessible category with a set of κ-gen-
erators R (which we identify with the full subcategory it generates), then R lies dense in C,
as was shown in (3.10). Usually, we can take R = Sk(Cκ) to just be a skeleton of Cκ, the full
subcategory of κ-presentable objects.

(5.2) Corollary. If C is κ-accessible and R a set of κ-generators, then C is a full subcat-
egory of SetsRop via the Yoneda embedding

C ↪→ SetsRop
, C 
→ C(−, C)

and is closed under κ-filtered colimits (up to repletion). �

(5.3) Proposition. If C is a cocomplete category and A ⊆ C a small full subcategory
then the Yoneda functor Y : C→ SetsAop is right adjoint to

F : SetsA
op → C, X 
→ colim

(∫
A

X
Q−→ A ↪→ C

)
,

where Q is the projection functor.

Proof. The functor F is just the Yoneda extension of A ↪→ C. �

(5.4) Corollary. Every locally κ-presentable category C with a set of κ-generators R is
a full reflective subcategory of SetsRop (via the Yoneda embedding) closed under κ-filtered
colimits. In particular, it is bicomplete and well-powered.

Proof. This is a combination of the last two propositions and the fact that R lies dense in C.
The bicompleteness then transfers from SetsRop and the well-poweredness is by (2.6.9). �
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(5.5) Corollary. A category is locally κ-presentable iff it is (equivalent to) a full reflective
subcategory closed under κ-filtered colimits of some presheaf category.

Proof. We just showed “⇒” and the converse is by (3.31), (3.28) and (3.32). �

Note that with this corollary, we have found a characterisation of locally κ-pre-
sentable categories, whereas in the κ-accessible case (5.2), we only have a necessary condition.
Strengthening this condition in such a way that it also becomes sufficient (and thus gives us
a similar characterisation of κ-accessible categories) will be the main goal of section 8 below.

(5.6) Corollary. A category I is κ-filtered iff for every locally κ-presentable category,
κ-small limits in it commute with I-colimits (i.e. colimI : CI → C preserves κ-small limits).

Proof. For the direction “⇐”, it suffices that κ-small limits in Sets (which is locally finitely
presentable) commute with I-colimits, which was shown in (2.13). Conversely, if C is any
locally κ-presentable category then limits (in particular κ-small ones) and κ-filtered colimits
are calculated in SetsSk(Cκ)op . There in turn, they are calculated pointwise and the claim
follows since we already know it for Sets. �

6. Diagram Categories

We already showed in (3.31) that presheaf categories are locally finitely presentable. We are
now going to see more generally that if C is locally κ-presentable and I any small category
then CI is again locally κ-presentable. In fact, by reflectively embedding C into a presheaf
category, this becomes trivial.

(6.1) Proposition. If C is a locally κ-presentable category and I small then CI is again
locally κ-presentable.

Proof. The meta-2-functor −I : CAT → CAT preserves full reflective subcategories and
maps presheaf categories to presheaf categories. �

In order to get an analogue of the Makkai-Paré-theorem for morphisms, we are also
going to study how presentability in such a diagram category relates to pointwise presentabil-
ity. In general, these are not equivalent as is apparent from example (2.11). However, for
small enough indexing categories (most notably for I = [1]), they are.

(6.2) Nomenclature. For convenience, given an infinite cardinal κ, let us call a diagram
X : I→ C pointwise κ-presentable iff every XI with I ∈ I is κ-presentable.

Obviously, if we want to analyse how presentability in a diagram category relates
to pointwise presentability, evaluation functors are going to play some role. Recall that if C
is a category, I a (small) index category and I ∈ I then the evaluation functor

evI = I∗ : CI → C, X 
→ XI is just precomposition with InI : {I} ↪→ I

and so has a right adjoint given by right Kan extension (assuming these exist), which turns
out to be

I∗ : C→ CI with I∗C = CI(−,I).

To wit, by the limit formula, the right Kan extension is I∗C = lim(− ↓ InI → {C} ↪→ C),
so that (I∗C)I ′ = Cπ0(I′↓InI) is the limit of a constant diagram for I ′ ∈ I. But I ′ ↓ InI is a
discrete category with objects I(I ′, I) and the above formula follows.
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(6.3) Lemma. Let κ be a regular cardinal. If C is a locally κ-presentable category, I a
κ-small indexing category and I ∈ I, then I∗ preserves κ-filtered colimits.

Proof. Recall that colimits in CI are calculated pointwise. So let X : J → C be a κ-filtered
diagram and I ′ ∈ I. Then

(
I∗ colimJ∈J XJ

)
I′
∼= (

colimJ∈J XJ

)I(I′,I) (∗)∼= colimJ∈J X
I(I′,I)
J

∼= colim
J∈J

I∗XJ ,

where, for the isomorphism (∗), we used that κ-small limits in C commute with κ-filtered
colimits. �

(6.4) Proposition. Let κ be a regular cardinal, C a category with κ-filtered colimits
and I a κ-small indexing category.

(a) If a diagram X ∈ CI is pointwise κ-presentable, then it is κ-presentable.

(b) If C is even locally κ-presentable, then the converse holds, too.

Proof. Ad (a): By the Nat-formula, we have

Nat(X, Y ) ∼=
∫

I∈I
C(XI , YI) for X, Y : I→ C.

Using the twisted arrow category (2.2.6), this end can be calculated as a κ-small limit. Now,
let X : I → C be pointwise κ-presentable and Y : J → CI a κ-filtered diagram in CI. Since
κ-filtered colimits in CI are calculated pointwise and κ-small limits in Sets commute with
κ-filtered colimits, we easily calculate that

Nat
(

X, colim
J∈J

YJ

)
∼=
∫

I∈I
C

(
XI ,

(
colim

J∈J
YJ

)
I

)
∼=
∫

I∈I
C

(
XI , colim

J∈J
YJ,I

)
(∗)∼=
∫

I∈I
colim

J∈J
C(XI , YJ,I) ∼= colim

J∈J

∫
I∈I

C(XI , YJ,I)

∼= colim
J∈J

Nat(X, YJ),

where we used the pointwise κ-presentability of X for (∗).
Ad (b): Assume that there is some I ∈ I with XI not κ-presentable, meaning that there is
some κ-filtered diagram Y : J→ C together with a morphism f : XI → colimJ Y that does not
factor (essentially uniquely) through any YJ . By the lemma above I∗ colimJ Y ∼= colimJ I∗Y
and using the natural tuning bijection

C(XI , colimJ Y ) ∼= (CI)(X, I∗ colimJ Y ) ∼= (CI)(X, colimJ I∗Y ),

we find that f � : X → colimJ I∗Y does not factor (essentially uniquely) through any (I∗Y )J ,
which contradicts our hypothesis that X is κ-presentable. �

(6.5) Remark. Since every locally κ-presentable category is also locally κ′-presentable
for all regular κ′ � κ and every κ-small indexing category is also κ′-small, this proposition
actually tells us that for κ′ � κ, κ′-presentability is the same as pointwise κ′-presentability.

With this result, we can finally prove the “arrow version” of the Makkai-Paré theo-
rem, telling us that we can lift morphisms between objects in a locally presentable category
to morphisms between presentations.
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(6.6) Corollary. (Makkai-Paré [bis]) Let κ  κ′ be regular cardinals, C a locally κ-pre-
sentable category and f : C → D a morphism between κ′-presentable objects in C. Then there
is a κ-filtered κ′-small category I together with a morphism ϕ : X ⇒ Y of I-indexed diagrams
X, Y : I → Cκ ⊆ C and isomorphisms colimI X ∼= C, colimI Y ∼= D (with the colimits taken
in C) making the following square commute:

colimI X ∼=

colimI ϕ
��

C

f
��

colimI Y ∼= D .

Proof. The category C[1] is locally κ-presentable and f : C → D (viewed as an object therein)
is κ′-presentable because it is pointwise so. By the original Makkai-Paré theorem, we find
a κ-filtered κ′-small category I together with a diagram Z : I → (

C[1])
κ

= (Cκ)[1] such that
colimI Z ∼= f . Using the exponential adjunction, this is really just a transformation ϕ : X → Y
between diagrams X, Y : I→ Cκ and we are done. �

7. Accessible Functors

(7.1) Definition. Given any infinite cardinal κ (as always, we can even assume κ to
be regular), a functor F : C → D between κ-accessible categories is called κ-accessible iff it
preserves κ-filtered colimits. As always, a functor is simply called accessible iff it is accessible
for some κ; it is finitely accessible iff it is ℵ0-accessible.

(7.2) Example. By definition, an object C ∈ C is κ-presentable iff C(C,−) : C→ Sets is
κ-accessible (we need C to be κ-accessible by definition).

(7.3) Example. Obviously, every left adjoint functor between κ-accessible categories is
κ-accessible because left adjoints preserve all colimits. As it turns out in (7.13), right adjoints
are also accessible.

(7.4) Example. As a special case of this, we showed in (6.3), that the right adjoint to
an evaluation functor CI → C (with C locally κ-presentable, which we only need for the
construction of the right adjoint) is accessible.

(7.5) Example. Every constant functor between κ-accessible categories is κ-accessible
since the colimit of a constant filtered diagram is just the object itself.

(7.6) Example. As observed in (3.3), given a family (Ci)i∈I of κ-accessible categories
with |I| < κ, their product C :=

∏
i∈I Ci is again κ-accessible. Since colimits in C are

calculated pointwise, the standard projections Pri : C→ Ci are κ-accessible. Moreover, since
the κ-presentable objects of C are the pointwise κ-presentable ones (as shown in (2.17)), these
standard projections also preserve κ-presentable objects.

(7.7) Example. As for a more concrete example, most forgetful functors for algebraic
structures (e.g. Grp→ Sets) are finitely accessible. This follows directly from (7.13) below
and the fact that the free structure (e.g. group) on a finite set is finitely presentable. Of
course, there is a more general theory hidden behind this, namely that of accessible monads.

(7.8) Remark. Obviously, κ-accessible functors compose (i.e. their composite is again
κ-accessible) and for κ  λ regular, every κ-accessible functor is also λ-accessible (because
κ-accessible categories are also λ-accessible and λ-filtered colimits are also κ-filtered).
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When it comes to accessible functors, the preservation of filtered colimits is only one
piece of the puzzle. What is going to be important, too, is the preservation of presentability.
To this end, we have the following so-called uniformisation theorem.

(7.9) Theorem. (Uniformisation Theorem) Let F : C→ D be κ-accessible (κ regular)
and R a set of κ-generators in C. If κ′ � κ is such that every FR with R ∈ R is κ′-presentable
then F preserves κ′′-presentable objects for all regular κ′′ � κ′.

Proof. By (4.14) (and (3.21)), every κ′′-presentable C ∈ C is a retract of a κ′′-small κ-filtered
colimit (in C) of a diagram in R and because F is κ-accessible, FC is a retract of a κ′′-small
colimit (in D) of a diagram in FR. Because all objects in FR are κ′-presentable, and κ′′ � κ′,
it follows that FC is κ′′-presentable. �

(7.10) Example. As a special case of uniformisation, let’s fix a κ-accessible C with a set
of κ-generators R and consider the Yoneda embedding (which is κ-accessible)

C ↪→ SetsRop
, C 
→ C(−, C).

Because, by (2.8), representable presheaves in SetsRop are finitely presentable (i.e. they
must be representable by an object in R!), the Yoneda embedding maps objects of R to
κ-presentables and thus (by uniformisation) preserves κ′-presentables for all κ′ � κ regular.

(7.11) Remark. This example has an interesting consequence (which we will use later on).
Let’s use the same notation as in the example and identify R with the full subcategory it
generates. We know from (6.4), that for every regular λ > |ArrR|, a presheaf in X ∈ SetsRop

is λ-presentable iff it is pointwise so, which just means that |XR| < λ for all R ∈ R. By the
previous example then, it follows that for every regular λ � κ with λ > |ArrR|, we have

|C(R, C)| < λ for every R ∈ R and C λ-presentable.

As we have seen very early on in the theory of accessible categories (3.18), the Hom-
functors ranging over a set of generators work as “test functions” for filtered colimits. This
easily transfers to accessible functors.

(7.12) Proposition. Let F : C→ D be a functor between κ-accessible categories, R a set
of κ-generators for D and λ � κ regular. Then F is λ-accessible iff every composite

D(R, F−) : C F−→ D
D(R,−)−−−−−→ Sets

with R ∈ R is λ-accessible.

Proof. The direction “⇒” is obvious because accessible functors compose. As for the other
direction: Since the D(R,−) with R ∈ R jointly reflect κ-filtered (and a fortiori λ-filtered)
colimits, it follows that F is λ-accessible. �

(7.13) Proposition. Given an adjunction F : C � D :G between κ-accessible categories
(κ regular and left adjoint on the left),

(a) F is κ-accessible and

(b) G is λ-accessible for λ � κ regular such that F preserves λ-presentable objects.

In particular (by uniformisation), G is accessible, albeit not necessarily κ-accessible.



Section 7. Accessible Functors 83

Proof. Point (a) is clear because F preserves all colimits. For point (b), picking a set of
κ-generators R for C, it suffices, by the last proposition, to show that every C(R, G−) with
R ∈ R is λ-accessible. So, let X : I → D be a λ-filtered diagram. For R ∈ R, we easily
calculate that

C
(
R, G(colim

I
XI)

) ∼= D
(
FR, colim

I
XI

) (∗)∼= colim
I

D(FR, XI)

∼= colim
I

(R, GXI) ∼= C(R, colim
I

GXI),

where for (∗), we used that FR is λ-accessible. �

As a next step, we are going to show an adjoint functor theorem in the context
of accessible functors (and thus accessible categories). For this, we are first going to study
comma categories of accessible functors, which, as a corollary, gives us Freyd’s Solution Set
Condition.

(7.14) Proposition. Given two κ-accessible functors F : C→ E ← D :G with F preserv-
ing κ-presentable objects, the comma category F ↓G together with the standard projection
F ↓ G → C ×D are κ-accessible. In particular (using uniformisation), comma categories of
accessible functors are accessible.

Proof. First off, by (2.5.1), F ↓G has κ-filtered colimits (created by the standard projection
F ↓ G → C × D, which is thus going to be κ-accessible) because C and D have κ-filtered
colimits and F preserves them. Secondly, we note that, since colimits in F ↓G are calculated
in C and D and F as well as G preserve them, it follows that an object (C, p, D) in F ↓ G
with C and D both κ-presentable, is itself κ-presentable. So, choosing sets of κ-generators
R, S for C and D, respectively, it suffices to show that every object (C, p, D) in F ↓ G is a
κ-filtered colimit of objects (R, r, S) with R ∈ R and S ∈ S.

So, let (C, p, D) ∈ F ↓ G be arbitrary and fix κ-directed diagrams X : I → C,
Y : J → D (where I and J are posets!) that take values in R and S, respectively, and
whose colimits are C and D. Denoting the colimiting cocones by λ : X ⇒ C and μ : Y ⇒ D,
respectively, we form a new poset K, whose elements are all triples (i, q, j) with i ∈ I, j ∈ J ,
q : FXi → GYj compatible with the colimiting cocones and p : FC → GD; i.e. such that

FXi
F λi ��

q

��

FC

p

��

GYj
Gμj

�� GD

commutes (and thus (λi, μj) : (Xi, q, Yj) → (C, p, D) is a morphism in F ↓G). The ordering
is the obvious one, namely (i, q, j) � (i′, q′, j′) iff i � i′, j � j′ and

FXi

F Xi�i′
��

q

��

FXi′

p

��

GYj
GYj�j′

�� GYj′

commutes (i.e. (Xi�i′ , Yj�j′) : (Xi, q, Yj) → (Xi′ , q′, Yj′) is a morphism in F ↓ G). To prove
our claim, it suffices to do two things:
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(a) We need to check that K is κ-directed and

(b) we need to show how (C, p, D) ∈ F ↓G can be obtained as K-indexed colimit.
Ad (a): Let K ′ ⊆ K be of cardinality |K ′| < κ. Because I is κ-directed, all the i of
elements in K ′ have an upper bound i0 ∈ I and all the j have an upper bound j0 ∈ J .
Now, since Xi0 is κ-presentable, which F preserves, and G preserves κ-filtered colimits, the
composite FXi0 → FC → GD ∼= colimj GYj factors through some GYj and without loss of
generality, we assume that it factors through GYj0 , say by q0 : FXi0 → GYj0 . More precisely,
the square on the right in

FXi

F Xi�i0 ��

q

��

FXi0

q0
��

F λi0 �� FC

p

��

GYj
GYj�j0

�� GYj0 Gμj0

�� GD

commutes. However, the square on the left need not commute for (i, q, j) ∈ K ′; i.e. (i0, q0, j0)
is not an upper bound for K ′. What we do know is that the outer rectangle commutes and
so, the left hand square composed with Gμj0 commutes; or more symbolically

Gμj0 ◦ q0 ◦ FXi�i0 = Gμj0 ◦GYj�j0 ◦ q.

That is to say, the square provides two different factorisations of FXi → GD through GYj0 .
Since FXi is κ-presentable and GD is κ-filtered, we therefore find some j′

0 � j0 such that the
square on the left above commutes when composed with GYj0 → GYj′

0
(this is the injectivity

condition in the definition of a κ-presentable object). We therefore obtain a commutative
diagram of solid arrows

FXi

F Xi�i0 ��

q

��

FXi0

q0
��

F λi0 �� FC

p

��

GYj0
GYj0�j′

0 ��

Gμj0

��

GYj
GYj�j′

0

��

GYj�j0 ��

GYj′
0 Gμj′

0

�� GD

and so, writing q′
0 := GYj0�j′

0
◦ q0 for the vertical composite, we showed (i, q, j) � (i0, q′

0, j′
0).

Still, we fixed (i, q, j) ∈ K ′ and so (i0, q′
0, j′

0) is not an upper bound for K ′ yet. But since
|K ′| < κ and J is κ-directed, we can repeat this process, choose a j′

0 for every (i, q, j) ∈ K ′

and take an upper bound of those in J . This finishes the proof of the κ-directedness of K.
Ad (b): We would like to write (C, p, D) as a K-indexed colimit, for which we note that by
definition of K, there is a canonical diagram Z : K → F ↓G, given by

(i, q, j) � (i′, q′, j′) 
→ (Xi, q, Yj)
(Xi�i′ ,Yj�j′ )−−−−−−−−→ (Xi′ , q′, Yj′).

Again by definition of K, this diagram comes with a canonical cocone over (C, p, D), whose
component at (i, q, j) is (λi, μj) and this cocone is in fact colimiting. To see this, we use
(2.5.1), which says that since F preserves κ-filtered colimits, they are calculated pointwise
in F ↓G (and p is going to be the unique map out of FC ∼= colim(i,q,j)∈K FXi). So, it suffices
to check that

(b)’ colim(i,q,j)∈K Xi
∼= C with the colimiting cocone having λi as its (i, q, j)-component;

(b)” similarly for D.
This is not quite as trivial as it sounds.
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Ad (b)’: Let
(
γi,q,j : Xi → C ′)

(i,q,j)∈K
be any cocone below K → F ↓ G → C. Out of this,

we construct a cocone γ′ : X ⇒ C ′ (and thus the sought for induced morphism C → C ′)
by noting that for every i ∈ I there is some (i, q, j) ∈ K because FXi is κ-presentable
and GD ∼= colimj∈J GYj a κ-filtered colimit, so that FXi → GD factors through some GYj .
Picking any such (i, q, j), we define γ′

i := γi,q,j . This is independent of q and j because
if we have (i, q, j) and (i, q′, j′) ∈ K, then (by the injectivity condition from the defini-
tion of the κ-presentability of FXi), there is some (i, q′′, j′′) above (i, q, j) and (i, q′, j′),
so that, since (i, q, j) � (i, q′′, j′′) and (i, q′, j′) � (i, q′′, j′′) are mapped to idXi , we get
γi,q,j = γi,q′′,j′′ = γi,q′,j′ .
Ad (b)”: To show that colim(i,q,j)∈K Yj

∼= D (with the colimiting cocone having μj as
its component at any (i, q, j) ∈ K), we let

(
δi,q,j : Yj → D′)

(i,q,j)∈K
be any cocone below

K → F ↓G→ D. Picking any i0 ∈ I and, as before, completing it to an (i0, q0, j0) ∈ K, we
define a cocone

δ′ : Y |J�j0
⇒ D′ by δ′

j := δi0,GYj0�j◦q0,j .

To see that this gives us the required induced morphism colimJ�j0
Y

?∼= D → D′, we first note
that J�j0 ⊆ J and K�(i0,q0,j0) are, respectively, final in J and K (by (1.12)), so that indeed
colimJ�j0

Y ∼= D and we write g : D → D′ for the morphism induced by δ′. Now, we just
need to check that

(7.15)
Yj

μj
��

δi,q,j ��

D

g

��

D′

commutes for all (i, q, j) � (i0, q0, j0)

(which we only know for i = i0 and q = GYj0�j ◦ q0, so that δi,q,j = δ′
j). But this is easy

because the commutative diagram

FXi0
��

q0
��

FXi

q

��

GYj0
�� GYj

corresponding to
(i0, q0, j0) � (i, q, j)
can be rewritten as

FXi0
��

q0
��

FXi

q

��

GYj0

��

GYj GYj .

This, in turn, corresponds to (i0, GYj0�j ◦ q0, j) � (i, q, j), implying that

δ′
j = δi0,GYj0�j◦q0,j = δi,q,j

and the triangle (7.15) does indeed commute. �

(7.16) Remark. As observed, every object (C, p, D) ∈ F ↓G with C and D κ-presentable
is itself κ-presentable. However, the converse is not true. For example, (C, idC) is initial (and
thus finitely presentable) in C ↓ C even though C need not be finitely presentable.

(7.17) Scholium. Under the same hypotheses as in the proposition, if R and S are sets
of κ-generators for C and D, respectively, then the set of all (C, p, D) ∈ F ↓ G with C ∈ R
and D ∈ S is a set of κ-generators.

(7.18) Corollary. If C is κ-accessible and C ∈ C then C ↓ C is again κ-accessible. If C is
even κ-presentable, then C ↓ C is also κ-accessible.
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Proof. By definition C ↓ C ∼= idC ↓ C (where C : {∗} → C) and C ↓ C ∼= C ↓ idC. This also
explains the additional requirement for under-categories because in C is not κ-presentable,
the functor C : {∗} → C does not preserve κ-presentable objects. �

Later on, we will show that categories of diagrams with an accessible base are
themselves accessible. For now, let us record the following special case.

(7.19) Corollary. If C is κ-accessible, so is its arrow category C[1] (and the arrows with
κ-presentable domain and codomain form a set of κ-generators in C[1]).

Proof. We apply the proposition to idC ↓ idC = C ↓ C ∼= C[1]. �

(7.20) Corollary. If C is κ-accessible with a set of κ-generators R, then an F : C→ D that
preserves κ-filtered colimits is uniquely determined (up to isomorphism) by its restriction to
the full subcategory R ⊆ C.

Proof. By definition, every morphism in C (viewed as an object in C[1]) is a κ-filtered colimit
of a diagram with values in R[1]. Since F preserves κ-filtered colimits, the values of all
morphisms under F are thus determined (up to isomorphism). �

(7.21) Theorem. (Accessible Adjoint Functor Theorem) Every accessible functor
G : D→ C satisfies the solution set condition (i.e. every C ↓G has a weakly initial subset of
objects). Consequently, an accessible functor has a left adjoint iff it preserves limits.

Proof. For C ∈ C, we use uniformisation to pick κ such that C is κ-presentable and G κ-ac-
cessible. By the above proposition then, C ↓G is κ-accessible. Therefore, all its κ-presentable
objects form a weakly initial set because every other object can be written as a colimit of
such. The final claim then is just by Freyd’s adjoint functor theorem. �

(7.22) Corollary. A κ-accessible category C is

(a) complete iff (b) cocomplete iff (c) locally κ-presentable.

Proof. The implication (b) ⇒ (c) is by definition and (c) ⇒ (a) was part of (5.4). As for
(a)⇒ (b), we pick a skeleton Sk(Cκ) for the κ-presentable objects in C. By (5.1) (and because
presheaf categories are locally finitely presentable), the Yoneda functor

Y : C→ SetsSk(Cκ)op
, C → C(−, C)

is fully faithful and κ-accessible. Now, if C is complete, Y clearly preserves limits because
the Hom-functors C(A,−) do. From the accessible adjoint functor theorem then, we get a
reflection along Y and the claim follows by (3.32). �

8. Pure Subobjects

In (5.5), we characterised locally κ-presentable categories as being exactly the full reflective
subcategories of presheaf categories, closed under κ-filtered colimits. For a κ-accessible cate-
gory C, we only know from (5.2) that it is necessarily a full subcategory of a presheaf category,
closed under κ-filtered colimits via the Yoneda embedding

C ↪→ SetsSk(Cκ)op
, C 
→ C(−, C).

However, this condition is far from sufficient for κ-accessibility and the goal of this section is
to amend this condition to get a characterisation similar to that of locally κ-filtered categories.
Again, just like in previous section, let us fix some regular cardinal κ.
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(8.1) Definition. A morphism i : A → B in a category C is called κ-pure iff every com-
mutative square of solid arrows in C

R

p

��

f
�� A

i
��

S g
��

d

  

B

with R, S κ-presentable has an upper diagonal filler , meaning a d : D → A such that f = d◦p
(but not necessarily g = i ◦ d).

(8.2) Observation. While we allowed C in the definition to be any category, we are only
interested in the accessible case. There, it is noteworthy that if C is κ-accessible with a set
of κ-generators R, it suffices to check the condition from the definition for R, S ∈ R.

Proof. By (7.17) and (7.19), C[1] is κ-accessible with a set of κ-generators given by R[1].
With this, using the standard lemma (3.21), every morphism between κ-presentables in C is
a retract of a morphism between objects in R and if we can construct an upper diagonal filler
for some morphism p, we can do so for every retract of p (as is easily verified). �

(8.3) Example. Every split monomorphism (i.e. every morphism that has a retraction)
is κ-pure for all κ. To wit, if i in the above square has a retraction r, then d := r ◦ h is an
upper diagonal filler.

(8.4) Example. As we shall show in (8.8) below, every pure morphism is necessarily
monic. Combining this with the previous example and noting that every monomorphism
in Sets is split, we conclude that in Sets, the pure morphisms are precisely the injections.

(8.5) Remark. Clearly, every κ-pure morphism is also κ′-pure for κ′ � κ regular. More-
over, one easily checks that κ-pure morphisms are closed under composition, retracts (in C[1])
and satisfy the following descent condition: If j ◦ i is κ-pure, then i is κ-pure.

Not only are pure morphisms closed under retracts (which is a special case of a
filtered colimit) but also under filtered colimits, as it turns out.

(8.6) Proposition. The class of κ-pure morphisms, viewed as a full subcategory of the
arrow category C[1], is closed under arbitrary κ-filtered colimits.

Proof. Let J → C[1], J 
→ iJ be a κ-filtered colimit of κ-pure morphisms with colimiting
cocone

(
(λJ , μJ) : iJ → i

)
J

and (f, g) : p → i any commutative square as in the definition
with p : R → S having a κ-presentable domain and codomain. From (6.4), we know that p
(as an object of C[1]) is κ-presentable and so, (f, g) factors as

(f, g) : p
(f ′,g′)−−−−→ iJ

(λJ ,μJ )−−−−−→ i i.e.

R

p

��

f ′
�� AJ

λJ ��

iJ

��

A

i
��

S
g′

�� BJ μJ

�� B

for some J ∈ J and we can construct the upper diagonal filler in the left square. �
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In the above example, we saw that split monomorphisms are pure. Conversely, we
can show that every pure morphism is monic. In fact, within a locally κ-presentable category,
one can even show that they are regularly monic but since we are only concerned with the
accessible case here, we shall not pursue this. The proof that every pure morphism is monic is
not very hard, though its easiness is somewhat clouded by the fact that we work in an arrow
category. Let us therefore formalise the key step (which is not dependent on our working in
an arrow category) as a small lemma.

(8.7) Lemma. Let C be a κ-accessible category with a set of κ-generators R. Then any
cofork P ⇒ A → B in C with P κ-presentable lifts to a cofork P ⇒ R → S with R, S ∈ R,
meaning that it can be completed to a diagram

P
f ′

��

g′
�� R

j
��

p

��

S

q

��

P
f

��

g
�� A

i
�� B ,

where the rows are coforks and the top and bottom square on the left as well as the square
on the right commute (and, as already mentioned, R, S ∈ R).

Proof. The object P is κ-presentable and f ′, g′ are just factorisations of f and g through the
canonical κ-filtered diagram (indexed by R↓A) over A. But now, f ′ and g′ are two different
factorisations of i ◦ f = i ◦ g through the canonical κ-filtered diagram over B and (again by
κ-presentability of P ), we get the required j. �

(8.8) Proposition. Every κ-pure morphism i : A → B in a κ-accessible category C is
monic and we can therefore speak of κ-pure subobjects.

Proof. Because the κ-presentable objects generate C, it suffices to show that if we have a pair
of parallel arrows f , g : G ⇒ A with i ◦ f = i ◦ g and G κ-presentable, then f = g. For this,
we write h := i ◦ f = i ◦ g and consider the cofork(

G
idG−−→ G

) (f,h)
��

(g,h)
��

(
A

i−→ B
) (i,idB)

��

(
B

idB−−→ B

)
in C[1]. By (7.19), this arrow category is κ-accessible with a set of κ-generators given by all
arrows with a κ-presentable domain and codomain (or rather in some skeleton Sk(Cκ) to get
a set). By the lemma then, we can lift this cofork to some

(
G

id−→ G
) (f ′,h1)

��

(g′,h2)
��

(
R

r−→ R′
) (j,j′)

��

(p,p′)
��

(
S

s−→ S′
)

(q,q′)
��(

G
id−→ G

) (f,h)
��

(g,h)
��

(
A

i−→ B
)

(i,id)
��

(
B

id−→ B
)

,

with R, R′, S, S′ κ-presentable. Now we have a commutative square of solid arrows

R
p

��

s◦j
��

A

i
��

S′
q′

��

d

!!

B
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and can pick an upper diagonal filler d because A is κ-pure and R, S′ are κ-presentable.
Finally, we easily calculate

f = p ◦ f ′ = d ◦ s ◦ j ◦ f ′ = d ◦ s ◦ j ◦ g′ = p ◦ g′ = g. �

(8.9) Proposition. A κ-accessible functor F : C→ D preserves κ-pure subobjects.

Proof. Let i : A→ B be κ-pure in C and

R
f

��

p

��

FA

F i
��

S g
�� FB

a commutative square in D with R, S κ-presentable. Using the κ-accessibility (7.19) of the
arrow category C[1], we can write i as a colimit of a κ-filtered diagram J → C[1], J 
→ iJ

where each iJ has a κ-presentable domain and codomain. Because p ∈ D[1] is κ-presentable
(cf. (6.4)) and F preserves κ-filtered colimits (in particular Fi ∼= colimJ FiJ), the morphism
(f, g) : p→ Fi factors through some FiJ , yielding a commutative diagram

R ��

p

��

FAJ

F iJ

��

�� FA

F i
��

S �� FBJ
�� FB .

Because i is κ-pure and AJ , BJ κ-presentable, we can construct an upper diagonal filler for
the right square in C and then apply F to it, so that the composite with S → FBJ is the
required upper diagonal filler for the original square. �

With the notion of a pure subobject, we can amend the condition for an accessible
category to be a full subcategory closed under filtered colimits in some presheaf category. As
we will show later, this is already the sought for sufficient condition for accessibility. For this,
let us introduce some terminology

(8.10) Definition. A (not necessarily full) subcategory C ⊆ D is called κ-accessibly em-
bedded iff it is closed under κ-filtered colimits. If C ⊂ D is not full, this means two things:
Given a κ-filtered diagram X : I→ C together with a colimiting cocone λ : X ⇒ L in D

(a) λ : X ⇒ L is even a cocone in C and (b) it is colimiting there, too.

This latter point means that if γ : X ⇒ C is another cocone in C, then the induced morphism
L→ C is required to belong to C, too. As always, a subcategory is accessibly embedded iff it
is κ-accessibly embedded for some (without loss of generality regular) κ.

(8.11) Remark. Every accessibly embedded subcategory is closed under retracts using
(1.10). Also, the closure under κ-filtered colimits is to be understood as implying repleteness
(i.e. closure under isomorphisms). Finally, κ-accessible embeddings reflect κ-presentability
(though they don’t need to preserve it) and if C ⊆ D is κ-accessibly embedded, it is also
κ′-accessibly embedded for all κ′ � κ regular.

Note that if C ⊆ D is an accessibly embedded subcategory of an accessible cate-
gory D, this does not imply that C is itself accessible. However, if it is, then by uniformisation,
we can find some κ such that the embedding C ↪→ D is κ-accessible and preserves κ′-pre-
sentability for all κ′ � κ.
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(8.12) Proposition. If C ⊆ D is a κ-accessibly embedded full subcategory such that the
inclusion C ↪→ D is κ-accessible (in particular, C must be κ-accessible) and preserves κ-pre-
sentable objects, then C is closed under κ-pure subobjects.

Proof. Let’s write RD for some complete set of representatives of κ-presentables in D and
RC := RD ∩ C. Then RC is a complete set of representatives of κ-presentables in C because
C ↪→ D preserves κ-presentability (and because C is replete). Now, given a κ-pure subobject
i : D → C in D with C ∈ C, we write D as a canonical κ-filtered colimit

D ∼= colim(RD ↓D → RD ↪→ D)

and show that RC ↓D ⊆ RD ↓D is final. For this, we note that because κ-filtered colimits
in C are calculated in D (and in particular the canonical κ-filtered colimit for C), we have

C ∼= colim(RC ↓ C → RC ↪→ D).

Now, for every r : R → D with R ∈ RD, the composite i ◦ r : R → C factors through this
canonical κ-filtered diagram (in C!) for C, meaning that we find some commutative square

R
r ��

f
��

D

i
��

S s
�� C

with S ∈ RC. Because i is κ-pure and S is κ-presentable in D, we can pick an upper diagonal
filler l : S → D. But this then means that f : (R, r) → (S, s) is a morphism in RD ↓D and
so, by (1.12) RC ↓D ⊆ RD ↓D is indeed final. By the same lemma, RC ↓D is also κ-filtered
and since C is closed under κ-filtered diagrams, we have D ∈ C. �

(8.13) Corollary. For C κ-accessible, with some set of κ-generators R, the repletion of
C ⊆ SetsRop is closed under κ-filtered colimits and κ′-pure subobjects for all κ′ � κ regular.

Proof. We note that the Yoneda embedding

C ↪→ SetsRop
, C 
→ C(−, C)

is not only κ-accessible (and thus κ′-accessible) but also preserves κ′-presentable objects, as
observed in (7.10). Now the claim follows from the proposition. �

Our next step to a characterisation of accessible subcategories is to show that every
accessible category has enough pure subobjects, meaning the following.

(8.14) Proposition. Let C be κ-accessible with a set R of κ-generators (which we identify
with the full subcategory it generates). Then, if λ � κ is regular such that

λ > |ArrR| (i.e. |ObR| < λ and |C(R, S)| < λ for all R, S ∈ R),

every morphism f : C → B with C λ-presentable factors through a κ-pure i : A � B, where A
is again λ-presentable.

Proof. Using the Yoneda embedding, we identify C with its repletion in D := SetsRop . As
before ((5.2), (7.10), (8.11) and the above corollary (8.13)), for every μ � κ regular, C ⊆ D

is closed under μ-filtered colimits, μ-pure subobjects and an object in C is μ-presentable in C

iff it is so in D.
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Now, given f : C → B, we construct a κ-pure subobject i : A � B through which f
factors by “cellular approximation”. To wit, we construct a transfinite sequence of morphisms
in D through which f factors

(iα : Aα → B)α�κ

and iκ is going to be κ-pure. As our initial step, we put A0 := C and i0 := f . Also, for β � κ
a limit ordinal, we simply put Aβ := colimα<β Aα (in D!), which leaves the successor case.
Assuming we have already constructed iα : Aα → B, we consider the set Sα of all spans

(8.15) S
r←− R

f−→ Aα
with R, S ∈ R and that can be

completed to a commutative square

R
f

��

r
��

Aα

iα

��

S gr,f

�� B .

Picking one such completion gr,f for every span (r, f) ∈ Sα, we define Aα+1 to be the pushout
(in D!) of

∐
(r : R→S,f)

in Sα

S

∐
(r,f) r

←−−−−−
∐

(r : R→S,f)
in Sα

R
[f ](r,f)−−−−→ Aα

with iα+1 : Aα+1 → B the morphism induced by iα and all the gr,f . To check the κ-purity of
iκ, it suffices to construct an upper diagonal filler for all commutative squares

R
f

��

r
��

Aκ

iκ

��

S g
�� B

with R, S ∈ R (see (8.2)).

Given such a square, we note that because R is κ-presentable (in C, whence in D) and
Aκ = colimα<κ Aα is a κ-filtered colimit in D, f : R → Aκ factors through some Aα, say as
f ′ : R→ Aα, so that (r, f ′) ∈ Sα. By definition, we have a chosen completion gr,f ′ of (r, f ′) to
a square (8.15) as above (though not necessarily gr,f ′ = g) and so, by definition, gr,f ′ : S → B
factors through iα+1 : Aα+1 → B, say as g′

r,f ′ : S → Aα+1. Now, this factorisation can be
completed to an upper diagonal filler S → Aα+1 → Aκ. This need not be a diagonal filler for
the entire square because gr,f ′ might be different from g. With the κ-purity of Aκ checked,
we conclude that A := Aκ is the sought for subobject and lies in C because C is closed under
κ-pure subobjects.

For the final claim, assume that C is λ-presentable for some λ as in the proposition
and let’s check that every Aα ∈ D is λ-presentable. This is clear for A0 = C because λ � κ
and it is also clear for α � κ a limit ordinal because Aα = colimβ<α Aβ is a λ-small colimit
of λ-presentables.

Finally, for the successor case, assume that Aα is λ-presentable. We recall from
(7.11) that a presheaf X ∈ D is λ-presentable iff it is pointwise so (i.e. |XR| < λ for all
R ∈ R). This is in particular the case for Aα (i.e. |C(R, Aα)| < λ for all R ∈ R). With this,
the number of spans (r, f) : S ← R→ Aα with R, S ∈ R is

|C(S, R)|+ |C(R, Aα)| < λ + λ = λ.

Consequently, by definition, Aα+1 is a λ-small colimit of λ-presentables. �
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(8.16) Proposition. Let C be κ-accessible with a set R of κ-generators and, just like
before, let λ � κ be regular such that |ArrR| < λ. Then the wide subcategory

Pureκ(C) ⊆ C

of κ-pure morphisms is a κ-accessibly embedded λ-accessible (non-full!) subcategory and the
inclusion Pureκ(C) ⊆ C is λ-accessible.

Proof. Let us first check that Pureκ(C) ⊆ C is closed under κ-directed colimits. So, let
X : I → Pureκ(C) be κ-directed (i.e. I is a poset) with colimiting cocone (λi : Xi → L)i∈I

in C. Since κ-pure subobjects are closed under κ-filtered colimits (in C[1], as shown in (8.6)),
it follows that every λi is κ-pure. Indeed, fixing i0 ∈ I, all Xi0 → Xi with i ∈ I�i0 form a
κ-filtered diagram in C[1], whose colimit is λi0 : Xi0 → L because I�i0 ⊆ I is final (see (1.13)).
This means that λ is indeed a cocone in Pureκ(C).

To see that λ : X ⇒ L is even a colimiting cocone in Pureκ(C), we consider another
cocone γ : X ⇒ C below X in Pureκ(C) and need to check that the induced morphism
g : L→ C is κ-pure. So consider a commutative square as on the left

R ��

��

L

g

��

S �� C

R ��

��

��

L

g

��

Xi

λi
!!

γi ��

S �� C

with R, S κ-presentable. Since L is a κ-directed colimit, the morphism R→ L factors through
some Xi (as depicted on the right above) and because γi is κ-pure, we find an upper diagonal
filler S → Xi, so that the composite with λi is an upper diagonal filler for the entire square.

As for λ-accessibility, we have just checked that Pureκ(C) ⊆ C is κ-accessibly em-
bedded. In particular, it has κ-filtered colimits (which are calculated in C) and for all μ � κ
regular, μ-presentability in C implies μ-presentability in Pureκ(C) (as noted in (8.11)). Now,
given any object B, because λ � κ, C is λ-accessible and the indexing category Sk(Cλ) ↓B for
the canonical diagram therefore λ-filtered. By (1.12), together with the above proposition,
the full subcategory

P ⊆ Sk(Cλ) ↓B of all κ-pure subobjects A � B (with A λ-presentable in C)

is final and itself λ-filtered. This proves the λ-accessibility of Pureκ(C) because of the descent
condition for κ-purity: If j ◦ i is κ-pure then so is i. In particular does the canonical diagram
P ↪→ Sk(Cλ) ↓B → C for B lie in Pureκ(C). �

Recall that the original goal for this section was to have a characterisation of acces-
sible subcategories, analogous to the locally presentable case:

(8.17) Proposition. Let C be κ-accessible with a set R of κ-generators and, just like
before, let λ � κ be regular such that |ArrR| < λ. Then the following are equivalent for a
λ-accessibly embedded subcategory D ⊆ C:

(a) D is λ-accessible;

(b) D is closed under λ-pure subobjects;

(c) D is closed under κ-pure subobjects.
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Proof. The implication “(a) ⇒ (b)” was (8.12) and “(b) ⇒ (c)” is trivial because κ-purity
implies λ-purity. All that remains to check is “(c) ⇒ (a)”. Because Pureκ(C) ⊆ C is a
κ-accessibly embedded λ-accessible wide subcategory, every D ∈ D can be written as a
λ-filtered colimit (calculated in C) of κ-pure subobjects that are λ-presentable (in C, whence
in D). Since D is closed under κ-pure subobjects, this diagram lies in D and because D ⊆ C

is λ-accessibly embedded, its colimiting cocone in C is also colimiting in D. �

(8.18) Corollary. If C is accessible and D ⊆ C an accessibly embedded full subcategory
then D is accessible iff it is closed under μ-pure subobjects for some regular μ.

Proof. Assume C is κ-accessible (κ regular) with a set of κ-generators R and that D ⊆ C is
λ-accessibly embedded (λ regular). We now pick a regular κ′ such that

κ′ � κ, κ′ � λ, κ′ � μ and κ′ > |ArrR|
(this can be done e.g. using (4.10)).Since D ⊆ C is λ-accessibly embedded and κ′ � λ, it is
also κ′-accessibly embedded. Similarly, since D is closed under μ-pure subobjects and κ′ � μ,
it is also closed under κ′-pure subobjects and the proposition applies. �

The following two corollaries are really the main justification for our characterisa-
tion, as we are going to apply them to combinatorial model categories.

(8.19) Corollary. If C is accessible and (Di)i∈I is a small family of accessibly embedded
accessible full subcategories in C, then so is their intersection

⋂
i∈I Di. �

(8.20) Corollary. If F : C→ D is accessible and D′ ⊆ D an accessibly embedded accessible
full subcategory, then so is its full preimage F −1D′ ⊆ C.

Proof. Assume C and D are κ-accessible with sets of κ-generators R, S and take λ�κ regular
with D′ λ-accessible and |ArrR|, |ArrS| < λ (so that D′ is closed under λ-pure subobjects).
To show the λ-accessibility of C′ := F −1D′, we just need to check that C′ is closed under
λ-pure subobjects. But given i : A � B λ-pure in C with B ∈ C′, we know from (8.9), that
the image Fi is again λ-pure and because FB ∈ D′, we must have FA ∈ D′; i.e. A ∈ C′. �

(8.21) Remark. Lurie shows that if F : C → D is a κ-accessible functor between locally
presentable categories then the full preimage F −1D′ of any κ-accessibly embedded κ-accessible
full subcategory D′ is again κ-accessibly embedded κ-accessible. However, he uses a different
definition of local presentability and accessibility, where he puts no presentability restrictions
on the objects of a set of κ-generators.
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FACTORISATION SYSTEMS

Recall that a model structure on a category consists of three classesW, F and C such thatW
satisfies the 2-out-of-3-property and such that (C∩W,F) and (C,F∩W) are weak factorisation
systems (see (4.1)). The separation of results about weak factorisation systems and about
model structures is not always made very clear in the present literature and we feel that it is
worthwhile to first study weak factorisation systems on their own.

To do so, we first need to talk about classes defined by lifting properties and their
closure properties (i.e. saturation). After then having defined (weak) factorisation systems
and having shown the usual characterisation of such, we will follow the standard approach
using small objects for their construction. These are closely related to presentable objects and
indeed, this approach is at its most powerful when carried out within a locally presentable
category.

1. Transfinite Composition

When localising Top at the weak homotopy equivalences, the idea is that every space is
weakly homotopic to a CW-complex and that between CW-complexes, weak equivalences
are easily understood (they are just the ordinary homotopy equivalences). To generalise
this approach, we first need to study transfinite compositions in an arbitrary (cocomplete)
category because after all, a CW-complex is just a transfinite composition of cell attachments.
So for the rest of this section, let us fix a cocomplete category C. All of the material could be
developed equally well in a non-cocomplete context by adding suitable existence requirements
everywhere.

(1.1) Definition. For λ > 0 an ordinal (or a well-ordered set) a λ-sequence in C is a
functor X : λ→ C that preserves filtered colimits and is usually written as

X0 → X1 → . . .→ Xα → . . . .

We collectively refer to such sequences indexed by some λ as transfinite sequences. Because X
is assumed to preserve filtered colimits, for every limit ordinal β < λ the induced arrow

colim
α<β

Xα = colim X|β −→ Xβ

is an isomorphism and this makes the study of λ-sequences accessible to transfinite induction.
If Xλ is any colimit of X, we call the 0-component of the colimiting cocone

X0 → Xλ

the (transfinite) composition or the (transfinite) composite of the sequence X. If S is a class
of arrows in C and each Xα → Xα+1 (for α + 1 < λ) lies in S, we say that X0 → Xλ is a
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(transfinite) composition of arrows in S. This need not imply that every X0 → Xλ lie in S
but if this is the case for every transfinite sequence X in S, we say that S is closed under
transfinite composition.

(1.2) Remark. The requirement that X preserve filtered colimits is equivalent to X
preserving all colimits except the initial object and this in turn is equivalent to the requirement
that if β < λ is a limit ordinal then the induced arrow colimα<β Xα → Xβ be an isomorphism.

(1.3) Remark. The notation X0 → X1 → . . .→ Xα → . . . is a bit deceptive because one
is tempted to think that we only have arrows of the form Xα → Xα+1 when in fact, we have
an arrow Xα → Xβ for all α � β. This is the reason why in the above definition, we took a
class of arrows S instead of a subcategory of C, which could lead to confusions because then
a transfinite sequence X : λ → C of arrows in a subcategory D would not be the same as a
transfinite sequence X : λ→ D.

(1.4) Observation. Given a transfinite sequence X : λ → C and β < λ, β is terminal
in [0, β] and so for X ′ := X|[β,λ[ the restriction Cocone(X)→ Cocone(X ′) is an isomorphism
of categories, whose inverse is precomposition with the Xα → Xβ for α < β. In particular,
any transfinite composition Xβ → colim X ′ can be precomposed with X0 → Xβ to give a
transfinite composition X0 → Xβ → colim X ′ ∼= colim X and conversely, any composition
X0 → colim X factors as X0 → Xβ → colim X ∼= colim X ′.

(1.5) Example. Given an ordinal λ and a λ-indexed family of objects (Cα)α<λ in C,
coproducts over initial segements from a transfinite sequence

X : λ→ C, β 
→
∐

α<β

Cα

with all Xβ → Xβ′ (for β � β′ < λ) being standard inclusions; i.e. induced by the⎛⎝Cα
inα−−→

∐
α<β′

Cα

⎞⎠
α<β.

Indeed, let λ′ < λ be a limit ordinal, D any object and (γα : Xα → D)α<λ′ a cocone. Every
component of it, consists of components itself, say γα = [γα,β ]β<α and the cocone condition
just says that γα,β = γα′,β for all β < α � α′. So, all in all, γ is just a collection of morphisms
Cα → Xλ′ (say γα+1,α) and colimα<λ′ Xα is indeed the coproduct

∐
α<λ′ Cα.

As one would expect, transfinite compositions interact well with isomorphisms, iden-
tities and compositions, even again transfinite ones. At the same time, unlike ordinary com-
positions, transfinite ones are insensitive to inserting or deleting isomorphisms because they
are defined by a universal property. The reader who is willing to accept this on faith (or
deems it trivial) can safely skip to the next section.

(1.6) Proposition. A transfinite composition of isomorphisms is an isomorphism. More
specifically, if X : λ→ C is a transfinite sequence where each Xα → Xα+1 (with α + 1 < λ) is
an isomorphism and Xλ := colim X then the components of a colimiting cocone are again iso-
morphisms. In particular, a composition X0 → Xλ is again an isomorphism and conversely,
any isomorphism with domain X0 (e.g. idX0) is a composition of X because transfinite com-
positions are only defined up to isomorphism.
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Proof. By transfinite induction over λ. If the proposition is true for all β < λ then every
X0 → Xβ is an isomorphism because X preserves colimits. Moreover, they form a cone
above X and hence the inverses Xβ → X0 form a cocone under X. It is obviously universal
because any other cocone ϕ : X ⇒ Y induces ϕ0 : X0 → Y . All in all, colim X = Xλ

∼= X0.�

(1.7) Corollary. Isomorphisms can be eliminated from transfinite sequences. Specifi-
cally, if X : λ → C is a transfinite sequence, we define an equivalence relation ∼ on λ by
decreeing that for α < β we have

α ∼ β iff Xγ → Xγ+1 is an isomorphism for all α � γ < β.

Then λ/∼ is again well-ordered and X induces a unique transfinite sequence X ′ : λ/∼ → C

to within isomorphism such that X ∼= X ′ ◦ p, where p : λ � λ/∼ is the standard projection.
Moreover, p induces an equivalence of categories Cocone(X) � Cocone(X ′).

Proof. One readily sees that an equivalence class S ⊆ λ of ∼ is either a closed interval
[min S, sup S] or of the form [min S, λ[. It follows that the order on λ induces a well-order on
λ/∼ by defining S < S′ iff min S < min S′. Similarly, X induces a functor X ′ : λ/∼ → C by
sending S to Xmin S and p∗ : Cocone(X ′) → Cocone(X) has an inverse that sends a cocone
(ϕα)α<λ to (ϕmin S)S∈λ/∼. Now observe that whenever α ∼ β, the last proposition tells us
that Xα → Xβ is an isomorphism. �

(1.8) Remark. Obviously, we can also selectively eliminate isomorphisms (instead of all
of them) by considering some other equivalence relation ∼. As is visible from the proof, we
only need its equivalence classes to be of the form [α, β] or [α, λ[ and that if α ∼ β then
Xγ → Xγ+1 is an isomorphism for all α � γ < β.

(1.9) Corollary. If X : λ→ C is a transfinite sequence and λ < λ′ then X can be extended
to a transfinite X ′ : λ′ → C satisfying that the restriction Cocone(X ′) → Cocone(X) is an
isomorphism. In particular, X ′ has the same compositions as X.

Proof. We obviously put X ′|λ := X, X ′
λ := colim X and X ′|{α | λ<α<λ′} := ConstXλ

constant.
It follows from the previous proposition and (1.4) that this is a transfinite sequence and that
the restriction Cocone(X ′)→ Cocone(X) is an isomorphism. �

By this corollary, if we have a (set-indexed) family (Xi : λi → C)i∈I of transfinite
sequences, we can always assume that λi = supj∈I λj =

⋃
j∈I λj for all i ∈ I by extending

each Xi as in the corollary.

(1.10) Proposition. Let X : λ→ C be a transfinite sequence such that each Xβ → Xβ+1
with β + 1 < λ is a composition of a transfinite sequence Y β : μβ → C. If we well-order

ν := {(β, γ) | β < λ, γ < μβ}
by the lexicographic order, we gain a new transfinite sequence Y : ν → C by

(β, γ) < (β′, γ′) 
→
{

Y β
γ → Y β

γ′ β = β′

Y β
γ → Y β+1

0 = Xβ+1 → Xβ′ = Y β′
0 → Y β′

γ′ β < β′.

Furthermore, the restriction Cocone(Y ) → Cocone(X), induced by λ ∼= λ × {0} ↪→ ν, is an
isomorphism of categories.
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Proof. Notice that {(β, 0)}β<λ is final in ν and so Cocone(Y ) → Cocone(X) is indeed an
isomorphism of categories as claimed. As for transfiniteness, if (β, γ) ∈ ν is a limit element
with γ > 0 then (β, 0) is terminal in ν�(β,0), so that colim(α1,α2)<(β,γ) Y α1

α2 = colimα<γ Y β
α

and Y β preserves filtered colimits. If γ = 0 and β = (β − 1) + 1 is a successor ordinal then
we can argue analogously with Y β−1 instead of Y β. Finally, if γ = 0 and β is a limit ordinal
then colim(α1,α2)<(β,0) Y α1

α2 = colimα<β Y α
0 = colimα<β Xα by the initial remark. �

(1.11) Remark. In the statement of the proposition, it is sometimes convenient to use
(1.7) (or rather (1.8)) and take the quotient of ν by the equivalence relation that identifies
(β, γ− 1) with (β + 1, 0) whenever γ = (γ− 1) + 1 is a successor ordinal because for example
if we split up X0 → X1 → X2 into X0 → X1 and X1 → X2 and reassemble them according
to the proposition, we get X0 → X1 → X1 → X2 with the middle arrow the identity.

2. Lifting Properties

Most students that have had an introduction to algebraic topology (or more specifically
homotopy theory) probably feel that lifting properties are really important, while at the
same time being confused by the sheer number of them. In this section, we are going to fix
a concise notation to work with them and prove some elementary results. We will always be
working in some fixed category C.

(2.1) Definition. Given two morphisms f : C → C ′, g : D → D′ in a category C, we
write f � g and say that f is left transverse to g (or has the left lifting property with respect
to g) or that g is right transverse to f (or has the right lifting property with respect to f) iff
every commutative square of solid arrows

C
a ��

f
��

D

g
��

C ′
b

��

d

!!

D′

has a diagonal filler d making the diagram commute. If in addition, this diagonal filler is
always unique, we write f ⊥ g and say that f is left orthogonal to g or that g is right
orthogonal to f . More generally, for two classes of arrows A, B in C, we write A � B and
A ⊥ B to indicate respectively that a � b and a ⊥ b for all a ∈ A, b ∈ B. Finally, given a
class A of arrows in C, we write

(a) �A := A-proj := {f ∈ C | f � g ∀g ∈ A} for the class of A-projective arrows;

(b) A� := A-inj := {g ∈ C | f � g ∀f ∈ A} for the class of A-injective arrows;

(c) A-fib := (�A)� for the class of A-fibrations;

(d) A-cof := �(A�) for the class of A-cofibrations;

(e) ⊥A := {f ∈ C | f ⊥ g ∀g ∈ A};

(f) A⊥ := {g ∈ C | f ⊥ g ∀f ∈ A}.
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(2.2) Definition. Similarly, for an arrow f : C → C ′ and an object D in a category C,
we write f � D and say that f is left transverse to D iff every arrow a : C → D factors
through f :

C
a ��

f
��

D

C ′

!!

.

Note that if C has a terminal object ∗, this is equivalent to requiring that f � (D → ∗). Just
like before, if in addition, the above factorisation is unique, we write f ⊥ D and say that f
is left orthogonal to D. Dually for D � f , D ⊥ f .

(2.3) Observation. The two pairs of operations (�−,−�) and (⊥−,−⊥) both form an
antitone Galois connection

P(ArrC) � P(ArrC) (where P should be understood at the meta-level),

meaning that they are order-reversing and A ⊆ �(A�), A ⊆ (�A)� for all classes of arrows A
(similarly for ⊥) or equivalently A ⊆ �B iff B ⊆ A� for any two classes of arrows A, B. In
particular, �A = �((�A)�

)
= �(A-fib) and A� =

(�(A�)
)� = (A-cof)� (similarly for ⊥).

(2.4) Example. If A is any class of arrows, then any isomorphism in C is contained in
each of the six classes from (2.1).

(2.5) Example. For an arrow a in a category C

a � a ⇔ a ⊥ a ⇔ a ∈ �C ⇔ a ∈ ⊥C ⇔ a is an isomorphism

(where we identified C with its class of arrows) and dually for right transverse/orthogonal.

(2.6) Example. For a category C, let’s write M for the class of all its monomorphisms
and E for the class of all its epimorphisms. A monomorphism in E� (or equivalently E⊥) is
called strong. Dually, an epimorphism in �M (or equivalently ⊥M) is again called strong.

(2.7) Example. Let J be the interval groupoid with two objects 0, 1 and exactly two non-
identity morphisms 0→ 1, 1→ 0. A functor F : C→ D that is right transverse to {0} ↪→ J is
usually called an isofibration. Explicitly, this means that for every isomorphism g : D → D′

in D and every C ∈ C with FC = D there is some isomorphism f : C → C ′ in C such
that Ff = g.

A fundamental observation now is that classes of arrows determined by lifting prop-
erties have nice closure properties; namely, given any class A of arrows, �A and ⊥A are closed
under coproducts, pushouts along arbitrary arrows, retracts and transfinite compositions.

(2.8) Definition. We call two arrows in C isomorphic iff they are isomorphic as objects
in C→. Similarly, an arrow f : X → Y in a category C is called a retract of an arrow
g : X ′ → Y ′ iff it is a retract in the arrow category C→ of C. More generally (at least for C

cocomplete where we can put A = ∅) if we also have arrows i : A → X and i′ : A → X ′ we
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say that f is a retract of g relative to (i, i′) (or just relative to A if i and i′ are clear from the
context) iff there is a commutative diagram

A
i

""
i′
��

i

��
X

f
��

�� X ′

g
��

�� X

f
��

Y �� Y ′ �� Y ,

in which the composites of the two rows are identities. Dually, one defines a retract corelative
to (p, p′) where p : Y → Q, p′ : Y ′ → Q. For X = X ′ we say that f is a strong retract of g
iff it is a retract relative to (idX , idX) (so that the top row in the above diagram consists of
identities only). And dually for a costrong retract.

(2.9) Example. If f = g ◦ h with g an isomorphism then f and h are isomorphic:

C

h
��

C

f
��

D′
g

�� D .

Dually, if f = g ◦ h with h an isomorphism then f and g are isomorphic.

(2.10) Example. Given an arrow f : C → D together with a retract s : C ′ → C (i.e. s has
a retraction r) then the restriction g := f ◦ s is a costrong retract of f if f = g ◦ r (i.e. f is
an extension of g by means of r):

C ′ s ��

g

��

C

f
��

r �� C ′

g

��

D D D .

Dually, given a retract s : D′ → D with retraction r then f is a strong retract of g := r ◦ f if
f factorises through D′ as f = s ◦ g.

(2.11) Example. As a special case of the last example, given a retract s : C → D with
retraction r : D → C then r is a strong retract of s ◦ r and s is a costrong retract of s ◦ r:

D

r

��

D
r ��

D

r

��

C
s ��

C s
�� D r

�� C ,

C

s

��

s �� D
r ��

r �� C

s

��

C
s ��

D D D

For convenience, let’s introduce names for classes of arrows (such as �A or ⊥A) that
are closed under certain constructions. The following is a version of definition [27, IV.2.1]
due to Gabriel and Zisman, which we adapted to our more general context.

(2.12) Definition. A class of arrows A is called cellularly saturated iff it contains all
isomorphisms and is closed under cobase change (i.e. pushouts along arbitrary arrows) and
transfinite compositions. It is called saturated iff it is in addition closed under retracts.



100 Chapter 4. Factorisation Systems

(2.13) Remark. In the definition, “all isomorphisms” can be replaced by “all identities” if
at least one of the other two requirements for a cellularly saturated class are read properly in
the sense that any cobase change or any composition must lie in A (not just those obtained
by a fixed colimit functor).

(2.14) Example. Within any category C, the class of all isomorphisms is saturated. The
closure under cobase change is easy and the closure under transfinite compositions was (1.6).
Finally, given a commutative diagram

A

f
��

s �� B

g ∼=
��

r �� A

f
��

A′
s′

�� B′
r′

�� A′

with the two horizontal composites identities and g an isomorphism, then r ◦ g−1 ◦ s′ is an
inverse for f .

Of course the adjective cellular comes from the motivating example of relative cell
complexes in Top, which are morphisms obtained by gluing a (possibly infinite) number of
cells (not necessarily in order of their dimension). Having this in mind, we should also require
closedness under coproducts but alas, this is a consequence of the other two requirements
(when assuming the axiom of choice), which is shown in the next section. For the time being,
we will just show it anyway because a direct verification is easy in our case.

(2.15) Proposition. If C is a category and A a class of arrows in C then �A and ⊥A are
saturated (the axiom of choice is needed for �A).

Proof. The closure under coproducts is immediate. Indeed, let (ik : Ak → Bk)k∈K be a family
of arrows in �A (or ⊥A), whose coproduct i :=

∐
k ik :

∐
k Ak →

∐
k Bk exists and consider a

commutative square of solid arrows on the left

∐
k∈K Ak

[ak]k∈K
��∐

k
ik

��

X

f

��∐
k∈K Bk

d

��

[bk]k∈K

�� Y

Ak
ak ��

ik

��

X

f
��

Bk
bk

��

dk

!!

Y

where f ∈ A. In the case of ⊥A there is a unique diagonal filler dk, one for each k ∈ K, as
on the right and in the case of �A, we use the axiom of choice. These then assemble to a
diagonal filler d := [dk]k∈K as on the left. Next, suppose we are given a commutative diagram
of solid arrows

A

i
��

�� B ��

j
��

C

f
��

D ��

��

E ��

!!

F

with i ∈ �A (or ⊥A) and f ∈ A. From this we get a diagonal filler D ��� C for the outer
rectangle (unique in the case of ⊥A) and the universal property of the pushout induces a
(unique) diagonal filler E ��� C for the right-hand square. Finally, E ��� C → F = E → F
follows from the universal property of the pushout. More specifically, we have

D ��E ��C
f
��F = D ��C

f
��F and B

j
��E ��C

f
��F = B ��C

f
��F
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and the same for E ��C
f
��E replaced by E ��F . For retracts, consider a commutative

diagram of solid arrows in which r1 ◦ s1 = idC , r2 ◦ s2 = idD, i ∈ �A (or ⊥A) and f ∈ A

C

j
��

s1 �� A
r1 ��

i
��

C
a ��

j
��

X

f
��

D s2
�� B r2

��

d

��

D
b

��

e

!!

Y .

By hypothesis, we find a (unique) diagonal filler d : B ��� X for the right-hand rectangle.
We then put e := d ◦ s2, so that

e ◦ j = d ◦ s2 ◦ j = d ◦ i ◦ s1 = a ◦ r1 ◦ s1 = a

and similarly

f ◦ e = f ◦ d ◦ s2 = b ◦ r2 ◦ s2 = b.

In the case of ⊥A, this diagonal filler e is unique because if e′ is any one such, we must have
r2 ◦ e′ = d (by uniqueness of d) and therefore e′ = s2 ◦ r2 ◦ e′ = s2 ◦ d = e.

Finally, let X : λ → C be a transfinite sequence with composition Xλ and every
Xα → Xα+1 in �A (resp. ⊥A), a : A → B an arrow in A and f : X0 → A, g : Xλ → B such
that a◦f = g ◦ (X0 → Xλ). The construction of a diagonal filler is equivalent to constructing
a cocone (ϕβ : Xβ → A)β�λ all of whose components ϕβ make the following diagram commute

X0

��

f
�� A

��

Xβ

ϕβ

##

�� Xλ g
�� B .

We can define such a cocone by transfinite recursion over β � λ. Obviously, we put ϕ0 := f
and if β = (β − 1) + 1 is a successor, we can choose a lift ϕβ as in the following diagram:

Xβ−1

��

ϕβ−1
�� A

��

Xβ

ϕβ

##

�� Xλ g
�� B .

Finally, if β is a limit ordinal, we let ϕβ be the unique arrow induced by the (ϕα)α<β . Clearly,
if each Xα → Xα+1 lies in ⊥A then the ϕα are unique and furthermore, as already indicated,
any diagonal filler d : Xλ → A determines a cocone, so that ϕλ above is unique. �

(2.16) Remark. The last part in the above proof wasn’t a mere transfinite recursion.
In fact, it was a form of transfinite dependent choice because each successor step involved
the choice of a lift. Formally, for every successor ordinal β = (β − 1) + 1 � λ and every
ϕ : Xβ−1 → A the class (or set for C locally small)

Cβ,ϕ :=

⎧⎪⎪⎪⎨⎪⎪⎪⎩ψ : Xβ → A

∣∣∣∣∣∣∣∣∣
Xβ−1

��

ϕ
�� A

��

Xβ

ψ
##

�� Xλ g
�� B

commutes

⎫⎪⎪⎪⎬⎪⎪⎪⎭
is non-empty and we can choose (ψβ,ϕ)β,ϕ ∈

∏
β,ϕ Cβ,ϕ. Now in the successor case of the

above proof, we can simply define ϕβ := ψβ,ϕβ−1 .
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(2.17) Remark. Note that in the dual claim, A� and A⊥ are closed under products, base
change, retracts but not transfinite compositions. Rather, they are closed under reverse
transfinite compositions; i.e. taking limits of cofiltered limit preserving functors X : λop → C

with each Xα → Xα+1 respectively in A� and A⊥.

(2.18) Corollary. For any class of arrows A, the classes �A, ⊥A, A� and A⊥ are replete
(as classes of objects in C→).

Proof. Any commutative square of solid arrows

C

f
��

a �� C ′

f ′
��

a−1
�� C

f
��

D
b

�� D′
b−1

�� D

with a, b isomorphisms and f ′ in one of the four classes from the proposition can be completed
to a rectangle exhibiting f as a retract of f ′. �

3. Saturated Classes

Recall from (2.12), that a class A of arrows is cellularly saturated iff it contains all isomor-
phisms and is closed under cobase changes and transfinite compositions. It is even saturated
iff it is also closed under retracts.

(3.1) Definition. Given a class A of arrows in a category, its cellular saturation (if it
exists) is the smallest cellularly saturated class containing A. Similarly its saturation (if it
exists) is the smallest saturated class containing A.

In this section, we are first going to show that cellularly saturated classes are also
closed under coproducts (which we already alluded to in the previous section). We then go
on to explicitly construct (cellular) saturations of any class of arrows. Again, let us fix some
cocomplete category C, in which we are working. On several occasions, we will need the
following trivial observation.

(3.2) Observation. Since colimits in C commute, if we are given an ordinal λ and a
commutative pushout square of sequences λ→ C

X ′ ��

��

Y ′

��

X �� Y

(i.e. it is a componentwise pushout)

with X ′, Y ′ and X transfinite, then Y is transfinite, too, and the square of colimits is again
a pushout.

To prove the closure of cellularly saturated classes under coproducts, we are going
to show more generally how cobase changes of coproducts can be obtained as transfinite
compositions. The idea is to simply well-order the indexing set and glue on the summands
successively instead of all at once. So, starting from a span∐

k∈K Ck∐
k

ik

��

f=[fk]k
�� Y0

∐
k∈K Dk ,
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we well-order K using the axiom of choice, identify it with its order type λ and make X0 the
initial vertex of a diagram

Y : λ→ C, β 
→ colim

⎛⎝∐
α<β

Dα

∐
α

iα←−−−−
∐

α<β

Cα
[fα]α−−−→ Y0

⎞⎠ =: Yβ

with all Yβ → Yβ′ induced by the obvious morphisms of spans. For α < β, let us write
gβ

α : Dα → Yα for the induced morphism into the pushout so that gβ′
α = Y (β � β′) ◦ gβ

α for
α < β � β′.

(3.3) Proposition. Cobase changes of coproducts can be calculated as a transfinite com-
position, gluing one summand at a time. More precisely, in the above situation, Y is transfi-
nite and every Yα+1 fits into a pushout square

Cα

iα

��

fα
�� Y0 �� Yα

��

Dα
gα+1

α

�� Yα+1 .

Proof. The transfiniteness of Y follows immediately from the above observation (3.2) where
we take Y ′ := Y0 to be constant and X ′, X the transfinite sequences of initial segments
(cf. (1.5)). The second claim is an easy diagrammatic exercise but we shall do it nevertheless.
We need to show that if we have a pushout square

A

j
��

h �� Z

in2
��

B in1
�� P

then a rectangle of the form

A′

j′
��

h′
�� Z

in2 �� P

in′
2

��

B′
in′

1

�� Q

is a pushout iff

A + A′

j+j′

��

[h,h′]
�� Z

in2
��

P

in′
2

��

B + B′
[in′

2◦in1,in′
1]
�� Q

is one.

For this, we fix an object E and observe that in both cases, a cocone consists of three arrows

B
ϕ−→ E, B′ ψ−→ E and Z

χ−→ E,

which, for the left-hand rectangle, are required to satisfy

ϕ ◦ j = χ ◦ h (to get [ϕ, χ] : P → E) and ψ ◦ j′ = [ϕ, χ] ◦ in2 ◦ h′ = χ ◦ h′,

while, for the right-hand rectangle, they need to satisfy

[ϕ, ψ] ◦ (j + j′) = χ ◦ [h, h′]; i.e. again ϕ ◦ j = χ ◦ h and ψ ◦ j′ = χ ◦ h′.

So the two spans have isomorphic pushouts and assuming that the two arrows in′
1 : B′ → Q

and in′
2 = [in′

2,1, in′
2,2] : P → Q are colimiting, they correspond to the (again colimiting)

cocone [in′
2,1, in′

1] : B + B′ → Q and in′
2,2 : Z → Q as claimed. �
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(3.4) Corollary. Granted the axiom of choice, every cellularly saturated class A is closed
under coproducts. More explicitly, given a set-indexed family (ik : Ck → Dk)k∈K of arrows
in A then

∐
k∈K ik :

∐
k∈K Ck →

∐
k∈K Dk lies again in A.

Proof. We use the axiom of choice to well-order K and apply the above proposition to the
case X0 :=

∐
k∈K Dk and f =

∐
k∈K ik. �

Next, let us construct the cellular saturation of a class A. If one is willing to work
within a Grothendieck universe, one can simply define it as the intersection of all cellularly
saturated “classes” containing A (which is what is usually done in the literature [27; 35]).
Indeed, such a class always exists (e.g. �(A�)) and so we do stay inside our universe. However,
this approach has two downsides. Firstly, it is not an explicit description and secondly, it
cannot be formulated within NBG class theory.

(3.5) Definition. LetA be a class of arrows in C. A relative A-cell complex is a transfinite
composition of A-pushouts. That is, it’s a composition X0 → Xλ of a transfinite sequence
X : λ→ C such that for each α with α + 1 < λ there is a pushout square

A

fα

��

�� Xα

Xα<α+1
��

B �� Xα+1

with fα ∈ A. We denote the class of all relative A-cell complexes by Cell(A). An (absolute)
A-cell complex is an X ∈ C such that the unique arrow 0 → X from the initial object is a
relative A-cell complex.

(3.6) Example. By putting λ := 1, we immediately see that any isomorphism is a relative
A-cell complex for any class of arrows A. To wit, a diagram X : 1 → C is just a single
object X0 (so that there is no cell complex condition to check) and any isomorphism X0 ∼= C
is a transfinite composition (i.e. a colimit) of X.

(3.7) Example. Also, if X : λ → C is a transfinite composition of arrows in A then a
composite X0 → Xλ is obviously a relative A-cell complex. In particular A ⊆ Cell(A).

(3.8) Example. More concretely, if C = Top and A =
{
Sn−1 ↪→ Dn

∣∣ n ∈ N
}

(with
S−1 := ∅) then Cell(A) is the class of relative cell complexes in the usual sense.

We shall show next that Cell(A) is the cellular saturation of A. As noted in the
first two examples above, A as well as all isomorphisms lie in Cell(A). Moreover, Cell(A) is
clearly closed under transfinite compositions by (1.10) and we only need to check that it is
closed under cobase change.

(3.9) Proposition. (Transfinite Pushout Lemma) Let X : λ → C be a transfinite
sequence, Y : λ → C and ϕ : X ⇒ Y . If Y ∼= Y0 +X0 X and the ϕα : Xα → Yα

∼= Y0 +X0 Xα

are the canonical morphisms then Y is a transfinite sequence and every square

Xα
ϕα

��

��

Yα

��

Xβ ϕβ

�� Yβ

with α < β < λ is a pushout. Conversely, if Y is a transfinite sequence and the above
square is a pushout for all β = α + 1 < λ then Y ∼= Y0 +X0 X and the ϕα are the canonical
morphisms.
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Proof. All squares from the proposition are pushouts by the ordinary pushout lemma and
the transfiniteness of Y is a special case of the observation (3.2) above, where X ′ = X0 and
Y ′ = Y0 are constant. The converse claim is by transfinite induction on β < λ, again using
the pushout lemma for β a successor and else

Yβ
∼= colim

α<β
Yα
∼= colim

α<β
(Y0 +X0 Xα) ∼= Y0 +X0 Xβ,

where the first isomorphism is by hypothesis, the second by the inductive hypothesis and the
last by what we have already shown, namely that α 
→ Y0 +X0 Xα is transfinite. �

(3.10) Proposition. The class Cell(A) is closed under cobase change.

Proof. Let X0 → Xλ a composition of a transfinite sequence X : λ → C of A-pushouts
and f : X0 → Y0. By the transfinite pushout lemma, the functor Y : λ → C defined by
Yα := Y0 +X0 Xα is a transfinite sequence and

Y0 +X0 colim X = Y0 +X0 colim
α<λ

Xα
∼= colim

α<λ
(Y0 +X0 Xα) = colim Y,

so that the claim follows by transfinite induction on λ and the above observation that Cell(A)
is closed under transfinite compositions. �

(3.11) Corollary. The class Cell(A) is the cellular saturation of A (i.e. the smallest cel-
lularly saturated class containing A). �

Finally, we go even a step further and construct the saturation Sat(A) of a class A
in the obvious manner.

(3.12) Definition. For a class of arrows A, we define Sat(A) to be the class of all retracts
of arrows in Cell(A).

Again, Sat(A) clearly contains A as well as all isomorphisms and it is closed under
retracts (the retract of a retract is a retract). So we just need to check that it is closed under
cobase change and transfinite compositions.

(3.13) Proposition. Sat(A) is closed under cobase change and transfinite compositions
(where for transfinite compositions, the axiom of choice is needed).

Proof. For every arrow X0 → Xλ with a retract A→ B and every A→ C we consider

A

��

��

��

X0

��

��

$$

A

��

��

C

��

�� Y0

��

�� C

��

B ��

��

Xλ
��

$$

B

��

D �� Yλ
�� D

with D := B+A C, Y0 := X0 +A C, Yλ := Xλ +X0 Y0 (so by the pushout lemma, all sides of the
left-hand cube except possibly the front and back are pushouts) and the dotted arrows are
determined by the requirement that all squares must commute and all horizontal composites
be identities. It follows that the cobase change C → D of A → B is a retract of Y0 → Yλ,
which in turn is a relative A-cell complex if X0 → Xλ is one.
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As for transfinite compositions, let A0 → A1 → . . .→ Aλ be a transfinite sequence
of arrows in Sat(A), so that for each Aα → Aα+1 we can choose a diagram

Aα

��

iα �� Xα

cα

��

pα
�� Aα

��

Aα+1 jα

�� Yα qα
�� Aα+1

with cα : Xα → Yα a relative A-cell complex and the horizontal composites being identities.
We obtain a new relative A-cell complex Z0 → Z1 → . . . → Zλ by starting with Z0 := X0
and consecutively gluing the Xα → Yα onto Zα. More formally, we use a transfinite recursion
to define the transfinite sequence Z together with a natural transformation r : Z ⇒ A and
two families of morphisms

(fα : Xα → Zα)α<λ, (gα : Yα → Zα+1)α<λ

such that rα ◦ fα = pα, rα+1 ◦ gα = qα, gα ◦ jα = fα+1 ◦ iα+1 and

Xα

cα

��

fα
�� Zα

��

Yα gα
�� Zα+1

is a pushout for all α < λ. Note that the last two conditions imply the naturality of
k := f ◦ i : A⇒ Z because the diagram

Aα

��

iα �� Xα

cα

��

fα
�� Zα

��

Aα+1 jα

��

iα+1 %%

Yα gα
�� Zα+1

Xα+1
fα+1

&&

commutes. To get the recursion started, we put Z0 := X0, f0 := idX0 and r0 := p0. For
the successor case, Zα+1 and gα+1 are already defined by the pushout square and we define
rα+1, fα+1 by

Xα

cα

��

fα
�� Zα

��

rα �� Aα

��

Yα gα
��

qα ��

Zα+1
rα+1

��

Aα+1

and fα+1 : Xα+1
pα+1−−−→ Aα+1

jα−→ Yα
gα−→ Zα+1.

By definition, rα+1 ◦gα = qα and plainly rα+1 ◦fα+1 = pα+1, fα+1 ◦ iα+1 = gα ◦jα. For a limit
ordinal γ � λ, we obviously put Zγ := colimα<γ Zα and rγ : Zγ → Aγ the morphism between
the colimits induced by (rα)α<γ . Finally, we define fγ : Xγ → Zγ to be the composite

fγ : Xγ
pγ−→ Aγ

kγ−→ Zγ ,
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where kγ is induced by the kα := fα ◦ iα. The only condition we need to check in the limit
case is rγ ◦ fγ = pγ , which is easy because rγ ◦ fγ = rγ ◦ kγ ◦ pγ and rγ ◦ kγ = idAγ as
rα ◦ kα = rα ◦ fα ◦ iα = pα ◦ iα = idAα for all α < γ.

Since every Zα → Zα+1 is a relative A-cell complex, so is the transfinite compo-
sition Z0 → Zλ and A0 → Aλ is a retract of it by means of the natural transformations
k = f ◦ i : A⇒ Z, r : Z ⇒ A, which satisfy r ◦ k = idA. �

(3.14) Corollary. Granted the axiom of choice, Sat(A) is the saturation of A. �

4. Factorisation Systems

Factorisation systems play an all-important role for the localisation of categories and hence
in modern homotopy theory.

(4.1) Definition. A weak factorisation system on a category C is a pair (L,R) of two
classes of arrows in C such that

(a) every arrow f in C factors as f = p ◦ i for some i ∈ L, p ∈ R;

(b) R = L� and L = �R (so in fact each of these classes determines the weak factorisa-
tion system).

It is a (orthogonal) factorisation system iff instead of (b) we have

(b)’ R = L⊥ and L = ⊥R.

(4.2) Observation. Given a (weak) factorisation system (L,R) on a category C then
L ∩R = I is the class of all isomorphisms in C by (2.4) and (2.5). Furthermore, if (L,R) is
a (weak) factorisation system on C then (Rop,Lop) is a (weak) factorisation system on Cop.

(4.3) Observation. One thing that distinguishes non-weak factorisation systems from
weak ones is that for full-fledged factorisation systems, factorisations are unique up to a unique
isomorphism. More precisely, given a factorisation system (L,R) and an arrow f : A → B
factoring as f = r ◦ l = r′ ◦ l′ with l, l′ ∈ L and r, r′ ∈ R, then there is a unique dotted mor-
phism g as in the following diagram making everything commute and this is an isomorphism

C r
��

g
��

A

l ##

l′ ��

B.

C ′ r′
##

Indeed, the existence of a unique g follows from l ⊥ r′ and then l′ ⊥ r provides an inverse.

It is not immediately clear from the definition that every factorisation system is
also a weak factorisation system. We address this question after giving some examples and
constructions.

(4.4) Example. For every category C we always have the two trivial factorisation sys-
tems (C, I) and (I,C) where I is the class of all isomorphisms in C.

(4.5) Example. Consider a functor F : C → D together with D ∈ D and let’s write
P : F ↓ D → C for the canonical projection. Then any (weak) factorisation system (L,R)
on C gives us a (weak) factorisation system (L ↓D,R ↓D) on F ↓D defined as

L ↓D := P −1L and R ↓D := P −1R.

Dually for D ↓ F .
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Proof. Any arrow f : (C, p)→ (C ′, p′) can be factored in C as f = C
l−→ C ′′ r−→ C ′ with l ∈ L

and r ∈ R. These determine the object (C ′′, p′ ◦ Fr) in F ↓D and we obtain the sought for
factorisation f = r ◦ l in F ↓D:

FC

p
��

F l �� FC ′′

��

F r �� FC ′

p′
''

D .

Now given a square of solid arrows in F ↓D

(A, a)

l
��

f
�� (X, x)

r

��

(B, b) g
��

d
��

(Y, y)

there is a diagonal filler d iff there is one in C. Indeed, given d : B → X such that d ◦ l = f
and r ◦ d = g, we get that

b = y ◦ Fg = y ◦ Fr ◦ Fd = x ◦ Fd. �

(4.6) Example. Maybe the simplest and most familiar non-trivial example is the fac-
torisation system (E ,M) on Sets with E the class of all surjections and M the class of all
injections. Note that there is no choice axiom needed for this.

(4.7) Example. Curiously enough, when assuming the axiom of choice, (M, E) is also a
weak factorisation system (albeit not a factorisation system). If not assuming choice then at
least (M, Esplit) is a weak factorisation system, where Esplit is the class of split epimorphisms.

The following example has been alluded to in a comment of Goodwillie’s (see http:
//mathoverflow.net/questions/29635) and can be considered folklore by now.

(4.8) Example. With E , M⊆ Sets as before, let I be the class of isomorphisms and

V := {∅ ↪→ A | A �= ∅}

the proper inclusions of ∅. Then apart from (Sets, I), (I, Sets), (E ,M) and (M, E), there
are only two other weak factorisation systems on Sets, namely

(M\ V, E ∪ V) and (Sets \ V,V ∪ I),

which are easily checked to be weak factorisation systems. On the other hand, to see that
these are all one makes the observations that

(a) E ⊆ L iff M⊇ R iff L contains a non-injective map;

(b) M\ V ⊆ L iff E ∪ V ⊇ R iff L contains a non-surjective map;

(c) p ∈ E iff i � p for some i ∈ V;
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Now given any weak factorisation system (L,R) with L �= I, there is some non-injective or
non-surjective map in L. In the first case E ⊆ L by (a) and if even E = L then R = M.
However, if L also contains a non-surjective map then even Sets \ V ⊆ L by (b). With this
either L = Sets \ V (and so R = V ∪ I) or L ∩ V �= ∅ in which case R ⊆ E by (c), whence
R ⊆ E ∩ (V ∪ I) = I and L = Sets.

On the other hand, if L contains some non-surjective map but only injections then
again M \ V ⊆ L by (b) and so R ⊆ E ∪ V. Now either L = M \ V and we are done or
V ∩ L �= ∅, in which case R ⊆ E by (c) and so M⊆ L and therefore M = L.

In the theory of model categories, people usually use a different (but equivalent)
description of a weak factorisation system, which only requires R ⊆ L� and L ⊆ �R but
adds the requirement that L and R be closed under retracts.

(4.9) Proposition. (Retract Argument) If f = p◦ i then f � p iff f is a strong retract
of i while f ⊥ p iff p is an isomorphism. Dually, i � f iff f is a costrong retract of p while
i ⊥ f iff i is an isomorphism.

Proof. Assume f � p first and choose a lift s in the left-hand diagram, yielding the diagram
on the right.

X

f
��

i �� Y

p

��

Z

s

!!

Z

X

f
��

X

i
��

X

f
��

Z s
�� Y p

�� Z .

Conversely, if we have a diagram as depicted on the right above (exhibiting f as strong retract
of i) then every square of solid arrows below on the left has a dotted diagonal filler.

X

f
��

a �� Y

p

��

Z
b

��

s◦b

��

Z

X
i ��

i
��

Y

p

��

Y p
�� Z

Now if even f ⊥ p, we construct s as above and then s ◦ p is a diagonal filler of the right-
hand square above. By uniqueness then s ◦ p = idY and so s = p−1. Conversely, if p is an
isomorphism then clearly f ⊥ p. �

(4.10) Corollary. Let (L,R) be two classes of arrows in a category C such that every
arrow f in C factors as f = p ◦ i with p ∈ R, i ∈ L. Then

(a) (L,R) is a weak factorisation system iff L � R and L, R are closed under retracts
iff L � R, L is closed under strong retracts and R is closed under costrong retracts.

(b) (L,R) is a factorisation system iff L ⊥ R and L, R are closed under retracts iff
L ⊥ R and L, R are replete (as classes of objects in C→) iff L ⊥ R, L is closed under
composition with isomorphisms from the left andR is closed under composition with
isomorphisms from the right.

Proof. The non-trivial parts of “⇒” follow from (2.15). For the converses, let f = p ◦ i ∈ L�
(resp. L⊥) with p ∈ R and i ∈ L. By the retract argument, f is a costrong retract of p in
case (a) and hence f ∈ R; while in case (b), i is even an isomorphism and so f ∈ R. Dually
for f ∈ �R (resp. ⊥R). �
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(4.11) Corollary. Every factorisation system (L,R) is also a weak one. �

(4.12) Corollary. Let (L,R) be two classes of arrows such that L � R and every arrow f
can be factored into f = p ◦ i with i ∈ L, p ∈ R. Then (L-cof,R-fib) =

(�(L�), (�R)�) is a
weak factorisation system. If even L ⊥ R then

(⊥(L⊥), (⊥R)⊥) is a factorisation system.

Proof. Because �− and −� are order reversing and L ⊆ �R, we get �(L�) ⊆ �((�R)�
)
.

Moreover,�(L�) and (�R)� are closed under retracts by (2.15). Similarly for ⊥. �

If (L,R) is a weak factorisation system on C and given a commutative square of
arrows in C on the left below then upon factoring f and g we can always fill in a dotted arrow
in the right making everything commute (because lf � rg).

C

a

��

f
�� C ′

a′
��

D g
�� D′

�
C

a

��

lf
�� C ′′ rf

��

��

C ′

a′
��

D
lg

�� D′′
rg

�� D′

However, since (L,R) is just a weak factorisation system, this dotted arrow is not unique (it
is if the factorisation system is non-weak). While uniqueness is usually too strict and not
necessary anyway, in some situations, we at least need the factorisations to be functorial.

Since the definition of a functorial factorisation given in the widely used book [34]
was “wrong” (or at least inadequate), let us recall the correct one here.

(4.13) Definition. For C a category, the increasing map δ1 : [1]→ [2] that misses 1 induces
a functor (δ1)∗ : C[2] → C[1], which is just composition in C. Now a functorial factorisation
on C is a functor

F : C[1] → C[2] such that C[1] F−→ C[2] (δ1)∗
−−−→ C[1] = C[1] id−→ C[1].

It is often convenient to identify F with the pair
(
(δ2)∗ ◦ F, (δ0)∗ ◦ F ), where δ0 and δ2 are

the increasing maps [1]→ [2] that miss 0 and 2, respectively, and we will usually call a pair
(ι, π) that arises in this manner a functorial factorisation. We call functorial (weak) factori-
sation system a (weak) factorisation system (L,R), together with a functorial factorisation
F : C[1] → C[2] factoring every arrow into a composite of one in L, followed by one in R.

(4.14) Example. If (L,R) is an orthogonal factorisation system then every choice of fac-
torisations, one for each morphism, automatically defines a functorial factorisation.

5. Small Objects

Small objects are a generalisation of presentable objects, which is sufficient for the construc-
tion of weak factorisation systems. This construction is called the small object argument,
which we shall see in the next section. For the entire section, we fix a locally small cocomplete
category C. We recall the following definition from chapter 3.

(5.1) Definition. Let κ be an infinite cardinal. Recall that an ordinal λ is said to be
κ-directed iff for all S ⊆ λ with |S| < κ, we must have sup S < λ; i.e. S has an upper bound
in λ. Intuitively speaking, an ordinal λ is κ-directed if it can’t be reached by subsets of
cardinality < κ. An infinite cardinal κ that is κ-directed is also called regular . As usual, a
diagram X : λ → C is called κ-directed iff its domain λ is κ-directed. Finally, given a limit
ordinal λ, the smallest cardinal κ such that λ is κ-directed is called the cofinality of λ and
denoted by cf λ.
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(5.2) Example. One can show that for every limit ordinal λ, we have cf cf λ = cf λ. In
other words, every cardinal of the form cf λ is regular.

(5.3) Remark. One can show that a limit ordinal λ is κ-directed iff it is (cf κ)-directed
and as just observed, cf κ is regular. So, when speaking of κ-directed ordinals, we can always
assume κ to be regular.

(5.4) Example. If κ is an infinite cardinal, its cardinal successor κ+ is regular. In fact,
κ+ is the least κ+-directed limit ordinal because |λ| � κ for every ordinal λ < κ+. To check
that κ+ is regular, we consider S ⊆ κ+ of cardinality |S| � κ and we only need to check
that sup S < κ+, i.e. that |sup S| = |⋃S| � κ.

To see this, we will need an immediate generalisation of the familiar fact that a
countable union of countable sets is countable. Unfortunately, just like this familiar fact, the
generalisation relies heavily on the axiom of choice.

(5.5) Lemma. |⋃M | � |M | · sup {|X| | X ∈M} for every M �= ∅.

Proof. Let κ := |M |, κ′ := {sup |X| | X ∈M} and choose an enumeration κ ∼= M , α 
→ Xα.
Furthermore, using the axiom of choice, choose for every Xα ∈ M a surjection κ′ � Xα,
β 
→ xα,β . This gives us a surjection

κ× κ′ →
⋃

M, (α, β) 
→ xα,β

and thus |κ× κ′| = κ · κ′ � |⋃M |. �

(5.6) Definition. Let C be a locally small cocomplete category, C ∈ C, I a class of arrows
in C and κ a cardinal. Given a κ-directed transfinite sequence X : λ→ C of arrows in I

X0
a0−→ X1

a1−→ . . .→ Xα
aα−→ . . . ,

we can apply C(C,−) to get a functor λ → Sets. The colimiting cocone X ⇒ colim X in C

induces a cocone below C(C, X−) to the vertex C(C, colim X) and thus a unique map

(5.7) colimα C(C, Xα)→ C(C, colimα Xα) such that

C(C, Xβ) ��

��

colimα C(C, Xα)

��

C(C, colimα Xα)

commutes for all β < λ. The object C is called κ-small relative to I iff this map is a bijection
for all κ-directed sequences X of arrows in I. It is small relative to I iff it is κ-small relative
to I for some κ. If I = C, we usually omit the “relative to C” part and simply speak of
κ-small and small objects.

(5.8) Remark. Just like for presentable objects, we take note of the following points.

• The ordinal λ is κ-directed iff it is (cf κ)-directed and cf κ is regular. So we can (and
shall) always assume κ to be regular.

• If κ � κ′ and C is a κ-small object (relative to some class I of arrows), it is also
κ′-small since every κ′-directed transfinite sequence is also κ-directed.

(5.9) Convention. For the rest of this chapter, the letter κ always denotes an arbitrary
regular cardinal.
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Let us restate this definition in a manner, internal to C (which also effectively
removes the local smallness condition). For this, recall that

colim
α<λ

C(C, Xα) =

⎛⎝∐
α<λ

C(C, Xα)

⎞⎠ / ∼,

where ∼ is the equivalence relation generated by f ∼ (Xβ → Xβ′) ◦ f for f ∈ C(C, Xβ) and
β � β′ arbitrary. Now the map from the definition is bijective iff for all f ∈ C(C, colimα Xα)
there is a unique [f ′] ∈ colimα C(C, Xα) such that aβ,λ ◦ f ′ = f , where f ′ ∈ C(C, Xβ) and
aβ,λ : Xβ → colimα Xα is the β-component of the colimiting cocone. Internally in C this
means

• Surjectivity: Every f : C → colimα Xα factors as
C

f ′
��

f ��

Xβ

aβ,λ
��

colimα Xα

for some β < λ.

• Injectivity: Given

C
f ′

""

f ′′

��

. . . �� Xβ
��

aβ,λ ��

. . . �� Xβ′ ��

aβ′,λ""

. . .

colimα Xα

with the outer square
commutative. Then
there is γ � β′ such
that (Xβ → Xγ) ◦ f ′

= (Xβ′ → Xγ) ◦ f ′′

(5.10) Example. Every presentable object is small.

(5.11) Proposition. A κ-small colimit of κ-small objects (relative to some class of ar-
rows I) is again κ-small.

Proof. Same as (3.2.14). �

(5.12) Corollary. Retracts of κ-small objects (relative to some class of arrows I) are again
κ-small. �

(5.13) Proposition. If an object D ∈ C has a retract that is κ-small relative to a class I
of arrows, then D is itself κ-small relative to I.

Proof. Given a κ-directed transfinite sequence X : λ→ C of arrows in I as well as s : C → D
and r : D → C with C κ-small relative to I and r ◦ s = idC we get a commutative diagram

colimC(C, X) ��

colim r∗
��

C(C, colim X)

r∗
��

colimC(D, X)
∼= ��

colim s∗
��

C(D, colim X)

s∗
��

colimC(C, X) �� C(C, colim X)

whose vertical composites are identities. So, colimC(C, X) → C(C, colim X) is a retract of
an isomorphism and hence itself one by (2.14). �

(5.14) Example. As shown in (3.2.6), a set is κ-small iff it has cardinality < κ.
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6. Cellular Approximation and the Small Object Argument

Just like we generalised the concept of a (relative) CW-complex in definition (3.5), we can
generalise the cellular approximation theorem to this context. As the name suggests, the
idea is to approximate an arbitrary arrow f : X → Y by a relative A-cell complex for A some
fixed set (rather than a possibly proper class) of arrows in a cocomplete category C.

Recalling that relativeA-cell complexes are just transfinite compositions ofA-cobase
changes, the idea for approximating f : X → Y is to fix some limit ordinal λ (the choice of this
will be discussed later) and define the A-cellular approximation for f to be the composition
of the transfinite sequence, where at each step, we glue on “all A-cells possible”.

(6.1) Definition. For a set of arrows A in a locally small cocomplete category C and an
arbitrary arrow f : X → Y , we define the A-cellular successor of f to be the factorisation

X
ι1(f)−−−→ C1(f) π1(f)−−−→ Y

of f obtained as follows. Let S(f) :=
∐

i∈A HomC[1](i, f) be the set that consists of all triples

s = (is, gs, hs) fitting into a commuting square
As

gs
��

is
��

X

f
��

Bs
hs

�� Y

and with is ∈ A.

We define ι1(f) : X → C1(f) to be the pushout

∐
s∈S(f)

As
[gs]s

��

�sis
��

X

ι1(f)
��∐

s∈S(f)
Bs

�� C1(f) ,

while π1(f) is the unique arrow induced by f and [hs]s.

(6.2) Definition. Let A be a set of arrows in a locally small cocomplete category C and
f : X → Y an arrow. We define a transfinite sequence C(f) : Ord → C (where Ord is the
poset of all ordinals), together with a cocone π(f) : C(f) ⇒ Y recursively by C0(f) := X,
π0(f) = f and for λ a limit ordinal necessarily Cλ(f) := colimα<λ Cα(f) and πλ(f) the unique
arrow induced by

(
πα(f)

)
α<λ

. Finally, in the successor case, we define

Cα+1(f) := C1
(
πα(f)

)
, πα+1(f) := π1

(
πα(f)

)
and C(α < α + 1) := ι1

(
πα(f)

)
.

Now for λ any (usually limit) ordinal and ιλ(f) : X = C0(f)→ Cλ(f), the pair
(
ιλ(f), πλ(f)

)
is called an A-cellular approximation (of length λ) of f . By construction ιλ(f) ∈ Cell(A) and
πλ(f) ◦ ιλ(f) = f .

(6.3) Proposition. For A a set of arrows in a locally small cocomplete category C, A-cel-
lular approximation can be made into a functor

C[1] ×Ord→ C[2], (f, λ) 
→ (
ιλ(f), πλ(f)

)
such that, for every fixed ordinal λ, A-cellular approximation of length λ is a functorial
factorisation on C.
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Proof. Given a commutative square in C and the result upon taking cellular approximation

X

a
��

f
�� Y

b
��

X ′
f ′

�� Y ′

→

X

a

��

ιλ(f)
�� Cλ(f)

πλ(f)
��

ϕλ

��

Y

b
��

X ′
ιλ(f ′)

�� Cλ(f ′)
πλ(f ′)

�� Y ′ ,

we need to construct a dotted arrow ϕλ making the diagram commute in a functorial (with
respect to f) and natural (with respect to λ) way, which we do by transfinite recursion,
starting with

(ϕ0 := a) :
(
C0(f) = X

) → (
X ′ = C0(f ′)

)
.

The limit case is easy, as we just need to take colimits, which is clearly functorial with respect
to f and natural with respect to λ (as it is defined by a universal property). In the successor
case, we get a map ψ : S

(
πλ(f)

)→ S
(
πλ(f ′)

)
by (is, gs, hs) 
→ (is, ϕλ ◦ gs, b ◦ hs); i.e.

As

is

��

gs
�� Cλ(f)

πλ(f)
��

Bs
hs

�� Y


→
As

is

��

gs
�� Cλ(f)

πλ(f)
��

ϕλ �� Cλ(f ′)

πλ(f ′)
��

Bs
hs

�� Y
b

�� Y ′ .

This in turn gives us a morphism of spans as follows

∐
s∈S(πλ(w))

Bs

��

��

∐
s∈S(πλ(f))

As
�sis��

[gs]s
��

��

��

Cλ(f)

ϕλ

��∐
s′∈S(πλ(f ′))

Bs′
∐

s′∈S(πλ(f ′))
As′

�s′ is′
��

[gs′ ]s′
�� Cλ(f ′)

(where the two unnamed vertical arrows map the s-summand into the ψs-summand by the
identity). Taking pushouts, we get ϕλ+1 : Cλ+1(f)→ Cλ+1(f ′) rendering the square

Cλ(f)

��

ϕλ �� Cλ(f ′)

��

Cλ+1(f) ϕλ+1
�� Cλ+1(f ′)

commutative (thus proving the naturality with respect to λ). Clearly, this construction is
functorial with respect to f because the above assignment of spans is functorial (using the
functoriality of ϕλ). �

Cellular approximation is a vastly useful tool in constructing a functorial factorisa-
tion to define a model structure on a category C but not without reservations. The problem
is that while we know that in the factorisation f = πλ(f) ◦ ιλ(f) that ιλ(f) ∈ Cell(A), we
cannot say much about πλ(f). Here is where small objects come into play. For convenience
let us first prove a small lemma.
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(6.4) Lemma. LetA be a class of arrows in a category C, C ∈ C and κ a cardinal. Then C
is κ-small relative to Cell(A) iff it is κ-small relative to A-cobase changes, i.e. κ-small relative
to ⎧⎪⎨⎪⎩f : X → Y

∣∣∣∣∣∣∣ there is a pushout diagram
A

j
��

�� X
f
��

B �� Y

with j ∈ A
⎫⎪⎬⎪⎭ .

Proof. The direction “⇒” is obvious. As for the other direction, consider a κ-directed trans-
finite sequence X : λ → C of relative A-cell complexes, so that each Xβ → Xβ+1 is a com-
position of a transfinite sequence Y β : μβ → C of A-pushouts. As in (1.10), we well-order
ν := {(β, γ) | β < λ, γ < μβ} lexicographically and get a transfinite sequence Y : ν → C that
has the same compositions as X. Because the standard projection ν → λ is weakly increasing
and surjective one easily sees that ν is κ-directed because λ is and so we get a commutative
square

colimC(C, X) ��

∼=
��

C(C, colim X)
∼=
��

colimC(C, Y ) ∼=
�� C(C, colim Y ) ,

where the horizontal arrows are the canonical ones and the vertical arrows are induced by
λ ∼= λ× {0} ↪→ ν. They are isomorphisms because {(β, 0)}β<λ is weakly terminal in ν. �

(6.5) Theorem. (Small Object Argument) Let C be a locally small cocomplete cate-
gory, κ an infinite cardinal and λ a κ-directed ordinal. If A is a set of arrows in C, all of whose
domains are κ-small relative to A-cobase changes then A-cellular approximation (ιλ, πλ) of
length λ is a functorial factorisation with ιλ(f) ∈ Cell(A) and πλ(f) ∈ A� for all f in C. In
particular, this makes (A-cof,A�) a functorial weak factorisation system.

Proof. The only claim not yet proven is that πλ(f) ∈ A� for f : X → Y . For this, suppose
we are given a commutative square of solid arrows

Cβ(f)
��

A

j
��

��

��

Cλ(f)
πλ(f)
��

B ��

((

Y

with j ∈ A. By hypothesis and the lemma, we find β < λ as well as A→ Cβ(f) with

A→ Cλ(f) = A→ Cβ(f)→ Cλ(f), so that (j, A→ Cβ(f), B → Y ) ∈ S
(
πβ(f)

)
.

By construction, we get an arrow from B into the pushout Cβ+1(f) satisfying

A→ Cβ(f)→ Cβ+1(f) = A
j−→ B → Cβ+1(f) and

B → Y = B → Cβ+1(f)
πβ+1(f)−−−−−→ Y,

so that B → Cβ+1(f) → Cλ(f) fits into the diagram above. A final word concerning the
last claim of the theorem. Clearly Cell(A) ⊆ A-cof = �(A�) because A-cof is (cellularly)
saturated and contains A (cf. (2.15)) and A-cof� = A� by (2.3). �
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(6.6) Remark. As is visible from the proof, we only need the surjectivity part from the
definition of a κ-small object.

To apply the small object argument, one usually starts with a set A of arrows, all of
whose domains are small relative to A -cobase changes and then chooses κ and λ accordingly
as follows.

(6.7) Corollary. (Small Object Argument [bis]) If A is a set of arrows in a locally
small cocomplete category C, all of whose domains are small relative to A-cobase changes
then there exists a functorial factorisation (ι, π) with ι(f) ∈ Cell(A) and π(f) ∈ A� for all f
in C.

Proof. For j ∈ A let us write κj for the minimal cardinal such that j is κj-small relative to
A-cobase changes. These κj form a set so that we can define κ to be the supremum of all
the κj , choose a κ-directed ordinal λ (e.g. cf κ or κ+) and then apply the above theorem. �

Noting that in a locally presentable category, every object is presentable (in par-
ticular small), we can use the small object argument to immediately construct an infinity of
functorial weak factorisation systems.

(6.8) Example. If C is a locally presentable category then every set of arrows A in C

defines a functorial factorisation system by the small object argument.

(6.9) Corollary. Again for A a set of arrows in a locally small cocomplete category C,
with all domains of arrows in A small relative to A-cobase changes, we have A-cof = Sat(A).
Put differently, every f ∈ A-cof is a strong retract of some i ∈ Cell(A).

Proof. Choose a functorial factorisation (ι, π) as in the last corollary, so that f = π(f) ◦ ι(f)
with ι(f) ∈ Cell(A) and π(f) ∈ A�. By our hypothesis, f has the left lifting property with
respect to π(f) and by the retract argument, f is a strong retract of ι(f). �

We have already seen that being κ-small relative to A-cobase changes is equivalent
to being κ-small relative to Cell(A) but with our last corollary, we can prove even more. The
following proof is almost word by word from Hovey’s book [34, Proposition 2.1.16], where it
is attributed to Hirschhorn.

(6.10) Corollary. Let C and A as in the last two corollaries and κ an infinite cardinal.
Then a C ∈ C is κ-small relative to A-cobase changes iff it is κ-small relative to A-cof.

Proof. The direction “⇐” is trivial because A-cobase changes lie in Cell(A) ⊆ �(A�) = A-cof
and for the other direction, let X : λ → C be a κ-directed transfinite sequence of arrows
in A-cof. We choose a functorial factorisation (ι, π) as in the small object argument and shall
use it to construct a transfinite sequence Y : λ → C of arrows in Cell(A) as well as natural
transformations σ : X ⇒ Y and ρ : Y ⇒ X such that ρ ◦ σ = idX , which we do by transfinite
recursion (with a dependent choice, cf. (2.16)) starting with Y0 := X0 and ρ0 := σ0 := idX0 .
If Yβ, ρβ and σβ are already defined for some β with β + 1 < λ, we apply (ι, π) to factor the
composite Yβ → Xβ → Xβ+1 into gβ : Yβ → Yβ+1 and ρβ+1 : Yβ+1 → Xβ+1 with gβ ∈ Cell(A)
and ρβ+1 ∈ A�. This gives us a commutative diagram

Xβ

σβ
��

��

Yβ

gβ
��

ρβ ��

Yβ+1

ρβ+1

��

Xβ

��

Xβ+1 Xβ+1
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and we can choose a lift σβ+1 : Xβ+1 → Yβ+1. Finally, if β < λ is a limit ordinal, we
obviously put Yβ := colimα<β Yα, σβ := colimα<β σα and ρα := colimα<β ρα. Now ρ and σ
induce arrows r : colim Y → colim X and s : colim X → colim Y such that r ◦ s = idcolim X ,
yielding a commutative diagram whose vertical composites are identities

colimC(C, X) ��

��

C(C, colim X)

��

colimC(C, Y )
∼= ��

��

C(C, colim Y )

��

colimC(C, X) �� C(C, colim X) .

From this, we readily get an inverse for colimC(C, X)→ C(C, colim X). �



Chapter 5

MODEL CATEGORIES

In this chapter, we are going to review some results about the interplay between model
structures and categorical smallness conditions (such as smallness or presentability of objects).
The first section is taken almost verbatim from [34] and is maybe the most well-known. The
results about combinatorial model categories can be found in [19] but with lots of details
missing; not least due to references to Smith’s book about combinatorial model categories,
which has never been published. Finally, the account of Smith’s theorem given here mostly
follows [3] though our presentation differs considerably.

1. Cofibrantly Generated Model Categories

(1.1) Definition. A model category M is called cofibrantly generated iff there exist sets
I, J of arrows such that

(a) the domains of arrows in I and J are small relative to I- and J -cobase changes
respectively;

(b) I� and J � are the classes of acyclic fibrations and fibrations respectively;

The elements of I are then referred to as generating cofibrations and those of J as generating
acyclic cofibrations.

(1.2) Observation. Given a cofibrantly generated model category as above, the results
from the previous section immediately imply

(a) I-cof and J -cof are, respectively, the classes of cofibrations and acyclic cofibrations;

(b) every cofibration is a strong retract of an arrow in Cell(I), while every acyclic
cofibration is a strong retract of an arrow in Cell(J );

(c) the domains of all arrows in I and J are small relative to cofibrations and acyclic
cofibrations respectively;

Obviously, we usually don’t want to start with a fully-fledged model category and
then single out generating (acyclic) cofibrations but rather, we want to start with a subcat-
egory of weak equivalences that we would like to formally invert and then construct a model
structure with these weak equivalences by specifying generating (acyclic) cofibrations. Thus
the following theorem is the central part of this section.
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(1.3) Theorem. (Recognition Theorem) Let M be a bicomplete category, W a class
and I, J sets of arrows in M. Then there exists a cofibrantly generated model structure
on M having W as weak equivalences, I as generating cofibrations and J as generating
acyclic cofibrations iff the following conditions are met:

(a) W satisfies the 2-out-of-3 axiom and is closed under retracts;

(b) the domains of all arrows in I and J are small relative to I- and J -cobase changes
respectively;

(c) I� ⊆ W and Cell(J ) ⊆ W;

(d) I� ⊆ J � or J ⊆ I-cof;

(e) W ∩J � ⊆ I� or W ∩ I-cof ⊆ J -cof.

Proof. The conditions stated are certainly necessary. Conversely, if they hold, we define a
model structure on M with weak equivalences W by taking

• I-cof = �(I�) as the cofibrations and

• J � as the fibrations.

The first part of (a) is the required 2-out-of-3 axiom and the second part together with
the fact that classes of the form A� or �A are always closed under retracts gives us the
retract axiom. Taking functorial factorisations (ι, π), (ι′, π′) as provided by the small object
argument applied to I and J respectively, the factorisation axiom requires

I� ⊆ W ∩ J � and Cell(J ) ⊆ W ∩ I-cof.

These two inclusions are implied by hypothesis (c) together with both statements of hypoth-
esis (d) (using that I-cof is cellularly saturated). But in fact the two statements in (d) are
equivalent because (�−,−�) is an antitone Galois correspondence.

The only thing left to check is the lifting axiom, which consists exactly of the two
inclusions in (e) (where we use that I-cof� =

(�(I�)
)� = I�). Since we only assumed one of

them, we need to check that either one implies the other.
Assuming the second one, we let f ∈ W ∩ J � and factor it as f = p ◦ i with

i ∈ Cell(I) ⊆ I-cof and p ∈ I� ∩ W. By 2-out-of-3, we also have i ∈ W and hence
i ∈ W ∩I-cof ⊆ J -cof by assumption. It follows that we can solve the lifting problem on the
left below and conclude that f is a retract of p ∈ I� (whence f ∈ I�) as seen on the right.

X
idX ��

J -cofi
��

X

f∈J �
��

Z p
��

d

!!

Y

�
X

i ��

f
��

Z
d ��

p

��

X

f
��

Y
idY

�� Y
idY

�� Y

The other implication is similar. �

(1.4) Remark. The recognition theorem provides several alternative sufficient criteria
to get a cofibrantly generated model structure. One important option (used for Smith’s
theorem) is to check points (a) and (b) and that I� ⊆ W as well as J -cof =W ∩ I-cof.
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2. Combinatorial Model Categories

Cofibrantly generated model categories are ones where the model structure satisfies a certain
smallness condition. If in addition, the same holds true for the underlying category, we arrive
at the concept of a combinatorial model category.

(2.1) Definition. A model category M is combinatorial iff it is cofibrantly generated
and locally presentable. More restrictively, for κ a regular cardinal, we are going to call a
model category M κ-combinatorial iff it is locally κ-presentable and cofibrantly generated
such that the domains as well as the codomains of all arrows in the generating cofibrations
and generating acyclic cofibrations are κ-presentable.

(2.2) Remark. Since, in a locally presentable category, all objects are presentable (and in
particular small), the smallness condition on generating (acyclic) cofibrations of a cofibrantly
generated model category is automatically satisfied, so that M is combinatorial iff

(a) M is locally presentable;

(b) it has a set of arrows I such that I� is the class of acyclic fibrations;

(c) it has a set of arrows J such that J � is the class of fibrations.

Moreover, since (local) κ-presentability implies (local) κ′-presentability for all regular κ′ � κ,
M is combinatorial iff it is κ-combinatorial for some κ.

(2.3) Nomenclature. For the sake of conciseness, if M is any κ-combinatorial model
category, let us call standard factorisations the two cellular factorisations of length κ with
respect to the generating cofibrations and the generating acyclic cofibrations.

(2.4) Corollary. In a combinatorial model category, we can always pick generating cofi-
brations and generating acyclic cofibrations with cofibrant domains. �

The reason to work with locally presentable categories is to be able to reduce certain
constructions and arguments to small objects. To do this within a homotopical context, the
model structure of a combinatorial category should preserve smallness in some sense. That
this is indeed the case is not all that surprising since the whole point of the small object
argument was, as the name suggests, to make use of the smallness of objects.

(2.5) Proposition. Let C be a locally κ-presentable category and A ⊆ Arr(C) a set of
arrows, all of whose domains and codomains are κ-presentable. Then A-cellular factorisa-
tion (which is a functor C[1] → C[2]) of any length λ is κ-accessible (i.e. preserves κ-filtered
colimits).

Proof. First note that κ-presentability in C[1] and C[2] is just pointwise presentability, as was
shown in (3.6.4). We now proceed by transfinite induction on λ. The base case λ = 0 is
trivial, since the A-cellular approximation of length 0 just factors an arrow f : A→ B as idA,
followed by f . The limit case is also trivial, since there, A-cellular factorisation of length λ
is just the colimit of the A-cellular factorisations of strictly smaller length. This leaves the
successor case.

So let ϕ : X ⇒ Y be a morphism of κ-filtered diagrams X, Y : I → C with colimit
f : C → D and let’s denote the A-cellular approximation of length λ of a morphism

C ′ g−→ D′ by C ′ ιλ(g)−−−→ Cλ(g) πλ(g)−−−→ D′.
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Since Cλ+1(g) = C1
(
πλ(g)

)
, it suffices to consider the case λ = 1. We need to show that

C
ι1(f)−−−→ C1(f) π1(f)−−−→ D is the colimit of X

ι1(ϕ)−−−→ C1(ϕ) π1(ϕ)−−−→ Y.

Since colimits are calculated pointwise, we really only need to show that C1(f) is the colimit
of C1(ϕ). By definition, we need to consider the set S0(f) :=

∐
i∈A HomC[1](i, f) consisting

of all triples

s = (as, gs, hs) fitting into a commuting square
As

gs
��

as
��

C

f
��

Bs
hs

�� D

and with as ∈ A.

With this, C → C1(f) is the pushout

∐
s∈Sβ(f)

As
[gs]s

��

�sas
��

C

��∐
s∈Sβ(f)

Bs
�� C1(f) ,

while π1(f) : C1(f) → D is the unique arrow induced by the hs and f (similarly for ϕ).
Since cobase changes of coproducts can be calculated as transfinite compositions, gluing one
summand at a time (cf. (4.3.3)), we can assume that A consists of a single arrow a : A→ B.
We now note that the S0(ϕI) define a diagram S0(ϕ) : I→ Sets, where a morphism i : I → J
in I induces (a, g, h) 
→ (a, Xi ◦ g, Y i ◦ h) or more diagrammatically:

A

a

��

g
�� XI

ϕI

��

B
h

�� YI


→
A

a

��

g
�� XI

ϕI

��

Xi �� XJ

ϕJ

��

B
h

�� YI
Y i

�� YJ

The κ-presentability of A and B means that i : A→ B is κ-presentable in C[1], which in turn
now implies that

S0(f) = HomC[1](i, f) ∼= HomC[1](i, colim
I

ϕI) ∼= colim
I

HomC[1](i, ϕI) = colim
I

S0(ϕI).

Finally, since colimI A·S0(ϕI) ∼= A·S0(f) (the copower functor A·− is left adjoint to C(A,−))
and colimits commute (and colimI C ∼= C because I is connected), we get

C1(f) = colim

⎛⎝ ∐
S0(f)

B ←
∐

S0(f)
A→ C

⎞⎠ ∼= colim colim
I

⎛⎝ ∐
S0(ϕI)

B ←
∐

S0(ϕI)
A→ C

⎞⎠
∼= colim

I
colim

⎛⎝ ∐
S0(ϕI)

B ←
∐

S0(ϕI)
A→ C

⎞⎠ = colim
I

C1(ϕI). �

(2.6) Corollary. If M is a κ-combinatorial model category, the standard factorisations
(which are functors M[1] →M[2]) preserve κ-filtered colimits. �
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As another consequence of the accessibility of the standard factorisations, we can
now show that κ-filtered colimits in a κ-combinatorial model category are actually homotopy
colimits.

(2.7) Proposition. If M is a κ-combinatorial model category and I a κ-filtered indexing
category then colim: MI →M preserves (pointwise) fibrations, weak equivalences and acyclic
fibrations. In particular, κ-filtered colimits are homotopy colimits.

Proof. Let τ : X ⇒ Y be a natural weak equivalence between diagrams X, Y : I→M (i.e. ev-
ery τI is a weak equivalence). Since the standard factorisation into an acyclic cofibration
followed by a fibration is κ-accessible, we can apply it pointwise to τ to get

XI
∼
�→ ZI � YI functorial in I ∈ I

and the colimit of this X ⇒ Z ⇒ Y is again a factorisation

colim
I

X
∼
�→ colim

I
Z � colim

I
Y

into an acyclic cofibration, followed by a fibration. It suffices to show that colim Z → colim Y
is acyclic; i.e. right transverse to every generating cofibration i : A � B. But since every τI

is a weak equivalence, every ZI → YI is acyclic and a commutative square on the left

A
��

i
��

�� colimI Z

����

B �� colimI Y

�
A
��

i
��

�� ZI

∼
����

�� colimI Z

����

B ��

  

�� YI
�� colimI Y

is a morphism in M[1]. There, i is κ-presentable (by (3.6.4)) and so our morphism factors
through some ZI → YI , which is an acyclic fibration and we find a lift as on the right.

This last step also proves our claim about the preservation of pointwise (acyclic)
fibrations, where we start with a pointwise (acyclic) fibration Z ⇒ Y and construct diagonal
fillers by the above manner for i a generating (acyclic) cofibration. �

(2.8) Corollary. If M is a combinatorial model category with fibrations F and weak
equivalences W (viewed as a full subcategories of M[1]), then F , W, F ∩W ↪→ M[1] are all
accessibly embedded accessible full subcategories.

Proof. Assuming M is κ-combinatorial, we have just shown that the three subcategories are
κ-accessibly embedded. Using (3.8.17), we shall show that F and F ∩ W are closed under
κ-pure subobjects. We do this for F , with the case of F ∩W being analogous, replacing the
generating acyclic cofibrations by generating cofibrations everywhere.

So, given a fibration p, together with a κ-pure subobject i : q ↪→ p in M[1], we
need to show that q is right transverse to every generating acyclic cofibration j; i.e. given a
commutative square in M

(2.9)

J1
��

j ∼
��

f1
�� Q1

q

��

J2
f2

�� Q2
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with j a generating acyclic cofibration, we need to construct a diagonal filler. For this, we
first compose the square with i and find a diagonal filler d as depicted on the left below and
then construct the commutative square in M[1] as depicted on the right.

J1
��

j ∼
��

f1
�� Q1

i1 �� P1

p
����

J2
f2

��

d

##

Q2 i2
�� P2

j
f

��

(j,idJ2 )
��

q

i

��
idJ2 (d,i2◦f2)

�� p

Since j and idJ2 are κ-presentable in M[1] (by (3.6.4)), we find an upper diagonal filler
d′ = (d′

1, d′
2) : idJ2 → q for the square on the right, which satisfies

d′
1 ◦ j = f1, d′

2 ◦ idJ2 = f2 and q ◦ d′
1 = d′

2 ◦ idJ2 = f2,

so that d′
1 is a diagonal filler for the original square (2.9).
Finally, the weak equivalences are accessible by (3.8.20) since they are the full preim-

age of the accessibly embedded accessible full subcategory F∩W ⊆M[1] under the composite
accessible functor

M[1] →M[2] δ∗
0−→M[1],

where the first one is the standard factorisation into an acyclic cofibration followed by a
fibration and δ∗

0 maps a pair of arrows →→ to the second one (which is accessible because it
has a right adjoint). �

Another key property of combinatorial model categories is that the standard fac-
torisations preserve presentability above a certain level.

(2.10) Proposition. For every κ-combinatorial model category M, there is a regular car-
dinal κ′ � κ such that for every regular μ � κ′ (cf. (3.4.2)), the standard factorisations
induce M

[1]
μ → M

[2]
μ . Put differently, above κ′, the standard factorisations preserve the level

of presentability.

Proof. The category of κ-presentable objects Mκ is essentially small. Therefore, we find a
regular cardinal κ′ such that factoring morphisms between κ-presentable objects (using the
standard factorisations only produces κ′-presentable ones.

Now given μ � κ′, the Makkai-Paré theorem (3.6.6) tells us that any morphism
f : C → D lifts to a morphism ϕ : X ⇒ Y between κ-filtered and μ-small diagrams, whose
colimit is f . Because our standard factorisations are κ-accessible, we can apply them point-
wise and get factorisations of diagrams X ⇒ Z ⇒ Y whose colimits are the standard fac-
torisations of f . By our choice of κ′, Z is pointwise κ′-presentable. That is to say, Z is a
μ-small diagram of κ′-presentable (whence μ-presentable) objects and so, its colimit is again
μ-presentable. �

(2.11) Scholium. As seen in the proof, we can take κ′ from the above proposition to be the
smallest (regular) cardinal such that the standard factorisations map M

[1]
κ to M

[2]
κ′ (i.e. such

that factoring morphisms between κ-presentable objects only produces κ′-presentable ones).
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3. The Interpolating Small Object Argument

An essential ingredient for Smith’s theorem, which we are going to prove in the next section,
is the “interpolating” version of the small object argument. Its proof follows essentially the
same lines as the one of the ordinary small object argument.

(3.1) Definition. Given two classes of arrows A, W in a category C, a third class B is
said to interpolate (or to be interpolating) from A to W iff every morphism a → w in C[1]

with a ∈ A and w ∈ W factors through some b ∈ B. Explicitly, that is to say that for every
commutative square as on the left below with a ∈ A and w ∈ W

A

a
��

f
�� A′

w
��

B g
�� B′

�
A

a
��

�� A′′

b
��

�� A′

w
��

B �� B′′ �� B′

we have a chosen (using the axiom of choice if necessary) commutative rectangle as on the
right with b ∈ B, the composite of the top row being f and the composite of the bottom row
being g.

(3.2) Observation. If B interpolates from A to W, then so does any B′ ⊇ B. On the
other hand, if B interpolates from A to W and we have subclasses A′ ⊆ A, W ′ ⊆ W,
then B′ := B ∩W ′ interpolates from A′ to W ′. Finally, if B interpolates from A to W and
from A′ to W ′, it also interpolates from A ∩A′ to W ∪W ′.

(3.3) Example. If A is any class of arrows, W is the class of all isomorphisms and B
contains all identities on the codomains of all arrows in A, then B interpolates from A to B.
To wit, given any commutative square as on the left, we obtain a commutative diagram as
on the right, where the top row’s composite is f and idB ∈ B.

A
f

��

a
��

A′

w∼=
��

B g
�� B′

�
A

a ��

a
��

B
g

��

idB

��

B′ w−1
��

idB′
��

A′

w
��

B
idB

�� B g
�� B′

idB′
�� B′

With regard to (2.8) above, the following is the most important example of inter-
polating classes for us.

(3.4) Example. If M is a combinatorial model category with generating cofibrations I
and weak equivalences W, then there is a set of weak equivalences W ⊆ W that interpolates
from I to W. More generally, if M is any accessible category and A, B two classes of
morphisms on M such that

(a) A is actually a set and

(b) B, viewed as a full subcategory of M[1], is accessibly embedded and accessible,

then there is a set B ⊆ B that interpolates from A to B.

Proof. Since A is a set, we find some regular κ such that every a ∈ A ⊆M[1] is κ-presentable.
Since B ⊆M[1] is accessible, it is λ-accessible for some regular λ � κ and we find a set B of
λ-generators. Now, every b ∈ B is a λ-filtered colimit (in M[1]) b ∼= colimI bI of a diagram
in B and because every a ∈ A is λ-presentable, every a→ b factors through some bI . �
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(3.5) Proposition. If B interpolates from A to W, then B also interpolates from A
to W’s closure under retracts.

Proof. Given any commutative diagram as on the left

A
f

��

a
��

A′ �� s ��

v
��

id

��

A′′ r �� ��

w
��

A′

v
��

B g
�� B′ ��

s′
��

id

��B′′
r′

�� �� B′

A

a
��

h ��

s◦f

��

A′′′

b
��

k �� A′′

w
��

B
h′

��

s′◦g

��B′′′
k′

�� B′′

with a ∈ A, w ∈ W, we can factorise part of it as depicted on the right, where b ∈ B. By
composing this with the square (r, r′) : w → v, and noting that r and r′ are retractions of s
and s′, respectively, we get the required interpolation of the square (f, g) : a→ v. �

(3.6) Definition. Let f : X → Y be an arrow in C, A a set of arrows in C and B a class
of arrows in C that interpolates from A to f . We define the (A,B)-cellular successor to be
the factorisation

X
ι1(f)−−−→ C1(f) π1(f)−−−→ Y

of f obtained as follows. Let S(f) :=
∐

i∈A HomC[1](i, f) be the set that consists of all triples

s = (is, gs, hs) fitting into a commuting square
As

gs
��

is
��

X

f
��

Bs
hs

�� Y

and with is ∈ A.

Using the chosen interpolations, we factor every such square

As
gs

��

is

��

X

f
��

Bs
hs

�� Y

as

As
g′

s ��

is

��

A′
s

g′′
s ��

js

��

X

f

��

Bs
h′

s

�� B′
s h′′

s

�� Y

with js ∈ B and define ι1(f) : X → C1(f) to be the pushout

∐
s∈S(f)

A′
s

[g′′
s ]s

��

�sjs
��

X

ι1(f)
��∐

s∈S(f)
B′

s
�� C1(f) ,

while π1(f) is the unique arrow induced by f and [h′′
s ]s. We take note that, by definition,

ι1(f) ∈ Cell(B).

The problem with this definition is that we generally do not know if B is again
interpolating from A to π1(f) and we need to find sufficient hypotheses to ensure that we
can continue our cellular approximation process.
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(3.7) Definition. Let C be a locally small cocomplete category,

• A a set of arrows in C,

• W a class of arrows in C satisfying 2-out-of-3 and such that W ∩A-cof is cellularly
saturated,

• B ⊆ W ∩A-cof a class that interpolates from A to W.

For an arrow w : X → Y inW, we define a transfinite sequence C(w) : Ord→ C (where Ord is
the poset of all ordinals), together with a cocone π(w) : C(w)⇒ Y recursively by C0(w) := X,
π0(w) = w and for λ a limit ordinal necessarily Cλ(w) := colimα<λ Cα(w) and πλ(w) the
unique arrow induced by

(
πα(w)

)
α<λ

. Finally, in the successor case, we define

Cα+1(w) := C1
(
πα(w)

)
, πα+1(w) := π1

(
πα(w)

)
and C(α < α + 1) := ι1

(
πα(w)

)
.

Now for λ any (usually limit) ordinal and ιλ(w) : X = C0(w)→ Cλ(w), the pair
(
ιλ(w), πλ(w)

)
is called an (A,B)-cellular approximation (of length λ) of w. By construction ιλ(w) ∈ Cell(B)
and πλ(w) ◦ ιλ(w) = w.

(3.8) Remark. The cellular saturation of W ∩ A-cof means that this class contains all
isomorphisms and is closed under cobase change and transfinite compositions. In particular,
W needs to contain all isomorphisms. In our main application (Smith’s theorem), W is also
required to be closed under retracts, so we could even assume that W ∩A-cof be saturated.

(3.9) Proposition. The transfinite sequence C(w) together with π(w) : C(w) ⇒ Y are
well-defined.

Proof. We just need to check that we can always form the (A,B)-cellular successor. Because
W ∩A-cof is cellularly saturated and B ⊆ W ∩A-cof, we also have Cell(B) ⊆ W ∩A-cof. In
particular, every C0(w)→ Cα(w) belongs to W. By 2-out-of-3 then, the same holds true for
every πα(w) : Cα(w)→ Y and we can form the (A,B)-cellular successor. �

The functoriality of the interpolated cellular approximation is very similar to the
classical one (4.6.3) and the same proof goes through almost verbatim. The difference is that
the interpolated cellular approximation is not defined everywhere.

(3.10) Proposition. Under the same hypotheses as in (3.7), we identify W with the full
subcategory of C[1] defined by it. With this, (A,B)-cellular approximation can be made into
a functor

W ×Ord→ C[2], (w, λ) 
→ (
ιλ(w), πλ(w)

)
such that, for every fixed ordinal λ, (A,B)-cellular approximation of length λ is a functorial
factorisation.

Proof. Given a commutative square in C as on the left below with w, w′ ∈ W as well as the
result upon taking interpolated cellular approximation

X

a
��

w �� Y

b
��

X ′
w′

�� Y ′

→

X

a

��

ιλ(w)
�� Cλ(w)

πλ(w)
��

ϕλ

��

Y

b
��

X ′
ιλ(w′)

�� Cλ(w′)
πλ(w′)

�� Y ′ ,
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we need to construct a dotted arrow ϕλ making the diagram commute in a functorial (with
respect to w) and natural (with respect to λ) way, which we do by transfinite recursion,
starting with

(ϕ0 := a) :
(
C0(w) = X

) → (
X ′ = C0(w′)

)
.

The limit case is easy, as we just need to take colimits, which is clearly functorial with respect
to w and natural with respect to λ (as it is defined by a universal property). In the successor
case, we get a map ψ : S

(
πλ(w)

)→ S
(
πλ(w′)

)
by (is, gs, hs) 
→ (is, ϕλ ◦ gs, b ◦ hs); i.e.

As

is

��

gs
�� Cλ(w)

πλ(w)
��

Bs
hs

�� Y


→
As

is

��

gs
�� Cλ(w)

πλ(w)
��

ϕλ �� Cλ(w′)

πλ(w′)
��

Bs
hs

�� Y
b

�� Y ′ .

This in turn gives us a morphism of spans as follows

∐
s∈S(πλ(w))

Bs

��

��

∐
s∈S(πλ(w))

As
�sjs

��
[gs]s

��

��

��

Cλ(w)

ϕλ

��∐
s′∈S(πλ(w′))

Bs′
∐

s′∈S(πλ(w′))
As′

�s′ js′
��

[gs′ ]s′
�� Cλ(w′)

(where the two unnamed vertical arrows map the s-summand into the ψs-summand by the
identity). Note that for this step, it is essential to have chosen interpolations, so that js at the
top is the same as jψs at the bottom. Taking pushouts, we get ϕλ+1 : Cλ+1(w) → Cλ+1(w′)
rendering the square

Cλ(w)

��

ϕλ �� Cλ(w′)

��

Cλ+1(w) ϕλ+1
�� Cλ+1(w′)

commutative (thus proving the naturality with respect to λ). Clearly, this construction is
functorial with respect to w because the above assignment of spans is functorial (using the
functoriality of ϕλ). �

Since the following theorem is really only going to be used in the context of pre-
sentable categories, the κ-smallness condition can be replaced by κ-presentability and this is
not going to affect the generality of the theorem significantly.

(3.11) Theorem. (Interpolating Small Object Argument) Under the same hypothe-
ses as in (3.7), if κ is an infinite cardinal such that the domains of all arrows in A are κ-small
relative to A-cobase changes and λ is a κ-directed ordinal then (A,B)-cellular factorisation
(ιλ, πλ) of length λ is a functorial factorisation with ιλ(w) ∈ Cell(B) and πλ(w) ∈ A� for
all w ∈ W.
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Proof. The only claim we haven’t shown yet is that πλ(w) ∈ A� for every w : X → Y in W.
For this, suppose we are given a commutative square of solid arrows

Cα(w)
��

A

i
��

��

��

Cλ(w)
πλ(w)
��

B ��

((

Y

with i ∈ A. By hypothesis, we find α < λ as well as A→ Cα(w) with

A→ Cλ(w) = A→ Cα(w)→ Cλ(w), so that (i, A→ Cα(w), B → Y ) ∈ S
(
πα(w)

)
.

Interpolating the square, we get

A ��

i
��

A′

j
��

�� Cα(w)

πα(w)
��

B �� B′ �� Y

and by construction of Cα+1(w), an arrow from B′ → Cα+1(w) satisfying

A′ → Cα(w)→ Cα+1(w) = A′ j−→ B′ → Cα+1(w) and

B′ → Y = B′ → Cα+1(w) πα+1(w)−−−−−→ Y,

so that B → B′ → Cα+1(w)→ Cλ(w) fits into the initial diagram. �

(3.12) Example. The ordinary small object argument can be recovered from the interpo-
lating version below if we take B = A, W = ArrC and factor every morphism (f, g) : a→ w
in C[1] as the identity followed by (f, g).

(3.13) Corollary. Still under the hypotheses of (3.7), if our base category C is locally
presentable and W closed under retracts, then B-cof = Sat(B) =W ∩A-cof.

Proof. The equality B-cof = Sat(B) follows from the corollary (4.6.9) to the classical small
object argument and the hypothesis that C be locally presentable. Now, W ∩ A-cof was
required to be cellularly saturated but becauseW is closed under retracts, it is even saturated,
whence B ⊆ W ∩ A-cof implies Sat(B) ⊆ W ∩ A-cof. Conversely, if f ∈ W ∩ A-cof, we pick
a κ-directed ordinal λ (e.g. cf(κ)) and factor f = πλ(f) ◦ ιλ(f) as in the interpolating small
object argument. Since f ∈ A-cof = �(A�) and πλ(f) ∈ A�, the retract argument tells us
that f is a (strong) retract of ιλ(f) ∈ Cell(B). �

4. Smith’s Theorem

For a locally presentable base category, Smith’s theorem is an improvement of the classical
recognition theorem (1.3) for cofibrantly generated model categories in the sense that it allows
us to do away with the generating acyclic cofibrations.

(4.1) Theorem. (Smith) Let M be a locally presentable category, W a class and I a
set of arrows in M. Then there exists a combinatorial model structure on M withW as weak
equivalences and I as generating cofibrations iff the following conditions are met:
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(a) W satisfies the 2-out-of-3 axiom and is closed under retracts;

(b) I� ⊆ W;

(c) W ∩ I-cof is closed under cobase change and transfinite compositions (hence satu-
rated);

(d) W ⊆M[1] is an accessibly embedded accessible full subcategory.

Proof. By the recognition theorem (1.3) and the remark thereafter, we need to construct a
set J (the generating acyclic cofibrations) of arrows in M such that J -cof = W ∩ I-cof.
By the corollary (3.13) to the interpolating small object argument, it is enough to find a
set J ⊆ W ∩ I-cof that interpolates from I to W. This is where accessibility comes in.

As we have seen in (3.4) above, our condition (d) implies that there is a set W ⊆ W
that interpolates from I toW and hence, it suffices to find a set inW∩I-cof, that interpolates
from I to W .

So, let i : A → B in I, w : C → D in W and (f, g) : i → w any morphism in M[1].
Taking the pushout P := B +A C, we use the (ordinary) small object argument for I to factor
the induced morphism [g, w] : P → D as [g, w] = b ◦ a with a ∈ Cell(I) and b ∈ I�:

A
f

��

i
��

C

i′
��

w

))

B
f ′

��

g

��P
a �� Q

b �� D .

We put j := a ◦ i′ which lies in W by 2-out-of-3 (since b ∈ W and b ◦ j = w ∈ W) as well as
in I-cof (since a ∈ Cell(I) ⊆ I-cof and i′ ∈ I-cof as it is a cobase change of i ∈ I ⊆ I-cof).
Finally, it interpolates from i to w by (f, a ◦ f ′) : i → j and (idC , b) : j → w. Letting J
consist of all such j (which is a set as it is indexed by the set-variables i ∈ I, w ∈ W and
(f, g) ∈ (M[1])(i, w)), our proof is complete. �

(4.2) Remark. Condition (d) in the theorem can be replaced by the (seemingly weaker)
condition that there be a set W ⊆ W interpolating from I to W. As we have seen in (3.4),
this is always the case for an accessible W. However, combining general stability results
such as (3.8.19) and (3.8.20) with the fact that W ⊆M[1] is always accessibly embedded and
accessible, accessibility is usually easier to check.



Chapter 6

LEFT BOUSFIELD LOCALISATION

When localising categories (i.e. picking a class of morphisms that we would like to invert),
a model structure is what we need to gain some control of the resulting homotopy category.
Now when we already have some model structure, we can try to further localise our category;
meaning that we might want to add in new weak equivalences. The question now is how we
can get a new model structure with the added in weak equivalences. Since fibrations are right
transverse to acyclic cofibrations and cofibrations are left transverse to acyclic fibrations, we
will certainly not be able to keep the same fibrations and cofibrations. However, we can try
to at least keep one of these two classes fixed, leading to the notion of a left and a right
Bousfield localisation. As it stands, left Bousfield localisation is used far more often and is
better studied than the right one.

1. Simplicial Mapping Spaces

In this section, we are going to recall some basic properties of mapping spaces in a simplicial
(that is to say simplicially enriched) model category. This is all well-known and can be found
in many different books, back to the originals ones due to Quillen. Recall that M being a
simplicial model category means the following.

(a) M is enriched over simplicial sets (with the cartesian closed symmetric monoidal
structure). That is to say, for every pair of objects A, B ∈M, we have a simplicial
set (the mapping space) MapM(A, B) and these come with composition maps

MapM(A, B)×MapM(B, C)→ MapM(A, C)

satisfying associativity and where every MapM(A, A) has an identity vertex. These
then allow us to view “taking the mapping space” as an enriched functor

Mop ×M→ sSets, (A, B) 
→ MapM(A, B)

(where the action on mapping spaces is obtained by taking adjuncts of the compo-
sition maps). We routinely regard M as an ordinary category, with Hom-sets given
by the vertices M(A, B) := MapM(A, B)0.

(b) M is powered and copowered (a.k.a. cotensored and tensored). That is to say, we
have (enriched) functors

sSetsop ×M→M, (K, A) 
→ [K, A], sSets×M→M, (K, A) 
→ K �A,
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together with natural isomorphisms of simplicial sets

MapM

(
A, [K, B]) ∼= MapM(K �A, B) ∼= MapsSets

(
K, MapM(A, B)

)
.

It suffices to know these functors on objects, as the naturality determines their
action on mapping spaces. Taking vertices, we also have such natural isomorphisms
between the Hom-sets in the underlying categories, rather than Hom-spaces.

(c) The underlying category (with Hom-sets M(A, B) := MapM(A, B)0) is equipped
with a model structure.

(d) These structures are related to each other by the so-called Quillen SM7-axiom,
which says that for every cofibration i : A � B and every fibration p : X � Y in M,
the so-called pullback product map

i � p := (i∗, p∗) : MapM(B, X)→ MapM(A, X)×MapM(A,Y ) MapM(B, Y )

is a fibration and even acyclic if i or p is acyclic.

(1.1) Example. The primordial example for a simplicial model category is the category
of simplicial sets with the Quillen model structure, which is cartesian closed (i.e. enriched
over itself) by

MapsSets(K, L)n = sSets
(
Δ[n]×K, L

)
.

Let us quickly motivate the Quillen SM7-axiom, which might seem very abstract
at first sight. In an ordinary (not necessary simplicial) model category M, given two maps
i : A→ B and p : X → Y , the pullback of Hom-sets

M(A, X)×M(A,Y ) M(B, Y ) consists of commutative
squares

A

i
��

�� X

p

��

B �� Y

and the pullback product i � p : M(B, X) → M(A, X) ×M(A,Y ) M(B, Y ) maps an arrow
d : B → X to the commutative square

A
d◦i ��

i
��

X

p

��

B
p◦d

��

d

!!

Y .

It follows that a commutative square in M(A, X)×M(A,Y ) M(B, Y ) has a diagonal filler iff it
lies in the image of i� p and the fibre is the precisely set of all possible diagonal fillers. With
this, the usual lifting axioms for model categories can be restated as i�p being surjective if i
is a cofibration, p a fibration and at least one of them acyclic. The part of the SM7-axiom
where neither i nor p is acyclic is harder to motivate and involves homotopies of commutative
squares.

In any case, Quillen’s SM7-axiom should be viewed as the correct analogue of the
usual lifting axiom for ordinary model categories and does in fact imply it (as discussed
above). Moreover, it has the following interesting consequence.
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(1.2) Observation. Let M be a simplicial model category, i : A → B and p : X → Y .
For any vertex s ∈ MapM(A, X)×MapM(A,Y ) MapM(B, Y ) (a commutative square from i to p),
we can define the space of diagonal fillers for s as the homotopy fibre of the pullback product

i � p : MapM(B, X)→ MapM(A, X)×MapM(A,Y ) MapM(B, Y )

above s. If i is a cofibration and p a fibration, then, by the SM7-axiom, this pullback product
is a Kan fibration and the homotopy fibre agrees with the strict one. If, in addition, i or p is
acyclic, the pullback product is even an acyclic Kan fibration and hence, the space of diagonal
fillers is contractible.

(1.3) Proposition. If M is a simplicial model category and A ∈ M then ∗ � A ∼= A.
More generally, M �A ∼= M ·A for every set M (viewed as a discrete simplicial set).

Proof. For B ∈M arbitrary, we easily calculate that

M(∗ �A, B) ∼= sSets
(∗, MapM(A, B)

) ∼= MapM(A, B)0 = M(A, B)

and the first claim follows from the Yoneda lemma. For the second one, just note that
−�A � MapM(A,−), so that −�A preserves colimits. �

Playing around with the adjunctions involved, one can equivalently formulate con-
dition (d) in terms of the copower (a.k.a. tensor) functor, which is what is usually referred to
as Quillen’s SM7-axiom. Similarly, it can be rephrased in terms of the power functor. Let’s
be a little more general than necessary.

(1.4) Definition. An adjunction in two-variables consists of three functors

⊗ : C×D→ E, Homl : Cop × E→ D, Homr : Dop × E→ C

together with natural isomorphisms

C
(
C, Homr(D, E)

) ∼= E(C ⊗D, E) ∼= D
(
D, Homl(C, E)

)
.

It is a Quillen adjunction in two-variables iff C, D and E are model categories and ⊗ is a (left)
Quillen bifunctor , meaning that it preserves colimits in each variable (which is automatic by
adjointness) and satisfies Quillen’s SM7 axiom: For every pair of cofibrations i : C � C ′ in C

and j : D � D′ in D, the pushout product

i⊗̂j : (C ⊗D′) +C⊗D (C ′ ⊗D) [i⊗id,id⊗j]−−−−−−−→ C ′ ⊗D′

is again a cofibration and even acyclic if i or j is.

(1.5) Example. By definition, the copower, power and mapping space functors for a
simplicial model category M form an adjunction in two variables:

� : sSets×M→M, [−,−] : sSetsop ×M→M, MapM : Mop ×M→ sSets.

To see that it is even a Quillen adjunction in two variables, we use the following general
observation.

(1.6) Proposition. Given an adjunction between two variables

⊗ : C×D→ E, Homl : Cop × E→ D, Homr : Dop × E→ C

with C, D and E model categories, the following are equivalent:
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(a) For every pair of cofibrations i : C � C ′ in C and j : D � D′ in D,

Q := (C ⊗D′) +C⊗D (C ′ ⊗D) −→ C ′ ⊗D′

is again a cofibration and even acyclic if i or j is acyclic.

(b) For every cofibration i : C � C ′ in C and every fibration p : E � E′ in E,

Homl(C ′, E) −→ Homl(C, E)×Homl(C,E′) Homl(C ′, E) =: P

is a fibration and even acyclic if i or p is acyclic.

(c) For every cofibration j : D � D′ in D and every fibration p : E � E′ in E,

Homr(D′, E) −→ Homr(D, E)×Homr(D,E′) Homr(D′, E) =: R

is a fibration and even acyclic if j or p is acyclic.

Proof. We show the equivalence of (a) and (b). That of (a) and (c) is analogous. Juggling
around with the universal properties of pushouts and pullbacks as well as adjunct morphisms,
one can show that for morphisms i : C → C ′ in C, j : D → D′ in D and p : E → E′ in E

(and using the notation from the proposition), there is a one-to-one correspondence between
commutative squares (as well as diagonal fillers for them)

Q

[i∗,j∗]
��

[f,f ′]
�� E

p

��

C ′ ⊗D′
g

�� E′

↔
D

j
��

f ′�
�� Homl(C ′, E)

(i∗,p∗)
��

D′
(f�,g�)

�� P.
�

As one can imagine, given an adjunction in two variables, we can always fix one of
the variables and get lots of ordinary adjunctions as follows.

(1.7) Observation. Given a two-variable adjunction as above

⊗ : C×D→ E, Homl : Cop × E→ D, Homr : Dop × E→ C

and objects C ∈ C, D ∈ D, E ∈ E, we have

C ⊗− � Homl(C,−), −⊗D � Homr(D,−)

and Homl(−, E), Homr(−, E) form a contravariant adjoint pair; i.e.

Homl(−, E)op � Homr(−, E), Homr(−, E)op � Homl(−, E).

In a two-variable Quillen adjunction as above, the functor ⊗ : C × D → E is not
quite left Quillen (i.e. it doesn’t preserve cofibrations and acyclic cofibrations) and neither is
it when we fix one variable. However, it is close enough to have a total left derived functor.

(1.8) Proposition. For a two-variable Quillen adjunction as above, if C ∈ C and D ∈ D

are cofibrant then C ⊗ − and − ⊗D are left Quillen (whence Homl(C,−) and Homr(D,−)
are right Quillen). Similarly, if E ∈ E is fibrant, then Homl(−, E) and Homr(−, E) are right
Quillen, meaning that they map (acyclic) cofibrations to (acyclic) fibrations.
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Proof. We just prove the first statement with the rest being analogous. If D ∈ D is cofibrant
and i : C � C ′ an (acyclic) cofibration in C, we apply Quillen’s SM7-axiom to i and ∅ � D
(using that −⊗∅ is constantly ∅), to get that

i⊗ idD : C ⊗D ∼= (C ⊗D) +C⊗∅ C ′ ⊗∅→ C ′ ⊗D

is a cofibration and even acyclic if i is. �

(1.9) Proposition. Given a two-variable Quillen adjunction as above, ⊗ : C × D → E

preserves cofibrant objects as well as cofibrations and acyclic cofibrations (hence weak equiv-
alences by Ken Brown’s lemma) between them. In particular, it has a total left derived
functor ⊗L. Similarly

Homl : Cop × E→ D and Homr : Dop × E→ C

preserve fibrant objects as well as fibrations and acyclic fibrations (hence weak equivalences)
between them. Consequently, they have total right derived functors RHoml and RHomr.

Proof. We check the claim for ⊗ as the other ones are analogous. Since ⊗ preserves colimits in
each variable (and in particular initial objects), the preservation of cofibrations between cofi-
brant objects implies the preservation of cofibrant objects. Now, given cofibrations between
cofibrant objects i : C � C ′ in C and j : D � D′ in D, we just write

i⊗ j = (idC′ ⊗ j) ◦ (i⊗ idD),

and the claim follows from the previous proposition. �

We can apply these results to the two-variable Quillen adjunction coming from a
simplicial model category. For convenience, let us record the following implications that they
have, which we are going to use later on.

(1.10) Proposition. If M is a simplicial model category then

(a) MapM(−,−) maps colimits in the first variable and limits in the second variable to
limits;

(b) every MapM(A, X) with A cofibrant and X fibrant is a Kan complex;

(c) for X fibrant, MapM(−, X) maps (acyclic) cofibrations to (acyclic) Kan fibrations
and consequently weak equivalences between cofibrant objects to weak equivalences
of Kan complexes;

(d) dually, for A cofibrant, MapM(A,−) maps (acyclic) fibrations to (acyclic) Kan fi-
brations and consequently weak equivalences between fibrant objects to weak equiv-
alences between Kan complexes;

(e) for every simplicial set K, the power functor [K,−] : M→M is right Quillen.

Proof. The only statement that doesn’t follow from generalities about two-variable Quillen
adjunctions is the last point, where we used that every simplicial set is cofibrant. �

We finish this section by calculating some explicit examples in simplicial model
categories involving the copower functor.
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(1.11) Example. If M is any simplicial model category and K a contractible simplicial
set then K �L A � A for every A ∈M. To wit, if A is cofibrant then −� A : sSets→M is
left Quillen and hence, choosing a base point in K, carries the acyclic cofibration ∗ → K to
an acyclic cofibration A � ∗ �A � K �A.

(1.12) Example. Let M be a simplicial model category, ∗ ∈ M a cofibrant contractible
object (i.e. a cofibrant replacement for the terminal object), i : ∗ � A a cofibration and
j : K � CK a monomorphism of simplicial sets with CK � ∗. Then the pushout product
of i with j is weakly equivalent to

K �A � CK �A � A.

This is easily seen by forming the pushout defining the pushout product

K � ∗ �� ��

��

��

K �A

��

��

��

CK � ∗ �� ��
**

Q �� CK �A,

noting that this is actually a homotopy pushout and using the previous example, yielding
CK � ∗ � ∗. It now follows that

Q � hCof(K � ∗ → K �A) � K � hCof(∗ → A) � K �A.

Finally, for a more interesting example using the simplicial structure for a homo-
topical (i.e. model categorical) construction, we show how we can do suspensions.

(1.13) Example. Let M be a simplicial model category and i : A → CA a morphism
between cofibrant objects in M with CA � ∗. Then the pushout involved in the pushout
product of i with j : ∂Δ[n] ↪→ Δ[n] is the suspension

Qn := Δ[n]�A +∂Δ[n]�A ∂Δ[n]� CA � ΣnA,

where ΣnA is defined inductively as

Σ0A := A and Σn+1A := hocolim(∗ ← ΣnA→ ∗).
We show this inductively with the case n = 0 following from ∂Δ[0]�− being constantly the
initial object in M and Δ[n]�A � A for every n, by the first example above. For the inductive
step, we note that Qn � hocolim(A← Sn−1 �A→ Sn−1 �CA), where Sn−1 � ∂Δ[n] is any
simplicial model for the (n− 1)-sphere. Applying the Fubini theorem to

A A �� CA

A Sn−1 �A�� ��

��

��

Sn−1 � CA

��

��

A A �� CA,

and using that −�A as well as −� CA preserve homotopy pushouts, we get

Qn+1 � hocolim(A← Sn �A→ Sn � CA) � hocolim(CA← Qn → CA).

The claim now follows from the inductive hypothesis Qn � ΣnA.
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2. Mapping Spaces and Homotopy Categories

In this section, we establish the folklore fact that for a simplicial model category, Hom-sets
in the homotopy category are just path components of the corresponding derived mapping
spaces. The author is sure that this result can be found in many textbooks but advises the
interested readers to do the proofs themselves, as they are all straightforward.

(2.1) Proposition. If A ∈M is cofibrant,

A + A ∼= ∂Δ[1]�A
j1�A
�−−→ Δ[1]�A

p�A−−−→∼ ∗ ·A ∼= A

(where j1 : ∂Δ[1] � Δ[1] and p : Δ[1] → ∗) is a good cylinder object (see [22, Definition
4.2]) for A, called the standard cylinder . Explicitly, this means that the first morphism is a
cofibration, the second one a weak equivalence and the composite is the fold map [idA, idA].

Proof. We have already seen in (1.3), that ∂Δ[1]�A ∼= A+A and since −�A is left Quillen,
the claim follows. �

The following lemma holds in any model category (not necessarily simplicial). In
the simplicial context, we can combine it with the previous proposition and conclude that
for A cofibrant and X fibrant, we can restrict our attention to the cylinder Δ[1]�A of A.

(2.2) Lemma. If f , g : A→ X are homotopic with A cofibrant and X fibrant then there
is a (left) homotopy f ∼ g through any good cylinder for A.

Proof. Since A ∈ M is cofibrant and X ∈ M fibrant, there is some left homotopy h : f ∼l g
through a very good cylinder

A + A
i

�→ C
p−�∼ A

for A (i.e. there is h : C → X such that h ◦ i = [f, g]). Now, if

A + A
j
�→ D

w−→∼ A

is any good cylinder for A, then the following lifting problem has a solution

A + A
��

j
��

�� i �� C
h ��

∼ p
����

X

D w
∼ ��

d

++

A

and we find a left homotopy h′ : f ∼l g through D by h′ := h ◦ d. �

(2.3) Proposition. If A ∈M is cofibrant and X ∈M fibrant, then

M(A, X) = MapM(A, X)0 � π0 MapM(A, X)

is the quotient map with respect to homotopy.
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Proof. Since A is cofibrant and X is fibrant, MapM(A, X) is a Kan complex, so that two
vertices lie in the same component iff there is an edge between them. Writing

A + A ∼= ∂Δ[1]�A
j1�A
�−−→ Δ[1]�A

p�A−−−→∼ ∗ ·A ∼= A

for the standard cylinder of A, then, by the above, two f , g : A → X are homotopic iff
there is a left homotopy h between them through Δ[1]� A. But by adjointness, morphisms
h : Δ[1] � A → X correspond to maps Δ[1] → MapM(A, X) (i.e. edges h� ∈ MapM(A, X))
and the condition (j1 �A) ◦ h = [f, g] corresponds to h� being an edge from f to g. �

By construction of Ho(M), the Hom-set Ho(M)(A, X) for A cofibrant and X fibrant
is just M(A, X) quotiented by the homotopy relation (usually, one even requires A and X
to be bifibrant but this is only to have compositions and homotopy inverses). So, for a fixed
cofibrant A and a fibrant X, we have a bijection of quotients

Ho(M)(A, X) ∼= π0 MapM(A, X)

(i.e. a bijection under M(A, X)). And we can extend this to an isomorphism of categories.
For this, we choose cofibrant replacements (qA : QA → A)A∈M and fibrant replacements
(rA : A→ RA)A∈M and define the category Hos(M) with the same objects as C and

Hos(M)(A, B) := π0RMapM(A, B) = π0 MapM(QA, RB).

The composition is induced by the composition map of simplicial mapping spaces in M and
the identities are the components of the identities in M. This category comes with an obvious
functor Hs : M→ Hos(M), which is the identity on objects and

M(A, X)
q∗

ArA∗−−−−→M(QA, RX) = RMap(A, X)0 � π0RMap(A, X) = Hos(M)(A, X)

on Hom-sets.

(2.4) Proposition. The functor Hs : M → Hos(M) maps weak equivalences to isomor-
phisms.

Proof. Given a weak equivalence w : A→ B, by Yoneda, it suffices to check that every

w∗ : Hos(M)(B, X) = π0RMapM(B, X)→ π0RMapM(A, X) = Hos(M)(A, X)

with X ∈ Hos(M) = M is an isomorphism, which is obvious, since w induces a weak equiva-
lence of derived mapping spaces. �

By the universal property of the homotopy category as the localisation of M at the
weak equivalences, there is a unique induced functor H̄s : Ho(M) → Hos(M) of categories
below M and unsurprisingly, we have the following result.

(2.5) Proposition. The functor H̄s : Ho(M)→ Hos(M) is an isomorphism of categories.

Proof. By definition, H̄s is bijective on objects and we only need to check that it is fully
faithful. Since weak equivalences induce bijections of Hom-sets in both Ho(M) and Hos(M),
it suffices to check this for bifibrant domains and codomains. I.e. for A, X bifibrant, we need
to check that

Ho(M)(A, X)→ π0RMapM(A, X) = π0 MapM(A, X)

is a bijection (under M(A, X)), which is trivial since both are quotients of M(A, X) with
respect to the homotopy relation. �



138 Chapter 6. Left Bousfield Localisation

(2.6) Corollary. The following are equivalent for a morphism w : A→ B in M:

(a) w is a weak equivalence;

(b) every w∗ : RMapM(B, X)→ RMapM(A, X) with X ∈M is a weak equivalence;

(c) every π0w∗ : π0RMapM(B, X)→ π0RMapM(A, X) with X ∈M is a bijection. �

3. Definition and First Properties

In its most general form, left Bousfield localisations of model categories can be defined as
follows.

(3.1) Definition. A left Bousfield localisation LM of a (simplicial) model category M is
a new model structure on the underlying (simplicial) category M with the same cofibrations
but possibly more weak equivalences. Note that in the simplicial case (which is the usual
one), we assume that M and LM have the same mapping spaces.

(3.2) Observation. Since a left Bousfield localisation LM of M has the same cofibrations
but more weak equivalences, it has more acyclic cofibrations and hence fewer fibrations.
Consequently, the identity functor induces a Quillen adjunction

Id: M � LM : Id (left adjoint on the left).

Since LM has fewer fibrations, it also has fewer fibrant objects. Noticing that mapping spaces
in M and LM agree and since cofibrant replacements in M and LM are the same, we can
conclude that for every object A

RMapM(A, X) = RMapLM(A, X) if X is fibrant in LM;

i.e. the derived mapping spaces agree as well (or rather, they are naturally weakly equivalent).

Usually, when considering left Bousfield localisations, we are working with simplicial
model categories. This added simplicial structure of M already allows us to show that in
any left Bousfield localisation, between fibrant objects (in the localisation!), no new weak
equivalences are added.

(3.3) Proposition. If LM is any left Bousfield localisation of a simplicial model cate-
gory M and X, Y ∈ LM fibrant then a morphism w : X → Y is a weak equivalence in LM
iff it is a weak equivalence in M.

Proof. The implication “⇐” is trivial. As for the other direction, we consider the full sub-
category HofL

(M) ⊆ Ho(M) of objects that are fibrant in LM. If we can show that for every
Z, that is fibrant in LM, the induced map

w∗ : HofL
(M)(Y, Z) = Ho(M)(Y, Z)→ Ho(M)(X, Z) = HofL

(M)(X, Z)

is an isomorphism, we are done because then (by the Yoneda lemma), w is an isomorphism
in HofL

(M) and hence in Ho(M) since HofL
(M) ⊆ Ho(M) is full. By (2.6),

w∗ : RMapLM(Y, Z) ∼−→ RMapLM(X, Z)

is a weak equivalence. But since Z is fibrant in LM, these are also derived mapping spaces
in M by the above observation. In particular, w∗ induces an isomorphism on π0, which are
the Hom-sets of Ho(M) by (2.3). �
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As an interesting consequence of this proposition, we can show for simplicial model
categories, that being left proper is preserved under left Bousfield localisations.

(3.4) Proposition. If M is a left proper simplicial model category, then any left Bousfield
localisation LM of it is again left proper.

Proof. Given a pushout square on the left

A

w ∼L

��

�� i �� C

v
��

B ��
j

�� D

A

w ∼L

��

��
∼L �� RA

w′∼
����

B �� ∼L
�� RB �� �� ∗

with w a weak equivalence in LM and i, j cofibrations, we need to check that v is a weak
equivalence in LM, too. For this, we pick a fibrant replacement w′ for w in LM as depicted
above. By 2-out-of-3, w′ is a weak equivalence in LM and hence, by the above result, in M.
We now form the cubical diagram

RA �� ��

∼ w′
����

Q

∼

��

A
,,

∼L
,,

�� i ��

w ∼L

��

C

v

��

!!

∼L
!!

RB �� �� R

B ��
j

��
,, ∼L

,,

D
!! ∼L

!!

,

where the top and bottom faces are pushouts and hence (by the pushout lemma), so is the
back face. The two maps C → Q and D → R are acyclic cofibrations in LM since these are
stable under cobase change and the induced map Q→ R is a weak equivalence in M by left
properness. Using 2-out-of-3, it follows that v is a weak equivalence in LM, as claimed. �

4. S-Local Objects and Morphisms

Obviously, the general definition of a left Bousfield localisation is not very useful. What we
would really like is to be able to add a set S of morphisms to the weak equivalences and still
get a model structure that we have some control over. So, for this entire section, let’s fix
some model category M that is

• left proper and

• simplicial,

together with a set S of cofibrations in M (the set of morphisms that we would like to declare
to be weak equivalences). For this section, it is not important that the elements of S be
cofibrations but we will make use of it in the next one.

(4.1) Definition. An object X ∈M is said to be S-local iff

s∗ : RMapM(B, X)→ RMapM(A, X)

is a weak equivalence of simplicial sets for every s : A → B in S. With this, a morphism
w : A→ B in M is said to be an S-local weak equivalence (or just S-equivalence) iff

w∗ : RMapM(B, X)→ RMapM(A, X)
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is a weak equivalence of simplicial sets for every S-local X. If such a w also happens to be a
cofibration, we speak of an S-local acyclic cofibration.

(4.2) Remark. Since we take derived mapping spaces everywhere, the requirement that
the maps in S be cofibrations is no restriction as we can always cofibrantly replace them.
We could even require their domains to be cofibrant (which is often done) but avoid doing
so to be able to prove (6.2) below. Usually in the literature, S-local objects are also required
to be fibrant, which we can always impose – again because we take derived mapping spaces
everywhere.

(4.3) Example. By basic properties of derived mapping spaces, every contractible space
is S-local. Similarly, every weak equivalence in M is an S-local weak equivalence.

Before making a few more comments about the above definition, let us make the
following elementary observations, which follow directly from elementary properties of derived
mapping spaces and of weak equivalences of simplicial sets.

(4.4) Observation.

(a) The class of S-local objects is closed under weak equivalences, retracts and homotopy
limits.

(b) The class of S-local weak equivalences is closed under weak equivalences, retracts,
homotopy colimits (all in M[1]) and satisfies the 2-out-of-3 axiom.

(c) We can always enlarge S by adding in some S-local weak equivalences without
changing the resulting classes of local objects and morphisms.

Let us quickly take a step back and analyse the above definition. From (2.6), we
know that we can test weak equivalences by applying derived mapping spaces RMap(−, X)
(in the left Bousfield localisation but these are just the ones in M as long as X is fibrant in
the localisation). So, if we want the elements of S to become weak equivalences, all that we
need to do is to take away enough fibrations such that all fibrant objects left are S-local. As
we are usually not so interested in the fibrations or what is taken away, but rather in weak
equivalences and what is added, we just assume that we have done so and then (again by
(2.6)), the new weak equivalences must be the S-local ones.

With these contemplations in mind, we define the following, seemingly special, case
of a left Bousfield localisation. As it turns out in (6.2), every left Bousfield localisation is of
this form, as long as M and the resulting left Bousfield localisation are nice enough.

(4.5) Definition. The left Bousfield localisation of M at S (if it exists!) is the model
category LSM with the same cofibrations C as M and where the weak equivalences are the
S-local weak equivalences.

The following statement is just an easy extension of (3.3), made possible by the
more special left Bousfield localisations that we are considering.

(4.6) Proposition. If X, Y ∈ M are S-local, then a morphism w : X → Y is an S-local
weak equivalence iff it is an ordinary weak equivalence.

Proof. We have already shown the claim for fibrant X, Y in (3.3). For general X, Y , we just
fibrantly replace them (in M!) and extend w to get w′ : X ′ → Y ′ with X ′, Y ′ fibrant. Note
that since X and Y are S-local and S-local objects are closed under weak equivalences, so
are X ′ and Y ′. Now, by 2-out-of-3 for S-local equivalences, w′ is one such, which is to say an
ordinary weak equivalence. But now, by 2-out-of-3 for ordinary weak equivalences, so is w.�
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The result (4.8) below is a key lemma, due to Lurie [37, Lemma A.3.7.1], which shows
that we don’t need to take derived mapping spaces to check for S-local acyclic cofibrancy
and we reproduce his proof here for convenience. For it, we need the following interesting
consequence (and at the same time generalisation) of Ken Brown’s lemma.

(4.7) Lemma. Let F : C → D be a functor between model categories that maps acyclic
cofibrations to weak equivalences. If w : B → C is a weak equivalence in C and there is a
cofibration i : A � B such that w ◦ i is a cofibration, too, then Fw is a weak equivalence.

Proof. Recall that a morphism in A ↓C is a fibration/cofibration/weak equivalence iff it is so
after applying the standard projection Q : A ↓ C → C. Now, since the initial object in A ↓ C
is idA, an object f ∈ A ↓ C is cofibrant iff f is a cofibration on C. In particular, w : i→ w ◦ i
can be viewed as a weak equivalence between cofibrant object in A ↓ C. By hypothesis, the
composite functor

A ↓ C Q−→ C
F−→ D

maps acyclic cofibrations to weak equivalences and thus, by Ken Brown’s lemma, Fw is a
weak equivalence. �

(4.8) Lemma. A cofibration i : A � B is an S-local weak equivalence (i.e. an S-local
acyclic cofibration) iff

i∗ : MapM(B, X)→ MapM(A, X)

is an acyclic Kan fibration for every S-local fibrant X.

Proof. Note that, since X is fibrant and i a cofibration, i∗ is already a Kan fibration and we
only need to show that it is acyclic. That is to say, we need to show that all its strict fibres
(which are its homotopy fibres) are contractible. For this, we cofibrantly replace i : A → B

by first cofibrantly replacing A by some A′ and then factoring the composite A′ ∼−� A → B

into a cofibration i′ : A′ � B′ followed by an acyclic fibration B′ ∼−� B. The map induced
by i between (derived) mapping spaces is thus

i′∗ : MapM(B′, X)→ MapM(A′, X)

and we note that just like for i, this is still a Kan fibration and to show its acyclicity, we
just need to show that all its strict fibres are contractible. Put differently, to show the entire
lemma, we need to show that i′∗ has contractible strict fibres for all S-local X iff i∗ has
contractible strict fibres for all S-local X. It is a subtle point that we are not claiming this
for a fixed S-local X. Now, we first form the following pushout diagram and construct an
induced map

A′ �� i′
��

∼
����

B′

∼
��

∼

-- --

A �� i′′
��

��

i

��
P

j

∼ �� B,

where B′ → P is a weak equivalence by left proper-
ness and j is a weak equivalence by 2-out-of-3.

Applying MapM(−, X) to this diagram and using that it maps pushouts to pullbacks, we get

MapM(B, X)
j∗

∼ ��

i∗ %% %%

MapM(P, X) ��

i′′∗
����

MapM(B′, X)

i′∗
����

MapM(A, X) �� MapM(A′, X),
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where j∗ is a weak equivalence by the generalised Ken Brown lemma (4.7) applied to the
functor MapM(−, X) (which preserves acyclic cofibrations). As always, this pullback induces
an isomorphism between the fibres of i′∗ and i′′∗ but, of course, only over vertices lying in
the image of MapM(A, X) (i.e. those A′ → X that factor through A).
“⇒”: This implication is easy: If all fibres of i′∗ are contractible then so are all fibres of i′′∗

because the above square is a pullback. Using the fibration sequence of homotopy fibres

hFibp(j∗)→ hFibp◦i′′(i∗)→ hFibp◦i′′(i′′∗) � hFib(i′∗)

for a vertex p : P → X (where the last fibre is taken over its image in MapM(A′, X)) and the
fact that j∗ is a weak equivalence, the claim follows.
“⇐”: Let p : A′ → X be an arbitrary vertex of Map(A′, X), and factor it as A′ u

�→ Y
v−�∼ X.

This gives us the following commutative square of mapping spaces, in which the v∗ are acyclic
Kan fibrations because A′ and B′ are cofibrant and v an acyclic fibration:

Map(B′, Y ) i′∗
�� ��

v∗ ∼
����

Map(A′, Y )

∼ v∗
����

Map(B′, X)
i′∗

�� �� Map(A′, X).

Since p = v∗(u), it suffices to show that the fibre of i∗ above u ∈ Map(A′, Y )0 is contractible.
For this, we form the pushout Q := A +A′ Y and take a fibrant replacement Z of it:

A′
∼ �� ��

��

u

��

A
��

u′
��

Y w
∼ �� Q ��

k

∼ �� Z �� �� ∗.

Here, w is a weak equivalence by left properness. Now we get the commutative square of
mapping spaces, where the (k ◦ w)∗ are weak equivalences because A′ and B′ are cofibrant
and k ◦ w : Y

∼−→ Z is a weak equivalence between fibrant objects

Map(B′, Y ) i′∗
�� ��

(k◦w)∗ ∼
��

Map(A′, Y )

∼ (k◦w)∗
��

Map(B′, Z)
i′∗

�� �� Map(A′, Z).

Again, it now suffices to show that the fibre of i′∗ above k ◦w ◦u = (k ◦w)∗(u) ∈ Map(A′, Z)0
is contractible. This follows from the implication “⇒” applied to the space Z instead of X
(which makes sense because S-local spaces are closed under weak equivalences and Z is
fibrant) and noting that k ◦ w ◦ u factors through A. �

5. S-Local Fibrant Replacement

For the entire section, we fix some model category M that is

• left proper,

• simplicial and

• combinatorial
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together with a set S of cofibrations in M (the set of morphisms that we would like to declare
to be weak equivalences).

On our path to showing that the left Bousfield localisation LSM exists and is again
a simplicial model model category, let’s first show Quillen’s SM7 axiom for LSM.

(5.1) Lemma. The S-local objects, S-local weak equivalences and S-local acyclic cofi-
brations have the following closure properties.

(a) The S-local objects are closed under derived powers; i.e. if X is S-local, then so
is R[K, X] for every simplicial set K.

(b) The fibrant S-local objects are closed under powers; i.e. if X is fibrant and S-local,
then so is [K, X],

(c) The S-local weak equivalences are closed under derived copowering with weak equiv-
alences of simplicial sets; i.e. if s : A→ B is an S-local weak equivalence then so is
w �L s for every weak equivalence of simplicial sets w : K → L.

(d) The S-local acyclic cofibrations are closed under copowering with acyclic cofibrations
of simplicial sets; i.e. if s : A � B is an S-local acyclic cofibration, then so is w � s
for every acyclic cofibration of simplicial sets w : K � L.

Proof. For all three proofs, we use the notation from the proposition.
Ad (a) & (b): Clearly, (a) is a consequence of (b): If X is not fibrant, we take a fibrant
replacement X � X ′ and use that R[K, X] � R[K, X ′] � [K, X ′]; so we just need to show (b).
First off, [K, X] is fibrant because [K,−] is right Quillen. Now, given s : A � B in S, we first
replace it cofibrantly, yielding s′ : A′ � B′ with A′, B′ cofibrant, so that all mapping spaces
in the diagram below are derived (in particular Kan complexes) and s′∗ is the morphism
between derived mapping spaces induced by s. Now, using adjointness, we have

MapM

(
B′, [K, X]

) s′∗
��

∼=
��

MapM

(
A′, [K, X]

)
∼=
��

MapsSets
(
K, MapM(B′, X)

)
� �� MapsSets

(
K, MapM(A′, X)

)
,

where, for the bottom equivalence, we used that s′ is an S-local weak equivalence.
Ad (c) & (d): Again, (c) is a consequence of (d) by taking cofibrant replacements and we
just need to show (d). But, using (4.8), (d) follows immediately from (b) by adjointness. �

(5.2) Lemma. Let j : K � L be any monomorphism of simplicial sets. If i : A � B is
an S-local acyclic cofibration, so is the pushout product

j�̂i : Q :=
(
K �B

)
+K�A

(
L�A

) −→ L�B.

Proof. The morphism j�̂i is a cofibration by Quillen’s SM7-axiom for M. To show that it is
an S-local weak equivalence, we let X be any S-local fibrant object and apply MapM(−, X)
(which is enough by (4.8)) to the corresponding pushout square for Q. This gives us a
pullback square

MapM

(
L�B, X

) ��

%%

(j�̂i)∗
�� MapM(Q, X) ��

��

MapM

(
L�A, X

)
��

MapM

(
K �B, X

)
�� MapM

(
K �A, X

)
.
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By point (d) from the above lemma, the bottom map, as well as the composite along the top
are weak equivalences. Because j is a monomorphism (i.e. a cofibration) and sSets is right
proper, it follows that the top map in the pullback square is also a weak equivalence and
hence, by 2-out-of-3, so is (j�̂i)∗. �

Now, to get a characterisation of the fibrant objects in LSM, which in turn allows
us to construct a fibrant replacement functor, we define a set Sf ⊃ S of test functions for
fibrancy as follows. First off, we add a set J of generating acyclic cofibrations for M to S.
Next, we replace all elements of S cofibrantly, yielding a set S′ (whose elements are still
S-local acyclic cofibrations by 2-out-of-3) and add in all pushout products

jn�̂s′ : Qs′ = (Δ[n]�A′) +∂Δ[n]�A′ (∂Δ[n]�B′) −→ Δ[n]�B′

with s′ : A′ → B′ in S′ and jn : ∂Δ[n] � Δ[n] the boundary inclusion. That is to say,

Sf := S ∪ J ∪ {jn�̂s′ ∣∣ n ∈ N, s′ ∈ S′} .

By the above lemma, Sf ⊃ S is still a set of S-local acyclic cofibrations and so, passing
from S to Sf doesn’t change the class of S-local objects or that of S-local weak equivalences.

(5.3) Proposition. For an object X of M, the following are equivalent:

(a) X is fibrant in LSM (i.e. i � X for every S-local acyclic cofibration i);

(b) X is fibrant and every i∗ : MapM(B, X)→ MapM(A, X) with i : A→ B an S-local
acyclic cofibration is an acyclic Kan fibration;

(c) Sf � X (i.e. i � X for every i ∈ Sf );

(d) X is fibrant and every s′∗ : MapM(B′, X)→ MapM(A′, X) with s′ : A′ → B′ in S′ is
an acyclic Kan fibration;

(e) X is fibrant (in M) and S-local.

Proof. “(a) ⇒ (c), (b) ⇒ (d)”: Trivial.
“(a) ⇒ (b), (c) ⇒ (d)”: We prove (c) ⇒ (d) and the proof of (a) ⇒ (b) is the same, with
the sets S, Sf both replaced by the class of all acyclic cofibrations. Clearly, X is fibrant
since Sf contains a set of generating acyclic cofibrations for M. As for the second part, we
have already noted in the (dual of the) proof of the different equivalent formulations (1.6) for
Quillen’s SM7-axiom, that, given s′ : A′ → B′, we have a bijective correspondence between
commutative squares (as well as diagonal fillers for them)

Qs′

jn�̂s′
��

�� X

��
Δ[n]�B′ �� ∗

↔
∂Δ[n]

��

jn

��

�� MapM(B′, X)

s′∗
��

Δ[n] �� MapM(A′, X).

Since Sf contains all jn�̂s′ for s′ ∈ S′, the claim follows.
“(b) ⇒ (a)”: We recall that every acyclic Kan fibration is surjective on vertices (which is just
the right lifting condition with respect to j0 : ∅ → ∗). So, for i : A′ → B′ an S-local acyclic
cofibration, the hypothesis (b) implies that

i∗ : M(B′, X) = MapM(B′, X)0 → MapM(A′, X)0 = M(A′, X)
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is surjective, which is to say i � X.
“(d) ⇒ (e)”: By definition of S′ and because X is fibrant, the maps in (d) are exactly the
induced maps between derived mapping spaces for morphisms in S, so that (e) follows.
“(e) ⇒ (b)”: This was (4.8) �

Using the above result, we can now use the small object argument (since M is locally
presentable) to get a functorial factorisation M[1] →M[2](

M
f−→ N

)

→

(
M

ι(f)−−→ C(f) π(f)−−−→ N

)
with ι(f) ∈ Cell(Sf ) and π(f) ∈ Sf

�, which is accessible by (5.2.5). Applying it to a
morphism M → ∗ gives us a factorisation M → RSM → ∗ with Sf � RSM ; i.e. RSM
is fibrant and S-local. By functoriality of (ι, π), this even extends to an S-local fibrant
replacement functor

(5.4) RS : M[1] →M[1],

(
M

f−→ N

)

→
(

RSM
RSf−−−→ RSN

)
,

which (being obtained from the above accessible functorial factorisation) is still accessible.

6. Existence Theorem

Finally, we have all the necessary pieces in place to prove the existence of left Bousfield
localisations for sufficiently nice model categories. This theorem is due to Smith but was
never published by him. Accounts of it can be found in many places such as Barwick [2] and
Lurie [37].

(6.1) Theorem. If M is a left proper, combinatorial simplicial model category and S any
set of cofibrations with cofibrant domains in M, the left Bousfield localisation LSM of M at S
exists and is again left proper, combinatorial and simplicial (with the same mapping spaces
as M).

Proof. We write WS for the class of S-local weak equivalences, which satisfies 2-out-of-3
and is closed under retracts. As our set of generating cofibrations, we shall use a set I
of generating cofibrations for M. Clearly then I� ⊆ WS because every weak equivalence
in C (and in particular every acyclic fibrations) is an S-local weak equivalence. To apply
Smith’s theorem, we need to show that WS ∩ I-cof (which is just the class of S-local acyclic
cofibrations) is closed under cobase change and transfinite compositions and that WS ⊆M[1]

is accessibly embedded and accessible.
The first of these claims follows from (4.8): Given a pushout square as below with i

an S-local acyclic cofibration, and X any S-local fibrant object

A
��

i ∼S

��

f
�� A′
��

i′
��

B
f ′

�� B′

Map(−,X)
−−−−−−→

MapM(B′, X)

i′∗
��

f ′∗
�� MapM(B, X)

∼ i∗
����

MapM(A′, X)
f∗

�� MapM(A, X),

applying MapM(−, X) gives us a pullback square as on the right. But i∗ is an acyclic Kan
fibration by (4.8) and hence, so is i′∗. Similarly, given a transfinite sequence A : α → M of
S-local acyclic cofibrations, applying MapM(−, X) for an S-local fibrant X gives a transfinite
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inverse sequence MapM(A−, X) : αop → M of acyclic Kan fibrations and these are closed
under transfinite “cocomposition”.

As a last step towards applying Smith’s theorem, we need to check the accessibility
of WS ⊆ M[1] (viewed as a full subcategory). For this, we write W ⊆ M[1] for the full sub-
category of the original weak equivalences of M and consider the S-local fibrant replacement
functor (5.4) RS : M[1] →M[1], which is accessible. It now suffices to show that

WS = R−1
S (W) (the full preimage)

because W ⊆ M[1] is accessibly embedded and accessible by (5.2.8) and by (3.8.20), these
are stable under full preimages of accessible functors. Now, given any morphism w : M → N
in M, by definition of RS , we have a commutative diagram

M

w

��

i �� RSM ��

RSw
��

∗

N
j

�� RSN �� ∗

with i, j being relative cell complexes of S-local acyclic cofibrations. But we have just shown
that these are cellularly saturated and so, i and j are themselves S-local acyclic cofibrations.
By 2-out-of-3, it follows that w ∈ WS iff RSw ∈ WS . But RSM and RSN are S-local fibrant
objects and so, by (4.6), this is equivalent to RSw ∈ W.

Concerning the simplicial structure of LSM, given a cofibration i : A � B and a
monomorphism of simplicial sets j : K � L, then by Quillen’s SM7-axiom for M, the pushout
product j�̂i is again a cofibration and acyclic if j is. The only remaining case is to show the
acyclicity of j�̂i for i acyclic, which was (5.2) above. Finally, as we have seen in (3.4), left
properness is stable under left Bousfield localisation. �

As a last remark, recall that we initially claimed that every (sufficiently nice) left
Bousfield localisation is of the form LSM. Let us quickly reproduce a proof of this here.

(6.2) Proposition. If M is a left proper, cofibrantly generated simplicial model category
and LM a left Bousfield localisation that is also cofibrantly generated and simplicial (with the
same mapping spaces as M), then there is a set S of cofibrations in M such that LM = LSM.

Proof. We show that a set S of generating acyclic cofibrations of LM has the sought for
property. Since the cofibrations in LM and LSM are the same, it suffices to show that they
have the same acyclic cofibrations. Writing AL and AS for the respective classes of acyclic
cofibrations in LM and LSM, we note that AL = S-cof ⊆ AS because S ⊆ AS . Conversely,
given any cofibration i : A � B in AS (i.e. an S-local acyclic cofibration), then, by (2.6), we
just need to check that

i∗ : RMapM(B, X)→ RMapM(A, X)

is a weak equivalence for every X ∈ LM fibrant. But X ∈ LM being fibrant implies (again
by (2.6)) that every

s∗ : RMapM(S, X)→ RMapM(R, X)

with s : R → S in S is a weak equivalence. That is to say, X is S-local and hence, by
definition, every i∗ as above with i ∈ AS an S-local acyclic cofibration is a weak equivalence
as claimed. �
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Chapter 7

HOMOTOPICAL PRELIMINARIES

In this chapter, we are going to review some homotopical constructions, introducing our
notation along the way. Most of the material in this chapter is not due to us and our main
contribution is to offer different perspectives, approaches and proofs as well as sometimes a
few more details. The exception is the material in the second section, which we haven’t found
anywhere in the literature. While at it, let us mention that the material in sections 2 and 3 is
only used in our interpretation of Emmanuel Dror Farjoun’s proof of the fibre decomposition
theorem (9.3). Since we also provide an alternative (and more general) proof, the impatient
reader might want to skip them.

1. Basic Constructions and Notations

As already mentioned in the preface, we assume basic familiarity with homotopy theory,
including simplicial sets and the homotopy theory of small categories via their nerves. Still,
let’s start with that in order to establish our notation.

(1.1) Definition. For a small category I, its nerve is the simplicial set

N(I) : Δop ↪→ Catop Cat(−,I)−−−−−→ Sets.

In this way, the nerve defines a functor N : Cat→ sSets, which is fully faithful.

(1.2) Definition. Recall that for every small category I, there is the category of ele-
ments functor (or Grothendieck construction)

∫
I : SetsIop → Cat ↓ I, which is left adjoint

to C 
→ FunI(I ↓ −,C), preserves limits (because its extension CatIop → Cat ↓ I has a left
adjoint), is fully faithful (because the adjunction’s unit is invertible) and is pseudo-natural
in I, meaning that for every F : I→ J

SetsJop

∫
J

��

F ∗

��

Cat ↓ J
F ∗

��

SetsIop ∫
I

�� Cat ↓ I

(where the right hand vertical arrow is pulling back along F ) commutes up to coherent
natural isomorphism. Explicitly, for a presheaf P : Iop → Sets, the category of element

∫
I P

has objects all (I, x) with I ∈ I, x ∈ PI and morphisms (I, x) → (J, y) all i : I → J in I

such that y · i = (Pi)y = x. With this, the projection Pr:
∫
I P → I is just (I, x) 
→ I, i 
→ i.

Alternatively, using the Yoneda lemma, the category of elements
∫
I− ∼= y ↓ − can also be

obtained as the comma category below the Yoneda embedding y : I→ SetsIop .
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(1.3) Remark.

• Using the trivial bundle adjunction U : Cat ↓ I � Cat : − ×I, we obtain that∫
I : SetsIop → Cat is left adjoint to C 
→ FunI(I ↓ −,C× I) ∼= Fun(I ↓ −,C).

• When viewed as a functor to Cat,
∫
I does not preserve limits (because it maps the

terminal object to I). It does however preserve pullbacks because these are the same
in Cat and Cat ↓ I. In particular∫

I
(P ×Q) ∼=

∫
I
(P ×y[0] Q) ∼=

(∫
I
P

)
×I

(∫
I
Q

)
,

where y : I ↪→ SetsIop is the Yoneda embedding and [0] is the terminal category.

The main example of the category of elements that we are going to be interested in
is the case I = Δ, where the category of elements is usually referred to as the category of
simplices. To avoid unnecessary symbol clutter (especially for symbols as scary as an integral
sign), let’s make the following convention.

(1.4) Notation. If K is the name of a simplicial set, we usually use the same name K

but in a calligraphic font for the associated category of simplices
∫

Δ K. In particular, if C is
any category, we write N(C) for the category of simplices of C’s nerve N(C). For the lack of
readily available calligraphic Greek letters, we also write Δ[n] for

∫
Δ Δ[n].

(1.5) Example. The category of simplices Δ[0] of Δ[0] is isomorphic to Δ.

(1.6) Example. A simplicial set K can be reconstructed from K as K ∼= ∫ x∈K Δ[dim x]
(every presheaf is a colimit of representables indexed by its category of elements). This is
sometimes referred to as the coYoneda lemma.

Now that we have treated the basic categorical constructions, let us establish the
more homotopical ones. First of all, let us again stress the following convention.

(1.7) Convention. We are always working with simplicial sets rather than topological
spaces and so, the word “space” will be used interchangeably with “simplicial set”. Also, the
category sSets of simplicial sets will always be equipped with the Quillen model structure
(also known as the Kan model structure), where

(a) weak equivalences are those maps that induce bijections on connected components
as well as isomorphisms between all homotopy groups (of the geometric realisations);

(b) fibrations are Kan fibrations;

(c) cofibrations are the monomorphisms.

This model structure is combinatorial. A set of generating cofibrations is given by all bound-
ary inclusions ∂Δ[n] ↪→ Δ[n] with n ∈ N, where ∂Δ[n] is the simplicial subset generated by
all δi : [n− 1] ↪→ [n] with i ∈ {0, . . . , n}; or more explicitly

∂Δ[n]m = {ξ : [m]→ [n] | ξ not surjective} .

A set of generating acyclic cofibrations is given by all inclusions of horns Λk[n] ↪→ Δ[n] with
n ∈ N and k ∈ {0, . . . , n}, where Λk[n] is the simplicial subset generated by all δi : [n−1] ↪→ [n]
with i ∈ {0, . . . , n} but i �= k. Again more explicitly

Λk[n]m = {ξ : [m]→ [n] | Im ξ �= [n] and Im ξ �= [n] \ {k}} .
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(1.8) Definition. Given n ∈ N, a space K is n-connected iff πk(X) is a singleton for
every k ∈ {0, . . . , n}. In particular, a 0-connected space (which we will just call connected)
has to be non-empty. We extend this definition by saying that every space is (−2)-connected
and that a space K is (−1)-connected iff K �= ∅.

This is the same convention as the one used by Goodwillie [30] and a good justi-
fication for it (other than just making some results and formulae more concise) in terms of
closed classes is given in (8.2.2).

We assume basic familiarity with the notions of homotopy limits and colimits (also,
we have given it some treatment from an abstract perspective as derived functors in the first
part). However, in contrast to the situation there, where the homotopy (co)limits only exist
in the homotopy category, since we have functorial (co)fibrant replacements at our hands for
the category of simplicial sets. Still, let us quickly review specifically what “being a homotopy
(co)limit” means in a model categorical setting. We treat the homotopy colimit case as the
other one is dual.

In the abstract approach via derived functors, given any small category I and let-
ting Ī be the category I with a terminal element � added, the inclusion I : I ↪→ Ī gives rise to
a left Kan extension functor I! : sSetsI → sSetsĪ (which is just given by taking the colimit
at �). With this, a diagram X : Ī → sSets is a homotopy colimit diagram iff it lies in the
essential image of LI!. Equivalently, one can require the counit (LI! ◦ Ho I∗)X → X to be a
weak equivalence (we should really say an isomorphism since, at this level of generality, it is
a morphism in the homotopy category).

For sSets (or more generally, any cofibrantly generated model category), we can
use the explicit construction of left derived functors via projectively cofibrant replacements;
i.e. cofibrant replacements in the projective model structure (cf. section 3). That is to say,
we use the fact that

sSetsI
I! ��

sSetsĪ
I∗

�� �

is a Quillen adjunction with respect to the projective model structures. Explicitly, a dia-
gram X : Ī → sSets is a homotopy colimit diagram iff any (or equivalently all) cofibrant
replacement maps q : Q(I∗X)→ I∗X = X|I in sSetsI the composite

I!Q(I∗X) I!q−→ I!I
∗X → X

(where the second arrow is the counit) is a weak equivalence.

(1.9) Example. For I = {a ← b → c} the indexing category for spans, a diagram
Xa ← Xb → Xc is projectively cofibrant iff Xb is cofibrant and the two arrows are cofibrations.
So, such a diagram can be replaced cofibrantly by first replacing Xb cofibrantly as QXb → Xb

and then factoring the composite QXb → Xb → Xa into a cofibration, followed by an acyclic
fibration. In this way, we obtain a morphism of diagram

QXa

∼
����

QXb

∼
����

���� �� �� QXc

∼
����

Xa Xb
�� �� Xc

colim
−−−→
hocolimI X

��

colimI X

and a commutative square X : Ī → sSets is a homotopy pushout square iff the composite
hocolimI X → colimI X → X� is a weak equivalence.
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(1.10) Remark. One can show that in any model category, weak equivalences between
cofibrant objects are stable under pushouts along cofibrations and it follows from the pushout
lemma that any pushout square

A �� ��

��

B

��

C �� �� D

with cofibrant objects and A � B a cofibration is also a homotopy pushout square. Since,
in sSets all objects are cofibrant, we can forget about the cofibrancy assumption. Dually,
while not every simplicial set is fibrant (i.e. a Kan complex), sSets is right proper, meaning
that weak equivalences are stable under pullbacks along fibrations and it again follows that
any pullback square of simplicial sets

A ��

����

B

����

C �� D

with B � D a fibration is also a homotopy pullback.

Many of the usual homotopical constructions can be understood as (a combination
of) homotopy limits and homotopy colimits. Let us discuss the most important ones for us.
Given any simplicial set A, we define its suspension as

ΣA := hocolim(∗ ← A→ ∗) (where ∗ := Δ[0]).

Special cases of these are the spheres Sn, which we define as follows. The (−1)-sphere S−1

is the empty simplicial set (it will be important later on to distinguish this from the empty
set of spaces and so we try to avoid the notation ∅ for S−1) and Sn+1 := ΣSn.

(1.11) Notation. We will sometimes allow ourselves to be sloppy with our notation and
just write ∗ for any contractible simplicial set. So, we might say that

A ��

��

∗

��

∗ �� ΣA

is a homotopy pushout square even though we are working in an unpointed context and there
is no natural base point making the square commute. Similarly, we will sometimes just write
and speak about identities when we really mean weak equivalences.

More generally, given any map of spaces f : A→ B, we define its homotopy cofibre
to be the homotopy pushout

Cof(f) := hocolim
(∗ ← A

f−→ B
)
.

Usually, as long as there is no risk of confusion, we will also just write B�A for this homotopy
cofibre and it follows that as long as f : A � B is monic, B�A � B/A is just the usual strict
quotient.
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We are also going to need a few homotopical constructions that are inherently (par-
tially) pointed such as loop spaces, wedges, smashes and half-smashes. Given a space X with
base-point x, its loop-space (at x) is

ΩxX := holim
(
∗ x−→ X

x←− ∗
)

.

As long as the base-point x is clear (or implicitly given), we will simply write Ω∗X. With
this, one can show that we have a derived adjunction Σ � Ω∗ in an extremely general context;
namely for any pointed derivator [31]. As long as X is connected, the homotopy type of ΩxX
does not depend on x and it is usually safe to just write ΩX. We extend this notation to
unconnected (unpointed!) spaces X by defining

ΩX :=
{

ΩxX X connected
S−1 otherwise,

where x ∈ X is arbitrary (and so this notation only makes sense in a homotopical context).
The reasoning behind this convention is that looping should lower the connectivity of a space.

(1.12) Warning. With this convention, some caution is required when dealing with maps
and loop spaces. Given a map f : A→ B, there need not be a map Ωf : ΩA→ ΩB because ΩB
might be empty. However, Ωf is well-defined (up to homotopy) if B is connected or B = S−1.
Moreover, one needs to be careful when using the suspension-loop adjunction (which is only
sensible in a pointed context anyway).

Again, more generally, given any pointed space Y with base-point y and a map
f : X → Y , we define its homotopy fibre at y to be the homotopy pullback

hFiby(f) := holim
(
∗ y−→ Y

f←− X

)
and again write hFib∗(f) if the base-point y is clear and even just hFib(f) for Y connected
(so that the homotopy type of hFib∗(f) does not depend on the base-point). In contrast to
loop spaces, we are not going to introduce some unusual convention for a non-connected Y
but shall instead work with fibre sets later on.

As for the other pointed constructions that we mentioned, if X and Y are both
pointed spaces, their wedge- and smash product are, respectively,

X ∨ Y := colim(X ← ∗ → Y ) � hocolim(X ← ∗ → Y )

(where the two maps are base-point inclusions) and

X ∧ Y := colim(∗ ← X ∨ Y ↪→ X × Y ) � hocolim(∗ ← X ∨ Y ↪→ X × Y )

(where X ∨Y ↪→ X×Y is the inclusion on both X and Y by taking is base-point of the other
space as the second coefficient). One easily checks that S0 (with any one point chosen as its
base-point) is a unit for the smash; i.e. X∧S0 � S0∧X � hocolim(∗ ← X+∗ ↪→ X+X) � X.
In case X is pointed but Y is not, we can define the half-smash

X � Y := colim(∗ ← Y ↪→ X × Y ) � hocolim(∗ ← Y ↪→ X × Y )

(where Y ↪→ X × Y is the inclusion with the first coefficient the base point of X). Similarly
for X � Y if X is unpointed but Y is pointed. The reduced suspension of a pointed space X
is the smash product X ∧ S1 (where S1 = ΣS0 = hocolim(∗ ← S0 → ∗) as above with a
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base-point coming from a chosen base-point in S0) and one can show that ΣX � X ∧ S1.
This can be done purely diagrammatically as follows.

First, using Thomason’s theorem [15, Theorem 26.8] (see also (5.2) below), we can
write X ∧ S1 as the homotopy colimit of

X ∧ S1 � hocolim

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

X

��

��

��

∗ ∗��

��

��

�� X × S1

S1

..

++

++

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

Since all constructions are homotopy invariant, we can assume that X is a Kan complex and
we note that by Mather’s second cube theorem (7.2), X×− preserves homotopy colimits (since
this is just pulling back along X → ∗). In particular X × S1 � hocolim(X ← X + X → X),
where the two arrows are the fold maps. With this, the above diagram can actually be lifted
(along hocolim) to a diagram in the category of spans sSets{a←b→c} as

(X ← X → X)

�� 



(∗ ← ∗ → ∗) (∗ ← ∗ → ∗)�� ��

��

��

(X ← X + X → X)

(∗ ← S0 → ∗)

// 00

,

where the only non-obvious maps are ∗ → S0, ∗ → X + X and X → X + X. The first
one is just the chosen base-point in S0 (which we used to make S1 pointed), while the other
two are maps into the summand corresponding to this chosen base-point. By Fubini, we can
now take level-wise homotopy colimits first, which can again be calculated using Thomason’s
theorem (i.e. calculating the central homotopy pushout first). In levels a and c, we just get ∗,
while in the middle level b, we get hocolim(∗ ← X + ∗ → X + X) � X ∧ S0 � X. All in all,
after levelwise homotopy colimits, we have ∗ ← X → ∗ and it follows that

X ∧ S1 � ΣX.

A final construction that we are going to need, which also gives a link between
pointed and unpointed homotopical constructions is the join. For X, Y two (unpointed)
spaces, their join is

X ∗ Y := hocolim(X ← X × Y → Y ),

where the two maps are the standard projections. Clearly, S−1 is a unit for this construction
(i.e. S−1 ∗X � X ∗ S−1 � X for all X). Moreover, using Thomason’s theorem twice, we can
show that X ∗ S0 � ΣX. To wit:

hocolim
(
X ← X + X → S0

)
� hocolim

⎛⎜⎝ X ��

11
∗

X

X

22

�� ∗

⎞⎟⎠ � hocolim(∗ ← X → ∗).

As for the link between pointed and unpointed constructions, one can easily show [13, Propo-
sition 4.7], in a purely diagrammatic fashion, that X ∗ Y � Σ(X ∧ Y ) for X and Y pointed.
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In particular, the homotopy type of Σ(X ∧Y ) does not depend on base points. This provides
an alternative proof that X ∗ S0 � ΣX because

X ∗ S0 � Σ(X ∧ S0) � ΣX.

2. Non-Degenerate Simplices

In this section, we investigate the role of the non-degenerate simplices of a simplicial set.
More specifically, we are going to study the category of non-degenerate simplices, which we
are going to put to use later on when studying the fibre decomposition. Let us start off very
simple.

(2.1) Definition. A simplex x ∈ Kn of a simplicial set K is degenerate iff x = y · σ for
some surjection σ �= id in Δ and some simplex y. Because every surjection is a composition
of generating surjections σi, this is equivalent to x = sjy for some j ∈ {0, . . . , n − 1} and
some y ∈ Kn−1.

(2.2) Proposition. For a simplex x ∈ Kn, the following are equivalent:

(a) x is degenerate;

(b) x : Δ[n]→ K factors through Δ[n− 1];

(c) x : Δ[n]→ K factors through some Δ[k] with k < n.

Proof. The implications “(a) ⇒ (b) ⇒ (c)” are trivial and for “(c) ⇒ (a)”, assume that
x = y ◦ϕ∗ (i.e. x = y ·ϕ) for some ϕ : [n]→ [k] with k < n and y : Δ[k]→ K. Then ϕ = δ ◦σ
for some injection δ and some surjection σ �= id (because ϕ cannot be injective), so that
x = (y · δ) · σ. �

Clearly, every simplicial set is generated by its graded subsets of non-degenerate
simplices and every morphism of simplicial sets preserves degenerate simplices (because it is
compatible with the degeneracies). It is not true however that every morphism of simplicial
sets preserves non-degenerate simplices but this does hold for monic morphisms.

(2.3) Proposition. Every monomorphism of simplicial sets f : K � L preserves non-
degenerate simplices.

Proof. If x ∈ Kn is non-degenerate and f(x) = y · σ for some surjection σ then we choose a
section δ of σ and get

f(x · δσ) = f(x) · δσ = y · σδσ = y · σ = f(x).

Because f is monic (i.e. dimensionwise injective), it follows that (x · δ) · σ = x, which is
non-degenerate and therefore σ = id. �

(2.4) Definition. For a simplicial set K, we define the category of non-degenerate sim-
plices to be the full subcategory of K comprising the

(
[n], x

)
with x ∈ Kn non-degenerate.

This category will be denoted by
∫ ∗

Δ K or K∗.

(2.5) Observation. Note that every morphism in a category of non-degenerate simplices
is injective. To wit, if ϕ : (m, x)→ (n, y) is a morphism of non-degenerate simplices (so that
ϕ : [m]→ [n] and x = y ·ϕ), we factor ϕ as a surjection, followed by an injection, say ϕ = δ◦σ
and since x = y · ϕ = (y · δ) · σ is non-degenerate, σ must be the identity.
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The problem with the category of non-degenerate simplices is that this construc-
tion is not functorial in any obvious manner. However, it is functorial when restricted to
Δ ⊆ sSets or more general non-singular simplicial sets (see below).

(2.6) Example. A simplex σ ∈ Δ[n]m is just a monotone map σ : [m] → [n], which is
non-degenerate iff it is injective. So non-degenerate simplices of Δ[n] are in bijection with
non-empty subsets of {0, . . . , n} and under this bijection, face maps correspond to inclusions.
It follows that

∫ ∗
Δ Δ[n] is isomorphic to the poset P{0, . . . , n} \ {∅} =: P∗[n].

In light of this example, it is clear how to make the construction functorial on Δ. To
wit, a morphism ϕ : Δ[m]→ Δ[n] is just a map ϕ : [m]→ [n], which induces P∗[m]→ P∗[n],
A 
→ ϕA. But we can go a step further and extend this functor to the category of non-singular
simplicial sets.

(2.7) Observation. If K is a simplicial set and x : Δ[n] � K monic in sSets (i.e. di-
mensionwise injective) then x ∈ Kn is non-degenerate.

Proof. Given a surjection σ : [n] � [m] and y ∈ Km such that x = y · σ, the triangle

Δ[n] �� x ��

σ∗
��

K

Δ[m]
y

��

is commutative and because x is monic, so is σ∗. But any section of σ (which exists), induces
a section of σ∗, showing that it is even an isomorphism. Because the Yoneda embedding is
fully faithful, σ must be an isomorphism, too, and hence σ = id. �

The converse of this observation is not true in general. For example, taking the
2-sphere S2 := Δ[2]/∂Δ[2] with non-degenerate simplices ∗ and l in dimensions 0 and 2
respectively, l is non-degenerate but l : Δ[2] → S2 is not monic because all composites
Δ[0]→ Δ[2]→ S2 are equal.

(2.8) Definition. A simplicial set K is non-singular iff the converse of the above ob-
servation holds. That is to say, if x ∈ Kn is non-degenerate then x : Δ[n] → K is monic.
Otherwise, the simplicial set K is called singular . We write sSetsn for the full subcategory
of sSets with objects the non-singular simplicial sets.

(2.9) Example. All representable simplicial sets Δ[n] are non-singular. Also, by defini-
tion, every simplicial subset of a non-singular simplicial set is non-singular as well.

(2.10) Example. If I is a small skeletal category (i.e. the only isomorphisms are the iden-
tities) with only identities as endomorphisms (e.g. a poset) then N(I) is non-singular. First
note that being skeletal and having only identity endomorphisms implies that the only split
mono- or epimorphisms are the identities, for if r ◦ s = id then also s ◦ r = id as s ◦ r is
an endomorphism. So, r = s−1 and hence s = r = id because I is skeletal. Now, by (2.14)
below, it suffices to check that given a non-degenerate

I• : I0
f1−→ I1

f2−→ . . .
fn−→ In

in N(I)n (i.e. fi �= id for all i), if diI• = djI• then i = j. But this is easy because the Ii

are pairwise distinct. Indeed, if we had Ii = Ij for some i < j then Ii → Ij would be an
endomorphism (whence the identity) and so, fi+1 would be a split monic (thus again an
identity).
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The problem with the category of non-degenerate simplices of simplicial sets that
are singular, which also makes it non-functorial, is that it doesn’t capture the boundary
relations. Degeneracies on the other hand are not the problem because they are just freely
generated by the non-degenerate simplices. To wit, if x · σ = y · σ′ for two non-degenerate
simplices x, y and two surjections σ, σ′ then x = y and σ = σ′. This is a consequence
of the Eilenberg-Zilber lemma (4.7), which will also tell us that the boundary relations for
non-singular simplicial sets are determined by their restriction to non-degenerate simplices.
Even though we will prove a generalised version of it in (4.7), let us state the usual one here
without proof for convenience.

(2.11) Proposition. (Eilenberg-Zilber Lemma) For every simplicial set K and every
simplex x ∈ Kn there is a unique surjection ηx : [n] � [m] (which we call the Eilenberg-Zilber
map for x) and a unique non-degenerate x↓ ∈ Km such that x↓ · ηx = x.

(2.12) Corollary. A morphism f : K → L of simplicial sets is monic iff it preserves non-
degenerate simplices and is monic on them.

Proof. “⇒”: By (2.3).
“⇐”: Given x = x↓ · ηx, y = y↓ · ηy ∈ Kn with fx = fy then f(x↓) · ηx = f(y↓) · ηy. By
hypothesis, f(x↓) and f(y↓) are non-degenerate and so, by Eilenberg-Zilber f(x↓) = f(y↓)
(whence x↓ = y↓) and ηx = ηy, proving that x = y. �

(2.13) Example. For f to be monic, it is not sufficient to be monic on non-degenerate
simplices. For example, taking X to be the space obtained from Δ[2] by identifying two edges
and smashing the remaining edge down to a point. The simplicial set X is a model for the
2-sphere and there is an obvious quotient map

X � Δ[2]/∂Δ[2],

which smashes the remaining non-degenerate 1-simplex down to a point. This quotient map is
not monic (as it doesn’t preserve non-degeneracy) but it is monic (i.e. dimensionwise injective)
on non-degenerate simplices.

(2.14) Proposition. For a simplicial set K, the following are equivalent:

(a) K is a non-singular;

(b) for every non-degenerate simplex x and every two injections δ, δ′ in Δ, having
x · δ = x · δ′ implies δ = δ′;

(c) for every non-degenerate simplex x ∈ Kn and every two i, j ∈ {0, . . . , n}, having
dix = djx implies i = j.

Moreover, if these hold then boundaries of non-degenerate simplices are non-degenerate.

Proof. “(a) ⇒ (b)”: Given x ∈ Kn, δ, δ′ : [m] � [n] as in the claim, x : Δ[n] � K is monic
and because

Δ[m]
δ∗ ��

δ′∗
��Δ[n] �� x ��K

is a cofork, it follows that δ∗ = δ′∗, whence δ = δ′.
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“(b) ⇔ (c)”: The direction “⇒” is trivial and for the converse, just note that every injection
is expressible as a composite of δi and proceed by induction.
“(b) ⇒ (a)”: First, observe that the “Moreover” part follows from (b). To wit, if x ∈ Kn

is non-degenerate and x · δ = y · σ with δ injective, σ surjective and y some simplex, then
for any two sections δ′, δ′′ of σ, we get x · (δδ′) = y = x · (δδ′′), whence, by hypothesis and
injectivity of δ, δ′ = δ′′, meaning that σ only has one section and thus σ = id. Now, by
the previous corollary, x : Δ[n] → K is monic iff it preserves non-degeneracy (which is the
“Moreover” part) and is monic on non-degenerate simplices, which is implied by (b). �

(2.15) Corollary. If K is a non-singular simplicial set then its category of non-degenerate
simplices K∗ is a poset.

Proof. Follows directly from (b) and the observation (2.5) that all morphisms in K∗ are
injections. �

(2.16) Example. For a simplicial set to be non-singular, it is not sufficient for boundaries
of non-degenerate simplices to be non-degenerate. For example, S1 := Δ[1]/∂Δ[1] satisfies
this property but is singular because, writing ∗ and l for the non-degenerate simplices in
dimension 0 and 1 respectively, we have d0l = d1l = ∗. This motivates the following definition.

(2.17) Definition. A simplicial set K is called a ∂-non-singular iff all boundaries of non-
degenerate simplices in K are again non-degenerate. We write sSets∂n for the full subcate-
gory of sSets with objects all ∂-non-singular simplicial sets.

(2.18) Example. Every non-singular simplicial set is also ∂-non-singular but for example
S1 = Δ[1]/∂Δ[1] is a singular ∂-non-singular simplicial set.

(2.19) Example. In analogy to (2.10), if I is a small category whose only split monomor-
phisms (or equivalently split epimorphisms) are identities then N(I) is ∂-non-singular. In-
deed, if

I• : I0
f1−→ I1

f2−→ . . .
fn−→ In

is non-degenerate (i.e. fi �= id for all i) then none of its boundaries, which are obtained by
cutting off and composing some of the fi, can be degenerate by hypothesis.

The following characterisation of ∂-non-singular simplicial sets (or rather the corol-
lary thereafter) is the reason why we defined them in the first place.

(2.20) Proposition. For a simplicial set K, the following are equivalent:

(a) K is ∂-non-singular;

(b) the Eilenberg-Zilber assignment x 
→ x↓ can be extended to a functor K → K∗ in
such a way that ηx : x→ x↓ becomes natural;

(c) the inclusion K∗ ↪→ K has a left adjoint determined by the object function x 
→ x↓

and the unit having components ηx : x→ x↓ the Eilenberg-Zilber maps;

(d) the inclusion K∗ ↪→ K has a left adjoint.
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Proof. “(a) ⇒ (c)”: It suffices to verify the universal property of η. So given a morphism
ϕ : x → y in K (i.e. x = y · ϕ) with y non-degenerate, we must find a unique morphism
ϕ� : x↓ → y fitting in to the commutative triangle

x
ηx

�� ��

ϕ
��

x↓

ϕ�

��
y .

For this, we factor ϕ as ϕ = δ ◦ σ with δ monic and σ epi. Now x↓ · ηx = x = y · ϕ = y · δ · σ
and so, by hypothesis and the Eilenberg-Zilber lemma, x↓ = y · δ and ηx = σ. With this,
ϕ� := δ makes the triangle commute and is the unique arrow doing so because epi-mono
factorisations in K are unique.
“(c) ⇒ (b) & (c) ⇒ (d)”: Trivial.
“(b) ⇒ (a)”: Given any non-degenerate simplex x ∈ Kn and any injection δ into [n], we get
a morphism δ : x · δ → x in K and so, by naturality of η, a commutative square

x · δ ηx·δ �� ��
��

δ

��

(x · δ)↓

δ↓

��
x ηx

x .

Because δ = δ↓ ◦ ηx·δ is injective, so is ηx·δ and it follows that ηx·δ = id (since it is also
surjective) and δ↓ = δ. In particular, x · δ is non-degenerate.
“(d) ⇒ (c)”: Let us denote the left adjoint by F and the unit by η′. First, note that the
inclusion K∗ ↪→ K is fully faithful and so the counit must be an isomorphism. But K is
skeletal, meaning that the counit is even the identity. In particular, if x is non-degenerate,
then Fx = x and η′

x = id (by a triangle identity). Next, for an arbitrary simplex x, we
apply F to the Eilenberg-Zilber map ηx : x → x↓, yielding Fηx = η�

x : Fx → x↓, which must
be injective because Fx and x↓ are non-degenerate. But ηx = η�

x ◦ η′
x is surjective and so η�

x

must be surjective, too, meaning it is the identity. �

(2.21) Scholium. If K is ∂-non-singular, the arrow map of the Eilenberg-Zilber functor
K→ K∗ maps a ϕ in K with (unique) epi-mono factorisation ϕ = δ ◦ σ to δ.

(2.22) Corollary. For every ∂-non-singular K, the inclusion K∗ ↪→ K is homotopy final
(see (4.20)).

Proof. Right adjoint functors are homotopy final. �

3. Projective Model Structures

There are several different approaches to calculating homotopy colimits; the common notion
behind all of them being that of a total left derived functor of the colimit functor. The most
direct approach is via projective model structures with the caveat of needing a cofibrantly
generated base category. In the next section, we shall see an alternative approach via Reedy
model structures.
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(3.1) Notation. Recall that if M is any category with copowers, A ∈M and X any set,
we write X ·A for the X-fold copower of A. That is to say X ·A :=

∐
X A. More generally, if

X : I→ Sets is a diagram of sets and A : J→M, we write X · A for the pointwise copower.
More explicitly

X ·A : I× J→M, (I, J) 
→ XI ·AJ .

A pair of morphism i : I → I ′ in I and j : J → J ′ in J is mapped to the unique morphism

[in(Xi)x ◦Aj]x∈XI
: XI ·AJ → XI′ ·AJ ′

making the following square commute for all x ∈ XI :

AJ

inx

��

Aj
�� AJ ′

in(Xi)x

��

XI ·AJ
�� XI′ ·AJ ′ .

(3.2) Theorem. Let M be a cofibrantly generated model category with generating cofi-
brations I and generating acyclic cofibrations J . Then, for every small indexing category I,
the projective model structure (with pointwise weak equivalences and fibrations) onMI exists
and is again cofibrantly generated having

(a) generating cofibrations all I(I,−) · A I(I,−)·i−−−−→ I(I,−) · B with I ∈ I and i : A → B
in I a generating cofibration;

(b) generating acyclic cofibrations all I(I,−) · A I(I,−)·j−−−−−→ I(I,−) · B with I ∈ I and
j : A→ B in J a generating acyclic cofibration.

Proof. [33, Theorem 11.6.1]. �

(3.3) Example. For M = sSets and I any small indexing category, every representable
presheaf I(I,−) : I→ Sets can be viewed as a discrete simplicial presheaf. One way to make
this formal is that we compose it with Sets ↪→ sSets, induced by the projection Δ → {∗}.
Another way is that the discrete representable presheaf is the (pointwise) copower I(I,−)·∗ of
a point. With this description, every representable discrete simplicial presheaf is projectively
cofibrant.

We will also need the following easy observation that simplicial model categories are
stable under taking diagram categories.

(3.4) Proposition. If M is a cofibrantly generated simplicial model category and I a
small indexing category, then MI equipped with the projective model structure is again a
simplicial model category with

� : sSets×MI →MI, [−,−] : sSetsop ×MI →MI

defined pointwise and mapping spaces

MapMI : MI ×MI → sSets, (X, Y ) 
→ Nat
(
Δ[n]�X, Y

)
.

Proof. [33, Theorem 11.7.3]. �
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What is important for us is to be able to recognise projectively cofibrant diagrams
(i.e. ones that are cofibrant in the projective model structure) for M = sSets. We have taken
the following criterion from [20], where it is left as an exercise for the reader, which is why
we shall quickly prove it here.

In what follows, we will consider simplicial presheaves X : I → sSets, which, of
course, can also be viewed as functors X : I ×Δop → Sets or as functors X : Δop → MI

(i.e. a simplicial object in MI). For n ∈ N, we write Xn : I → M for the evaluation of this
latter X at [n] ∈Δop.

(3.5) Definition. A simplicial presheaf X : I→ sSets has free degeneracies iff there is a
family of subpresheaves (Nn ↪→ Xn)n∈N such that for every n ∈ N the map

∐
k∈N

∐
σ : [n]�[k]

surj.

Nσ
[Xσ]σ−−−→ Xn (with Nσ := Nk for σ : [n] � [k])

is an isomorphism (of presheaves). Being subpresheaves explicitly means that Nn,I ⊆ Xn,I

for I ∈ I and that every i∗ : Xn,I → Xn,J induced by an i : I → J in I maps Nn,I to Nn,J .

This definition, while very concise, needs some getting used to. Here is one way to
see it: Given any simplicial presheaf X : I → sSets, the degenerate part Dn of Xn consists
of the images of all σ∗ : Xk ↪→ Xn induced by proper surjections σ : [n] � [k] out of [n]. Its
complement

Nn := Xn \ {Im(σ∗ : Xk ↪→ Xn) | k < n, σ : [n] � [k] surjective}

is the non-degenerate part of Xn. Obviously, we can define this for an arbitrary simplicial
presheaf X and always get a decomposition Xn = Nn + Dn. Also, the Dn are subpresheaves,
meaning that every i∗ : Xn,I → Xn,J induced by an i : I → J in I maps Dn,I ⊆ Xn,I

to Dn,J ⊆ Xn,J . With this more concrete viewpoint, having free degeneracies means

(a) the images of all non-degenerate parts Nk under all σ∗ : Xk ↪→ Xn induced by proper
surjections σ : [n] � [k] out of [n] are pairwise disjoint;

(b) the non-degenerate parts Nn form subpresheaves I→ Sets as well.

Note however, that while, for a simplicial presheaf with free degeneracies, the Nn,I

are required to be functorial in I, no functoriality is imposed on the index n. We obviously
shouldn’t because a morphism induced by a proper surjection in Δ will map everything (in
particular non-degenerates) to the degenerate part. Still, let us make the following observation
about the interplay between the Nn and maps in Δ.

(3.6) Observation. Let X be a simplicial presheaf with free degeneracies as above,
ϕ : [m]→ [n] and σ : [n] � [k] a surjection. If ϕ is itself a surjection then Nσ ⊆ Xn (which is
just the image of Nk under σ∗ : Xk → Xn) is mapped to Nσ◦ϕ by definition. For a general ϕ,
we factor σ ◦ ϕ uniquely as a surjection ε, followed by an injection δ:

[m]
ϕ

��

ε
����

[n]

σ
����

[p] ��

δ
�� [k]

X�

Xm Xn
ϕ∗

�� Nσ
� ���

Xp

ε∗
��

Xk
δ∗

��

σ∗
��

Nk.� ���

σ∗∼=
��
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Now, we don’t know where Nσ is mapped to under ϕ∗ but we do know that δ∗ maps every
element of Nk to some Nτ with τ : [p] � [l] surjective (potentially different ones for different
elements), which in turn is mapped to Nτ◦ε ⊆ Xm. All in all, we have that

ϕ∗(Nσ) ⊆
∐
l∈N

∐
τ : [p]�[l]

surj.

Nτ◦ε ⊆
∐
l�k

∐
ρ : [m]�[l]

surj.

Nρ

(3.7) Proposition. With the above notation, if X : I → sSets has free degeneracies
then X is can be obtained as a colimit of simplicial presheaves

Sk0 X ↪→ Sk1 X ↪→ . . . ↪→ X,

where Sk0 X = N0 · ∗ (i.e. (Sk0 X)I = N0,I is a discrete simplicial set for I ∈ I) and each
transformation Skn−1 X → Skn X fitting into a pushout

Nn · ∂Δ[n] ��
��

��

Skn−1 X

��

Nn ·Δ[n] �� Skn X

(where the right-hand map is the boundary inclusion on each component).

Proof. For n ∈ N, we define Skn X ⊆ X to be the simplicial presheaf given by

(Skn X)i :=
∐
k�n

∐
σ : [i]�[k]

surj.

Nσ ⊆ Xi

(in particular (Skn X)i = Xi for all i � n). This is well-defined (i.e. every ϕ∗ : Xl → Xk

induced by some ϕ : [k]→ [l] maps (Skn X)l to (Skn X)k) by the above observation.
There is an obvious inclusion Skn−1 X → Skn X and to see that this fits into a

pushout square as required, note that a map Nn · Δ[n] → Skn X is nothing but |Nn|-many
elements in (Skn X)n, for which we can just take Nn itself. Saying that the restriction to
Nn · ∂Δ[n] factors through Skn−1 X means that all boundaries of the simplices Nn ⊆ Xn lie
in Skn−1 X, which is obvious since (Skn−1 X)n−1 = (Skn X)n−1 = Xn−1. Finally, that the
square is a pushout can be checked dimensionwise. For this, in dimension i, we need to check
that the map Nn ·Δ[n]i → (Skn X)i induces a bijection(

Nn ·Δ[n]i
) \ (Nn · ∂Δ[n]i

) ∼= (Skn X)i \ (Skn−1 X)i

on complements. And indeed

(Skn X)i = (Skn−1 X)i +
∐

σ : [i]�[n]
surj.

Nn, while ∂Δ[n]i =
{

[i] ϕ−→ [n]
∣∣∣ ϕ not surjective

}
.

�

(3.8) Corollary. With the above notation, if X : I→ sSets is a simplicial presheaf with
free degeneracies Nn ⊆ Xn and every Nn : I→ Sets viewed as a discrete simplicial presheaf
is projectively cofibrant, then so is X.
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Proof. By (3.4) (for M := sSets), we know that the pointwise product

× : sSets× sSetsI → sSetsI

is a left Quillen bifunctor. In particular, if Y : I→ sSets is projectively cofibrant, then every
∂Δ[n]× Y → Δ[n]× Y is a cofibration. In our case (using that the product with a discrete
simplicial set is just the copower), it follows that every Nn ·∂Δ[n] ↪→ Nn ·Δ[n] is a cofibration.
Therefore, (by the above presentation of Skn−1 X → Skn X as a pushout), ∅ → X is the
transfinite composition

∅ � N0 = Sk0 X � Sk1 X � Sk2 X � . . .

of a sequence of cofibrations and hence itself one. �

4. Homotopy Colimits

Maybe the easiest and most straightforward approach to defining the homotopy colimit func-
tor (for a cofibrantly generated base category M and an indexing category I) is to use the
projective model structure on MI, for which

MI
colim ��

M
Const
�� � is a Quillen adjunction.

In this section, however, we wish to establish an explicit formula for the homotopy
colimit of diagram indexed by (the category of simplices of) a simplicial set. And while
one can get explicit formulae using the projective model structure (see [20]), our goal is the
formula found in [11], due to Emmanuel Dror Farjoun. Our main contribution here is to put it
into a model categorical context by generalising some well-known results about (co)simplicial
simplicial sets. A longer systematic treatment (but relying on explicit formulae to reduce to
the [co]simplicial case) can be found in [33, Chapter 18].

Our treatment rests on the last one of the following insights [28], [33, Theorem
18.4.11]. We use the notation from section 6.1 for simplicial model categories as well as
indices “inj”, “proj” and “Reedy” for the injective, projective and Reedy model structure on
diagram categories, respectively.

(4.1) Theorem. Let M be any simplicial model category and I a small indexing category.
Then the functor tensor product (a.k.a. the weighted colimit functor)

�I : sSetsI
op ×MI →M, (W, X) 
→

∫ I∈I

WI �XI

is a left Quillen bifunctor if it is

(a) viewed as a functor
(
sSetsIop)

inj ×
(
MI
)

proj →M or

(b) as a functor
(
sSetsIop)

proj ×
(
MI
)

inj →M.

If, in addition, I is Reedy then it is also a left Quillen bifunctor if it is

(c) viewed as a functor
(
sSetsIop)

Reedy ×
(
MI
)

Reedy →M.
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To be able to use this result, we need to combine it with three standard results
concerning diagrams indexed by (the categories of elements of) simplicial sets. These are
usually stated for diagrams indexed by Δ and we give proofs of their generalisations here.

Usually, when learning about Reedy structures, the main example given is that of Δ.
But every simplicial set K has a category of simplices K =

∫
Δ K (with objects all (n, k) where

n ∈ N, k ∈ Kn and morphisms (n, k)→ (m, l) all ϕ : [n]→ [m] in Δ such that k = l · ϕ) and
we can define a Reedy structure on every such K, with Δ ∼= ∫

Δ Δ[0] being the category of
simplices of a point.

To wit, K =
∫

Δ K is Reedy with degree map d(n, k) := n, K+ consisting of all in-
jections and K− of all surjections. As usual, any ϕ : (n, k)→ (m, l) in K factorises (uniquely)
into a surjection, followed by an injection

ϕ : [n] ϕ−−−→ [p] ϕ+−−→ [m], so that we get (n, k) ϕ−−−→ (p, l · ϕ+) ϕ+−−→ (m, l).

(4.2) Notation. We often leave out the first component of an object (n, k) ∈ K in a
category of simplices and view the dimension dim k := d(k) := n as being an inherent
property of the simplex k.

Many important aspects of Δ generalise to arbitrary categories of simplices, though
there is one important exception.

(4.3) Observation. Given any simplicial set K with category of simplices K :=
∫

Δ K,

(a) K is skeletal (i.e. the only only isomorphisms are the identities);

(b) K has unique (split epi, mono)-factorisations;

(c) every epimorphism in K is split and these are exactly the surjections;

(d) however, while the monomorphisms are still the injections, not every monomorphism
in K is split; in fact, this is the case if and only if K is discrete.

Proof. Ad (a) & (b): Easy.
Ad (c): Given a surjection σ : k · σ → k (for k some simplex of K), any retraction, δ of the
underlying map σ defines a retraction δ : k → k · σ in K. To see that the epimorphisms are
the surjections, assume that we have ϕ : x · ϕ→ x with some i /∈ Im ϕ. Then, we get a fork

k · ϕ ϕ
�� k

δi
��

δi+1
�� k · σi

in K (since σi is a common retraction of δi and δi+1), showing that ϕ is not epi.
Ad (d): The monomorphisms are the injections because given ϕ : k · ϕ → k in K such that
ϕ(i) = ϕ(j) for some i, j, viewing i, j as maps out of [0], we get a cofork

k · (ϕ ◦ i) = k · (ϕ ◦ j)
i ��

j
�� k · ϕ ϕ

�� k

in K, which shows that ϕ is not monic. On the other hand, not every monomorphism needs
to be split. For example, if K is not discrete, there is some non-degenerate simplex k ∈ Kn

with n > 0 and any injection δ : [0] ↪→ [n] defines a monomorphism k · δ → k, which cannot
have a retraction because k is non-degenerate. �
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With the Reedy structure on
∫

Δ K defined, the first important observation for our
characterisation is the generalisation of the fact [45, Lemma 14.3.7] that every bisimplicial
set is Reedy cofibrant. For it, we need the well-known Eilenberg-Zilber lemma for simplicial
sets, generalised to diagrams indexed by simplicial sets.

(4.4) Definition. Let K be a simplicial set with category of simplices K :=
∫

Δ K and
X : Kop → Sets. An element of some Xk is called degenerate iff it lies in the image of
σ∗ : Xl � Xk for some proper surjection σ : k � l (note that σ∗ is injective since σ : k � l is
split epi). All other elements are called non-degenerate.

More explicitly, given a simplex k ∈ Kn, an element x ∈ Xk is called degenerate
iff there is a proper surjection σ : [n] � [m] in Δ together with a simplex l ∈ Km such
that k = l · σ (i.e. there is a surjection σ : k � l) and x lies in the image of σ∗ : Xl → Xk.

(4.5) Example. In the situation of the definition, if k ∈ Kn is non-degenerate then every
x ∈ Xk is non-degenerate, since there are no non-trivial l, σ satisfying k = l · σ.

(4.6) Example. If K = Δ[0] is a point then K ∼= Δ, so that X is an ordinary simplicial
set and the above definition is the usual one of (non-)degenerate simplices, since K has exactly
one simplex in every dimension.

(4.7) Proposition. (Eilenberg-Zilber Lemma) Let K be a simplicial set, K :=
∫

Δ K
its category of simplices and X : Kop → Sets. For every simplex k ∈ Kn and every x ∈ Xk,
there is a unique surjection ηx : [n] � [m], a unique simplex kx ∈ Km and a unique non-
degenerate x↓ ∈ Xkx such that

k = kx · ηx (yielding ηx : k � kx) and x↓ · ηx := x (where η∗
x : Xkx → Xk).

(4.8) Remark. Again, the case of K = Δ[0] a point is the usual Eilenberg-Zilber lemma
and the existence of kx is trivial since K has exactly one simplex in every dimension. With
this example in mind, note that we do not claim that kx is going to be non-degenerate.

Proof. The existence is by an easy induction on the dimension of k. If x ∈ Xk then either x
is non-degenerate (in which case we have x↓ = x, kx = k and ηx = id) or it is degenerate,
meaning that it lies in the image of some σ∗ : Xl → Xk with σ surjective and we can apply
the inductive hypothesis. For the uniqueness, assume that k = l · σ = l′ · σ′ and

x = y · σ = y′ · σ′

for some σ : [n] � [m], σ′ : [n] � [m′] surjective, l ∈ Km, l′ ∈ Km′ and some y ∈ Xl, y′ ∈ Xl′

non-degenerate. We pick a section δ of σ and apply it on both sides, yielding

l = l′ · (σ′ ◦ δ), as well as y = y′ · (σ′ ◦ δ).

Factoring σ′ ◦ δ into a surjection τ , followed by an injection ε, the non-degeneracy of y tells
us that τ is the identity, so that σ′ ◦ δ = ε is injective (whence m � m′).

Repeating the argument with the roles of (l, y) and (l′, y′) reversed and picking a
section δ′ of σ′, we have l · (σ ◦ δ′) = l′, y · (σ ◦ δ′) = y′ and the composite σ ◦ δ′ is again
injective. But then m = m′ and σ ◦ δ′ = σ′ ◦ δ is the identity, so that l = l′, y = y′. Since the
sections δ, δ′ were arbitrary, σ and σ′ have the same sections. Put differently, every point
in [m] has the same fibres under σ and σ′, which means that σ = σ′. �

(4.9) Remark. Another way to interpret (or prove) the Eilenberg-Zilber lemma is to say
that the category of simplices K has absolute pushouts of surjections [35].
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(4.10) Proposition. If K is a simplicial set and K :=
∫

Δ K its category of simplices
(equipped with the above Reedy structure) then every diagram X : Kop → sSets is Reedy
cofibrant, as is every pointed diagram (i.e. one with values in sSets∗).

Proof. Being Reedy cofibrant (in sSets or sSets∗) means that for every k ∈ K, the map

LkX = colim
σ : k�l

σ∈K−, σ �=id
Xl −→ Xk

out of the latching space is monic. More precisely, this colimit is taken over the full sub-
category of (Kop)+ ↓ k = (K−)op ↓ k where we omit the terminal object id : k → k. We
note that this indexing category is connected (the Eilenberg-Zilber map ηk : k � k↓ for the
simplex k in K is an initial object) and so the two colimits in sSets and sSets∗ agree by
(2.5.3). Moreover, since, colimits in sSets are calculated (and monicity checked) pointwise,
we can fix a dimension and assume that X is a diagram in Sets.

For two surjections σ : k � l, σ′ : k � l′ together with x ∈ Xl, x′ ∈ Xl′ such that
σ∗(x) = σ′∗(x′) =: y ∈ Xk, the uniqueness clause of the Eilenberg-Zilber lemma tells us that

ky = lx = l′x′ , ηy = ηx ◦ σ = ηx′ ◦ σ′ and y↓ = x↓ = x′↓,

so that we have a commutative diagram

Xl

σ∗
$$

Xky

η∗
y

��

η∗
x��

η∗
x′

�� Xl′

σ′∗
33

Xk

x�

��

y↓
�

��

��� � �� x′
�

��
y .

But this means that x and x′ have the same equivalence class in the colimit and hence, the
map LkX → Xk is indeed injective. �

As is well-known (see (2.2.7)), the colimit functor is just the weighted colimit with a
point-weight (explicitly: colimI X ∼= Δ[0]�I X, where Δ[0] is constant) and since we already
know that every diagram indexed by a simplicial set is Reedy cofibrant, we only need a
Reedy cofibrant replacement of the point to get a homotopy colimit functor. For cosimplicial
simplicial sets, such a replacement is given by the Yoneda embedding Δ: Δ → sSets (see
[45, Example 14.3.9]).

In op.cit., the approach taken to show that the Yoneda embedding is Reedy cofibrant
is to first show that to be Reedy cofibrant, it is enough for a cosimplicial simplicial set to
be unaugmentable by showing a cosimplicial analogue of the Eilenberg-Zilber lemma. This
approach fails in our general context since not every injection in a category of simplices has a
retraction (in contrast to Δ). However, it is easy enough to show Reedy cofibrancy directly.

(4.11) Proposition. If K is a simplicial set and K :=
∫

Δ K then

X : K→Δ ↪→ sSets, (n, k) 
→ [n] 
→ Δ[n]

is a Reedy cofibrant replacement for the constant diagram Δ[0].

Proof. That X is weakly equivalent to Δ[0] is obvious since every Xk is contractible. As for
Reedy cofibrancy, we need to check that for every simplex (n, k) ∈ K, the map

LkX = colim
δ : l�k

δ∈K+, δ �=id
Xl → Xk
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is monic. But note that for a non-identity morphism δ : l � k in K+, we must have l = k · δ,
so that these just correspond to arbitrary injections δ : [m] ↪→ [n] with m < n. Moreover, the
values of X at k and any k · δ do not depend on k but only its dimension. All in all, we need
to show that

colim
δ : [m]↪→[n]
δ inj, m<n

Δ[m]→ Δ[n]

is monic, which is just the Reedy cofibrancy of the Yoneda embedding. We shall prove this
quickly for the sake of completeness. As always, we can check this dimensionwise at some
fixed dimension d. Given δ : [m] ↪→ [n] and δ′ : [m′] ↪→ [n], if their images are disjoint, no two
elements of Xk·δ and Xk·δ′ become equivalent in the colimit. Otherwise, we can form their
intersection (i.e. their pullback) in Δ, yielding ε : [p] ↪→ [m], ε′ : [p] ↪→ [m′]. With this, we
get a commutative diagram

Xk·δ,d

δ∗ 44

Xk·(δ∩δ′),d

(δ∩δ′)∗
��

ε∗��
ε′∗ �� Xk·δ′,d

δ′∗55Xk,d

=
Δ(d, m)

δ∗ %%

Δ(d, p)

(δ∩δ′)∗
��

ε∗��
ε′∗ �� Δ(d, m′)

δ′∗66Δ(d, n) .

Now, if we have some ϕ : [d] → [m] and ϕ′ : [d] → [m′] such that δ ◦ ϕ = δ′ ◦ ϕ′, we have
an induced map ψ : [d] → [p] into the pullback, meaning that ε ◦ ψ = ϕ and ε ◦ ψ′ = ϕ′. In
particular, ϕ and ϕ′ represent the same element in the colimit. �

(4.12) Corollary. If K is a simplicial set and K :=
∫

Δ K its category of simplices, then,
for M = sSets or M = sSets∗, the functor

|−|K : MKop →M, X 
→ |X|K :=
∫ (n,k)∈K

Δ[n]�X(n,k)

is the homotopy colimit functor (more precisely, it is homotopical and the induced functor
between homotopy categories is the left derived functor of colimK).

Proof. We have already shown that the functor is homotopical. To see that it really is the
derived functor of colimK, we switch to adjoints. Writing Q : K → Δ for the standard
projection of the Grothendieck construction and Δ: Δ ↪→ sSets for the Yoneda embedding,
we note that the functor from the proposition is just Δ ◦Q�K −, which is left Quillen with
respect to the Reedy model structure (since Δ ◦Q is Reedy cofibrant) and left adjoint to

[Δ ◦Q,−] : M→MKop
, M 
→

([
(Δ ◦Q)−, M ] : (n, k) 
→ [

Δ[n], M
])

.

This adjunction then induces an adjunction of derived functors. But on fibrant objects M ,
the functor [Δ ◦ Q,−] (and hence also its right derived functor) is weakly equivalent to the
constant diagram functor, since Δ[n]→ ∗ induces a weak equivalences

M ∼= [∗, M ] �−→ [
Δ[n], M

]
. �

(4.13) Example. If K is a simplicial set, K :=
∫

Δ K and X : Kop →M a constant diagram,
then

hocolim
Kop

X �
∫ k∈K

Δ[dim k]�X ∼=
(∫ k∈K

Δ[dim k]
)
�X ∼= K �X
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by the usual presentation of K as a colimit of representables (sometimes referred to as the
coYoneda lemma). For M = sSets (where the copower � is just the usual product) or
M = sSets∗ (where � is the half-smash), this means:

hocolim
Kop

(
K

X−→ sSets
)
� K ×X and hocolim

Kop

(
K

X−→ sSets∗
)
� K � X.

Again fixing a simplicial set K with category of simplices K :=
∫

Δ K, every diagram
X : Kop → sSets comes with a unique natural transformation to the constant diagram ∗. By
the coYoneda lemma then, we obtain a morphism

hocolim
Kop

X �
∫ k∈K

Δ[dim k]×Xk −→
∫ k∈K

Δ[dim k] ∼= K.

If X is even a pointed diagram, then the coherent base-points induce a natural transformation
∗ ⇒ X, which, upon applying hocolimKop , gives us a section to the above map.

Alternatively, instead of mapping a diagram X : Kop → sSets to a point, we can
also map the other component Δ[−] in the coend to a point, which induces a natural map

hocolim
Kop

X �
∫ k∈K

Δ[dim k]×Xk →
∫ k∈K

∗ ×Xk
∼= colim

Kop
X.

So now we have two canonical morphisms

hocolim
Kop

X → K, hocolim
Kop

X → colim
Kop

X

coming from two different projection maps and we know that for a contractible diagram X,
the former is a weak equivalence but clearly, the latter need not be. For example, taking
X = ∗ to be constantly a point, the colimit is discrete but the homotopy colimits is K itself.

Let us quickly investigate the relation between pointed and unpointed homotopy
colimits. Assuming X is a pointed diagram, every half-smash Δ[dim k]�Xk (which is pointed)
is a quotient of Δ[dim k]×Xk. More explicitly, it is the pushout of the span

Δ[dim k]×Xk ←↩ Δ[dim k]→ ∗.

Here, the map to the left is the inclusion above the base point, which is split monic with the
standard projection as a retraction. Taking the coend over K and using that coends commute
with pushouts, we obtain the following.

(4.14) Corollary. Given a simplicial set K with K :=
∫

Δ K and a pointed diagram
X : Kop → sSets∗, the base point inclusion ∗ ⇒ X induces a cofibration sequence

K ↪−→ hocolim
Kop

(
Kop X−→ sSets

)
−→ hocolim

Kop ∗
(
Kop X−→ sSets∗

)
.

In particular, pointed and unpointed homotopy colimits over a contractible simplicial set
agree.

Proof. Applying the coend over K to the pushout of diagrams indicated above and commuting
the two gives the required result. The only necessary observations are that

∫ k Δ[dim k] ∼= K
(again the coYoneda lemma),

∫ k ∗ ∼= ∗ and that the resulting morphism of unpointed homo-
topy colimits K → hocolimKop X is still split monic. In particular, the resulting pushout is a
homotopy pushout. �
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Note that (4.12) above is still not the usual formula [11, Definition 3.9] for a homo-
topy colimit indexed by a category of simplices. For it, we need an easy observation about
functor tensor products over Grothendieck constructions. There is surely a more general
statement hidden behind it but the following will suffice.

(4.15) Lemma. Let F : Iop → Sets be any diagram and F :=
∫
I F its category of elements,

which comes with a standard projection Q : F → I. Furthermore, let M be any simplicially en-
riched cocomplete category that is powered and copowered. Then any diagram Y : Fop →M

defines a new diagram Y ′ : Iop →M, I 
→ ∐
x∈F I Y(I,x) and for every X : I→ sSets, there is

a natural isomorphism

(X ◦Q)�F Y ∼= X �I Y ′.

Proof. Both sides of the claimed isomorphism are special kinds of coends. The diagonal
elements for the diagram determining the coend on the left-hand side are

(X ◦Q)(I,x) � Y(I,x) = XI � Y(I,x),

while on the right-hand side, they are

XI � Y ′
I = XI �

∐
x∈F I

Y(I,x) ∼=
∐

x∈F I

XI � Y(I,x).

It is now straightforward to construct morphisms in both directions and check the necessary
compatibilities. �

(4.16) Proposition. If K is a simplicial set and K :=
∫

Δ K its category of simplices, then,
for M = sSets or M = sSets∗, we have a functor

MKop →MΔop
, X 
→ X ′ given by X ′

n :=
∐

k∈Kn

Xk

and with this, the composite

MKop −′−→MΔop |−|−−→M, X 
→ ∣∣X ′∣∣ ∼= ∫ n ∐
k∈Kn

(
Δ[n]�Xk

)
is the homotopy colimit functor. �

(4.17) Example. For M = sSets, the copower � is just the usual product of simplicial
sets, so that in this case, we arrive at the usual formula for the homotopy colimit of a diagram
X : Kop → sSets, indexed by a simplicial set:

hocolim
Kop

X �
⎛⎜⎝ ∐

n∈N,
k∈Kn

Δ[n]×Xk

⎞⎟⎠/∼ ,

where ∼ is the equivalence generated by

(ϕ ◦ ξ, y) ∼ (ξ, y · ϕ) for ϕ : [m]→ [n], ξ ∈ Δ[m], y ∈ Xk.

(4.18) Example. For M = sSets∗, the coproduct is the wedge, while the copower � is
the half-smash product:

K � L = K � L := (K × L)/(K + ∗),
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for K a simplicial set and L a pointed simplicial set (with base point ∗). With this, we obtain
the usual formula for the pointed homotopy colimit of a diagram X : Kop → sSets∗, indexed
by a simplicial set:

hocolim
Kop

X �
⎛⎜⎝ ∨

n∈N,
k∈Kn

Δ[n] � Xk

⎞⎟⎠/∼ ,

where ∼ is the equivalence generated by

[ϕ ◦ ξ, y] ∼ [ξ, y · ϕ] for ϕ : [m]→ [n], ξ ∈ Δ[m], y ∈ Xk.

Finally, we need to make a small comment about why every homotopy colimit (not
necessarily indexed by a simplicial set) can be reduced to the above case. Given an arbitrary
small category I, an obvious candidate for a simplicial set that could replace it as an indexing
category is its nerve N(I). It’s category of elements N(I) has as objects all pairs(

[n], I• =
(
I0

i1−→ . . .
in−→ In

))
with I• : [n]→ I

and as morphisms
(
[m], I•

) → (
[n], J•

)
all ϕ : [m] → [n] in Δ such that ϕ∗J• = J• ◦ ϕ = I•;

so I• is obtained from J• by inserting identities, taking compositions and cutting off at the
beginning or the end. For readability’s sake, we usually leave out the objects’ first components
and just identify them with I•.

Importantly for us, the category N(I) comes with two obvious functors relating it
to I, namely the target and source functors:

T : N(I)→ I,
(
I0

i1−→ . . .
im−→ Im

)

→ Im, σj 
→ id,

(
diI•

δi−→ I•
)

→
{

idIm i < m
im i = m

(put differently, Tϕ is Im = Jϕm → Jn for ϕ : ([m], I•)→ ([n], J•)),

S : N(I)op → I,
(
I0

i1−→ . . .
im−→ Im

)

→ I0, σj 
→ id,

(
diI•

δi−→ I•
)

→
{

idI0 i > 0
i0 i = 0

(again put differently, Sϕ is J0 → Jϕ0 = I0 for ϕ : ([m], I•) → ([n], J•) in N(I)). One easily
checks that these two functors are strictly natural in I, meaning that they define (strict)
natural transformations T : N⇒ idCat, S : Nop ⇒ idCat (where N : Cat→ Cat, I 
→ N(I)).

(4.19) Proposition. The functor T : N(I)→ I is final.

Proof. Take I ∈ I and let’s check that I ↓T is (non-empty and) connected. Clearly, the object
I =

(
[0], I

) ∈ N(I) will play an important role and indeed, for any other
(
J• : [n]→ I, b

)
, we

have the following diagram in I ↓ T

I

id

��

b
��

b
77

b

		

I
b

�� Jn Jnid
��

id
�� Jn

I
δ1

��

(
I

b−→ Jn

)
Jn

δ0
��

(δ0)n
�� J• .

�
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For the source functor, things are even better. Not only is it final (i.e. all I ↓ S are
[non-empty and] connected) but even homotopy final (i.e. all I ↓ S are contractible).

(4.20) Definition. A functor F : I → J between indexing categories is homotopy final iff
J ↓ F is contractible for every J ∈ J. This implies that we have a natural weak equivalence
hocolimI ◦F ∗ � hocolimJ as can be shown in a very general context (such as in any derivator
[32]). In fact, this consequence is equivalent to the original condition (as shown in (4.25)
below). Dually for homotopy initial functors.

(4.21) Proposition. The functor S : N(I)op → I is a lax Grothendieck fibration, meaning
that for every I ∈ I the inclusion functor

S−1I ↪→ I ↓ S, J• 
→ (J•, idI), ϕ 
→ ϕ

has a right adjoint.

Proof. Given I ∈ I, we map an object
(
[n], J•, a : I → J0

)
in I ↓ S to

(
[n + 1], I

a−→ J•
)

and a
morphism ϕop : (J•, a)→ (K•, b) to (1+ϕ)op, where (1+ϕ) is just ϕ shifted up by one. More
formally, (1 + ϕ)0 := 0 and (1 + ϕ)i := 1 + ϕ(i − 1) for i > 0. The unit of the adjunction
(which is a morphism in N(I)op) is just

η[n],J• := (σ0)op :
(
[n], J•

)→ (
[n + 1], I

idI−−→ J•
)
,

while the counit (which is again a morphism in N(I)op) is

ε[n],J•,a := (δ0)op :
(
[n + 1], I

a−→ J•, idI

)→ (
[n], J•, a

)
.

Observing that 1 + δ0 = δ1, the triangle identities are easily verified. �

(4.22) Corollary. The functor S : N(I)op → I is homotopy final.

Proof. For I ∈ I, the strict fibre S−1I has
(
[0], I

)
as a terminal object. �

With this corollary, combined with the coend formula (4.12) for homotopy colimits,
we can prove quite a few things such as the following well-known result.

(4.23) Proposition. If I is an (as always small) indexing category, then N(I) � hocolimI ∗.

Proof. This is just a combination of the last corollary and the coend formula:

N(I) �←− hocolim
N(I)op

∗ = hocolim
N(I)op

(S ◦ ∗) ∼−→ hocolim
I

∗.
�

Combining this with the fact (5.2.7) that filtered colimits in sSets are homotopy
colimits, we get the following result for free, which is usually proved using Kan’s Ex∞-functor.

(4.24) Corollary. Filtered categories are contractible.

Proof. For I any filtered category, we have

∗ ∼= colim
I
∗ � hocolim

I
∗ � N(I).

�

In (2.4.10), we have seen that it suffices to check the finality of a functor against
the base category Sets and one consequence of the last proposition is the following analogue
for homotopy finality.
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(4.25) Corollary. A functor F : I → J is homotopy final iff for every X : J → sSets, the
canonical arrow hocolimI(X ◦ F )→ hocolimJ X is a weak equivalence.

Proof. The direction “⇒” was already mentioned above and is shown very generally for a
derivator in [32]. The more modest analogue for model categories (which suffices) can for
example be found in [45]. As for the other direction, we show the dual claim, for which we
consider the derived adjunctions of

sSetsJ
F ∗

��

sSetsI
F!

��

limI ��
sSets.

ConstI
��

� �

By hypothesis, the right derived functors compose, implying that so do the left derived ones,
which is to say that Ho ConstJ � LF! ◦ Ho ConstI. For the terminal simplicial set ∗ and any
J ∈ J, this means that

∗ = (ConstJ∗)J �
(
LF!(ConstI∗)

)
J
� hocolim

(
F ↓ J → I

∗−→ sSets
)
� N(F ↓ J)

and so F is homotopy initial. �

(4.26) Example. With this corollary, we will see later in (8.4), that every acyclic Kan
fibration p : E → B gives rise to a homotopy final functor p : Eop → Bop between the opposite
categories of simplices.

5. Comparison Maps and Thomason’s Theorem

The term comparison map is used for different concepts in different situations (for another
usage of the term, see section 10.2). In this section, we mean the map between homotopy
colimits, induced by a change of indexing categories. Explicitly, if F : I → J is any functor
between small categories and X : J→ sSets (or any [cofibrantly generated] model category),
we have a comparison map

hocolim
I

F ∗X → hocolim
J

X (where F ∗ : sSetsJ → sSetsI, X 
→ X ◦ F ).

For strict colimits (rather than homotopy colimits) the map

colim
I

F ∗X
[inF I ]I−−−−→ colim

J
X

is just induced by the colimiting cocone (F ∗X)I = XF I
inF I−−−→ colimJ X and in the model

categorical setting, we can simply combine this with cofibrant replacements in the respective
projective model structures. Explicitly, since F ∗ is homotopical, we can assume X to be
cofibrant. Next, we replace F ∗X cofibrantly by Q(F ∗X)→ F ∗X and obtain

hocolim
I

F ∗X = colim
I

Q(F ∗X)→ colim
I

F ∗X → colim
J

X = hocolim
J

X.

This approach has two downsides. Firstly, one needs to keep track of the replacements and
secondly, we needed X to be cofibrant. Of course, we could first cofibrantly replace it but
then we would get a zig-zag, rather than a direct map.

Things look a little better with our explicit model for homotopy colimits. Its down-
side is that it only works for diagrams indexed by (dual categories of simplices of) spaces. As
already mentioned, the general situation can be reduced to this one by precomposing with
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the source functor S : N(I)op → I (for I any small category). Explicitly, a map f : K → L of
simplicial sets yields a functor between dual categories of simplices f : Kop → Lop, which in
turn gives rise to a map

|f∗X|K =
∫ k∈K

Δ[dim k]×Xf(k)
[inf(k)]k−−−−−→

∫ l∈L

Δ[dim l]×Xl = |X|L ,

induced by all

Δ[dim k]×Xf(k) = Δ
[
dim f(k)

] inf(k)−−−→ |X|L .

This is a direct map and we don’t get any zig-zags because there is no cofibrancy condition
involved. We provide yet another (more derivatoresque) way of constructing comparison
maps, which, as a natural generalisation, gives us Thomason’s theorem.

For this, we need the fact [31, Proposition 1.30] that every combinatorial model
category M (and in particular sSets) defines a derivator

DM : I 
→ Ho
(
MI
)
.

More generally, this works for any model category as shown by Cisinski [17] and implicitly
by Chachólski and Scherer [15]. However, the proof for combinatorial model categories is
somewhat easier because one has the injective and projective model structures available. As
another result about derivators, we need [31, Proposition 1.24].

(5.1) Theorem. (Groth) Every pullback square of small categories

I
H ��

G
��

E

P
��id��

J
K

�� B.

with P a Grothendieck opfibration (i.e. arising as the projection of a [covariant] Grothendieck
construction) is homotopy exact.

Expanding the definition of a homotopy exact square and applying it to the dervia-
tor DsSets, this means that the square on the left below satisfies the Beck-Chevalley condition
(see (1.5.1)); or in other words, that, upon taking mates, we have an isomorphism of functors
as in the right-hand suare:

Ho
(
sSetsE

)
Ho H∗

��

id��

Ho
(
sSetsB

)Ho P ∗
��

Ho K∗
��

Ho
(
sSetsI

)
Ho
(
sSetsJ

)
Ho G∗
��

Ho
(
sSetsE

)
Ho H∗

��

LP! �� Ho
(
sSetsB

)
Ho K∗
��

Ho
(
sSetsI

)
LG!

��

∼=
��

Ho
(
sSetsJ

)
.

Back to the problem of camparison maps, any functor F : I → J can be viewed as a functor
F : [1] → Cat and we can take its Grothendieck construction (also called its cograph or
collage) Coll F :=

∫ [1] F , which comes with a Grothendieck opfibration; namely the projection
P : Coll F → [1]. But not only that, it also comes with a target functor

T : Coll F → J,
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which is the identity on J and maps I to J via F . Now the comparison map (or rather its lift
to sSets) hocolimI F ∗X → hocolimJ X for X : J→ sSets is just the composite

Ho
(
sSetsJ

) Ho T ∗−−−→ Ho
(
sSetsColl F ) LP!−−→ Ho

(
sSets[1])

evaluated at X. To see this, we note that Groth’s theorem gives us an isomorphism

Ho
(
sSetsColl F )

Ho ResI
��

LP! �� Ho
(
sSets[1])

Ho ev0
��

Ho
(
sSetsI

)
hocolimI

��

∼=
��

Ho
(
sSets

)
(where ResI is the restriction to I ⊆ Coll F and ev0 is evaluation at 0 ∈ [1]). Using that
F ∗ = ResI ◦T ∗, we have, for every X : J→ sSets, that

hocolim
I

F ∗X = (hocolim
I

◦Ho ResI ◦Ho T ∗)X ∼= (Ho ev0 ◦ LP! ◦ T ∗)X,

which is the domain of the comparison map constructed above. Similarly for J instead of I,
which gives us the correct codomain.

Now the attentive reader will have noticed that in the above argument, we can re-
place Coll F by an arbitrary Grothendieck construction, which gives us Thomason’s theorem.
In this generality, the theorem is really due to Chachólski and Scherer [15], who proved it
for an arbitrary model category (in fact, even a little more generally) using their theory of
(covariant!) bounded diagrams indexed by spaces (cf. the next section).

(5.2) Theorem. (Thomason’s Theorem) Given a functor F : I→ Cat and a diagram
X :

∫ I F → sSets, there is a natural weak equivalence

hocolim∫ I
F

X � hocolim
I∈I

hocolim
A∈F I

X(I, A).

Proof. Writing P :
∫ I F → I for the projection. As always with left Kan extensions (just

looking at the right adjoints P ∗ ◦ Const∫ I
F

= ConstI), we have a natural isomorphism

hocolim∫ I
F

X � hocolim
I

LP!X

and all we need to understand LP!X. Since weak equivalences in diagram categories are
pointwise, we can fix I ∈ I and proceed as above, so that Groth’s theorem applied to the
pullback square on the left below gives us an isomorphism as in the right-hand square:

FI �
�

��

��

∫ I F

P

��
id��

{I} � � �� I,

Ho
(
sSets

∫ I
F )

Ho ResF I

��

LP! �� Ho
(
sSetsI

)
Ho evI

��

Ho
(
sSetsF I)

hocolimF I

��

∼=
��

Ho
(
sSets

)
.

With this, Ho evI ◦ LP! � hocolimF I X|F I and the claim follows. �
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6. Bounded Diagrams

As seen at the end of the previous section, when calculating homotopy colimits, we can always
assume our indexing category to be of the form

(∫
Δ K

)op for some simplicial set K because,
for an arbitrary indexing category I, we can always precompose a diagram indexed by I with
the source functor S : N(I)op =

(∫
Δ N(I)

)op → I, which is homotopy final.
In contrast to this, the target functor T : N(I)→ I is only final but not necessarily

homotopy final, which is sometimes very inconvenient since a category of simplices
∫

Δ K is
often much better behaved than its dual with respect to homotopy colimits. For example,
homotopy colimits over

∫
Δ Δ[n] are very easy to calculate since the indexing category has

a terminal object, while the dual case is more complicated. Also, as seen in (2.20), if K is
∂-non-singular (e.g. a simplicial complex) and K :=

∫
Δ K, the inclusion

K∗ ↪→ K

of the non-degenerate simplices has a left adjoint. In particular, it is homotopy final and it
suffices to consider the much smaller (and easier to understand) category K∗ for the calcu-
lation of homotopy colimits. Unfortunately, when taking duals, the inclusion (K∗)op ↪→ Kop

now has a right adjoint instead of a left one.
In this section, we are going to consider bounded diagrams indexed by a dual category

of simplices Kop. In contrast to this, [15] develops the theory of bounded diagrams indexed
by a category of simplices (rather than its dual) and shows how it can be used to construct
homotopy colimits in a general model category (and even a bit more general). More precisely,
it is shown in op. cit., that for every simplicial set K with K :=

∫
Δ K, and every model

category M, the full subcategory

Funb(K,M) ⊆MK

of bounded diagrams has a (projective) model structure with pointwise weak equivalences
and fibrations. With this, colimK : Funb(K,M)→M is left Quillen and thus has a total left
derived functor Lb colim (which is generally not the same as hocolim for MK). Since, for
every indexing category I, the target functor T : N(I)→ I is final, the composite

MI T ∗−−→ Funb(N(I),M
) colim−−−→M

is just colimI and they go on to show that Lb colim ◦Ho T ∗ is hocolimI (i.e. the total left
derived functor of colimI). So in a sense, the target functor is homotopy final for bounded
diagrams. Let us now return to the dual situation.

(6.1) Definition. For K a simplicial set with K :=
∫

Δ K, a diagram X : Kop → sSets is
bounded iff every surjection σ : k · σ → k in K is mapped to an isomorphism Xσ : Xk

∼= Xk·σ.

(6.2) Remark. Using the Eilenberg-Zilber lemma, one can show [15, Proposition 10.3]
that every bounded diagram is weakly equivalent to a strongly bounded one, meaning that it
maps surjections to identities. However, we will not need this result here.

(6.3) Example. If K = Δ[n], then the unique non-degenerate simplex ιn ∈ Δ[n]n is
initial in Δ[n]op (where Δ[n] :=

∫
Δ Δ[n]) and so, every diagram X : Δ[n]op → sSets comes

with a transformation form the constant diagram Xιn ⇒ X, which is the identity at ιn. Now,
if n = 0 (where Δ[0] = Δ) and X is bounded, then (by definition), this is a natural weak
equivalence and we conclude that

Xιn
∼= Δ[0]×Xιn � hocolim

Δ[0]op
Xιn � hocolim

Δ[0]op
X for X bounded.
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(6.4) Proposition. For K a simplicial set with K :=
∫

Δ K, a diagram X : Kop → sSets
is bounded iff it sends all Eilenberg-Zilber maps ηk : k → k↓ with k ∈ K to isomorphisms.

Proof. The direction “⇒” is obvious (the Eilenberg-Zilber maps are surjections) and for the
converse, we just note that if σ : k ·σ → k is a surjection, then ηk ◦σ = ηk·σ by the uniqueness
of the Eilenberg-Zilber map. �

Now, for K a simplicial set and K :=
∫

Δ K, we write K∗ for the full subcategory
of non-degenerate simplices and I : K∗ ↪→ K for the inclusion. Recall from (2.20) that if K
is ∂-non-singular (e.g. a simplicial complex), the Eilenberg-Zilber maps ηk : k → k↓ form the
unit of an adjunction

K∗
� � I ��

K
E

��
� � (K∗)op

� � Iop
��

Kop.
Eop
�� �

In this situation, the above proposition can be interpreted as follows.

(6.5) Corollary. With the same notation as above, if K is ∂-non-singular, then a diagram
X : Kop → sSets is bounded iff the counit Xη : XIopEop ⇒ X is an isomorphism. �

(6.6) Corollary. Still with the same notation as above, if K is a ∂-non-singular simplicial
set and X : Kop → sSets bounded, then the comparison map

hocolim
(K∗)op

X → hocolim
Kop

X

is a weak equivalence.

Proof. Since Eop : Kop → (K∗)op has a left adjoint, it is homotopy final and thus

hocolim
Kop

X ∼= hocolim
Kop

(Eop)∗(X ◦ Iop) � hocolim
(K∗)op

X.
�

For our explicit model |X|K of the homotopy colimit of a diagram X : Kop → sSets,
we can even be more specific and obtain a stronger result, which will come in handy later on.

(6.7) Proposition. Still with the above notation, if K is a ∂-non-singular simplicial set
and X : Kop → sSets bounded, then the comparison map

|X|K∗ =
∫ k∗∈K∗

Δ[dim k∗]×Xk∗ →
∫ k∈K

Δ[dim k]×Xk = |X|K
is an isomorphism.

Proof. The two adjunctions above induce adjunctions of precomposition functors

sSetsK∗
I∗

��

sSetsK,
E∗

�� � sSets(K∗)op
(Iop)∗

��

sSetsKop

(Eop)∗
��
�

and therefore

I∗ ∼= E∗, E! ∼= I∗, Iop
!
∼= (Eop)∗, Eop

∗ ∼= (Iop)∗.
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Using that (Eop)∗(X ◦ Iop) ∼= X (by boundedness), the claim is just a formal calculation
using the coend formula for left Kan extensions:

|X|K ∼= |Iop
! (X ◦ Iop)|

K
=
∫ k

Δ[dim k]×
(∫ k∗

K(k, k∗) ·Xk∗

)

∼=
∫ k∗ ∫ k

Δ[dim k]× (K(k, k∗) ·Xk∗
) ∼= ∫ k∗ ∫ k(

Δ[dim k] ·K(k, k∗)
)×Xk∗

(∗)∼=
∫ k∗ ∫ k(

Δ[dim k] ·K∗(Ek, k∗)
)×Xk∗ ∼=

∫ k∗

(E!Δ[dim−])k∗ ×Xk∗

∼=
∫ k∗

(I∗Δ[dim−])k∗ ×Xk∗ =
∫ k∗

Δ[dim k∗]×Xk∗ = |X|K∗ ,

where, for (∗), we used that Ek = k↓ and that every morphism k → k∗ with k∗ non-degenerate
factors uniquely through k↓ (for which one needs K to be ∂-non-singular). �

(6.8) Remark. One might think that bounded diagrams X : Kop → sSets are exactly
the ones obtained by left Kan extension along the inclusion Iop : (K∗)op ↪→ Kop. In general,
this is not true [15, Example 10.10]! However, it is true if K is ∂-non-singular.

7. Mather’s Cube Theorems

In its original formulation [41] (for topological spaces rather than simplicial sets), Mather’s
cube theorems are concerned with cubical diagrams of spaces

A ��

88

��

C

��

88

B ��

��

D

��

A′ ��

33

C ′

88

B′ �� D′ .

A concise version of Mather’s cube theorem is the following statement. The direction “⇒” is
usually called the first cube theorem, while “⇐” is the second cube theorem.

(7.1) Theorem. (Mather’s Cube Theorems) Consider a cubical diagram of spaces
as above with the left and back face homotopy pullbacks and the bottom face a homotopy
pushout. Then the top face is a homotopy pushout iff the front and right face are homotopy
pullbacks.

Mather’s original proof for topological spaces was quite involved, using explicit cal-
culations of homotopy pullbacks and pushouts. When working in simplicial sets instead, we
can even prove more general statements without getting our hands too dirty. Let’s first prove
the second cube theorem as it is the easier one of the two. The following property is usually
referred to as universality of homotopy colimits but more often than not, we will also refer
to this as Mather’s (second) cube theorem.

(7.2) Theorem. (Mather’s Second Cube Theorem) In sSets, homotopy pullbacks
preserve homotopy colimits. More precisely, pulling back along a Kan fibration f : K → L

−×L K : sSets ↓ L→ sSets ↓K

preserves homotopy colimits (where the two comma categories inherit a model structure
from sSets and so [homotopy] colimits in them are calculated in sSets).
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Proof. Being a presheaf category, sSets is locally cartesian closed, meaning that pulling back
along f has a right adjoint

∏
f and in particular, − ×L K preserves colimits. Moreover,

since monomorphisms are stable under base change, − ×L K preserves cofibrations and be-
cause sSets is right proper (and f a fibration), it is a homotopy functor. In particular,
−×L K is left Quillen. By preservation of colimits, we obtain, for every indexing category I,
a commuting square of functors (up to a canonical isomorphism)

(sSets ↓ L)I colim ��

(−×LK)∗
��

sSets ↓ L

−×LK

��

(sSets ↓K)I
colim

�� sSets ↓K .

Equipping the diagram categories with the projective model structures, this is a commuting
square of left Quillen functors, the only non-trivial case being (− ×L K)∗, where one just
observes that its right adjoint (

∏
f )∗ preserves (acyclic) fibrations because those are point-

wise. Since left Quillen functors compose (the left derived functor of their composite is the
composite of the derived functors), the claim follows from the square’s commutativity. �

(7.3) Corollary. If K is a Kan complex, then the trivial bundle functor

−×K : sSets→ sSets ↓K

preserves homotopy colimits.

Proof. Just take f : K → ∗ in the above theorem. �

(7.4) Remark. The fibrancy of f is necessary since in general, − ×L K is not left
Quillen (just take f to be the inclusion Δ[0] ↪→ S1 = Δ[1]/∂Δ[1] and consider the diagram
Δ[0] ↪→ Δ[1] over S1). Of course, we can always fibrantly replace an arbitrary f : K → L
but this involves replacing K as well, so that we land in a different slice category. However,
as long as one is only interested in the homotopy type of some space obtained by taking a
homotopy pullback of a homotopy colimit, this is irrelevant.

As one particular example of this theorem, we obtain a special case of Puppe’s
theorem [43], which tells us that taking homotopy colimits commutes with taking homotopy
fibres over a fixed base space. Note, however, that if τ : X ⇒ Y is a natural transformation
of diagrams, it is wrong in general that hFib hocolim τ � hocolim hFib τ .

(7.5) Corollary. (Special Puppe Theorem) Given a diagram X : I → sSets and
τ : X ⇒ K a transformation to a constant diagram (i.e. X is a diagram in sSets ↓ K)
then

hFibk

(
hocolim τ : hocolim X → K

) � hocolim(hFibk τ)

for every base-point k of K (where hFibk τ is the diagram I 
→ hFibk(τI : XI → K)).

Proof. Just take f : PK → K in the theorem to be the standard path space fibration. �

(7.6) Corollary. Given a space D and a commutative diagram

A ��

��

B

��

C �� D

then
hFibd

(
hocolim(B ← A→ C)→ D

) �
hocolim

(
hFibd(B → D)← hFibd(A→ D)→ hFibd(C → D)

)
.
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Proof. In the previous corollary, take I = {• ← • → •} and K = D. �

The full Puppe theorem is a generalisation of Mather’s first cube theorem and says
that given two diagrams X, Y : I→ sSets together with a natural transformation τ : X ⇒ Y
such that for every i : I → J in I the square

XI
τI ��

Xi

��

YI

Yi

��

XJ τJ

�� YJ

is a homotopy pullback, then every square

XI
τI ��

��

YI

��

hocolimI X �� hocolimI Y

with I ∈ I is again a homotopy pullback. However, for the time being, we will only treat the
classical case I = {• ← • → •} from Mather’s original theorem.

(7.7) Proposition. (Mather’s First Cube Theorem) Given a cubical diagram

A ��

88

��

C

��

88

B ��

��

D

��

A′ ��

33

C ′

88

B′ �� D′

in sSets with the top and bottom faces (homotopy) pushouts and the left and back faces
(homotopy) pullbacks, the front and right faces are (homotopy) pullbacks, too.

Proof. We can cofibrantly replace B′ ← A′ → C ′, and also replace all of A → A′, B → B′,
C → C ′ by fibrations. With this, we can assume that the back and left face are strict
pullbacks, which preserve cofibrations, and that the bottom and top faces are strict pushouts
all of whose maps are monic. Since pullbacks in sSets are calculated dimensionwise, the
claim follows from the lemma below. �

(7.8) Lemma. Given a cubical diagram of sets

A � � ��
� �

88

α
��

C

γ

��

� �

88

B � � ��

β

��

D

δ
��

A′ � � ��
� 	

33

C ′
� 	

88

B′ � � �� D′

with the top and bottom faces being pushouts and the left and back faces being pullbacks,
the front and right faces are pullbacks, too.
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Proof. We identify

D ∼= A + (B \A) + (C \A) and D′ ∼= A′ + (B′ \A′) + (C ′ \A′)

with the maps B, C → D and B′, C ′ → D′ then being the obvious inclusions, while δ : D → D′

is induced by α = β|A = γ|A, β and γ. With this

B′ ×D′ D =
{
(b′, d) ∈ B′ ×D

∣∣ b′ = δd
}

∼= {
(a′, a) ∈ A′ ×A

∣∣ a′ = αa
}

+
{
(b′, b) ∈ (B′ \A′)× (B \A)

∣∣ b′ = βb
}

∼= {
(b′, b) ∈ B′ ×B

∣∣ b′ = βb
} ∼= B.

Similarly for C ′ ×D′ D ∼= C. �

8. Some Explicit Formulae

Having the coend formula (4.12) for homotopy colimits allows us to do explicit calculations
with homotopy colimits on the point-set level. While we generally try to avoid these (our credo
being that we should only use them in homotopical calculations), they sometimes provide
quick shortcuts (one might even say “hacks”) that allow us to sidestep the technicalities of
derived functors.

In this section, using Mather’s second cube theorem, we are going to show several
such explicit formulae, which we will need later on. We have taken all of these (with the
exception of the compatibility with telescopes) from [10], where they are stated without
proof, which is why we do them here. All of these proofs are purely formal (if a bit tedious)
and involve no homotopy theory whatsoever.

The first formula, in some sense says that if f : L → K is a map of simplicial sets
and X : Kop → sSets, then hocolimLop f∗X is the (strict!) pullback of hocolimKop X → K
along f . Of course, this statement is non-sensical because the homotopy colimit is only
defined up to homotopy and we need to pick explicit models.

(8.1) Proposition. Given a map of simplicial sets f : L→ K and X : Kop → sSets then
the following is a (strict!) pullback square:

|f∗X|L ��

��

|X|K

��

L
f

�� K.

The downwards arrows are the obvious projections and the top arrow the comparison map
induced by the standard inclusions

Δ[dim l]×Xf(l) = Δ[dim f(l)]×Xf(l)
inf(l)−−−→

∫ k

Δ[dim k]×Xk = |X|K .

Proof. The claim can be verified dimensionwise and we fix a dimension m for that. Now
by Mather’s second cube theorem for strict colimits (a.k.a. the universality of colimits), the
pullback of a coend along f : L→ K is just the coend over the pullback of the corresponding
diagram. In our case, if k ∈ K, we form the pullbacks

Pk ×Xk

��

�� Pk
��

��

L

f

��

Δ[dim k]×Xk
�� Δ[dim k] �� K,
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where, explicitly Pk,m =
{
(l, ξ) ∈ Lm ×Δ

(
[m], [dim k]

) ∣∣ f(l) = k · ξ}. The map Pk·ϕ → Pk

induced by some ϕ : k · ϕ → k in K is just (l, ξ) 
→ (l, ϕ ◦ ξ). With this, the universality of
colimits tells us that L×K |X|K ∼=

∫ k Pk ×Xk and we only need to establish an isomorphism
with |f∗X|L =

∫ l Δ[dim l]×Xf(l).
Going one way, for l ∈ L, we map (ξ, x) ∈ Δ[dim l]m×Xf(l),m (i.e. ξ : [m]→ [dim l])

to f(l) ∈ K and (l · ξ, ξ, x) ∈ Pf(l),m×Xf(l),m (and then compose with the standard inclusion
into the coend).

Conversely, given k ∈ K, we map (l, ξ, x) ∈ Pk,m ×Xk,m (i.e. ξ : [m] → [dim k] and
f(l) = k · ξ; in particular, dim l = m) to l ∈ L and (ιm, x · ξ) ∈ Δ[dim l]m ×Xf(l),m, where
ιm = id[m] and x · ξ is the image of x ∈ Xk,m under Xξ : Xk → Xk·ξ = Xf(l) (and then
compose with the standard inclusion into the coend). More concisely, we have defined

[l, ξ, x] 
→ [
f(l), l · ξ, ξ, x

]
and [k, l, ξ, x] 
→ [l, ιm, x · ξ].

That these two maps are mutually inverse to each other (when passing to the coends) is easily
verified. Taking [l, ξ, x] and chasing it through both maps, we get [l · ξ, ιm, x · ξ] and the map
ξ : l · ξ → l in L induces

Δ[dim l]×Xf(l) Δ[m]×Xf(l)
ξ∗×id
��

id×ξ∗
�� Δ[m]×Xf(l)·ξ

(ξ, x) (ιm, x)��� � �� (ιm, x · ξ),

so that the two triples are equivalent in the coend. Similarly, if we chase some [k, l, ξ, x]
through the two maps, we obtain

[
f(l), l, ιm, x · ξ]. Noting that f(l) = k · ξ by definition

of Pk, the map ξ : k · ξ → k in K yields

Pk ×Xk Pf(l) ×Xk
ξ∗×id
��

id×ξ∗
�� Pf(l) ×Xf(l)

(l, ξ, x) (l, ιm, x)��� � �� (l, ιm, x · ξ)

and the two triples are again equivalent in the coend. �

As an immediate first corollary, we can just use the pullback lemma to generalise
the proposition to arbitrary transformations of diagrams.

(8.2) Corollary. Given a map of simplicial sets f : L→ K and a natural transformation
τ : X ⇒ Y of diagrams X, Y : Kop → sSets, then the maps induced by this transformation
together with the comparison maps form a (strict!) pullback square:

|f∗X|L ��

τ∗
��

|X|K
τ∗
��

|f∗Y |L f
�� |Y |K .

Proof. Combine the last result for X and Y with the pullback lemma. �

(8.3) Remark. One might try to make the two previous statement independent of an
explicit choice of model for the homotopy colimit by conjecturing that the squares are actually
homotopy pullbacks. This is not true in general. However, in the case of the proposition, it
is true if X is a diagram of weak equivalences and for the corollary, if τ is a transformation
by homotopy pullbacks. This is exactly the content of (the key lemma to prove) Quillen’s
Theorem B and Puppe’s theorem, respectively.
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Of course, if the map f is actually a Kan fibration, the square from the proposition
is a homotopy pullback and so, in that case, hocolimLop f∗X = L ×R

K hocolimKop X. Using
the fact (4.25) that it suffices to check homotopy finality for sSets, this leads to the following
observation, which we will not need but is still noteworthy.

(8.4) Corollary. If p : E � B is an acyclic Kan fibration, then the induced functor
between opposite categories of simplices p : Eop → Bop is homotopy final. �

As another corollary, we obtain that our explicit model for the homotopy colimit
(given by the coend formula) preserves cofibrations (i.e. monomorphisms) between the index-
ing spaces.

(8.5) Corollary. If i : L ↪→ K is a monomorphism of simplicial sets and X : Kop → sSets,
then the induced map

|i∗X|L → |X|K
is again a monomorphism.

Proof. Monomorphisms are stable under base changes. �

For our second explicit formula, we take a pushout P := colim(L ← K → M) of
simplicial sets. Any category of elements functor (and in particular taking the category of
simplices)

∫
I : SetsI → Cat ↓ I (I an arbitrary indexing category) preserves colimits because

it is left adjoint to C 
→ FunI(I ↓ −,C). In particular,

Pop = colim (Lop ← Kop →Mop)

is the pushout of the corresponding categories of simplices. As shown in (2.4.8), the Gro-
thendieck construction

G :=
∫ {a←b→c}

(Lop ← Kop →Mop)

comes with a final functor G → Pop and using Thomason’s theorem (for strict colimits), it
follows for every diagram X : Pop → sSets (or any other codomain category), that

colim
Pop

X ∼= colim
(

colim
Lop

X ← colim
Kop

X → colim
Mop

X

)
(with the obvious abuse of notation). Using Mather’s second cube theorem allows us to derive
a similar statement for our explicit model of homotopy colimits from the already proven first
formula.

(8.6) Proposition. Every pushout square of simplicial sets as on the left below and every
diagram X : Lop → sSets give rise to a (strict!) pushout square as on the right:

K ��

��

h

��

L

f
��

M g
�� P

�

|h∗X|K ��

��

|f∗X|L

��

|g∗X|M �� |X|P .
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Proof. We form the cubical diagram

|h∗X|K ��

11

��

|f∗X|L

��

""

|g∗X|M ��

��

|X|P

��

K ��

99

L

11
M �� P

(where all the downwards arrows are the canonical projections). The claim now follows from
(8.1) in connection with Mather’s second cube theorem (7.2). �

As a corollary of the proposition, we get that our explicit (and hence any) homotopy
colimit functor preserves “homotopy pushouts for the indexing space”. Of course, again, just
stated like this, this claim is again non-sensical since hocolimKop is not invariant under weak
equivalences of the indexing space K.

(8.7) Corollary. Every pushout square of simplicial sets as on the left with K � L
monic and every X : Lop → sSets give rise to a homotopy pushout square as on the right:

K �� ��

��

h

��

L

f
��

M g
�� P

�

hocolim
Kop

h∗X ��

��

hocolim
Lop

f∗X

��

hocolim
Mop

g∗X �� hocolim
Pop

X.

Proof. Picking our usual explicit models for the homotopy colimit, this follows from the last
proposition and the fact (8.5) that |−|K preserves monomorphisms in the indexing space. �

So now that we have checked the compatibility of our explicit homotopy colimits with
homotopy pushouts in the indexing space, the next step is obviously to check the compatibility
with telescopes. For an arbitrary homotopy colimit functor, given a telescope (i.e. a transfinite
sequence indexed by some regular cardinal κ) of spaces

K0 � K1 � . . . � Kα � . . . � K,

since taking the category of simplices preserves colimits, we obtain a transfinite sequence of
categories

K
op
0 � K

op
1 � . . . � Kop

α � . . . � Kop.

Now, since the Grothendieck construction for a telescope is actually homotopy final in the col-
imit by (2.4.9), we can use Thomason’s theorem to conclude that for every X : Kop → sSets

hocolim
K

X � hocolim
α<κ

hocolim
K

op
α

X.

Using our explicit model, we can prove more.

(8.8) Proposition. Let K : I → sSets be filtered, L := colimI KI and λI : KI → L the
colimiting cocone. For every X : Lop → sSets and writing XI := λ∗

IX : Kop
I → sSets, the

comparison maps |XI |KI
→ |X|L induce an isomorphism

colim
I∈I
|XI |KI

∼= |X|L .
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Proof. By (8.1) above, we have a pullback of diagrams in sSetsI

I 
→
|XI |KI

��

��

|X|L

��

KI
�� L

(where |X|L and L are constant). Since in sSets, pullbacks commute with filtered colimits
(i.e. colimI : sSetsI → sSets preserves pullbacks), the claim follows. �

(8.9) Corollary. Let J : I→ Cat be filtered, K := colimI JI and λI : JI → K the colim-
iting cocone. For every X : K→ sSets and writing XI := λ∗

IX : JI → sSets, the comparison
maps hocolimJI

XI → hocolimK X induce a weak equivalence

hocolim
I∈I

hocolim
JI

XI � hocolim
K

X.

Proof. We can reduce the situation to indexing spaces by precomposing with the source
functors N(JI)op → JI . For this, we need to note that the nerve functor N : Cat → sSets
preserves filtered colimits (which are calculated pointwise in sSets) because

N(colimI JI)m = Cat
(
[m], colimI JI

) ∼= colim
I

Cat
(
[m], JI

)
,

using that [m] is finitely presentable (even finite). Since the category of simplices pre-
serves all colimits (

∫
Δ− : sSets → Cat ↓Δ is left adjoint to C 
→ FunΔ

(∫
Δ Δ[−],C

)
), as

does taking opposites (the 1-functor −op : Cat → Cat is an involution), it follows that
N(K)op ∼= colimI N(JI)op. Finally, the claim follows from the above proposition, using the
fact (5.2.7) that filtered colimits in sSets are actually homotopy colimits. �

As our final result of this section, we are going to show a “local triviality” result for
our construction of homotopy colimits, assuming the diagram in question is bounded. For
this, let us make a small observation that lots of pushout squares in Sets (whence sSets) are
also pullbacks.

This is probably well-known among category theorists but we stumbled on it during
our own studies and, upon checking, weren’t able to find it in the usual references [38; 5]

(8.10) Lemma. Given a square of sets

A �� i ��

f
��

B

g

��

C ��
j

�� D

with i : A � B and j : C � D monic, the following are equivalent:

(a) the square is a pushout;

(b) the square is a pullback (i.e. A = g−1(C)) and the map B \A ∼= D \C induced by g
is bijective.

(c) g−1(C) ⊆ A and the map B \A→ D \ C induced by g is bijective;

Since limits, colimits and monicity in sSets are determined pointwise, the same is true for
simplicial sets (or any presheaf category).
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Proof. We identify A and C with their images in B and D, respectively, and view i and j as
the corresponding inclusions. By the explicit construction of pushouts and pullbacks in Sets,
the square’s pushout is just C + (B \A), while its pullback is g−1(C).
Ad “(a) ⇒ (b)”: The square being a pushout means that we can identify C + (B \ A) ∼= D
with g : B → D becoming the inclusion on B \ A and g : A → C ↪→ D on A. With this,
obviously g−1(C) = A and B \A ∼= D \ C.
Ad “(b) ⇒ (c)”: Trivial.
Ad “(c) ⇒ (a)”: For the square to be a pushout, the obvious map

[j, g] : C + (B \A)→ D

needs to be an isomorphism. Since the map is already injective on C, this is equivalent to g
inducing a bijection B \A ∼= D \C. In particular, we must have g−1(C) ⊆ A for such a map
to be well-defined. �

As a second observation, given a bounded diagram X : Δ[n]op → sSets, let us
investigate the difference between |X|Δ[n]

∼= |X|Δ[n]∗ and |X|∂Δ[n]
∼= |X|∂Δ[n]∗ .

(8.11) Lemma. Given X : Δ[n]op → sSets bounded, then |X|∂Δ[n] ⊆ |X|Δ[n] by (8.5)
and the dimensionwise complement is

|X|Δ[n] \ |X|∂Δ[n]
∼= |X|Δ[n]∗ \ |X|∂Δ[n]∗

∼= Δ[n]− ×Xιn ,

where Δ[n]− := Δ[n] \ ∂Δ[n] consists of all surjections into [n].

Proof. By boundedness of X, we can use (6.7) to replace Δ[n] and ∂Δ[n] by their respective
full subcategories Δ[n]∗, ∂Δ[n]∗ of non-degenerate simplices. But then, the only object
of Δ[n]∗ that is not already in ∂Δ[n]∗ is the unique non-degenerate simplex ιn := id[n] in
dimension n, so that every element of |X|Δ[n]∗ \ |X|∂Δ[n]∗ is represented by some [ιn, ξ, x]
with ξ ∈ Δ[n] and x ∈ Xιn .

Since ιn is terminal in Δ[n]∗ and there are no morphisms ιn → δ for δ a proper
injection into [n], the only generating equivalences for the coend |X|Δ[n]∗ involving such
representatives [ιn, ξ, x] are of the form

[ιn, δ ◦ ξ, x] = [δ, ξ, x · δ] for δ : [m] � [n] an arbitrary injection and ξ ∈ Δ[m].

To wit, such a generating equivalence originates from the span

Δ[n]×Xιn

δ∗×id←−−− Δ[m]×Xιn

id×δ∗−−−→ Δ[m]×Xδ.

It follows that an element represented by [ιn, ξ, x] lies in the complement of |X|∂Δ[n]∗ iff ξ
does not factor through a proper injection, meaning that it is surjective. Moreover, no two
such elements are equivalent in the coend |X|Δ[n]∗ and the claim follows. �

(8.12) Proposition. Every pushout square of simplicial sets, as on the left below and
every bounded diagram X : Kop → sSets give rise to (strict!) pushouts as on the right

∂Δ[n] ��

��

��

L
��

��

Δ[n] �� K

�

∂Δ[n]×Xιn

∼= ��

��

��

|Xιn |∂Δ[n]
��

��

��

|X|∂Δ[n]
��

��

��

|X|L
��

��

Δ[n]×Xιn ∼=
�� |Xιn |Δ[n]

�� |X|Δ[n]
�� |X|K ,

where ιn the unique non-degenerate simplex in Δ[n]n and |Xιn |Δ[n] → |X|Δ[n] is induced by
the transformation from the constant diagram Xιn ⇒ X (using that ιn is initial in Δ[n]op).
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Proof. Again, using the boundedness of X, we can replace Δ[n] and ∂Δ[n] by their respective
full subcategories Δ[n]∗, ∂Δ[n]∗ of non-degenerate simplices by (6.7). We have already seen
in proposition (8.6) that the square on the right in the diagram is a pushout and we just need
to check that the same is true for the central one. By (8.2), this central square is a pullback
and so, using the first lemma (8.10) above, we just need to check that the map

f : |Xιn |Δ[n]∗ → |X|Δ[n]∗ , [δ, ξ, x] 
→ [δ, ξ, x · δ]

induced by the transformation Xιn ⇒ X yields a bijection of dimensionwise complements

|Xιn |Δ[n]∗ \ |Xιn |∂Δ[n]∗
∼= |X|Δ[n]∗ \ |X|∂Δ[n]∗ .

This then follows from the second lemma (8.11) because both sides are Δ[n]− ×Xιn . �

9. Fibre Decomposition

A map of simplicial sets f : A → B is a weak equivalence iff all its homotopy fibres are
contractible. When left Bousfield localising at a set of maps M , one might ask if the same
is true in LM sSets. This certainly does not follow from general abstract nonsense because
otherwise (by duality), a map of simplicial sets would also be a weak equivalence iff all its
homotopy cofibres are contractible, which is not true.

The tool needed to obtain the sought for characterisation of weak equivalences is
that of fibrewise localisation. All that follows is inspired by material taken from [26], [10]
and [14] though our presentation and methods are slightly different.

(9.1) Definition. Given a map f : E → B of simplicial sets and with B :=
∫

Δ B, we
define a diagram Ff : B→ sSets by the pullback diagrams

Ff (b) ��

��

E

f

��

Δ[dim b]
b

�� B

(with the morphism function being defined by the universal property of a pullback).

(9.2) Remark. In some of the above references, the diagram Ff is precomposed with the
source functor S : N(B)op → B (where N(B) :=

∫
Δ N(B)), yielding a (bounded) diagram

df := Ff ◦ S : N(B)op → sSets.

It is explicitly given by df(ϕ•; b) := Ff (b · ϕn . . . ϕ1),

df
(
(ϕ2, . . . , ϕn; b) δ0−→ (ϕ1, . . . , ϕn; b)

)
:= Ff (b · ϕn . . . ϕ1)

Ff ϕ1−−−→ Ff (b · ϕn . . . ϕ2)

and df(δi) = id, df(σj) = id for all i �= 0 and all j. The reason for this is that in said sources,
the homotopy colimit over an arbitrary indexing category I is defined via first passing to
a diagram indexed by N(I)op (where N(I) :=

∫
Δ N(I)) and then using the explicit coend

formula (4.12). However, as long as we only use abstract properties of the homotopy colimit,
there is really no need for that since the source functor S is homotopy final (4.22).
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The essential property of the functor Ff from the above definition is that the induced
map hocolimB Ff → colimB Ff

∼= E is a weak equivalence in a compatible way, meaning that
the homotopy colimit of the transformation Ff ⇒ ∗ is weakly equivalent to f : E → B itself.
For the base B a simplicial complex, this was already done by Dror Farjoin in [26] but without
the model categorical lingo and we give our interpretation of his proof below. We also provide
an alternative one for a general base, which is inspired by the one in [14] but working directly
with the projective model structure instead of passing through bounded diagrams.

Recall that if B is a simplicial set with category of simplices B :=
∫

Δ B then, for
every diagram X : Bop → M (with M any simplicial model category), and using the coend
formula (4.12) to define homotopy colimits, we have a natural morphism

hocolim
Bop

X =
∫ b∈B

Δ[dim b]�Xb →
∫ b∈B

∗ �Xb = colim
Bop

X

(which is just the unit of the total left derived functor). For a general indexing category I,
we use the (homotopy final) source functor S : N(I)op → I, where N(I) :=

∫
Δ N(I), to de-

fine hocolimI and can use this definition to define a natural morphism hocolimI X → colimI X
for an X : I→M via

hocolim
N(I)op

X ◦ S �� colim
N(I)op

X ◦ S

∼=
��

hocolim
I

X �� colim
I

X,

where the morphism between strict colimits is induced by S (and is an isomorphism be-
cause S is final). Alternatively, this can be done using the projective model structure on the
corresponding diagram categories and these definitions would be compatible. To wit, any
functor F : I→ J between indexing categories yields a precomposition functor F ∗ : MJ →MI

and the universal property of colimits gives us a natural transformation

colim
I
◦F ∗ ⇒ colim

J
.

Taking total left derived functors, we obtain transformations

hocolim
I

◦Ho F ∗ ⇒ L(colim
I
◦F ∗)⇒ hocolim

J
,

where the first one is induced by the units of the derived functors. Since the natural morphism
into the strict colimit is nothing but the unit, we get that for every X, the square

hocolim
I

X ◦ F ��

��

colim
I

X ◦ F

��

hocolim
J

X �� colim
J

X

commutes up to homotopy (no matter how the derived functors are constructed).
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(9.3) Theorem. (Fibre Decomposition) For every map f : E → B of simplicial sets
and B :=

∫
Δ B, the cocones

(
Ff (b) → E

)
b
,
(
Δ[dim b] → B

)
b
, together with the natural

transformation
(
Ff (b)→ Δ[dim b]

)
b

induce a commutative diagram

hocolim
b∈B

Ff (b) ∼ ��

��

colim
b∈B

Ff (b)
∼= ��

��

E

f

��

hocolim
b∈B

Δ[dim b] ∼ �� colim
b∈B

Δ[dim b] ∼=
�� B,

where the weak equivalences are the units of the derived functor hocolim.

Proof. Since sSets is locally cartesian closed, the functor E ×B − : sSets ↓ B → sSets ↓ E
given by pulling back along f has a right adjoint and thus preserves colimits, yielding

colim
b∈B

Ff (x) = colim
b∈B

(
E ×B Δ[dim b]

)
∼= E ×B colim

b∈B
Δ[dim b] ∼= E ×B B ∼= E.

Note that the bottom weak equivalence in the diagram is a special case of the top weak
equivalence, where f = idB and so it suffices to show that the map at the top is a weak
equivalence for every f , which we state as a lemma. �

(9.4) Lemma. In the above situation, the unit map

hocolim
b∈B

Ff (b)→ colim
b∈B

Ff (b) ∼= E

is a weak equivalence.

We give two proofs for this lemma. The first one is our interpretation of the original
proof [26], due to Dror Farjoun and assumes the base to be a simplicial complex (or more
generally a non-singular simplicial set (2.8)). Since we imposed no additional conditions on
the map f , one can always replace it by one with such a base. Our second proof works for a
general base B. In the following proof, we will freely use the properties (2.14) of non-singular
simplicial sets on several occasions.

Proof. (Dror Farjoun) We assume B to be non-singular, so that the inclusion B∗ ↪→ B of the
full subcategory of non-degenerate simplices is homotopy final by (2.22). That is to say, we
have a commutative square

hocolim
b∈B∗ Ff (b) ��

∼
��

colim
b∈B∗ Ff (b)

∼=
��

hocolim
b∈B

Ff (b) �� colim
b∈B

Ff (b)

and it suffices to show that the map at the top is a weak equivalence.
For this, we are going to show that the diagram Ff : B∗ → sSets is projectively

cofibrant by applying the criterion (3.8) using free degeneracies. Fixing (n, b) ∈ B∗ and a
dimension m, a quick consideration leads one to “define” the non-degenerate parts

Nm(n, b) ⊆ Ff (n, b)m = {(ϕ, e) | ϕ : [m]→ [n], e ∈ Em, f(e) = b · ϕ}
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to consist of all (ϕ, e) with ϕ injective. For such an injective ϕ, it then follows that e must
be non-degenerate since b is non-degenerate and B is non-singular. Note that these Nm

are actually subpresheaves since the morphisms in B∗ are all injections (see (2.5)). More
generally, if σ : [m] � [k] is surjective, the image Nσ(n, b) of Nk(n, b) under the induced map
σ∗ : Ff (n, b)k → Ff (n, b)m is

Nk(n, b) ∼= Nσ(n, b) ↪→ Ff (n, b)m, (δ, e) 
→ (δ ◦ σ, e · σ).

All these images (with σ ranging over all surjections our of [m]) form a partition by Eilenberg-
Zilber. Finally, to be able to apply (3.8), we need to check that the discrete simplicial
presheaves Nm : B∗ → Sets ↪→ sSets are projectively cofibrant.

This is easy since B∗ is a poset by (2.15) and there is a bijective correspondence
between injections δ : [m] ↪→ [n] and non-degenerate m-simplices a such that a � b; namely,
via δ 
→ b · δ (which is well-defined because boundaries of non-degenerates in B are non-
degenerate by non-singularity). Consequently,

Nm(n, b) ∼=
∐

a∈Bm
non-deg.

∐
e∈f−1(a)

B∗((m, a), (n, b)
)
,

meaning that Nm
∼= ∐

a,e B
∗((m, a),−) is a coproduct of representables, which are projec-

tively cofibrant. �

In the above proof, B being non-singular was essential and for a general simplicial
set B, we cannot show projective cofibrancy of the diagram in question.

Proof. By the standard skeletal filtration of a simplicial set B, it suffices to check that the
class C of all spaces B for which the lemma is true contains all Δ[n] and is closed under
coproducts, homotopy pushouts and telescopes. The claim clearly holds for B = Δ[n] since∫

Δ Δ[n] has a terminal element (n, id) and the closure of C under coproducts is trivial.
Now, if B = colim(Ba ← Bb � Bc) with Ba, Bb, Bc ∈ C and Bb � Bc monic, we

pull back f : E → B along the universal maps ik : Bk → B, yielding maps fk : Ek → Bk and
by the pullback lemma Ffk

∼= i∗
kFf is just the restriction of Ff to Bk ⊆ B.

Next, we use that any category of elements functor (and in particular taking the
category of simplices)

∫
I : SetsI → Cat ↓ I (I an arbitrary indexing category) preserves

colimits because it is left adjoint to C 
→ FunI(I ↓ −,C). In particular,

B = colim(Ba ← Bb → Bc)

is the pushout of the corresponding categories of simplices. Taking a projectively cofibrant
replacement F c

f of Ff : B→ sSets, we need to show that

hocolim
B

Ff = colim
B

F c
f → colim

B
Ff

is a weak equivalence. But we have written B as a colimit of categories and, as shown in
(2.4.8), instead of taking this colimit of categories as our indexing category, we can just as
well take the Grothendieck construction

B′ :=
∫ {a←b→c}

(Ba ← Bb → Bc), which comes with a final functor B′ → B.
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Using Thomason’s theorem (for strict colimits), we now need to show that the map between
pushouts induced by

colim
Ba

F c
f

��

colim
Bb

F c
f

�� ��

��

colim
Bc

F c
f

��

colim
Ba

Ff colim
Bb

Ff
�� �� colim

Bc

Ff

is a weak equivalence. By point (a) in the lemma below, all the restrictions of F c
f to the Bk

are cofibrant and hence the downward arrows are all weak equivalences by our assumption
that Bk ∈ C. So, it suffices to show that the two pushouts are actually homotopy pushouts.
For this, we note that the top map colimBb

F c
f → colimBc F c

f is monic by point (b) of the
lemma below and that the bottom map colimBb

Ff → colimBc Ff is (isomorphic to) Eb → Ec,
which, by the pullback lemma, is the pullback of Bb � Bc along Ec → Bc and hence monic,
too.

Finally, the case of a telescope B ∼= colim(B0 ↪→ B1 ↪→ . . .) is analogous, using that
filtered colimits in sSets are actually homotopy colimits (5.2.7). �

(9.5) Lemma. Every map f : E → B of simplicial sets induces a functor f : E → B

between the corresponding categories of simplices, yielding a precomposition functor

f∗ : MB →ME

for M any cofibrantly generated model category.

(a) The precomposition functor f∗ is both left and right Quillen with respect to the
projective model structures.

(b) If X : B→ M is cofibrant in the projective model structure, then the induced map
colimE f∗X → colimB X is a cofibration.

Proof. Ad (a): Every precomposition functor between projective model structures on diagram
categories is right Quillen. To see that f∗ is also left Quillen, we look at its right adjoint f∗,
which is right Kan extension along f . Explicitly,

(f∗X)(n,b) = lim
(
(n, b) ↓ f → E

X−→M
)

,

where b ∈ Bn, X : E → M and (n, b) ↓ f → E is the standard projection. But note that
in (n, b) ↓ f , the full subcategory of all

(
(n, e), id

)
with with e ∈ f−1(b) ⊆ En is ini-

tial and discrete. Discreteness is clear because if we have e, e′ ∈ f−1(b) together with
ϕ : (n, e) → (n′, e′) such that ϕ ◦ id = id then ϕ = id. As for it being initial, given any
e ∈ Em and ξ : (n, b) → (

m, f(e)
)
, we must have b = f(e) · ξ = f(e · ξ), meaning that

ξ :
(
(n, e · ξ), id

) → (
(m, e), ξ

)
is a morphism in (n, b) ↓ f . Moreover, if there is any other

e′ ∈ f−1(b) together with a morphism ϕ :
(
(n, e′), id

) → (
(m, e), ξ

)
such that ϕ ◦ id = ξ, it

immediately follows that ϕ = ξ. All in all, the right Kan extension is explicitly given by

(f∗X)(n,b) = lim
(
(n, b) ↓ f → E

X−→M
)

=
∏

e∈f−1(b)
Xe.

Since (acyclic) fibrations in M are closed under products, it follows that f∗ is right Quillen
since (acyclic) fibrations in the projective model structure are pointwise.
Ad (b): Let’s define the collage (or cograph) of f to be the Grothendieck construction
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Coll f :=
∫ [1](E → B) on f , viewed as a functor [1] → Cat. This not only comes with

a standard projection Q : Coll f → [1] (as always) but also with a target functor

T : Coll f → B, (0, e) 
→ f(e), (1, b) 
→ b, ϕ 
→ ϕ

(note that this is well-defined on morphisms because an arrow ϕ : (0, e) → (1, b) is just an
arrow ϕ : f(e) → b in B). One easily verifies that the induced map colimE f∗X → colimB X
for a diagram X : B→M is obtained as the image of X under the composite

MB T ∗−−→MColl f Q!−→M[1].

Since cofibrant objects in M[1] (with respect to the projective model structure) are just
cofibrations in M with cofibrant domains and Q! is clearly left Quillen, it suffices to check
that T ∗ is left Quillen, too. This proof is analogous to the one in (a) above and one finds

(T∗X)b = lim
(
b ↓ T → Coll f

X−→M
)

=
∏

e∈f−1b

X(0,e),

which is right Quillen with respect to the projective model structure. �

(9.6) Remark. The author thinks that in the proof of point (b), the fact that T ∗ is left
Quillen should be reducible to (a) by showing that Coll f is the category of simplices of the
mapping cylinder of f but a direct verification seems easier.

As a corollary to the above fibre decomposition theorem (or rather the bottom row
in the diagram from said theorem), we obtain the following classical result for free.

(9.7) Corollary. If K ∈ sSets and K :=
∫

Δ K, then hocolimK ∗ � K and K � N(K).

Proof. The first claim is just hocolimK ∗ ∼←− hocolimx∈K Δ[dim x] ∼−→ K. For the second
claim, we let N(K) :=

∫
Δ N(K) and consider the source functor N(K)op → K, which is

homotopy final (4.22). With this

N(K)
(4.13)� hocolim

N(K)op
∗ � hocolim

K
∗ � K.

�





Chapter 8

CLOSED CLASSES

1. Sets of Spaces

In our study of closed classes and their relation to homotopy excision, we shall often work
with sets of spaces (i.e. sets of simplicial sets). For example, if M is any set of spaces,
we will consider the closed class C(M) generated by M (see (2.5)). Classically, C(M) was
only defined for M a single space, which is not really a restriction since one can show that
C(M) = C(∨A∈M A

)
. However, this approach of just wedging the spaces together has several

drawbacks.
First of all, all spaces in M must be required to be non-empty. This seems like

an unproblematic restriction but can become a real nuisance. For example, if f : A → B is
any map of simplicial sets, we will often have to consider (the closed class generated by) the
collection of all homotopy fibres, even in contexts where there might be empty ones.

(1.1) Notation. There is usually no risk of confusion between a set of spaces and a single
space and, for a space A, we will routinely write C(A) instead of C({A}). However, there is
one notable exception. We will have to clearly distinguish between the empty simplicial set,
which we denote by S−1, and the empty collection of spaces because

C(S−1) = C({S−1}) is the collection of all spaces,

while

C(∅) is the collection of all contractible spaces.

For this reason, when working with closed classes, the empty simplicial set is always denoted
by S−1 and ∅ will always refer to the empty set of spaces.

Another drawback of always replacing a set of spaces by its wedge is that some
homotopical constructions that we might want to apply to every single space (such as loop
spaces) will not commute with wedges.

As already indicated above, a natural point at which we need to switch from single
spaces to sets of spaces is when considering homotopy fibres. For any map of spaces f : E → B
and b ∈ B, we write

hFibb(f) := holim
(
∗ b−→ B

f←− E

)
for the homotopy fibre of f at b. If the base-point is clear from the context (or somehow
induced), we sometimes just write hFib∗(f) instead. As long as B is connected, the homotopy
type of this does not depend on the base-point and we allow ourselves to write hFib(f) in
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that situation. More generally, if we really want to consider all possible (homotopy types of)
homotopy fibres, we define

hFib(f) := {hFibb(f) | b ∈ B} (really b ∈ B0),

where, again, it is enough to take one point b for every component of B. Consequently, as
long as B is connected,

hFib(f) � {hFib(f)
}

(and we routinely identify this singleton with hFib(f)), where two sets of spaces M , N are
said to be (weakly) equivalent (and we write M � N) iff every X ∈ M is weakly equivalent
to some Y ∈ N and vice-versa.

(1.2) Convention. Whenever we write hFib(f) for some map f , it is implied that hFib(f)
is weakly equivalent to a singleton (e.g. if the codomain is connected).

(1.3) Example. Obviously hFib(f) = ∅ iff f is the identity S−1 → S−1.

(1.4) Warning. Given a homotopy pullback square

P
f

��

��

A

p

��

B g
�� C

one often says that f and g have “the same homotopy fibre” and it is tempting to conclude
that hFib(f) � hFib(g). But of course, we only have hFiba(f) � hFibp(a)(f) for every a ∈ A
and so, to conclude hFib(f) � hFib(g), we need that π0(p) : π0(A)→ π0(C) is surjective.

Finally, we will often perform homotopical constructions (that are defined for spaces)
on sets of spaces and it is always understood that these should be performed elementwise.
For example, given a set of spaces M , its suspension is just ΣM := {ΣA | A ∈M}. Similarly
given two sets of spaces M , N , their join is M ∗N := {A ∗B | A ∈M, B ∈ N}.

2. Characterisation of Closed Classes

In this section, we quickly recall the definition of a closed class as well as equivalent formu-
lations, which are often cited but seldom proved in full detail.

(2.1) Definition. A class C �= ∅ of non-empty simplicial sets is closed iff it is closed
under pointed homotopy colimits. That is to say, if X : I → sSets∗ is any pointed diagram
of simplicial sets with XI ∈ C for all I ∈ I and a simplicial set Y � hocolimI X is a homotopy
colimit of X then Y ∈ C. In particular, C is required to be closed under weak equivalences.
For convenience, if C contains S−1, we define that C is closed iff it is the class of all simplicial
sets.

(2.2) Example.

(a) Connectivity is expressible in terms of closed classes. To wit, for n ∈ N∪ {−2,−1},
the closed class C(Sn) is the class of all n-connected spaces [26].
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(b) If n ∈ N>1 and p any prime then C(M(Z/pZ, n)
)

consists of all (n − 1)-connected
spaces A such that πn(A) is generated by elements of order p and every πk(A) with
k > n is a p-group [6].

(c) Letting M be the set of all countable simplicial sets A with H̃(A;Z) = 0, the closed
class C(M) consists of all spaces X �= ∅ such that H̃(X;Z) = 0 [26].

Owing to the explicit formula for the calculation of homotopy colimits, obtained in
section 7.4, it suffices to check the closedness of a class of simplicial sets under certain pointed
homotopy colimits. More explicitly, combining (7.4.22) with (7.4.17), we have the following
characterisation of a closed class.

(2.3) Proposition. A class C �= ∅ of non-empty simplicial sets is closed iff it is closed
under weak equivalences, wedges and geometric realisations of bisimplicial sets. �

As always for geometric realisations, we have a skeletal filtration, where each suc-
cesive skeletion is obtained from the previous one by a homotopy pushout (since one of the
morphisms in the defining span is monic). We could have alternatively done this directly for
the Reedy structure on a category of simplices [46].

(2.4) Proposition. A class C �= ∅ of non-empty simplicial sets is closed iff it is closed
under weak equivalences, wedges, homotopy pushouts and telescopes (meaning that for a
diagram X : ω → sSets, having Xn ∈ C for every n implies colimω X ∈ C). �

(2.5) Definition. Given any set M of simplicial sets, we write C(M) for the smallest
closed class containing it and the elements of C(M) are called M -cellular .

(2.6) Observation. While not every closed class C needs to be of the form C(M), still

C =
⋃

A∈C
C(A) for every closed class C.

We will mainly be concerned with the closed classes C̄(A) that are also closed under
extensions by fibrations and in section 5, we will see how they are characterised by left
Bousfield localisations. As it turns out [33, Theorems 5.1.5 & 5.1.6], a similar characterisation
is possible for the closed classes C(M). One can show, that if all spaces in M are non-
empty then, the class C(M) coincides with the class of cofibrant objects in a right Bousfield
localisation RM sSets∗ of sSets∗.

(2.7) Notation. If C is a closed class and I any indexing category, we write X : I → C
for a diagram X : I → sSets such that XI ∈ C for every I ∈ I. However, hocolimI X still
needs to be understood as the homotopy colimit of X in sSets (and not the full subcategory
corresponding to C).

3. Properties of Closed Classes

In this section, we are going to collect some often-used elementary results about properties of
closed classes. This is purely for convenience, so that we don’t have to give references every
time we use them later on.

(3.1) Observation. We have Δ[0] ∈ C for every closed class C since this is the empty
pointed homotopy colimit.
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(3.2) Proposition. Every closed class C is closed under homotopy retracts; i.e. given
K ∈ C and i : A→ K, r : K → A such that r ◦ i is weak equivalence then A ∈ C.

Proof. Because sSets is an ℵ0-combinatorial model category, filtered colimits are even ho-
motopy colimits by (5.2.7). In particular

hocolim
(
K

ir−→ K
ir−→ . . .

)
� colim

(
K

ir−→ K
ir−→ . . .

) ∼= colim
(
A

ri−→ A
ri−→ . . .

)
.

But this colimit is weakly equivalent to A because each πn preserves filtered colimits and ri
is a weak equivalence. �

For our next statement, we recall that for every simplicial set K (with category of
simplices K) and every pointed diagram X : Kop → sSets∗, the unpointed homotopy col-
imit hocolim X and the pointed homotopy colimit hocolim∗ X fit into a cofibration sequence

K → hocolim
Kop

X → hocolim
Kop ∗X

as seen in (7.4.14). Combining this with the fact that for I any indexing category, the source
functor S : N(I)op → I is homotopy final, we get a cofibration sequence

N(I) � hocolim
I

∗ → hocolim
I

X → hocolim
I

∗X

and in particular, if I is contractible, the pointed and unpointed homotopy colimit are weakly
equivalent. With this, the following proposition follows. One is now tempted to say that
closed classes are closed under (unpointed) homotopy colimits indexed by contractible cate-
gories. However, in the above cofibre sequence, the diagram X still needs to be pointed.

One of the insights of Chachólski in [10] is that one can in fact remove the restriction
of the diagram needing to be pointed. Since, in op. cit. all spaces are assumed to be connected,
we sketch the proof of this fact to make sure that one can do away with this restriction. For
this, given a closed class C we define

D(C) :=
{

K ∈ sSets
∣∣∣∣ hocolim

Kop
X ∈ C for all X : Kop → C

}
.

Before sketching the necessary steps (with the proofs taken directly from op cit.), recall that
for n ∈ N and k ∈ {0, . . . , n}, the kth horn Λk[n] ⊆ Δ[n] is the simplicial subset generated by
all δi : [n− 1] ↪→ [n] except i = k. More explicitly,

Λk[n]m = {ϕ : [m]→ [n] | Im ϕ �= [n] and Im ϕ �= [n] \ {k}} .

(3.3) Lemma. For every closed class C:

(a) Δ[n] ∈ D(C) for all n ∈ N;

(b) D(C) is closed under homotopy pushouts: Given simplicial sets L ←↩ K → M
in D(C) with K ↪→ L monic then also colim(L←↩ K →M) ∈ D(C);

(c) Λk[n] ∈ D(C) for all n ∈ N, k ∈ {0, . . . , n};

(d) if f : K → L is a weak equivalence and K ∈ D(C) then also L ∈ D(C).
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Proof. The case where C consists of all simplicial sets is trivial and so, we assume ∅ /∈ C.
Ad (a): The category of simplices Δ[n] :=

∫
Δ Δ[n] has a terminal object, namely (n, id[n]).

Consequently, Δ[n]op has an initial object and every diagram X : Δ[n]op → C can be pointed.
Ad (b): Follows directly from (7.8.7).
Ad (c): The horn Λk[n] is just the boundary ∂Δ[n] with its kth face removed. Consequently,
walking around the vertex k opposite to the removed face, Λk[n] can be obtained by succes-
sively gluing n-many faces ∼= Δ[n− 1] together along a common subface ∼= Δ[n− 2], yielding
a simplicial set X and finally identifying two subfaces ∼= Δ[n− 2] (from the first and the last
face attached), which is just taking a colimit of the form

Λk[n] ∼= colim
(
Δ[n− 2]← Δ[n− 2] ∨Δ[n− 2] ↪→ X

)
.

The claim now follows from (a) and (b).
Ad (d): If the map f is even an acyclic Kan fibration, the claim follows from (7.8.1) and the
fact that acyclic Kan fibrations are stable under pullback. Otherwise, we use the small object
argument (i.e. cellular approximation) with respect to the generating acyclic cofibrations{
Λk[n] ↪→ Δ[n]

}
n,k

to factor f into an acyclic cofibration i : K ↪→M , followed by an acyclic
Kan fibration p : M � L. By construction i is a transfinite composition

K = K0 ↪→ K1 ↪→ . . . ↪→ Kα ↪→ . . . ↪→ Kκ =: M

for some regular cardinal κ and every Kα+1 is a pushout of the form Δ[n] ←↩ Λk[n] → Kα

(so that Kα ∈ D(C) implies Kα+1 ∈ D(C) by the previous points). Now, either using (7.8.8)
or the fact (2.4.9) that the Grothendieck construction for a telescope is actually homotopy
final in the colimit in connection with Thomason’s theorem, we conclude that

hocolim
K

op
β

X � hocolim
α<β

hocolim
K

op
α

X

for every X : Mop → sSets and every limit ordinal β � κ (and in particular for Kκ = M).
Since K = K0 ∈ D(C) and we have already treated the successor case, it follows that
M ∈ D(C) since C is closed under telescopes. Finally, L ∈ D(C) by our initial comment in
the proof of this point. �

(3.4) Proposition. If C is a closed class, I a contractible indexing category and X : I→ C
then hocolimI X ∈ C.

Proof. We can assume that I = Kop is the dual category of simplices of a simplicial set K
since the source functor N(I)op → I is homotopy final. Now any base point inclusion ∗ → K
is a weak equivalence and the claim follows from point (d) of the lemma. �

(3.5) Remark. In the original paper [10], Chachólski goes quite a bit further and in
fact shows that D(C) ⊆ C is itself a closed class, closed under extensions by fibrations (see
(5.1) below). He also derives that this is another characterisation of closed classes. To wit,
a collection of spaces C is a closed class iff it is closed under unpointed homotopy colimits
indexed by contractible categories.

(3.6) Corollary. If K is a simplicial set with category of simplices K, C is a closed class
and X : Kop → C then, for every vertex k ∈ K

hFibk

(
hocolim

Kop
X → K

)
∈ C
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(where the map is the canonical one induced by X ⇒ ∗). More generally, if I is any indexing
category and X : I→ C then, for every I ∈ I

hFibI

(
hocolim

I
X → hocolim

I
∗ �−→ hocolim

N(I)op
∗ � N(I)

)
∈ C.

Proof. We replace k : Δ[0]→ K by a fibration p : PK � K and use (7.8.1), by which

hFibk

(
hocolim

Kop
X → K

)
� PK ×K hocolim

Kop
X � hocolim

(PK)op
p∗X,

which is a homotopy colimit of a diagram in C, indexed by a contractible category. �

4. Dror Farjoun’s Theorem

A central result to bootstrap the entire calculus of cellular inequalities is Dror Farjoun’s
theorem. In its simplest form [26, Proposition 1.D.2] it reads as in (4.1). Even though, we
are only going to introduce M -equivalences and periodisations in a later section, we feel like
it fits better at this place and we are going to state a more general form for closed classes
due to Chachólski later in the section.

This result can be understood as a generalisation of (3.6), which considers the ho-
motopy fibres of maps hocolimKop X → hocolimKop ∗ � K, induced by X ⇒ ∗. What Dror
Farjoun’s theorem does now is to replace the terminal diagram ∗ by an arbitrary one.

(4.1) Theorem. Let M be any set of spaces and ϕ : E ⇒ B a natural transformation of
diagrams E, B : I→ sSets. If every ϕI : EI → BI with I ∈ I is an M -equivalence then so is
ϕ∗ : hocolimI E → hocolimI B.

Proof. Being an M -equivalence means being a weak equivalence in LM sSets and since the
identity functor id : sSets→ LM sSets is left Quillen, it preserves homotopy colimits. Now, a
weak equivalence ϕ between diagrams in LM sSets is obviously mapped to a weak equivalence
in LM sSets. �

Combining this with the fact (6.3) that M -equivalences are exactly those maps
whose homotopy fibres are killed by M , we get the following version of this theorem.

(4.2) Corollary. Let M be any set of spaces and ϕ : E ⇒ B a natural transformation of
diagrams E, B : I→ sSets. If hFib(ϕI) > M for all I ∈ I then also

hFib
(

hocolim
I

E
ϕ∗−→ hocolim

I
B

)
> M.

�

Next, we are going to repeat Chachólski’s proof of the generalised Dror Farjoun
theorem. The reason for this is that, in the original paper [10], all spaces were assumed to be
connected, which is an unnecessary restriction that be need to remove for later purposes.

(4.3) Lemma. Given a closed class C and a natural transformation τ : X ⇒ Y of diagrams
X, Y : I→ C, together with a map f : hocolimI X → A having A ∈ C, then also

hocolim
(

hocolim
I

Y
τ∗←− hocolim

I
X

f−→ A

)
∈ C.
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Proof. By Thomason’s theorem, the homotopy pushout from the claim can be obtained as a
single homotopy colimit over the Grothendieck construction of

{a← b→ c} → Cat, (a← b→ c) 
→
(
I

Id←− I→ ∗
)

and by (3.4), it suffices to check that the resulting indexing category is contractible. But this
is simple because the inclusion∫ {b→c}

(I→ ∗) ↪→
∫ {a←b→c}

(I← I→ ∗)

has a right adjoint being the identity on {b}×I and
{
(c, ∗)}, while mapping an (a, I) ∈ {a}×I

to (b, I). In particular, the (nerves of the) two categories are weakly equivalence and the left-
hand one has a terminal object. �

Combining this lemma with the fibre decomposition (7.9.3), we obtain the following
geometric version of the lemma.

(4.4) Theorem. (Bundle Theorem) Let C be a closed class, f : E → E′ a morphism
of spaces over a fixed base B and g : E → K:

K E
g

��
f

��

p
��

E′

p′
��

B .

If K ∈ C and hFib(p), hFib(p′) ⊆ C, then also hocolim(K g←− E
f−→ E′) ∈ C.

Proof. We by fibrant replacement, we can assume that p and p′ are Kan fibrations. To
wit, we first factor p′ as an acyclic cofibration, followed by a fibration p′ : E′ ∼

�→ Ē′ � B.
Next, we factor E → E′ → Ē′ into an acyclic cofibration, followed by a fibration, yielding
E

∼
�→ Ē � Ē′. And finally, we replace K fibrantly by K

∼
�→ K̄ and choose a lift as in the

following diagram (which exists because K̄ is fibrant)

K
��

∼
��

E
��

∼
��

g
��

f
�� E′
��

∼
��

K̄ Ē�� �� ��

�� ��

Ē′

����

B .

Now the homotopy pushouts of the two rows agree and we can indeed assume that p and p′

are Kan fibrations. With this, the diagrams Fp, Fp′ : Bop → sSets of the fibre decomposition
(7.9.3) consist, respectively, of the homotopy fibres of p and p′ and the map f lifts to a
morphism of diagrams Fp ⇒ Fp′ , so that the diagram from the theorem becomes

K hocolim
Bop

Fp
��

∼
��

�� hocolim
Bop

Fp′

∼
��

K E
g

��
f

��

p
��

E′

p′
33

B .

The claim now follows directly from the previous lemma. �
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The bundle theorem has all kinds of special cases and consequences, which we use
all the time. The following list of immediate corollaries is taken directly from [10].

(4.5) Corollary. Let C be closed class.

(a) If p′ : E′ → B is a map of simplicial sets that has a section s : B → E′ and such that
K ∈ C as well as hFib(p′) ⊆ C, then

hocolim
(
K

g←− B
s−→ E′) ∈ C for every map g : B → K.

(b) Given two spaces p : E → B, p′ : E′ → B over a fixed base B and a morphism
f : E → E′ of spaces over B, if hFib(p), hFib(p′) ⊆ C and E ∈ C then also E′ ∈ C.

(c) Closed classes are closed under split extensions: If p : E → B is a map of simplicial
sets with a section, hFib(p) ⊆ C and B ∈ C, then also E ∈ C.

(d) Closed classes contain base spaces: If p : E → B is a map of simplicial sets such
that hFib(p) ⊆ C and E ∈ C then also B ∈ C.

(e) If p : E → B is a map of simplicial sets with B connected and hFib(p), ΩB ∈ C,
then also E ∈ C.

Proof. Ad (a): Take E := B, p := idB and f := s in the theorem.
Ad (b): Take K := E and g := idE in the theorem.
Ad (c): Follows from (a) for K := B and g := idB.
Ad (d): Follows from (b) for E′ := B, p′ := idB and f := p.
Ad (e): Apply (d) to the fibre sequence ΩB → hFib(p)→ E. Note that the connectivity of B
is necessary for this statement to be useful because if B is not connected, b ∈ B and p hits
some other connected component, then some homotopy fibres of hFibb(p) → E are empty
and we would need C to be trivial. �

When looking at the details of the fibre decomposition, one might be tempted to
think that one could replace the homotopy fibres in the above theorem and all of its corollaries
by strict fibres and one would be half-right! However, the corresponding result would not
be very useful, since, first off, in the strict case, we not only need to consider fibres but all
possible pullbacks along b : Δ[n] → B (not necessarily n = 0). Also, since we need to take
all “fibres” into account, as soon as our maps are not surjective, the closed class C must be
trivial since at least one fibre is going to be empty.

More importantly, having the strict pullbacks in a closed class is actually a stronger
condition than having the homotopy fibres in it, as the following observation shows.

(4.6) Proposition. Given a closed class C and a map f : E → B of simplicial sets, if

Ff (b) := lim
(

E
f−→ B

b←− Δ[dim b]
)
∈ C

for every simplex b ∈ B then also hFib(f) ⊆ C.

Proof. By the fibre decomposition theorem (7.9.3), the map f is weakly equivalent to the
canonical projection hocolimBop Ff → B and by hypothesis, Ff is a diagram in C. The claim
now follows from (3.6). �
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As so often, following [10], we are going to prove Dror Farjoun’s theorem by induction
over the indexing space, to reduce it to the cases of homotopy pushouts and telescopes. For
this, let us state the homotopy pushout case as a lemma.

(4.7) Lemma. Consider a closed class C together with a commutative diagram of simpli-
cial sets as on the left with its right square a pullback, i, j cofibrations

E1

p1
��

E2
g

�� ��
j

��

p2
��

E3

p3
��

B1 B2
f

�� ��
i

�� B3

and pushouts
E

p

��

B.

If hFib(p1), hFib(p2), hFib(p3) ⊆ C, then also hFib(p : E → B) ⊆ C.

Proof. By fibrant replacement, we can assume that all the pk are Kan fibrations and by (4.6)
above, it suffices to check that

Fp(b) := lim
(
E

p−→ B
b←− Δ[dim b]

)
∈ C

for every simplex b ∈ B = colim(B1 ← B2 → B3). Fixing such a simplex b ∈ B, it lies in the
image of B1 or B3. In the case of B1, we note that by (7.8.10) together with the pullback
hypothesis from the claim, the square

E1 �� ��

p1
����

E

p

��

B1 �� �� B

is a pullback and so (since b : Δ[dim b] → B factors through B1) Fp(b) � hFibb(p1) ∈ C.
The other case, where b lies in the image of B3 is a little more complicated. For the sake of
simplicity, we rename b : Δ[dim b] → B3 to h : A → B3 (in fact, the following construction
works for an arbitrary such map) and form pullbacks

K

��

�� �� A

h
��

B2 �� �� B3,

F3

��

�� E3

p3
����

A
h

�� B3,

F2

��

�� E2

p2
����

K �� B2,

F1

��

�� E1

p1
����

K �� B2
f

�� B1.

Explicitly, making the usual identifications of subobjects with their images, we can identify

K ∼= h−1(B2), F3 ∼= {(a, e3) ∈ A× E3 | h(a) = p3(e3)}

F2 ∼=
{

(a, e2) ∈ h−1(B2)× E2
∣∣∣ h(a) = p2(e2)

}
,

F1 ∼=
{

(a, e1) ∈ h−1(B2)× E1
∣∣∣ (f ◦ h)(a) = p1(e1)

}
.

Now, since, by definition, E ∼= (E1 + E3)/
(
g(e2) ∼ e2

)
and writing [b2] for the image of some

b2 ∈ B2 in the pushout B, the pullback

lim
(
E

p−→ B
h←− A

) ∼= {
(e, a) ∈ E ×A

∣∣ [h(a)
]

= p(e)
}
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is isomorphic to the pushout

colim(F1 ← F2 � F3) ∼= F1 + F3(
a, g(e2)

) ∼ (a, e1)
.

In our case, where h : A → B3 is b : Δ[dim b] → B3, we note that F3 � hFibb(p3) ∈ C and
that hFib(Fk → K) ⊆ hFib(pk) for k ∈ {1, 2}. Consequently, the diagram F1 ← F2 → F3
satisfies the hypotheses of the Bundle Theorem and we conclude that its colimit (which is a
homotopy colimit since F2 � F3 is a cofibration) Fp(b) lies in C as well. �

With this lemma, we can finally prove Chachólski’s generalisation of Dror Farjoun’s
theorem. By abuse of language, we will also refer to this generalisation as “Dror Farjoun’s
theorem”.

(4.8) Theorem. (Dror Farjoun) Let C be a closed class and ϕ : E ⇒ B a natural
transformation of diagrams E, B : I → sSets. If hFib(ϕI : EI → BI) ⊆ C for every I ∈ I

then also

hFib
(

hocolim
I

E
ϕ∗−→ hocolim

I
B

)
⊆ C.

Proof. As always, by precomposing with the homotopy final source functor S : N(I)op → I,
we can assume that I = Kop, where K =

∫
Δ K for some simplicial set K and that E, B are

bounded. By skeletal decomposition, it suffices to check that the class of all spaces K for
which the claim holds contains Δ[0] and is closed under coproducts, attaching n-simplices and
telescopes. The case K = Δ[0] follows easily from (7.6.3) and the closure under coproducts
is trivial.

Now, assume that K = colim(L ← ∂Δ[n] ↪→ Δ[n]) is obtained from a space L
for which the claim holds by attaching an n-simplex. Using our explicit model |−|K for the
homotopy colimit and writing ιn ∈ Δ[n]n for the unique non-degenerate simplex, our explicit
formula (7.8.12) tells us that we have

|E|K
ϕ∗

��

∼= colim
(
|E|L

ϕ∗
��

∂Δ[n]× Eιn
�� ����

ϕ∗

��

Δ[n]× Eιn

)
ϕ∗

��

|B|K ∼= colim
(
|B|L ∂Δ[n]×Bιn

�� �� �� Δ[n]×Bιn

)
.

By our assumption for L and the hypotheses from the claim, the three homotopy fibres of
the morphism between spans lie in C and hence, by the lemma above, so do the homotopy
fibres of the map between pushouts.

Finally, for telescopes, if K = colimα<κ Kα for some transfinite sequence (Kα)α<κ

with κ a regular cardinal and the claim true for every Kα, then, by (7.8.8), the map
|E|K → |B|K can be obtained as the colimit

|E|K

��

∼= colimκ

(
|E|K0

��

�� |E|K1

��

�� . . .
)

|B|K ∼= colimκ

(
|B|K0

�� |X|K1
�� . . .

)
(where Kα :=

∫
Δ Kα). Again, we can assume every |E|Kα

→ |B|Kα
to be a fibration, which

won’t change the homotopy type of the (filtered!) colimits since, by (5.2.7), these are actually
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homotopy colimits. Now, since Δ[0] is finitely presentable, every vertex b : Δ[0] → |B|K
factors through some |B|Kα

and we get a sequence of cospans

β 
→
(
Δ[0] b−→ |B|Kβ

← |E|Kβ

)
.

Taking pullbacks and using that finite limits in sSets commute with filtered colimits, we find

hFibb

(|E|K → |B|K) � colim
α�β<κ

hFibb

(|E|Kβ
→ |B|Kβ

)
,

which lies in C by hypothesis and the closure of C under telescopes. �

One very important corollary of Dror Farjoun’s theorem, which we are going to use
time and again is the following theorem due to Chachólski.

(4.9) Theorem. (Chachólski) Given a closed class C and a homotopy pushout square

A
f

��

i
��

B

j
��

C g
�� D,

if hFib(f) ⊆ C, then also hFib(g) ⊆ C.

Proof. We can express g as an induced map between homotopy pushouts

C

g

��

� hocolim
(
C

id
��

A
id ��i��

id
��

A
)

i
��

D � hocolim
(
C A

i
��

f
�� B
)

and the claim follows immediately from Dror Farjoun’s theorem. �

5. Closed Classes and Fibrations

(5.1) Definition. We say that a closed class C is closed under (extensions by) fibrations
iff for every fibre sequence F → E → B (with respect to an arbitrary base-point in B),
having F , B ∈ C implies E ∈ C. With this, given any set of simplicial set M , we write C̄(M)
for the smallest closed class that contains M and is closed under extensions by fibrations.
This is called the Bousfield class of M and its elements are called the M -acyclic spaces.

(5.2) Remark. It may seem strange that we only require F ∈ C for a single homotopy
fibre in the above definition. However, since we also require B ∈ C, the above definition is
actually equivalent to the condition that for every f : E → B, if B ∈ C and hFib(f) ⊆ C,
then also E ∈ C. Indeed, if B is connected or B = S−1 the two conditions are obviously
equivalent. If B �= S−1 is not connected, then C contains at least all non-empty spaces since
B ∈ C, so that the case E �= S−1 is trivial. Finally, if E = S−1 then F = S−1 for every
homotopy fibre F of E → B and so, if F ∈ C, then also E ∈ C.
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(5.3) Definition. Given any set M of simplicial sets, we can form the left Bousfield
localisation LM sSets := LSsSets at the set S := {A ↪→ CA | A ∈M} (where every CA is
contractible) and write PM : sSets → sSets for a fibrant replacement functor in LM sSets
(an explicit construction is given in section 6.5). This functor is called M -nullification or
M -periodisation.

(5.4) Example. If M is any set of simplicial sets then the class C of all simplicial sets that
become contractible after passing to the left Bousfield localisation LM sSets is a closed class,
closed under fibrations. Indeed, the identity functor sSets → LM sSets is left Quillen and
hence preserves homotopy colimits. But a pointed homotopy colimit of contractible objects
is contractible, so that C is closed. Finally, if F → E → B is a fibre sequence (in sSets)
with F , B ∈ C, we use that the identity functor the other way LM sSets → sSets is right
Quillen, and in particular preserves homotopy fibres. But then, F is also the homotopy fibre
of E → B in LM sSets and since B is contractible there, this means that E and F are weakly
equivalent (i.e. S-locally) and in particular, E is contractible in LM sSets.

The characterisation (5.6) of Bousfield classes below can be found in [10, Corollary
17.3] though there, it is only stated for M being a singleton and the proof involves A-cellular
approximation functors CWA, which ours does not. To prove it, we need a small lemma,
where we, unfortunately, need to look more closely at the construction of the periodisation
functor PM done in 6.5.

Explicitly, the functor PM is obtained by the small object argument with respect to
a set Sf of maps, which is a union of three sets:

(a) the original set S = {A � CA | A ∈M};

(b) a set of generating acyclic cofibrations for sSets, such as
{

Λk[n] � Δ[n]
∣∣∣ n, k

}
;

(c) the set of pushout products{
Δ[n]×A +∂Δ[n]×A ∂Δ[n]× CA � Δ[n]× CA

∣∣∣ A ∈M, n ∈ N
}

.

What is important for us is that we understand the homotopy type of the pushout products
in the last set. In fact, it is just ΣnA→ ∗ as shown in (6.1.13).

Finally, for an ordinal α, we write PM,α : sSets → sSets for the αth stage in the
construction of PM . That is to say, it is Sf -cellular approximation of length α, with the
functor PM itself being PM,κ for a sufficiently large regular cardinal κ.

(5.5) Lemma. For every set M of simplicial sets and every B ∈ sSets

(a) hFib
(
PM,α(B)→ PM,α+1(B)

) ⊆ C(M) for all α;

(b) hFib
(
B → PM,α(B)

) ⊆ C̄(M) for all α.

Proof. Ad (a): The successor PM,α+1(B) is defined as the pushout

∐
s,f

As
[f ]s,f

��

���s,f s
��

PM,α(B)
��

��∐
s,f

Bs
�� PM,α+1(B) ,
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where s : As → Bs ranges over all elements of Sf and, for a fixed such s, f ranges over all
morphisms As → PM,α(B). By Chachólski’s theorem then

hFib
(
PM,α(B)→ PM,α+1(B)

)� ⋃
s∈Sf

hFib(s).

But the homotopy fibres of morphisms in Sf are either some A ∈ M (for A � CA) or
contractible (for the generating acyclic cofibrations) or some ΣnA with A ∈ M (for the
pushout products). Since all of these lie in C(M), the claim follows.
Ad (b): The case α = 0 is trivial. In the successor case, we form the the fibre sequence
associated to the composable pair of maps

B
f−→ PM,α(B) g−→ PM,α+1(B),

which, together with point (a), shows that hFibg(x)
(
B → PM,α+1(B)

)
for every base point

x ∈ PM,α(B). If there is a base point y ∈ PM,α+1(B), whose component is not hit by g, then
hFib

(
PM,α(B)→ PM,α+1(B)

)
contains S−1 and hence C(M) is the class of all spaces by (a),

making the claim trivial.
Finally, for α a limit ordinal, we use that in sSets filtered colimits are homotopy

colimits and commute with homotopy fibres. More explicitly, we can again assume that
all components of PM,α(B) are hit because ∗ ∈ sSets is finitely presentable and so, every
∗ → PM,α(B) factors through some PM,β(B) with β < α. Hence, if not all components
of PM,α(B) are hit then this is already the case for some PM,β(B) with β < α and it follows
from the inductive hypothesis that C̄(M) is the class of all spaces.

Now, the strict fibre of the composite B → PM,α(B) above a base point coming
from B is given by the pullback of colimits

colim
β<α

B −→ colim
β<α

PM,α(B)←− colim
β<α

∗,

where the two outer diagrams are constant. By right properness of sSets, it suffices to replace
∗ ⇒ PM,−(B) by a pointwise fibration, to get the homotopy fibres and pullbacks commute
with filtered colimits, meaing that

hFib
(
B → PM,α(B)

) � colim
β<α

hFib
(
B → PM,β(B)

)
(still everything above a base point coming from b) and the claim follows from the inductive
hypothesis and the closure of C̄(M) under telescopes. �

(5.6) Proposition. For every set M of simplicial sets, the following classes are the same:

(a) C̄(M);

(b) the class of all simplicial sets that become contractible after passing to LM sSets;

(c) C̄′(M) := {B ∈ sSets | PM B � ∗}.

Proof. That the last two classes agree follows from (6.3.3), using that PM B is just a fibrant
replacement of B in LM sSets. Concerning the other equality, by definition, M ∈ C̄′(M),
which is a closed class, closed under fibrations (as seen in example (5.4) above), whence
C̄(M) ⊆ C̄′(M). For the reverse inclusion, we take B ∈ C̄′(M) and apply the above lemma
to PM B = PM,κ(B) for a sufficiently large regular cardinal κ, by which then

hFib(B → PM B) � hFib(B → ∗) � {B} ⊆ C̄(M). �



Section 6. Fibrewise Localisation 205

(5.7) Corollary. For every set M of simplicial sets, given a space X, any fibre F of
the M -local fibrant replacement r : X → PM X is M -acyclic (i.e. PM F � ∗ or equivalently
F ∈ C̄(M)).

Proof. By point (b) of the lemma (5.5) above, applied to a sufficiently large regular cardinal,
we get that F ∈ C̄(M), which, by the proposition, just means that PM F � ∗. �

(5.8) Remark. For a general left Bousfield localisation (with respect to any set of cofi-
brations S), the conclusion of this corollary does not hold. In fact, one can show that this is
a distinguishing property of periodisation functors! That is to say, a set S of cofibrations is
of the form S = {A � CA | A ∈M} for some set of spaces M iff RS hFib(X → RSX) � ∗
for every space X.

6. Fibrewise Localisation

A map of simplicial sets is a weak equivalence iff all its homotopy fibres are contractible and
we ask if the same is true in LSsSets for a set of maps S. For this, we are going to use the
fibre decomposition (7.9.3) to construct the so-called fibrewise localisation, which will give us
the required result.

For this entire section, we fix a set S of cofibrations of simplicial sets and a functorial
fibrant replacement functor RS for the left Bousfield localisation LSsSets. If not specified
differently, all homotopical constructions (in particular homotopy colimits and homotopy
fibres) are to be understood in sSets. Recall from (6.3.3) that a map K → L of simplicial
sets is an S-equivalence (i.e. a weak equivalence in LSsSets) iff its image under the functorial
S-local fibrant replacement RSK → RSL is a weak equivalence (in sSets). In particular,
since every weak equivalence is also an S-equivalence, it follows that RS preserves weak
equivalences.

The following construction is taken almost verbatim from Dror Farjoun’s book [26],
where it is done for more general coaugmented functors (with the same proof).

(6.1) Theorem. (Fibrewise Localisation) To every Kan fibration p : E � B, we can
functorially assign a map of spaces over B

E

p
�� ��

�� Ē

p̄
��

B

such that

(a) the map E → Ē is an S-equivalence and

(b) hFibb(p̄) � RS hFibb(p) for every base point b ∈ B.

Proof. Using the fibre decomposition (7.9.3), we have a commutative diagram

Ẽ := hocolimb∈B RSFp(b)

��

E′ := hocolimb∈B Fp(b)∼S�� ∼ ��

��

E

p

����

B′′ := hocolimb∈B RSΔ[dim b] B′ := hocolimb∈B Δ[dim b]∼�� ∼
w �� B,
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where the leftwards pointing arrows are induced by the (pointwise) S-local fibrant replacement
of the corresponding diagrams. The bottom arrow pointing to the left is a weak equivalence
because every contractible space is S-local and in particular, every Δ[n]→ RSΔ[n] is a weak
equivalence (it is an S-equivalence between S-local fibrant objects). Rather than a weak
equivalence, the top arrow pointing to the left is an S-equivalence because it is induced by
an S-equivalence of diagrams and id: sSets→ LSsSets preserves homotopy colimits (being
left Quillen).

Our next goal is to get a diagram over a constant base B, for which we first take
the homotopy pullback in the left-hand square above. Explicitly, we factor Ẽ → B′′ into
an acyclic cofibration, followed by a fibration, say Ẽ

∼
�→ Ẽ′ � B′′ and form the homotopy

pullback Ẽ′′ := colim(Ẽ′ � B′′ ← B′), which fits into the diagram

Ẽ
��

∼
��

E′∼S��

∼S

��

∼ �� E

p

����

Ẽ′

����

Ẽ′′∼��

����

B′′ B′
∼�� w

∼ �� B.

Finally, we simply take the homotopy pushout of the diagram Ẽ′′ ← E′ → E over B (Ẽ′′

is a space over B by composing Ẽ′′ � B′ with w). Explicitly, we factor E′ → Ẽ′′ into a
cofibration (which is an S-equivalence by 2-out-of-3), followed by an acyclic fibration, yielding
E′ ∼S

�−→ Ẽ′′′ ∼−� Ẽ′′. With this, we get a commutative diagram

E′ ∼ ��
��

∼S
��

E

p

::::

��

∼S
��

Ẽ′′′
∼ ��

∼
����

Ē

��

Ẽ′′ �� �� B′
∼ �� B

Since Ē → B is connected to Ẽ → B′′ by a zig-zag of weak equivalences, the two maps have the
same homotopy fibres. But since p is a fibration, Fp : B→ sSets (and hence RSFp since RS

preserves weak equivalences) is a diagram of weak equivalences. Using Quillen’s theorem B
[26, p.186], it follows that the homotopy fibre of Ẽ → B′′ above (a point corresponding to
the component of) b ∈ B is weakly equivalent to RSFp(b). �

Before proving that we can check S-equivalences by looking at their homotopy fibres,
we need a small lemma to compare homotopy fibres in LSsSets with those in sSets. For
this, let’s introduce the notation hFibS

b for the homotopy fibre in LSsSets above a point b
(while hFibb still refers to the usual one in sSets).

(6.2) Lemma. Let f : E → B be a map of simplicial sets.

(a) If E and B are S-local and fibrant, then the homotopy fibres in LSsSets and sSets
agree (i.e. they are weakly equivalent in sSets).

(b) Writing r : B → RSB for the S-local fibrant replacement and letting b ∈ B be an
arbitrary base point,

hFibS
b (f) � hFibr(b)(RSf) � RS hFibb(f).
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(c) In case where S is of the form S = {A � CA | A ∈M} for some set of spaces M
(so that RS = PM is M -periodisation), we also have

hFib(PM f) � PM hFib(f).

Proof. Ad (a): In LSsSets, we factor b : ∗ → B into an S-acyclic cofibration i : ∗ ∼S PB,
followed by a fibration p : PB → B. Since B is S-local and fibrant (i.e. fibrant in LSsSets),
so is PB and since S-equivalences between S-local fibrant objects are weak equivalences,
∗ � PB. Since PB � B is a fibration in LSsSets, it is also a Kan fibration and so, the
pullback of f along it is both (weakly equivalent to) the homotopy fibre in LSsSets and sSets.
Note that since LSsSets need not be right proper, we really have to require E to be S-local
and fibrant.
Ad (b): Since f �S RSf , the two maps have the same homotopy fibres in LSsSets. More
explicitly,

hFibS
b (f) � hFibS

r(b)(RSf) � hFibr(b)(RSf),
where the first weak equivalence stems from the fact that homotopy fibres can always be
assumed to be fibrant (and so S-equivalences between them are weak equivalences) and the
second weak equivalence is by point (a). For the other claim, we assume that f is a Kan
fibration and form the fibrewise localisation f̄ as above. We then get a commutative diagram
(where the top row consists of the corresponding homotopy fibres)

hFibb(f) ∼S ��

��

RS hFibb(f)

��

∼S �� hFibS
b (f̄)

��

E

f
����

∼S �� Ē

f̄
��

∼S �� RSĒ

RS f̄
��

B B
∼S �� RSB.

Since f �S f̄ (as shown by the diagram), hFibS
b (f) �S hFibS

b (f̄) is an S-equivalence be-
tween S-local fibrant objects, it is actually a weak equivalence. By the same argument,
RS hFibb(f) �S hFibS

b (f̄) is actually a weak equivalence and the claim follows.
Ad (c): The case where S−1 ∈M is trivial because then S−1 is the only S-local fibrant object
and hence PM X = S−1 for every X. So let’s assume that S−1 /∈ M . From (5.7), we know
that hFib(B → PM B) ⊆ C̄(M) and in particular (since S−1 /∈ C̄(M)), all homotopy fibres
of B → PM B are non-empty. But this means that all components of PM B are hit and the
claim follows from point (b). �

(6.3) Proposition. If a map of simplicial sets f : E → B is an S-equivalence then all its
homotopy fibres hFibb(f) with b ∈ B become contractible in LSsSets (i.e. RS hFibb(f) � ∗).
In case S is of the form S = {A � CA | A ∈M} for some set of spaces M (so that RS = PM

is M -periodisation), the converse is also true.

Proof. Writing r : B → RSB for an S-local fibrant replacement, if f is an S-equivalence then
RSf is a weak equivalence and so

RS hFibb(f) � hFibr(b)(RSf) � ∗.
In case RS = PM is a periodisation functor, we even have

hFib(PM f) � PM hFib(f)
and so, PM f is a weak equivalence (i.e. f is an M -equivalence) iff PM hFibb(f) � ∗ for all
base-points b ∈ B. �
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7. Cellular and Acyclic Inequalities

A significant amount of the strength of the approach to (unstable) homotopy theory through
closed classes and Bousfield localisations stems from calculus of the cellular and acyclic in-
equalities, which we are going to introduce in this section. We are then going to state a few
useful standard results. Since we have already established the more involved results (such
as Dror Farjoun’s theorem) necessary, it should be easy enough to follow the proofs of these
standard results present in the current literature.

(7.1) Definition. Recall that given any set M of simplicial sets, C(M) is the smallest
closed class containing it, while C̄(M) is the smallest closed class, closed under extensions by
fibrations containing M . Now, for N any other set of simplicial sets, we write

(a) N � M for C(N) ⊆ C(M) (or equivalently N ⊆ C(M)) and then say that M
constructs N (or, as before, that [every element of] N is M -cellular);

(b) N > M for C̄(N) ⊆ C̄(M) (or equivalently N ⊆ C̄(M)) and then say that M kills N
(or, as before, that [every element of] N is M -acyclic).

(7.2) Observation. By definition, cellular and acyclic inequalities are transitive, mean-
ing that if N � M � L then also N � L (and similarly for >). Also note that, again by
definition, N �M implies N > M .

(7.3) Example. Recall that C(S−1) = C̄(S−1) is the class of all spaces, so that X � S−1

and X > S−1 are true for every X. Slightly more restrictive, if A �= S−1 is non-connected
then C(A) = C̄(A) consists of all non-empty spaces. Consequently, the inequality X � A (or
X > A) just means that X �= S−1.

(7.4) Example. More generally, recall that C(Sn+1) = C̄(Sn+1) is the class of all n-con-
nected spaces, so that X � Sn+1 (or X > Sn+1) just means that X is n-connected.

(7.5) Example. In these terms, Dror Farjoun’s theorem (4.8) says that given a natural
transformation ϕ : E ⇒ B of diagrams E, B : I→ sSets, then

hFib
(

hocolim
I

E
ϕ∗−→ hocolim

I
B

)
>
⋃
I∈I

hFib(ϕI : EI → BI).

(7.6) Example. Similarly, Chachólski’s theorem (4.9) is that given a homotopy pushout

A
f

��

��

B

��

C g
�� D,

we have hFib(g) > hFib(f).

(7.7) Example. In terms of acyclic inequalities, the closure of C̄(M) under extensions
by fibrations just means that for every fibre sequence F → E → B, we have E > {F, B}.
Alternatively, as remarked in (5.2), it can also be expressed as E > hFib(f) ∪ {B}.
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An oft-used trick when studying cellular or acyclic inequalities is that every com-
posable pair of maps f : A → B and g : B → C and every base-point b ∈ B give rise to a
fibre sequence

hFibb(f)→ hFibg(b)(g ◦ f)→ hFibg(b)(g).

Consequently, we have hFibg(b)(g ◦ f) >
{
hFibb(f), hFibg(b)(g)

}
. Alternatively, we can avoid

choosing base-points and then have the following result.

(7.8) Proposition. Given a pair of composable maps A
f−→ B

g−→ C, then

(a) hFib(g ◦ f) > hFib(f) ∪ hFib(g) and

(b) hFib(f) > hFib(g ◦ f) ∪ Ω hFib(g).

Proof. Ad (a): If g : B → C hits all components of C, the claim follows easily from the
pointed version. Otherwise, we have S−1 ∈ hFib(g) and the inequality is trivial.
Ad (b): This is even simpler because we have a fibration sequence

Ω∗ hFibg(b)(g)→ hFibb(f)→ hFibg(b)(g ◦ f)

for every b ∈ B and since Ω∗X � ΩX for every pointed X (by definition of Ω)

hFib(f) >
{

Ω hFibg(b)(g)
∣∣∣ b ∈ B

}
∪
{

hFibg(b)(g ◦ f)
∣∣∣ b ∈ B

}
. �

As a special case of the fibre sequence associated to a composable pair of maps,
consider a map s : A → B with a retraction r : B → A. The associated fibre sequence with
respect to b ∈ B is then

hFibb(s)→ ∗ s∗−→ hFibr(b)(r).

Beware that s need not be pointed and the induced map s∗ : ∗ → hFibr(b)(r) need not be the
base-point inclusion. Still, as long as hFibr(b)(r) is connected, the above fibre sequence just
says that hFibb(s) � Ω∗ hFibr(b)(r). If we want to remove the base-point and work with sets
of spaces instead, we obtain the following result.

(7.9) Proposition. Given s : A→ B with a retraction r : B → A then

(a) hFib(r)� hFib(s) and (b) hFib(s)� Ω hFib(r).

Moreover, if π0(r) is injective, then

(c) every homotopy fibre of r is connected and hFib(s) � Ω hFib(r).

Proof. First note that π0(r) ◦ π0(s) = id and in particular, π0(r) is surjective, so that

hFib(r) �
{

hFibr(b)(r)
∣∣∣ b ∈ B

}
.

Ad (c): Having sections, π1(r) and π0(r) are surjective and fit into a long exact sequence

π1(B, b)
π1(r)−−−� π1

(
A, r(b)

) 0−→ π0
(
hFibr(b)(r)

)→ π0(B)
π0(r)−−−� π0(A)

for every base-point b ∈ B. In particular, if π0(r) is injective, it follows that hFibr(b)(r) is
connected, and so hFibb(s) � Ω∗ hFibr(b)(r) � Ω hFibr(b)(r).
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Ad (a): If A′ ⊆ A is a component, we get A′ s′
�−→ r−1(A′) r′−→ A′ induced by s and r.

Since r−1(A′) is just a union of some components of B, hFib(s′) ⊆ hFib(s) and we get all
possible homotopy fibres of r by running through all components A′. Showing the claim for
each component A′ individually, we can assume that A is connected. Moreover, we can also
assume that B is connected because otherwise S−1 ∈ hFib(s) and the claim is trivial. With
this, π0(r) is injective and (c) gives hFib(s) � Ω hFib(r) hFib(r).
Ad (b): We can assume that r is injective (whence bijective) on π0 because otherwise, hFib(r)
contains some non-connected space and hence S−1 ∈ Ω hFib(r), making the claim trivial. But
in this case, point (c) even gives us a weak equivalence, rather than a cellular inequality. �

(7.10) Example. As the easy example s : ∗ � S0 some base-point and r : S0 → ∗, we
cannot expect more than the cellular inequality (b) above in the general case because here,
we have

hFib(s) = {S−1, ∗} while hFib(r) = {S0}.
Consequently, Ω hFib(r) = {S−1}, which is not weakly equivalent to hFib(s).





Chapter 9

HOMOTOPY EXCISION FOR SQUARES

In this chapter, we are going to show an “acyclic” version of the classical Blakers-Massey
theorem [4] with generalisations due to Brown and Loday [9], Elis and Steiner [24] and with
its most well-known formulation maybe being the one due to Goodwillie [30]. What follows
is essentially just a slightly modified version of our article [16].

1. Total Fibres, Pushout Fibres and the James Map

In this section, we are going to introduce some basics that we will need for the remainder of
this chapter. For this, let’s fix a commutative square of spaces

A
f

��

g

��

B

h
��

C
k

�� D.

(1.1) Definition. Given such a square with homotopy pullback P := holim(B → D ← C)
and pushout Q := hocolim(B ← A → C), the square’s total fibre set is the homotopy fibre
set

T := hFib(A→ P )

of the comparison map with the homotopy pullback, while the pushout fibre set is the homo-
topy fibre set

R := hFib(Q→ D)

of the comparison map with the homotopy pushout. If T happens to consist only of a single
(homotopy type of a) space (e.g. if P is connected), we simply speak of the square’s total
fibre and denote it by a non-fraktur symbol T . Similarly for a single pushout fibre.

There is a classical result (sometimes called the Cohen-Moore-Neisendorfer Lemma),
which allows one to calculate the total fibre of a square as the homotopy fibre of the induced
map between horizontal (or vertical) homotopy fibres. However, when the spaces in question
are not connected, one needs to take more care.

(1.2) Lemma. Given a commutative square of spaces

A
f

��

g

��

B

h
��

C
k

�� D
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together with base-points b ∈ B, c ∈ C such that h(b) = k(c) =: d (e.g. both coming from a
base-point in A), then

hFib∗
(
A→ holim(B → D ← C)

) � hFib∗
(
hFibb(f)→ hFibd(k)

)
(all with respect to the base-points induced by b and c).

Proof. This follows from Fubini, applied to the commutative diagram

A
f

��

g

��

B

h
��

∗b��

��
C

k �� D ∗d��

C

id

��

id �� C

k

��

∗c��

��

. �

In the unpointed context, when trying to establish a weak equivalence between
homotopy fibre sets, some additional hypotheses (such as the following one) are needed.

(1.3) Lemma. If, in the above square, B and D are connected, the total fibre set is weakly
equivalent to the homotopy fibre set of the induced map hFib(A→ B)→ hFib(C → D).

Proof. Writing P := holim(B → D ← C) for the homotopy pullback, we observe that
hFib(P → B) and hFib(C → D) are weakly equivalent and the induced square:

hFib(A→ B) ��

��

A

��

hFib(C → D) �� P

is a homotopy pullback. The map hFib(C → D) → P induces a surjection on the sets of
components and every choice of a base-point in hFib(C → D) determines a base point in P .
Consequently, this new square’s vertical homotopy fibres over these base points are weakly
equivalent, which proves the lemma. �

Given any space A, the James map A→ ΩΣA is simply the unit of the suspension-
loop adjunction. Of course, this is only well-defined (up to homotopy) for A �= S−1 but with
our convention about loops, this extends trivially to the case A = S−1.

There is another way of producing such a map A → ΩΣA. Namely, we can first
construct the (unreduced) suspension ΣA as the homotopy pushout

A ��

��

∗

��

∗ �� ΣA

and then take the corresponding homotopy pullback, which yields ΩΣA. Again, this is
compatible with our convention about loop spaces because if A = S−1 then the homotopy
pullback of ∗ → ΣA← ∗ is going to be S−1 again. If A �= S−1 then ΣA is connected and the
homotopy pullback is the usual loop space. We are now going to show (in a derivatoresque
manner) that these two maps are actually the same.
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(1.4) Lemma. Consider the homotopy pushout square

A ��

��

∗

��

∗ �� ΣA

and the homotopy pull-back ΩΣA. In this case, the comparison map η : A → ΩΣA is the
James map; i.e. the unit of the suspension-loop adjunction.

Proof. Following [31, Proposition 3.17], the (derived) adjunction Σ � Ω can be constructed
as follows. Writing sSets∗ for the category of pointed spaces, ⌜={{0} ← ∅ → {1}},
⌟ =

{{0} → {0, 1} ← {1}} and � = P{0, 1}, the inclusions

∅ : ∗ ↪→ ⌜, {0, 1} : ∗ ↪→ ⌟, i⌜ : ⌜ ↪→ �, i⌟ : ⌟ ↪→ �
induce adjunctions

sSets∗
∅∗

�� sSets⌜∗
∅∗

��
i⌜! ��

sSets�∗
i⌜∗

��

i⌟∗
��
sSets⌟∗

i⌟∗
��

{0,1}∗
�� sSets∗,

{0,1}!
��

� � � �

where −∗ denotes precomposition, −∗ right Kan extension, and −! left Kan extension. Note
that ∅∗ : A 
→ (∗ ← A → ∗), {0, 1}! : A 
→ (∗ → A ← ∗) and i⌜!, i⌟∗ are given by respec-
tively completing pushout and pull-back diagrams to squares. All these adjunctions can be
derived (the first and the last one even consist of homotopy functors) and when replacing
Ho
(
sSets⌜∗

)
, Ho

(
sSets�∗

)
and Ho

(
sSets⌟∗

)
by the corresponding full subcategories that have

contractible objects at the corners {0} and {1} (which we indicate by adding an asterisk to
the category’s name), we get

Σ: Ho(sSets∗)�Ho
(
sSets⌜∗

)∗ i⌜! ��
Ho
(
sSets�∗

)∗
i⌜∗
��

i⌟∗
��
Ho
(
sSets⌟∗

)∗�Ho(sSets∗) :Ω.
i⌟∗
��� �

Now, because i⌜ is fully faithful, the unit of i⌜! � i⌜
∗ is an isomorphism (cf. [31, Proposi-

tion 1.20]) and hence the composite adjunction’s unit is just the unit of i⌟
∗ � i⌟∗ (composed

with some isomorphisms), which is exactly the comparison from the claim. �

(1.5) Lemma. For any X, hFib(η : X → ΩΣX) > ΩX ∗ ΩX.

Proof. The case where X is connected has been proved in [12, Theorem 7.2]. If X is not
connected, then the lemma is vacuously true by our convention that then ΩX = S−1. �

2. Main Theorem and Examples

Even though we are going to prove a more general version of the acyclic Blakers-Massey
theorem for arbitrary commutative squares, the most important case is that of a homotopy
pushout.

(7.1) Theorem. Given a homotopy pushout square

A
f

��

g

��

B

��

C �� D

with total fibre set T, then

T > Ω hFib(f) ∗ Ω hFib(g).
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We delay the proof until a later section and first would like to show how the classical con-
nectivity statement can be derived from our version and give a few examples.

(2.2) Corollary. In the same situation as in the theorem, if hFib(f) is n-connected and
hFib(g) is m-connected for some m, n � −1, then the total fibre set T is (m + n)-connected.

Proof. The connectivity assumptions can be reformulated as inequalities hFib(f) > Sn+1 and
hFib(g) > Sm+1. The claim now follows from ΩSn+1 ∗ ΩSm+1 > Sn+m+1 and the fact that
the join construction preserves inequalities.

For the rest of this section, we give some examples illustrating particular cases of
the acyclic Blakers-Massey theorem for squares.

(2.3) Example. Let A and B be connected spaces. For some chosen base-points, the
collapse maps A→ A ∨B → B fit into a homotopy pushout square

A ∨B ��

��

B

��
A �� ∗ .

This is a typical homotopy pushout with the terminal vertex contractible. The total fibre T
of this square is the homotopy fibre of the inclusion A∨B ↪→ A×B and by Puppe’s theorem,
this is the join ΩA∗ΩB. The same theorem allows us to identify hFib(A∨B → A) � B�ΩA
and hFib(A ∨B → B) � A � ΩB. Thus, in this case, the total fibre ΩA ∗ ΩB is a retract of
the join

Ω(B � ΩA) ∗ Ω(A � ΩB) � Ω hFib(A ∨B → A) ∗ Ω hFib(A ∨B → B).

The inequality T > Ω hFib(A ∨ B → A) ∗ Ω hFib(A ∨ B → B) guaranteed by our theorem
above is much weaker.

(2.4) Example. In the previous example, the total fibre of a homotopy pushout square
was first expressed using the homotopy fibres of the horizontal and vertical maps to the
terminal vertex. This is not to be expected in general as shown by the following example.
Let us choose an integral homology equivalence X → Y , for example the one described by
Whitehead in [49, Example IV.7.3], where Y = S1 and X is obtained from S1 ∨ S2 by
attaching a single 3-cell via the attaching map

S2 (2,−1)−−−−→ S2 ∨ S2 ↪→
∞∨

−∞
S2 � S̃1 ∨ S2 → S1 ∨ S2.

Here the first map has degree 2 on the first sphere and degree −1 on the second one, while the
second map is the inclusion on the zeroth and first summands of the infinite wedge. Finally,
the last map is the universal cover. We then consider the homotopy pushout square

X
f

��

g

��

S1

��∗ �� ∗ ,

where f is the first Postnikov section. The join of the loops of the homotopy fibres of ∗ → ∗
and S1 → ∗ is contractible, but the total fibre T is the universal cover X̃ of X, which is not
contractible.

But, of course, the inequality of our main theorem still holds because hFib(f) = X̃
and hFib(g) = X. As Ω hFib(g) is not connected, C̄(Ω hFib(f) ∗ Ω hFib(g)) = C̄(ΣΩX̃) and
so T = X̃ is killed by Ω hFib(f) ∗ Ω hFib(g) (see [12, Corollary 3.5 (2)]).
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In our last example, we illustrate both the necessity to deal with spaces that are not
connected and the importance of considering all homotopy fibres at once. It also confirms
the usefulness of our convention ΩS0 := S−1 to be able to deal with the borderline cases.

(2.5) Example. Let f : S1 + S1 → ∗+ S1 be the disjoint union of the collapse map and
the identity, while g : S1 + S1 → S1 is the fold map (the identity on both copies of S1).
Consider the homotopy pushout

S1 + S1 f
��

g

��

∗+ S1

��
S1 �� ∗

The homotopy pullback P is the disjoint union (S1 × ∗) + (S1 × S1) and the total fibre set
T consists of a contractible space and ΩS1.

The homotopy fibre set hFib(f) in this example is equivalent to {S1, ∗}, whereas
hFib(g) is equivalent to {S0}. Thus the join Ω hFib(f) ∗ Ω hFib(g) is equivalent to the set
{ΩS1, ∗}. Since {ΩS1, ∗} > S0, our acyclic Blakers-Massey theorem tells us that the total
fibre set is killed by S0; i.e. every space in the total fibre set is non-empty.

3. Reduction to Fake Wedges

Homotopy pushout diagrams in which the terminal vertex is contractible are easier to handle
because the homotopy pullback one needs to form in order to compute the total fibre is simply
a product. The aim of this section is to reduce the Blakers-Massey theorem to this situation,
which Klein and Peter call a fake wedge in [36].

(3.1) Proposition. Given a homotopy pushout square as on the left below with D con-
nected, then the spaces hFib(h ◦ f), hFib(h) and hFib(k) fit into a homotopy pushout as on
the right

A
f

��

g

��

B

h
��

C
k

�� D

hFib(h ◦ f)
f ′

��

g′
��

hFib(h)

��
hFib(k) �� ∗

with the following properties:

• hFib(f ′) is equivalent to hFib(f);

• hFib(g′) is equivalent to hFib(g);

• the total fibre sets of the two squares are weakly equivalent.
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Proof. Choose a fibration P � D with P contractible and pull back the entire pushout square
along this map to form the following commutative cube:

hFib(h) �� ��

��

C

h

��

hFib(h ◦ f) �� ��

g′ ,,

A

f
��

g
  

P �� �� D

hFib(k)

f ′

��
�� ��

++

B
k

!!

.

According to Mather’s Second Cube Theorem, the face in this cube containing f ′ and g′ is a
homotopy pushout. Since P is contractible, the square:

hFib(hf)
f ′

��

g′
��

hFib(h)

��
hFib(k) �� ∗

is a homotopy pushout. As the map P � D induces an epimorphism on π0, so do the maps
hFib(h) � C and hFib(k) � B. This implies that the set hFib(f) is equivalent to hFib(f ′)
and hFib(g) is equivalent to hFib(g′). Exactly the same argument gives an equivalence
between the total fibre sets. �

4. Cofibres

In this section, we treat the special case of a homotopy pushout given by the cofibre of a
map. To wit, given a map A→ X to a connected space X, we give an estimate for the total
fibre set T of

A ��

��

X

��

∗ �� X�A

(4.1) Proposition. Given a map A → X to a connected X with homotopy fibre F and
letting T be the total homotopy fibre set of the above homotopy pushout defined by the map’s
cofibre, then

T >
{
ΩF ∗ ΩF, Ω(F ∗ ΩX)

}
.

Proof. If F is not connected then ΩF ∗ΩF = S−1 by our convention and the claim is trivial.
So we assume that F is connected. This implies that A is also connected, and then so is
X�A. Hence a choice of a base point in F turns this situation into a pointed one. The total
fibre set T is then the homotopy fibre of the induced map α : F → Ω(X �A), which factors
through η : F → ΩΣF as α = (Ωα�) ◦ η, where α� : ΣF → X �A is the adjunct of α. Using
(8.7.8), we then obtain T = hFib(α) = hFib((Ωα�) ◦ η) > hFib(Ωα�) ∪ hFib(η).
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According to (1.5), hFib(η) > ΩF ∗ ΩF. The adjunct map α� fits into the following
commutative diagram, where all the squares are homotopy pushouts:

A ��

��

A/F ��

��

X

��

CA �� ΣF
α�

�� X/A.

hFib(α�) > hFib(A/F → X) � F ∗ ΩX which yields hFib(Ωα�) > Ω(F ∗ ΩX). These two
relations give the desired inequality. �

5. A Rough Estimate

In this section, we obtain a first, rather rough estimate for the total fibre. By combining this
weak estimate with our results for cofibration sequences, we will be able to prove our main
theorem. Throughout this section, let us fix a homotopy pushout square of the form

A
f

��

g

��

B

��
C �� ∗ .

In the case where B is connected, we write F → A for the homotopy fibre map of f over the
unique component of B. Similarly, if C is connected, we write G→ A for the homotopy fibre
map of g over the unique component of C. By definition, the total fibre set T of the above
square is the homotopy fibre set of the map (f, g) : A→ B ×C. By Lemma (1.3), when B is
connected, this total fibre set can alternatively be described as the homotopy fibre set of the
composite α : F → C of the homotopy fibre map F → A and g.

(5.1) Lemma. If B and C are connected, then the homotopy cofibre C �F of the map
α : F → C is killed by F ∗ ΩB. In particular, C�F is 2-connected if F is 1-connected.

Proof. We have a homotopy pushout square

A�F ��

��

B

��
C�F �� ∗ .

Therefore, we infer from Chachólski’s theorem (8.7.6) that C�F is killed by the homotopy
fibre hFib(A�F → B) � F ∗ ΩB. Finally, if F is 1-connected and B is connected, this join
is 2-connected. �

Here is our “rough estimate”. The roughness of this acyclic inequality comes from
the fact that it only involves one of the fibres. As we know from the classical version of the
Blakers-Massey Theorem, the connectivity of the total fibre should be related to the sum of
the connectivities of both fibres.

(5.2) Proposition. If B and T are connected, then T > ΣΩF .
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Proof. If ΩF is not connected, then it is either empty or contains S0 as a retract. In the
first case, ΣΩF = S0 and T > ΣΩF is clear because every space in T is connected and hence
non-empty. If S0 is a retract of ΩF , then S1 is a retract of ΣΩF and hence T > ΣΩF follows
from the assumption that all the spaces in T are connected.

Let us assume that ΩF is connected and that, therefore, F is 1-connected. This
implies that A is connected. Moreover, according to Chachólski’s theorem (8.7.6), C > F
and so C is 1-connected as well. By the above lemma (5.1), we also know that C�F > S3.
Now, the total fibre set T consists of a single space T , which is equivalent to the homotopy
fibre of the map α : F → C. This map fits into the following commutative diagram:

C

��

id
��F

id
��

α
**

��

β
;;

∗

��

H

��

<<

γ

��

F

**

η
��

��

ΩΣF

��

==

C�F

��CF

��

**

ΣF

CF

**

,

where F → CF is a cone above F ;

• the faces
F

α ��

��

C

��

CF �� C�F

and
F ��

��

∗
��

CF �� ΣF

are homotopy pushouts;

• the squares
H ��

��

C

��

CF �� C�F

and
ΩΣF ��

��

∗
��

CF �� ΣF

are homotopy pull-backs.

In this way, we expressed α : F → C as a composition of β : F → H and H → C, which gives:

T = hFib(α : F → C) > hFib(β : F → H) ∪ hFib(H → C).

To prove the proposition, it is now enough to show that both fibre sets hFib(H → C) and
hFib(β : F → H) are killed by ΣΩF . Starting with hFib(H → C), we note that we have the
following sequence of relations:

hFib(H → C)
(a)� Ω(C�F )

(b)
> Ω(F ∗ ΩB)

(c)
> ΩΣF

(d)
> F

(e)
> ΣΩF,

where the weak equivalence (a) is a consequence of the fact that the relevant square is a
homotopy pull-back; the inequality (b) follows from lemma (5.1) above; connectedness of B
gives (c); Chachólski’s theorem (8.7.6) gives (d); and, finally, (e) is true for any non-empty F
(see for example [12, Corollary 3.5]).

It remains to show that hFib(β : F → H) > ΣΩF . The space H is the homotopy
fibre of the cofibre map C → C �F and hence H > F by Chachólski’s theorem (8.7.6).
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Thus H is also 1-connected and consequently, hFib(γ : H → ΩΣF ) is connected. According
to the diagram above, the composition of β : F → H and γ : H → ΩΣF is the James map
η : F → ΩΣF . The fibres of these three maps therefore fit into a fibration sequence

hFib(β : F → H)→ hFib(η : F → ΩΣF )→ hFib(γ : H → ΩΣF ).

We have just argued that the base in this fibration is connected. As F is 1-connected, so is
the total space in this fibration. We can therefore form a new fibration sequence

Ω hFib(γ : H → ΩΣF )→ hFib(β : F → H)→ hFib(η : F → ΩΣF ).

By lemma (1.5), hFib(η : F → ΩΣF ) > ΩF ∗ΩF > ΣΩF (using that ΩF is connected). With
this, once we show Ω hFib(γ : H → ΩΣF ) > ΣΩF , the desired inequality follows. To do so,
we note that hFib(γ : H → ΩΣF ) is the total fibre of the homotopy pushout square

C ��

��

∗

��

C�F �� ΣF.

By Proposition (4.1), this fibre is killed by
{
ΩH ∗ ΩH, Ω(H ∗ Ω(C �F ))

}
. Recalling that

H > F > S2 and C�F > S3 (see Lemma (5.1)), these inequalities imply

hFib(γ : H → ΩΣF ) >
{
ΩF ∗ ΩF, Ω(F ∗ S2)

}
> {Σ2ΩF, ΩΣ3F}.

Since ΩΣ3F > Σ2ΩF , we obtain hFib(γ : H → ΩΣF ) > Σ2ΩF . By looping this inequality,
we finally get Ω hFib(γ : H → ΩΣF ) > ΩΣ2ΩF > ΣΩF . �

Compared to the classical Blakers-Massey theorem, the previous result might seem
too strong. This is because our claim at the beginning of this section – that we would use
only one fibre – was not entirely honest. We have used the fibre G implicitly in assuming
that B is connected (implying that so is G), which allowed us to pick up a suspension for the
inequality T > ΣΩF . For a non-connected B, one can only establish T > Ω hFib(f), as the
following example shows.

(5.3) Example. Let n � 0, x : ∗ → Sn a base-point and consider the following homotopy
pushout square

Sn + ∗ ��

��

∗+ ∗

��
Sn �� ∗ ,

where the vertical map on the left is given by the identity on Sn and x on ∗, while the top
horizontal map is the coproduct of the unique maps into ∗. Thus the homotopy fibre set F of
the top horizontal map is equivalent to {Sn, ∗}. The total fibre set T of this square, however,
is equivalent to {ΩSn, ∗}. Therefore, in this case, it is not true that T > ΣΩF, even though,
for n > 1, every total fibre in T is connected.



220 Chapter 9. Homotopy Excision for Squares

6. Connectivity of the Total Fibre

Before we proceed to the proof of the acyclic Blakers-Massey theorem, we first need to
establish a relationship between the connectivity of the fibers of the maps in a homotopy
pushout square and the connectivity of its total fiber in order to be able to use our rough
estimate (5.2).

(6.1) Proposition. Given a homotopy pushout square the spaces

A
f

��

g

��

B

h
��

C
k

�� D

with B, C, D, F := hFib(f) and G = hFib(g) connected, then the total fiber set T of this
square consists of a single space that is again connected.

Proof. The connectivity assumptions imply that the homotopy pullback of the diagram
C → D ← B is connected and hence, the total fiber set T consists of one space T . Us-
ing proposition (3.1), we assume, without loss of generality, that D is contractible. Now,
the maps f∗ : π1(A) → π1(B) and g∗ : π1(A) → π1(C) are surjective by connectedness of F
and G. Using the long exact homotopy sequence for T → A→ B ×C, we need to show that
(f∗, g∗) : π1(A)→ π1(B)× π1(C) is surjective. But π1(B) ∗π1(A) π1(C) is the trivial group by
the Seifert-van Kampen Theorem and the claim follows from the following lemma. �

(6.2) Lemma. Given a pushout diagram in the category of groups

G
ϕ

�� ��

ψ
����

H

��

K �� 1

with ϕ and ψ surjective, the homomorphism (ϕ, ψ) : G→ H ×K is surjective, too.

Proof. Writing M = Ker ϕ, N = Ker ψ and identifying H ∼= G/M , K ∼= G/N , we can
reformulate the hypothesis H ∗G K ∼= G/(M !N) ∼= 1 as M !N = G, where M !N is the
normal closure of M∪N in G. But M and N are normal subgroups and so G = M!N = MN .
By the second isomorphism theorem then G/M = (MN)/M ∼= N/(M ∩ N) and likewise
G/N ∼= M/(M ∩N), so that both ϕ : N → G/M ∼= H and ψ : M → G/N ∼= K are surjective.
Finally, this implies the surjectivity of (ϕ, ψ) : G→ H×K because if (h, k) ∈ H×K, we find
n ∈ N , m ∈M such that ϕ(n) = h, ψ(m) = k and thus (ϕ, ψ)(nm) = (h, 1)(1, k) = (h, k). �

7. Proof of the Main Theorem

Finally, we are ready to attack to proof of the acyclic Blakers-Massey theorem (for homotopy
pushout squares). Recall that it was the following.

(7.1) Theorem. Given a homotopy pushout square

A
f

��

g

��

B

��

C �� D
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with total fibre set T, then
T > Ω hFib(f) ∗ Ω hFib(g).

We divide the proof of this theorem into several parts. The first part consists of
reducing the proof to the easier situation when the homotopy fibres of f and g are connected.
Reduction to connected fibres: If D is empty, then so are A, B, C and the claim is trivially
true. We assume therefore that D is non-empty. For D0 ⊆ D a connected component, we
define B0 ⊆ B, C0 ⊆ C and A0 ⊆ A of D0 along h, k and h ◦ f = k ◦ h, respectively. In this
manner, we obtain a homotopy pushout square:

A0
f0

��

g0
��

B0

h0
��

C0
k0

�� D0 ,

where the maps are all just restrictions of the original ones. Now, the fibers of the maps in
the original square are simply the sums of those of the corresponding restricted maps taken
over all D0 ∈ π0(D) and the same is true for total fibers. Therefore, the claimed acyclic
inequality holds if and only if the same inequality holds for all the restricted squares (with
D0 ∈ π0(D)). We can therefore assume that D connected.

A further reduction can then be obtained from (3.1), which states that the general
case for a connected D follows from the case D = ∗. So let us make this assumption D = ∗.
This implies that both π0(f) : π0(A)→ π0(B) and π0(g) : π0(A)→ π0(C) are surjective.

If both sets hFib(f) and hFib(g) contain a non-connected space, then according to
our convention, the acyclic classes C̄(Ω hFib(f)

)
and C̄(Ω hFib(g)

)
consist of all spaces and

hence so does C̄(Ω hFib(f) ∗ Ω hFib(g)
)
. It is then clear that the total fibre set belongs to

this acyclic class, which means that T > Ω hFib(f) ∗ Ω hFib(g).
We can then assume that hFib(f) consists of connected spaces only, which implies

that π0(f) is a bijection and so – as an easy H0(−,Z) calculation shows – the space C has
to be connected because D = ∗ is connected. Thus, for any total fibre T0 ∈ T, there
is a F0 ∈ hFib(f) fitting into a fibration sequence T0 → F0 → C, which implies that
hFib(T0 → F0) � ΩC. Furthermore, by Chachólski’s theorem (8.7.6), C > hFib(f), which
implies ΩC > Ω hFib(f). Now, if hFib(g) is not connected then M = M ∗ Ω hFib(g) for any
set of spaces M and from the acyclic inequality for composable maps (8.7.8), we obtain

T0 > {ΩC, F0} > Ω hFib(f) ∪ {F0} > Ω hFib(f) > Ω hFib(f) ∗ Ω hFib(g).
Because T0 ∈ T was arbitrary, we get the desired inequality.
Connected fibres: The remaining case is when both hFib(f) and hFib(g) consist of connected
spaces. As above, this implies that B and C are connected, so that hFib(f) and hFib(g) are
weakly equivalent singletons and, as before, we write F → A for the homotopy fibre map of f
and G→ A for the homotopy fibre map of g. Now, by (6.1) the total fibre set T consists also
of a single connected space T and, lastly, A has to be connected too.

To get an estimate for T , which is the homotopy fibre of α : F → C by Lemma (1.3),
we consider the following commutative diagram (compare with the proof of (5.2)),

F
α ��

��

β ;;

C

��

H

��

>>

CF �� C�F
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where CF is a cone for F , the outside square is a homotopy pushout and the inside one is a
homotopy pullback. Since T is the homotopy fibre of the composite F → H → C,

T > hFib(β : F → H) ∪ hFib(H → C).

The homotopy fibre set hFib(β) is the total fibre set of the outside homotopy pushout
square. Since C is connected, hFib(β) >

{
ΩT ∗ ΩT, Ω(T ∗ ΩC)

}
(see Proposition (4.1)). We

can then use the rough estimates from (5.2) (with respect to both F and G) and the fact
that C > F to conclude that

hFib(β) >
{
ΩΣΩF ∗ ΩΣΩG, Ω(ΣΩG ∗ ΩF )

}
> ΩF ∗ ΩG,

where we used that ΩΣX > X for any space X (by Chachólski’s theorem (8.7.6)). Finally,
since hFib(H → C) = Ω(C/F ) and C/F > F ∗ ΩB by Lemma (5.1), we get

hFib(H → C) > Ω(F ∗ ΩB) > Ω(F ∗ ΩG) > ΩF ∗ ΩG.

8. Arbitrary Squares

From the case of a homotopy pushout square, which we just proved in the previous section,
we easily deduce the following, more general statement for an arbitrary square.

(8.1) Theorem. Given a commutative square:

A
f

��

g

��

B

��

C �� D

with total fibre set T and pushout fibre set R (see section 1). Then

T > Ω hFib(f) ∗ Ω hFib(g) ∪ ΩR.

Proof. Writing μ : Q → D for the comparison map between the homotopy pushout and the
terminal object of the commutative square and replacing the relevant maps cofibrations and
fibrations, if necessary, the square from our claim fits into a commutative diagram

B

��

id
��A

id
%%

f
**

g

��

β
��

B

��

P2

,,

<<

γ

%%

A

f
((

α
��

g

��

P1

,,

<<

Q
μ

%%C
id

%%

((

D

C

((

,

where
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• the face
A

f
��

g
��

B

��

C �� Q

is a homotopy pushoute, while

• the squares
P1 ��

��

B

��

C �� D

and
P2 ��

��

B

��

C �� Q

are homotopy pullbacks.

By definition, T = hFib(α : A→ P1) and α : A→ P1 factors as the composition of β : A→ P2
with γ : P2 → P1. We therefore get the inequality

T = hFib(α : A→ P1) > hFib(β : A→ P2) ∪ hFib(γ : P2 → P1).

According to our acyclic Blakers-Massey theorem for homotopy pushout squares (7.1), we
have hFib(β : A→ P2) > Ω hFib(f) ∗ Ω hFib(g) and since

hFib(γ : P2 → P1) ⊆ Ω hFib(μ : Q→ D) = ΩR,

we get hFib(γ : P2 → P1) > ΩR and the claim follows. �

9. Pullbacks and Suspensions

A nice application of our version of Blakers-Massey for squares is that we are able to compare
the suspension of a pullback to the pullback of the suspensions as follows.

(9.1) Proposition. Given two homotopy pullbacks

P
g′

��

f ′
��

B

f
��

C g
�� D

PΣ ��

��

ΣB

��

ΣC �� ΣD

with comparison map p : ΣP → PΣ, we have

hFib
(
ΣP

p−→ PΣ
)

> F ∗G, where F := hFib(f), G := hFib(g).

Proof. Let’s write Q := hocolim(B ← P → C), which comes with a comparison map
h : Q → D, whose fibre is hFib(h) � F ∗ G by Puppe’s theorem (7.7.6). Since pushouts
commute with suspensions, Blakers-Massey, tells us that

hFib(ΣP → PΣ) >
{
Ω hFib(Σf ′) ∗ Ω hFib(Σg′), Ω hFib(Σh)

}
>
{
ΩΣ hFib(f ′) ∗ ΩΣ hFib(g′), ΩΣ hFib(h)

}
>
{
hFib(f ′) ∗ hFib(g′), hFib(h)

} � F ∗G. �

(9.2) Example. Let’s fix a simplicial set Y and consider

ΩY ��

��

∗

��

∗ �� Y ,

ΩΣY ��

��

∗

��

∗ �� ΣY .
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By our proposition then

hFib(ΣΩY → ΩΣY ) > ΩY ∗ ΩY.

The same result can be obtained using [12, Section 7]. There, it is shown that for any
simplicial set Y , the fibres of the counit and unit map satisfy

hFib(ΣΩY → Y ) � ΩY ∗ ΩY and hFib(Y → ΩΣY )� ΩY ∗ ΩY.

Now, one can simply use the fibre sequence associated to ΣΩY → Y → ΩΣY .

(9.3) Example. Similarly, let’s consider f : A→ B and

hFib(c) ��

��

B

c

��

∗ �� B�A ,

hFib(Σc) ��

��

ΣB

Σc
��

∗ �� Σ(B�A) .

By the proposition, we have

hFib
(
Σ hFib(c)→ hFib(Σc)

)
> Ω(B�A) ∗ hFib(c).

Combining this with B�A� Σ hFib(f) [11, Proposition 10.5] and hFib(c)� A [12, Propo-
sition 8.1], we obtain

hFib
(
Σ hFib(c)→ hFib(Σc)

)
> ΩΣ hFib(f) ∗A.

In this last example, it is not essential that we start with a pushout (that is, a
cofibre B → B�A) and we can more generally derive the following from the proposition.

(9.4) Corollary. Given any map f : E → B, we have

hFib
(
Σ hFib(f)→ hFib(Σf)

)
> ΩB ∗ hFib(f).

�



Chapter 10

CUBICAL DIAGRAMS

As a preliminary to our acyclic homotopy excision theorem for cubes (which we will show in
the next chapter), we need to introduce cubical diagrams and – as a main ingredient of our
proof – show the so-called Web Trick (sometimes also referred to as Thomason Magic).

1. Setup and Notation

In the following chapter, our main objects of study are cubical diagrams; meaning diagrams
of the form P{1, . . . , n} → sSets. Usually, the ones we are interested in are those that arise
as higher-dimensional homotopy pushout diagrams from a diagram of the form

P{1, . . . , n} \ {1, . . . , n} → sSets.

However, a lot of things that we do work in a more general context and we fix some notation
for this.

(1.1) Notation. Given a poset P with a bottom element ⊥, we write P̄ := P + {�} for
the poset P with a top element added and P ′ := P̄ \ {⊥} for the poset P with its bottom
element exchanged for a top one.

(1.2) Notation. Given a poset P as above and a diagram X : P → sSets, we write X̄
for its left Kan extension along P ↪→ P̄ (which is obtained by completing the colimit). We
then write X ′ := X̄|P ′ for its restriction to P ′ ⊆ P̄ . Similarly, if Y : P ′ → sSets is a diagram
indexed by P ′, we write Ȳ for its right Kan extension along P ′ ↪→ P̄ (which is obtained by
completing the limit).

Still given a poset P with a bottom element ⊥ as well as a simplicial set A, we will
sometimes have to consider the diagram GA : P → sSets obtained from A by taking the right
Kan extension along {⊥} ↪→ P . Let us make this more explicit.

(1.3) Definition. Given a poset P with a bottom element ⊥ and a simplicial set A, we de-
fine the diagram GA : P → sSets, which maps ⊥ to A and everything else to the terminal sim-
plicial set ∗. This construction is clearly functorial and defines a functor G : sSets→ sSetsP ,
which is right adjoint to Ev⊥. While we are at it, let us fix the notation

ΣP A := hocolim
P

GA,

which (assuming a choice of functorial homotopy colimits; e.g. by using a functorial cofibrant
replacement in the projective model structure) defines a functor ΣP : sSets→ sSets.
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(1.4) Example. If P = ⌜2 =
{{1} ← ∅ → {2}} then GA is the span ∗ ← A → ∗ and

thus ΣP A � ΣA is the usual suspension. More generally, if P = P{1, . . . , n}\{1, . . . , n} = ⌜n

then ΣP A � Σn−1A is the (n− 1)-fold suspension, as is shown in (5.7) below.

(1.5) Example. Obviously, ΣP A need not be a suspension of A. For example, if we take
P =

{
∅, {1}, {2}, {3}} ordered by inclusion, then ΣP A � ΣA ∨ ΣA.

More generally, instead of building a diagram out of a single object and always map
into the terminal space, we can build a diagram starting from some fixed map.

(1.6) Definition. Given a poset P with a bottom element ⊥ as well as a map of simplicial
sets f : A→ B, we define the diagram Gf : P → sSets, which maps ⊥ to A, everything else
to B, ⊥ < p to f and every other morphism to the identity. Just like above, we write

ΣP f := hocolim
P

Gf .

Obviously, GA is a special case of this definition (namely GA = GA→{∗}). However,
contrary to GA, the newly defined Gf is not a Kan extension in any obvious way. Rather, it
is precomposition of f : [1]→ sSets by the quotient map

P � P/
(
P \ {⊥}) ∼= [1],

so that we obtain a functor

G : sSets[1] → sSetsP , f 
→ Gf ,

which sends a morphism (g, h) : f → f ′ to the natural transformation Gf ⇒ Gf ′ that is g
at ⊥ and h everywhere else. In particular, for f : A → B, if we consider (f, idB) : f ⇒ idB,
we obtain the following observation.

(1.7) Observation. Every such diagram Gf with f : A → B comes with a canonical
natural transformation Gf ⇒ ΔB, which is f at ⊥ and the identity everywhere else.

Taking homotopy colimits of the canonical natural transformation Gf ⇒ ΔB and
noting that hocolim ΔB � B (because P is contractible), we get an induced map ΣP f → B,
whose homotopy fibre we will need in later sections. Informally, one could say that ΣP f is a
fibrewise ΣP -construction.

(1.8) Proposition. For every poset P with a bottom element, f : A → B and b ∈ B,
hFibb

(
ΣP f → B

) � ΣP hFibb(f). Consequently, hFib
(
ΣP f → B

) � ΣP hFib(f).

Proof. By the special Puppe theorem (7.7.5)

hFibb

(
ΣP f → B

)
= hFibb

(
hocolimP Gf → B

)
� hocolim

p∈P
hFibb

(
Gf (p)→ B

)
� hocolim

p∈P
GhFibb(f)

= ΣP hFibb(f),

where in the second to last step, we used that Gf (p)→ B is the identity everywhere except
at ⊥, where it is f . �

(1.9) Example. For P = ⌜2 and f : A → B, then Gf is B
f←− A

f−→ B and, as already
mentioned in the proof, by Puppe’s theorem hFib(hocolim Gf → B) � Σ hFib(f).



Section 2. Comparison Maps 227

2. Comparison Maps

Given a diagram B ← A→ C in any bicomplete category C with pushout D, we can consider
the pullback P of B → D ← C and obtain a canonical comparison map A→ P making the
obvious diagram commute. If we work in the homotopical context and replace strict (co)limits
by homotopy (co)limits, it is not immediately obvious how to obtain this comparison map.

Classically, the unique map into the limit, induced by a cone (which we are also
going to call a “comparison map”) is part of the definition of a limit. If, instead of a single
limit, we want to consider the entire limit functor (for some fixed indexing category I), a
cone above a diagram X : I → C with vertex C is nothing but a natural transformation
γ : ΔC ⇒ X and the comparison map C → limI X induced by it is just the image of γ under
the natural bijection

Nat(ΔC, X) ∼= C(C, lim
I

X) coming from C
Δ ��

CI

limI

�� � .

Put differently, writing η for the adjunction’s unit, it is limI γ ◦ ηC .
In the derived setting, this viewpoint is not helpful because the derived unit is a

morphism in HoC, rather than C. As long as C is a model category (which will always be
the case for us), we can simply use the explicit construction of the homotopy limit by means
of fibrant replacements. To wit, if we again have a cone γ : ΔC ⇒ X, we choose fibrant
replacements

ΔC
γ

��
��

rΔC ∼
��

X
��

rX∼
��

RΔC
Rγ

�� RX

together with an extension Rγ to these replacements. Now, the derived unit’s component
at C ∈ HoC is (the image in HoC of) the comparison map

η̇C : C
ηC−−→ lim ΔC

lim rΔC−−−−−→ lim RΔC = holim ΔC.

induced by the cone rΔC . Consequently, the comparison map C → holim X, which is obtained
as holim γ ◦ η̇C , is the image in HoC of the comparison map

C
ηC−−→ lim ΔC

lim rΔC−−−−−→ lim RΔC
lim Rγ−−−−→ lim RX

induced by the cone Rγ ◦ rΔC or alternatively (by commutativity of the above square), it is

C
ηC−−→ lim ΔC

lim γ−−−→ lim X
lim rX−−−−→ lim RX.

Note that this latter description is just the underived comparison map composed with the
counit lim X → holim X of the right Kan extension holim = R lim. In any case, the derived
comparison map (which lives in HoC) lifts to a morphism in C.

Even though we now know (for model categories) that we can lift comparison maps
to morphisms in the model category itself (rather than the homotopy category), this depends
on an explicit construction of derived functors by replacements, which means that we always
have to keep track of them. There is another approach, better suited for many situations
concerning homotopy (co)limits or more generally Kan extensions, which is working with the
derivator defined by a model category.
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First off, viewing a cone as a natural transformation (i.e. a morphism in a diagram
category) is not well-suited for the derived setting because morphisms in homotopy categories
are complicated. Instead, we augment our indexing category I with an initial object ⊥ and
obtain

I := I + {⊥}, which comes with an inclusion B : I ↪→ I.

(2.1) Remark. Note that this new indexing category I is just the (contravariant) Gro-
thendieck construction for the functor

[1]op → Cat, 0 
→ {⊥}, 1 
→ I.

With this, a cone with vertex C above a diagram X : I → C is the same as an augmented
diagram Y : I → C such that Y⊥ = C and Y |I = B∗Y = X. Now, note that right Kan
extension along B maps a diagram X to a diagram B∗X : I → C, which agrees with X on I

(because B is fully faithful) and has

(B∗X)⊥ = lim
(
⊥ ↓ I ∼=−→ I

X−→ C
)

= lim
I

X.

Instead of a direct calculation, we can more abstractly observe that C− : CATop → CAT is
a (meta-)2-functor and hence maps the adjunction

{⊥}
� � I⊥ ��

I
P

���� � to an adjunction C
P ∗=Δ

�� CI

I∗
⊥=ev⊥

�� �

(this is really just saying that taking the limit over an indexing category with an initial object
is just evaluation at that object). With this, we get composite adjunctions

C
Δ ��

CI
B∗

��

ev⊥
�� CI,

B∗
��� �

which again proves that B∗X is just the completion of the diagram X by the corresponding
limit but with the advantage of implying the same for the derived setting.

(2.2) Observation. If C is a model category then the restriction functor B∗ : CI → CI

is both left and right Quillen with respect to the injective model structures (with pointwise
weak equivalences and cofibrations), provided these exist (e.g. for C combinatorial).

Proof. The functor B∗ is clearly left Quillen, for it preserves pointwise weak equivalences
and cofibrations. To see that it is also right Quillen, note that its left adjoint just extends a
diagram X : I→ C to I by an initial object:

(B!X)⊥ = colim
(
B ↓ ⊥︸ ︷︷ ︸

∅

→ I
X−→ C

)
= ∅.

In particular, B! is left Quillen. �

Now the comparison map C = Y⊥ → limI X = limI Y |I could again be obtained as
the ⊥-component of the unit Y → B∗B∗Y but we wouldn’t gain anything that way because
this would still be a morphism in HoC.
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Instead, we are going to construct the comparison map as an object in Ho
(
C[1]). To

this end, we define J to be the full subcategory of I × [1], consisting of all objects except
(⊥, 1), which comes with three inclusion functors

I ∼= I× {0} It
↪−→ J, I ∼= I× {1} Ib

↪−→ J and J
J

↪−→ I× [1].

Now, the left Kan extension along the top-inclusion functor It is just the doubling of a diagram
X : I→ C. Indeed, It!X agrees with X on I× {0} because It is fully faithful and has(

It!X
)

I,1 = colim
(
It ↓ (I, 1)→ I

X−→ C
)

= XI

because (I, idI) is terminal in It ↓ (I, 1).

(2.3) Claim. Given a cone X : I → C, the comparison map X⊥ → limI B∗X can be
obtained by first doubling X to J and then evaluating the right Kan extension along J at ⊥.
More concisely, it is just ev⊥J∗It!X.

Let us first check that (homotopy) right Kan extension along J∗ does indeed just
complete the bottom layer of a J-indexed diagram by the (homotopy) limit. More precisely,
let us show that the following diagram of functors commutes up to natural isomorphism

(2.4)

CI It! ��

B∗
��

CJ

I∗
b��

J∗ �� CI×[1]

I∗
1

��

CI

B∗
�� CI ,

where I∗
1 is the functor induced by {1} ↪→ [1] (i.e. restriction to the (I × {1})-layer). This

could be done by a direct calculation but would then require additional arguments for the
derived setting. We shall do all in one step by taking left adjoints everywhere.

(2.5) Remark. The commutativity of the triangle in the above diagram is immediate
from the explicit description of It!. Moreover, since all functors in it are homotopic, the same
is true in the derived setting. Since we are going to need it later, let’s switch to left adjoints
anyway.

The only functor, where it is not immediately obvious that it has a left adjoint,
is It!. There, we note that It has a retraction R : J → I, which is just the projection to the
first factor: R(I, n) = I. Even better, It � R (i.e. I is a coreflective subcategory of J) with
unit IdI and counit ε : It ◦R⇒ IdJ given by

ε(I,0) := id(I,0) and ε(I,1) := (idI , 0 � 1).

By general abstract nonsense about Kan extensions (or direct verification), it follows that
It! ∼= R∗ and hence It! has a further left adjoint I?

t := R!, which is easily explicited as

(I?
t X)I =

{
XI,1 I �= ⊥
X⊥,0 I = ⊥

with the obvious functions on morphisms. In particular, this functor is left Quillen (and
hence It! is both left and right Quillen) with respect to the injective model structure (assum-
ing C is a model category and the injective model structures exist).
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As already mentioned, commutativity of the triangle in (2.4) is obvious (one can
switch to left adjoints if one wants to). To check the commutativity of the trapezoid (after
taking left adjoints), we observe that both

(
I1!X

)
I,0 = colim

(
I1 ↓ (I, 0)︸ ︷︷ ︸

∅

→ I
X−→ C

)
= ∅ and

(
Ib!X

)
I,0 = colim

(
Ib ↓ (I, 0)︸ ︷︷ ︸

∅

→ I
X−→ C

)
= ∅

are extensions of diagrams by initial objects. With this, commutativity upon switching to left
adjoints is easily verified. So, now that we know that It! is just doubling and J∗ is completion
by a (homotopy) limit, we can make the following definition.

(2.6) Definition. With the same notation as above, given a diagram X : I → C, the
induced comparison map is the image of X under

CI It!−→ CJ J∗−→ CI×[1] ∼= (
C[1])I ev⊥−−→ C[1]

(or rather the right derived version thereof). Dually for (homotopy) colimits, which, by abuse
of language, is also going to be referred to as the comparison map.

(2.7) Remark. One way to directly characterise the comparison map functor, is to say
that the projection functor Q : I→ [1] (coming from the construction of I as a Grothendieck
construction on [1]) induces

Q∗ : C[1] → CI,

which maps A → B to a diagram that sends ⊥ to A and everything else to B. Now,
the comparison map functor is just the right adjoint Q∗. This is easily verified by taking
left adjoints of all functors involved in the definition and checking that their composite is
indeed Q∗.

(2.8) Proposition. If X : I → C is a limit diagram then the comparison map is an
isomorphism. Similarly in the derived context.

Proof. Recall that a diagram is a limit diagram iff it lies in the essential image of B∗ : CI → CI.
So, we need to show that the composite

CI B∗−−→ CI It!−→ CJ J∗−→ CI×[1] ev⊥−−→ C[1] (or rather CI B∗−−→ CI Q∗−−→ C[1])

is the same as (i.e. isomorphic to)

CI lim−−→ C
Δ−→ C[1], (which maps a diagram to its limit’s identity morphism).

Unsurprisingly, we do so by taking left adjoints everywhere (which will also imply the corre-
sponding result for the derived functors). In both cases, the composite left adjoint maps a
Y0 → Y1 to the constant diagram Y1. For the first composite, all left adjoints have already
been discussed above and the claim is easily checked, while for the second composite, we just
note that the left adjoint to Δ: C→ C[1] is ev1 = colim. �
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3. Cubical Diagrams

In what follows, finite semilattices will play a central role. We usually prefer to work with join-
semilattices; however, one could just as well work with meet-semilattices since the category
of join-semilattices is isomorphic to that of meet-semilattices (using the opposite order).
Our usage of the term “semilattice” includes finite (co)completeness as a category and it is
understood that every semilattice has a bottom element (and since we are in the finite case,
also a top, which is just the join of all elements).

(3.1) Definition. An n-dimensional cube (or just n-cube) is a poset that is a free semi-
lattice on n generators (i.e. isomorphic to P{1, . . . , n}). A cubical diagram (of dimension) n
(or, by abuse of language, again just an n-cube) is a diagram X : P → sSets indexed by an
n-cube P .

(3.2) Notation. Given a cubical diagram X : P → sSets with P generated (under joins)
by g1, . . . , gn, we write Xgi1 ,...,gik

:= Xgi1 ∨...∨gik
for i1, . . . , ik ∈ {1, . . . , n}. In particular, if

P = P{1, . . . , n}, we simply write Xi1,...,ik
instead of X{i1,...,ik}.

(3.3) Example.

• Given a finite set M , the free semilattice on M is just (isomorphic to) P(M), ordered
by inclusion. So, we can always assume an n-cube to be of the form P(M). This is
the classical definition of a cube but unsuitable for our purposes because later on,
we will find ourselves in situations where there is no natural way to identify a cube
with some P(M).

• Another, more geometrical, description is that a cube is a product of (categorical)
intervals. That is to say, it is a category isomorphic to some [1]n.

(3.4) Remark.

• We used the slightly awkward formulation “a poset that is a free semilattice” to
stress the point that morphisms between cubes are arbitrary functors rather than
just (co)limit preserving ones.

• Since P(M) is self-dual, it is both (isomorphic to) the free join-semilattice and the
free meet-semilattice on M (though in the latter case, it is generated by all M \{m}
with m ∈M).

• Since every free semilattice P is generated (as a category) by all arrows a � a ∨m
with m ∈ M , m �� a (i.e. the order relation on P is just the reflexive and transi-
tive closure of these), we usually won’t bother indicating any other arrows in our
diagrams.

(3.5) Notation. Writing 〈n〉 := {1, . . . , n}, we denote the standard n-cube P〈n〉 by ◻n.
We will also have to consider the indexing poset for n-dimensional pushouts ⌜n := ◻n \{〈n〉},
which is just an n-cube with its top element removed. Dually, the indexing set for n-di-
mensional pullbacks is ⌟n := ◻n \ {∅}, which is just an n-cube with its bottom element
removed.

(3.6) Notation. Since we will have to consider edges of the form 〈n〉 \ {k} → 〈n〉 into
the terminal vertex of ◻n, let us define

k̂ := ¬k := 〈n〉 \ {k} = {1, . . . , k − 1, k + 1, . . . , n}
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(assuming n is clear from the context).

Let us take a second to note that cubes (being posets isomorphic to some finite
powerset) are distributive lattices and, in fact, even Boolean algebras. The elements of a
cube corresponding to singletons in a powerset (i.e. its generators under join) are called its
atoms.

(3.7) Remark. As is well-known, every finite Boolean algebra is isomorphic to a powerset
(so the terms “cube”, “finite powerset”, “finite free semilattice” and “finite Boolean algebra”
are all equivalent). In particular they are all atomistic, meaning that every element is a join
of atoms.

(3.8) Definition. Given a cube P and a � b ∈ P , we define the face ∂b
a of P to be the

subposet

∂b
a := {p ∈ P | a � p � b} .

Similarly, if X : P → sSets is a cubical diagram, we define the face ∂b
aX := X|∂b

a
.

(3.9) Observation. Let’s write G for the generating set of P . Given a � b, b is of the
form b = a ∨ g1 ∨ . . . ∨ gn for some (necessarily unique up to permutation) pairwise distinct
g1, · · · , gn ∈ G. It follows that ∂b

a is an n-cube by

P〈n〉 ∼= ∂b
a, I 
→ a ∨

∨
i∈I

gi.

The dimension of ∂b
a can either be obtained by looking at generators (as we just did) or by

counting the number of elements of ∂b
a.

(3.10) Notation. Given a = g1 ∨ . . . ∨ gk and b = a ∨ gk+1 ∨ · · · ∨ gk+n, we write

∂g1,...,gn
g1,...,gk

:= ∂b
a.

In particular, ∂b := ∂b
⊥ (the empty join is ⊥) but since ∂⊥

a is silly (because then a = ⊥ and
the face is just ⊥ itself), we define the special case ∂a := ∂�

a .

(3.11) Example. Using a standard cube ◻n, then, in our notation, the edges ∅ → {k}
out of the initial vertex are denoted by ∂k while the edges k̂ → 〈n〉 into the terminal vertex
are ∂k̂ (or ∂¬k). On the other hand ∂k and ∂¬k are (n− 1)-dimensional faces.

(3.12) Example. Given a cubical diagram X : P(M) → sSets and subsets L ⊆ N ⊆ M ,
the |N \ L|-dimensional face ∂N

L X of X is classically defined [30] to be the composite

P(N \ L) ↪→ P(N) ⊆ P(M) X−→ sSets, S 
→ X(S ∪ L),

where the first inclusion is given by S 
→ S ∪ L. This already foreshadows complications
arising from restricting our attention to P(M) as indexing posets.

(3.13) Notation. Though we do not generally restrict our indexing posets to power sets,
it is sometimes useful to have an ordering of the generators. Given X : ◻n → sSets (or
X : ⌜n → sSets), we will suggestively write

Xtop := ∂〈n−1〉X = X|
◻

n−1 and Xbot := ∂nX

for its top and bottom (n− 1)-face, respectively.
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(3.14) Example. A cube over M = {1, 2, 3} is a commutative diagram of spaces

X∅ ��

��

��

X1

��

33

X2 ��

��

X1,2

��

X3 ��



X1,3

33

X2,3 �� X1,2,3

(where, again, we left out all the diagonals). The face ∂1X is just X∅ → X1, ∂1,2X is the
top square, ∂1,2X is X1,2 → X1,2,3, ∂1X is the right-hand square etc.

(3.15) Observation. Given two faces ∂b
a and ∂b′

a′ , we have ∂b′
a′ ⊆ ∂b

a iff both b′ � b and
a � a′. Consequently, the largest common subface (if any) of two faces ∂b

a and ∂b′
a′ is ∂b∧b′

a∨a′ .
This is only well-defined iff a′ � b and a � b′. Otherwise, the two faces do not share a
common subface.

Let us record for later that every (n − 1)-face ∂b
a of an n-dimensional cube P (say

generated by g1, · · · , gn) has a unique opposite face, characterised by being the only one that
doesn’t intersect it (necessarily in a (n− 2)-dimensional subface). Indeed, ∂b

a is either of the
form b = � and a = gi or b = ¬gi = g1 ∨ . . . ĝi ∨ . . . gn and a = ⊥ for some i ∈ {1, . . . , n}.
With this, ∂gi and ∂¬gi are opposite.

(3.16) Definition. For a cube generated by g1, · · · , gn, faces of the form ∂¬gi (i.e. the
(n−1)-dimensonal faces that contain ⊥) are called initial, while those of the form ∂gi (i.e. the
(n− 1)-dimensional faces that contain �) are called terminal.

4. Grothendieck Construction for Posets

(4.1) Observation. For any set I (viewed as a discrete category), there is a natural
equivalence of categories

Î = SetsI � Sets ↓ I, (Xi)i∈I 
→
∐
i∈I

Xi, (p−1i)i∈I ←� p

between I-indexed families of sets and sets over I.

Now instead of a set I and an I-indexed family (which is just a functor I → Sets), we
can take any small category I and perform an analogous construction for a functor I→ Cat.

(4.2) Definition. Given a small category I the Grothendieck construction on F : I→ Cat
is the category

∫ I F , with objects all pairs (I, C) where I ∈ I, C ∈ FI and

Hom∫ I
F

(
(I, C), (J, D)

)
:= {(i, f) | i : I → J in I, f : (Fi)C → D in FJ}

for two such objects (I, C), (J, D) ∈ ∫ I F . The composite of (I, C) (i,f)−−−→ (J, D) (j,g)−−−→ (K, E)
is just (

I
i−→ J

j−→ K, (Fj)(Fi)C (F j)f−−−→ (Fj)D g−→ E

)
,

so that the identity on (I, C) is (idI , idC).
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(4.3) Proposition. If I and every FI with I ∈ I is even a poset then so is P :=
∫ I F .

Proof. Clearly, P is a preorder (i.e. there is at most one morphism between any two objects)
by definition of its Hom-sets. To see that it is even a poset, assume that we have isomorphic
objects (I, C) � (J, D) � (I, C). By definition then I � J � I (whence I = J) and

F (I � J)C � D as well as F (J � I)D � C.

But I � J and J � I are actually identities and so C � D � C. �

(4.4) Example. Consider the functor

F : ⌜2 → Cat,
({2} ← ∅→ {1}) 
→ (

⌜
2 id←− ⌜2 → {∅}

)
,

whose Grothendieck construction is

({2}, {1}) (
∅, {1})��

		({2},∅)
��

��

(∅,∅)�� ��

��

��

({1},∅)
({2}, {2}) (

∅, {2})��

��

∼=

{1, 3} {1}��

;;

{3}

��

��

∅�� ��

��

��

{1, 2}

{2, 3} {2}��

,,
= ⌜

3.

As already observed, the category of posets is closed under Grothendieck construc-
tions. Still, in order to generalise the previous example, let us record some easy special
properties of the Grothendieck construction occurring there.

(4.5) Observation. Let P be a poset and F : P → Cat a functor such that every Fp with
p ∈ P is again a poset and all morphisms F (p � p′) : Fp → Fp′ are identities or morphisms
into the terminal poset {∗}. Then

∫ P F is again a poset and given (p, q), (p′, q′) ∈ ∫ P F , we
have (p, q) � (p′, q′) iff firstly p � p′ and secondly Fp′ = {∗} or Fp = Fp′ with q � q′.

(4.6) Remark. Of course, there is also a dual version of the Grothendieck construction,
which assigns to a functor F : Iop → Cat the category

∫
I F , which again has as objects all

pairs (I, C) with I ∈ I, C ∈ FI but

Hom∫
I

F

(
(I, C), (J, D)

)
:= {(i, f) | i : I → J in I, f : C → (Fi)D in FI}

with the composition of (I, C) (i,f)−−−→ (J, D) (j,g)−−−→ (K, E) being(
I

i−→ J
j−→ K, C

f−→ (Fi)D (F i)g−−−→ (Fi)(Fj)E
)

.

Now, given a functor F : I → Cat, we get a second functor F op : I → Cat by composing F
with the dualisation functor −op : Cat→ Cat. One can easily verify that then(∫ I

F

)op

=
∫
Iop

F op.
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5. Building Higher Dimensional Cubes

The goal of this section is to see two ways of how an (n + 1)-cube ◻n+1 can be built from
lower dimensional cubes using the Grothendieck construction. The most obvious way to do
this, while not very useful, is to just interpret the fact that ◻n+1 ∼= ◻n× [1] as a Grothendieck
construction by saying that

◻
n+1 ∼=

∫ [1]
Const◻n .

Since this is just a complicated way of expressing the categorical product, we shall not do it.
Another obvious identification, which we, again, shall not use, is

◻
n+1 ∼=

∫ [1](
⌜

n+1 → {∗}).
However, combining these two identifications gives us something useful. To wit, we define a
functor

F : ◻2 → Cat,

∅ ��

��

{1}

��

{2} �� {1, 2}

→

⌜
n ��

Id
��

{∅}

��

⌜
n �� {∅} .

Clearly,
∫
◻

2
F ∼= ◻n+1 with the top ⌜n → {∅} corresponding to the top face and the bottom

⌜
n → {∅} corresponding to the bottom face. Since such an identification depends on the

choice of two such opposite faces, we get a total of n + 1 possible identifications.

(5.1) Notation. For readability’s sake, we will omit the curly brackets from singletons
in the Grothendieck construction that follow. So for example, we are going to write “(1, 2)”
instead of “

({1}, {2})”.
(5.2) Definition. Given k ∈ 〈n + 1〉, and letting δk : [n]→ [n + 1] be the usual kth coface
map, we write

Γk :
∫
◻

2

F ∼= ◻n+1,

(∅, S) 
→ δkS
(1,∅) 
→ 〈n + 1〉 \ {k}
(2, S) 
→ δkS ∪ {k}({1, 2},∅) 
→ 〈n + 1〉

for the identification corresponding to the two opposite faces ∂k and ∂¬k. The name “Γ”
firstly stands for Grothendieck and secondly (as a symbol) resembles the ⌜n used in the
construction.

The default such identification for us (when it is not explicitly specified) is going to
be Γn+1 because there, the isomorphism looks particularly simple as δn+1 has no effect and
can thus be omitted.

By restricting F , we also get
∫
⌜

2
F ∼= ⌜n+1. Dually, we can construct ◻n+1 as a

contravariant Grothendieck construction; namely that of

G : (◻2)op → Cat,

∅ ��

��

{1}

��

{2} �� {1, 2}

→

{∅} ⌟
n��

{∅}

��

⌟
n��

Id

��

(note that upon forming the Grothendieck construction
∫
◻

2 G, the direction of all arrows in
the right-hand square is again reversed). Let us also fix a notation for these identifications



236 Chapter 10. Cubical Diagrams

(5.3) Definition. Given k ∈ 〈n + 1〉, and again letting δk : [n]→ [n + 1] be the kth coface
map, we write

Γk :
∫
◻

2
G ∼= ◻n+1,

(∅,∅) 
→ ∅
(1, S) 
→ δkS
(2,∅) 
→ {k}({1, 2}, S

) 
→ δkS ∪ {k}

for the identification corresponding to the two opposite faces ∂k and ∂¬k.

Again, as in the dual case, we get
∫
⌟

2 G ∼= ⌟n+1 by restriction. In particular, using
Thomason’s theorem, cubical pushouts and pullbacks can be calculated inductively as follows.

(5.4) Proposition. Given k ∈ 〈n〉 and a diagram X : ⌟n → sSets, its homotopy pullback
can be calculated as

holim
⌟

n
X � holim

(
Xk → holim

⌟
n−1

(X|∂k
)← holim

⌟
n−1

(X|∂¬k)
)

.

Dually for homotopy pushouts.

Proof. This is a direct application of Thomason’s theorem (7.5.2). �

Since we are going to need it later on, let us introduce some notation for the homo-
topy pullback cube obtained from a given cubical diagram by using Thomason’s theorem in
connection with Γk.

(5.5) Definition. Given n ∈ N�3 and k ∈ 〈n〉, we define Tk := ◻n \ {∅, {k}}. With this
then, for X : ◻n → sSets, we write

RkX := RKan(X|Tk) : ◻n → sSets.

(5.6) Remark. By Thomason’s theorem, every RkX is a homotopy pullback cube and it
comes with a canonical transformation X ⇒ RkX, namely the derived unit. If X happens
to already be a homotopy pullback, then by the above proposition, the square

X∅ ��

��

Xk

��

(RkX)∅ �� (RkX)k

defined by the ∅- and the k-component of the derived unit is a homotopy pullback.

(5.7) Example. Given a diagram X : ⌜n → sSets that has XS = ∗ for every S �= ∅
(i.e. X = GX∅

in terms of (1.3)), its homotopy colimit is hocolim X � Σn−1X∅. The cases
n = 1 and n = 2 are easy. For bigger n, we just note that

hocolim
⌜

n
X � hocolim

(
X{1,...,n−1} ← hocolim(Xtop|⌜n−1)→ hocolim(Xbot)

)
� hocolim(∗ ← Σn−2X∅ → ∗) � Σn−1X∅.

by induction and because Xbot is constantly ∗.
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(5.8) Example. Given simplicial sets A1, . . . , An and X : ⌜n → sSets defined as

XS :=
∏
k /∈S

Ak

with all maps being standard projections. Then hocolim X � ˚n
k=1 Ak. The case n = 1 is

trivial and for n = 2, this is the definition of A1 ∗A2. For bigger n, we can assume all Ak to
be Kan complexes. By Mather’s Cube Theorem (7.7.3), taking products with Kan complexes
preserves homotopy colimits and with Thomason’s theorem (7.5.2), we calculate

hocolim
⌜

n
X � hocolim

(
X{1,...,n−1} ← hocolim(Xtop|⌜n−1)→ hocolim(Xbot)

)
� hocolim

(
An ← An ×

n−1
˚

k=1
Ak →

n−1
˚

k=1
Ak

)
� n

˚
k=1

Ak.

For another extremely useful method of constructing higher dimensional cubes, we
note that the diagram F of posets in the Grothendieck construction for ◻n+1 contains two
copies of ⌜n. We can now apply the same Grothendieck construction to these and obtain

◻
n+1 ∼=

∫
◻

2

⎛⎜⎜⎜⎝
⌜

n ��

��

{∅}

��

⌜
n �� {∅}

⎞⎟⎟⎟⎠ ∼=
∫
◻

3

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⌜
n−1 ��

88

��

{∅}

��

��

⌜
n−1 ��

��

{∅}

��

⌜
n−1 ��

88

{∅}
��

⌜
n−1 �� {∅}

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

We can now just keep going and get ◻n+1 as a Grothendieck construction of a dia-
gram containing only points and ⌜k for an arbitrary k ∈ {1, . . . , n + 1}. The most interesting
case for us, however, is going to be k = 2. Instead of going through the described inductive
process, we are going to establish the isomorphism directly. For this, let us recycle some
functor names. We now let

F : ◻n → Cat, S 
→
{
⌜

2 n /∈ S
{∅} n ∈ S

(with all arrows being either identities or the unique maps into a point). Note that the
observation (4.5) applies to this functor.

(5.9) Lemma. The Grothendieck construction
∫
◻

n

F is a join-semilattice generated by

(∅, 1), (∅, 2), (1,∅), (2,∅), . . . , (n− 1,∅).

Proof. Clearly, (∅,∅) is a bottom element. Now, given (S, T ), (S′, T ′) ∈ ∫ ◻n

F , to get the
join (S, T ) ∨ (S′, T ′), we observe that its first component must certainly contain S ∪ S′

and distinguish several cases. If n ∈ S ∪ S′ then (S, T ) ∨ (S′, T ′) = (S ∪ S′,∅). If
n /∈ S ∪ S′, we again need to distinguish two cases. If T = ∅ or T ′ = ∅ or T = T ′

then (S, T ) ∨ (S′, T ′) = (S ∪ S′, T ∪ T ′) and otherwise (S, T ) ∨ (S′, T ′) =
(
S ∪ S′ ∪ {n},∅)

(in particular (∅, 1) ∨ (∅, 2) = (n,∅)). So
∫
◻

n

F is a join-semilattice. It is generated by the
claimed elements because given (S, T ) ∈ ∫ ◻n

F , if T = ∅ then

(S, T ) =
∨
i∈S

(i,∅) (where we write (n,∅) as (∅, 1) ∨ (∅, 2) in case n ∈ S).

On the other hand, if T �= ∅ (so that n /∈ S) then

(S, T ) = (∅, T ) ∨
∨
i∈S

(i,∅).
�
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(5.10) Proposition. There are isomorphisms ◻n+1 ∼= ∫
◻

n

F .

Proof. Because ◻n+1 is the free join-semilattice on 〈n + 1〉, the map

1, 2, . . . , n + 1 
→ (∅, 1), (∅, 2), (1,∅), (2,∅), . . . , (n− 1,∅)

(any bijection will do) can be extended to a morphism of join-semilattices ◻n+1 → ∫
◻

n

F .
This morphism is certainly surjective because it hits all the generators. To see that it is even
bijective (and thus an isomorphism of join-semilattices), we just need to check that the two
posets involved have the same number of elements. Obviously,

∣∣◻n+1∣∣ = 2n+1 and on the
other hand, every S ∈ ◻n gives us three elements in

∫
◻

n

F if n /∈ S (i.e. S ∈ P〈n − 1〉) and
one element otherwise (i.e. S = T ∪ {n} for T ∈ P〈n− 1〉). So, all in all,∣∣∣∣∣

∫
◻

n

F

∣∣∣∣∣ = 2n−1 · 3 + 2n−1 · 1 = 2n−1 · 4 = 2n+1.
�

(5.11) Corollary. There are isomorphisms ⌜n+1 ∼= ∫
⌜

n

F .

Proof. The two posets are respectively obtained from ◻n+1 and
∫
◻

n

F by removing the top
element. �

From the proof of the proposition, we know that the identification ◻n+1 ∼= ∫
◻

n

F
depends on a bijection with 1, . . . , n + 1. Consequently, there are (n + 1)! such identifications
but let’s look a little closer.

By definition, F is constantly ⌜2 on the face ∂¬n ⊆ ◻n and constantly {∅} on ∂n.
Now, many identifications ◻n+1 ∼= ∫

◻
n

F arise from one another by some symmetry of ◻n−1

applied to both of these opposite faces and since F is constant on them, two such identifi-
cations are the same for all intents and purposes. When identifying such isomorphisms with
each other, every equivalence class has (n− 1)! members.

What really makes a difference is with which face ∂n × {∅} ⊆
∫
◻

n

F is identified.
Note that such a face is necessarily of the form ∂k,l as it has to contain 〈n + 1〉. To establish
our notation, let us pick the following representing family of identifications.

(5.12) Definition. Given k, l ∈ 〈n + 1〉 with k < l (i.e. an (n − 2)-face ∂k,l) and writing
δk,l := δk ◦ δl : [n− 1]→ [n + 1] for the monotone injection that avoids k and l, we define

Γk,l :
∫
◻

n

F ∼= ◻n+1

to be the isomorphism determined by

Γk,l(∅, 1) := k, Γk,l(∅, 2) := l and Γk,l(i,∅) := δk,li for i ∈ 〈n− 1〉.

Obviously, we can dualise the above proposition and its corollary. This is particularly
useful because the cubes ◻n are self-dual, yielding

◻
n+1 ∼= (◻n+1)op ∼=

(∫
◻

n

F

)op

=
∫

(◻n)op
F op.

Upon also identifying (◻n)op ∼= ◻n appearing as the indexing category in the right-hand
Grothendieck construction, we obtain the following result.
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(5.13) Proposition. There are isomorphisms ◻n+1 ∼= ∫
◻

n G, where

G : (◻n)op → Cat, S 
→
{
⌟

2 n ∈ S
{∅} n /∈ S

(with all arrows being either identities or the unique maps into a point). �

Just like in the dual case above, we are really only interested in such identifications
up to symmetry of ◻n−1. Let us also fix some notation for a representing family of such
identifications.

(5.14) Definition. Given k, l ∈ 〈n + 1〉 with k < l (i.e. an (n−2)-face ∂¬{k,l}) and writing
δk,l := δk ◦ δl : [n− 1]→ [n + 1] for the monotone injection that avoids k and l, we define

Γk,l :
∫
◻

n
G ∼= ◻n+1

to be the isomorphism determined by

Γk,l(n, 1
)
:= k, Γk,l(n, 2) := l and Γk,l(i,∅) := δk,li for i ∈ 〈n− 1〉.

(this determines the isomorphism since these elements generate
∫
◻

n G as a join-semi-lattice).

The most important aspect of the Grothendieck construction
∫
◻

n

F that makes it
a worthwhile model for ◻n+1 is the existence of distinguished 2-faces as on the left below for
S ⊆ 〈n〉 with n /∈ S.

(5.15) (S,∅) ��

��

(S, 1)

��

(S, 2) ��
(
S ∪ {n},∅)

(S,∅) ��

��

(
S ∪ {n}, 1

)
��(

S ∪ {n}, 2
)

��
(
S ∪ {n}, {1, 2})

These are indeed 2-faces, namely ∂
(S∪{n},∅)
(S,∅) . Let us call these the Thomason faces of

∫
◻

n

F .
Dually, the Thomason faces in

∫
◻

n G are those 2-faces as on the right above, again with
n /∈ S.

(5.16) Remark. While not important for our applications, let’s see what the other 2-faces
of
∫
◻

n

F are, as the Thomason faces only account for 2n−1 of the E2,n+1 = n(n + 1)/2 · 2n−1

many. All other 2-faces are obtained from 2-faces of ◻n as follows.

(a) Every 2-face ∂T
S with n /∈ T yields 3 different 2-faces in ◻n+1 by adding ∅, 1 or 2 as

a second coefficient.

(b) Every 2-face ∂T
S with n /∈ S but n ∈ T yields 2 different 2-faces in ◻n+1 by adding ∅

as a second coefficient to S ∪ {n}, T and 1 or 2 as a second coefficient to its two
other vertices (∅ is not allowed here, since we have (S,∅) � (S, 1) � (S ∪ {n},∅)).

(c) Every 2-faces ∂T
S with n ∈ S yields a 2-face in ◻n+1 by adding ∅ as a second

coefficient.
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These, together with the faces described above, give us all 2-faces of ◻n+1. Indeed, from (a),
we get 3 ·E2,n−1 faces; from (b), we get 2 ·E1,n−1; and from (c), we get E2,n−1. So, all in all,

4E2,n−1 + 2E1,n−1 = 4
(n− 1)n

2
2n−3 + (n− 1)2n−1 =

(n− 1)n
2

2n−1 + (n− 1)2n−1

=
(n− 1)(n + 2)

2
2n−1 =

n2 + n− 2
2

2n−1.

Adding in the 2n−1 2-faces constructed above, we obtain all E2,n+1 = (n2 + n)/2 · 2n−1 faces.

(5.17) Definition. A set of 2-faces in ◻n is called Thomason iff it is the image of the
Thomason faces under some isomorphism

∫
◻

n−1
F ∼= ◻n (without loss of generality, some Γk,l).

Let us record the following elementary characterisations as well as one elementary
property of Thomason sets.

(5.18) Proposition. Let n ∈ N, n > 3 and T a set of 2-faces in ◻n.

(a) T is Thomason iff it is the image of the Thomason 2-faces under some identification∫
◻

n−1 G ∼= ◻n (without loss of generality, some Γk,l).

(b) T is Thomason iff there are distinct k, l ∈ 〈n〉 such that

T = Tk,l :=
{

∂
S∪{k,l}
S

∣∣∣ S ⊂ 〈n〉, k, l /∈ S
}

.

(c) Every 2-face of ◻n is contained in exactly one Thomason set.

Proof. Ad (a): The two Thomason faces (5.15) have the same image under Γk,l and Γk,l

respectively.
Ad (b): The terminal vertices of all Thomason faces of

∫
◻

n−1
F are precisely the vertices

in ∂n−1×{∅} and, as was already observed, any identification
∫
◻

n−1
F ∼= ◻n maps ∂n−1×{∅}

to some ∂k,l. Conversely, every ∂k,l determines (n − 2)! possible identifications mapping
∂n−1 × {∅} to ∂k,l. With this, the claim follows.
Ad (c): Any 2-face is of the form ∂

S∪{k,l}
S for some distinct k, l /∈ S. Consequently, the unique

Thomason set that contains it is Tk,l. �

The usefulness of Thomason sets plainly stems from the fact that we can calculate
the homotopy colimit of a diagram X : ⌜n → sSets by choosing a Thomason set Tk,l and
replacing every span

XS∪{k} ← XS → XS∪{l}

in Tk,l by its homotopy pushout. Using the comparison maps to the XS∪{k,l} then determines
a diagram ⌜n−1 → sSets, whose homotopy colimit is weakly equivalent to that of X. Similarly
for homotopy limits.

Of course, this method boils down to the same thing as the one using the identifica-
tions Γk from the beginning of this section. The only difference is that here, we construct a
⌜

n−1-indexed diagram by calculating some 2-dimensional homotopy pushouts, whereas with
the first approach, we form a ⌜2-indexed diagram by calculating some (n − 1)-dimensional
pushouts.

Since we are going to need it later, let’s establish some notation for the pullback
cubes obtained from a given cube X : ◻n → sSets by using a certain Thomason set.
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(5.19) Definition. For n ∈ N�3 and two distinct k, l ∈ 〈n〉, we define Tk,l ⊂ ◻n to be the
subposet of all S ∈ ◻n with k ∈ S or l ∈ S. These are exactly the initial vertices of all the
Thomason faces in Tk,l. Put differently, Tk,l is obtained by restricting

Γk,l :
∫
◻

n−1
G ∼= ◻n to ∂n ⊂ ◻n−1.

Now, given a cubical diagram X : ◻n → sSets and distinct k, l ∈ 〈n〉, we define

Rk,lX := RKan (X|Tk,l) : ◻n → sSets,

to be the cube obtained by replacing all Thomason faces of X in Tk,l by homotopy pullbacks.
Dually for Tk,l and Lk,lX, which is obtained by replacing all Thomason faces belonging to Tk,l

by homotopy pushouts.

(5.20) Remark. By Thomason’s theorem, every Rk,lX is a homotopy pullback cube.
Moreover, it comes with a canonical transformation X ⇒ Rk,lX, namely the derived unit.

6. Higher Pushouts and Pullbacks

As is well-known, if we put the projective model structure on the category of spans sSets⌜2 ,
the cofibrant diagrams (which is sufficient for their pushout to be a homotopy pushout)
X : ⌜2 → sSets are those where X∅ is cofibrant and X∅ → X1, X∅ → X2 are both cofibra-
tions. Dually for the injective model structure.

The projective and injective model structure on sSets⌜2 exist either because sSets
is a combinatorial model category (see [37, Proposition A.2.8.2]) or because ⌜2 is “very small”
(see [22]). Alternatively (and this is really what lies behind the “very small”-argument), they
can be seen as special instances of Reedy model structures, which is what we are going to do
in higher dimensions and quickly describe how to obtain (co)fibrant replacements.

(6.1) Definition. The standard (or projective) Reedy structure on ⌜n has degree function

d(S) := |S| .
With this, ⌜n is actually a direct category (see [34]) and the induced Reedy model structure
is the projective one. Dually, the standard (or injective) Reedy structure on ⌟n has the degree
function

d(S) := n− |S| ,
so that ⌟n is inverse and the induced Reedy model structure is the injective one.

Working in the case of ⌜n equipped with the projective Reedy structure (the case
of ⌟n being dual), the latching object at an object S ∈ ⌜n for some diagram X is just

LSX = colim
T�S

XT = colim
⌜

|S|
X|∂S

∅
\{S}

the (strict!) pushout of X restricted to the face ∂S
∅ with the terminal vertex S removed.

Now, for a diagram X : ⌜n → sSets to be cofibrant, we need every induced map
LSX → XS with S ∈ ⌜n to be a cofibration. For S = ∅, this just means that X∅ must be
cofibrant and for S = {i}, we get that X∅ → Xi must be a cofibration. So, for n = 2 we can
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cofibrantly replace a diagram X by first taking a cofibrant replacement Q∅ of X∅ and then
factoring the composite maps

Q∅
∼−� X∅ → Xi as Q∅ � Qi

∼−� Xi (for i ∈ {1, 2}).
For a general n, we first replace X∅ (say by a Q∅) as well as all X∅ → Xi as above (say
by Qi). We then replace the rest of the XS by a recursion on |S|. To wit, having already
replaced all XT (say by QT ) with |T | � |S| − 1, we can calculate LSQ and then replace the
composite map

LSQ→ LSX → XS by LSQ � QS
∼−� XS .

(6.2) Observation. If X : ⌜n → sSets is cofibrant (so that its colimit is a homotopy
colimit), the same is true for every restriction of X to a face.

7. Homotopy Pullbacks and Closed Classes

Dror Farjoun’s theorem (8.4.8) gives us an extremely powerful cellular inequality for the
fibre of an induced map between homotopy colimits. In this section, we are going to look
at the dual situation and would like to have an estimate for the Bousfield class of the fibre
of an induced map between homotopy limits. Of course, since fibres and homotopy limits
commute, we can just forget about the “fibre” part and directly focus on the Bousfield class
of a homotopy limit.

We are confident that there is some more general cellular statement hidden behind
this, which does not restrict the form of the indexing category. However, since we are only
going to be interested in the cubical case, let us restrict our attention to cubes.

(7.1) Proposition. If X : ◻n → sSets is a homotopy pullback cube then

X∅ >
{

Ω|S|−1
∗ XS

∣∣∣ S ∈ ⌟n
}

>
{

Ω|S|−1XS

∣∣∣ S ∈ ⌟n
}

.

for every base-point in X∅ and with all XS having the induced base-points.

Proof. The second acyclic inequality is trivial because, by definition, Ω∗A > ΩA for every
pointed space A. So let us assume we are in the pointed context. In the degenerate case
n = 1, being a homotopy pullback just means being a weak equivalence and the result is
trivial. For n = 2, we start with a homotopy pullback square

P ��

��

B

��

C �� D

and writing F := hFib∗(P → B) � hFib∗(C → D), we have

P > {F, B} while F > {C, Ω∗D}.
For the general case, we proceed by induction. To wit, using Thomason’s theorem, we have
a homotopy pullback square

X∅ ��

��

holim
⌟

n−1 ∂¬nX

��

Xn
�� holim

⌟
n−1 ∂nX.
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From the dimension 2 case, we know that

X∅ > {Xn, holim ∂¬nX, Ω∗ holim ∂nX}
and by the inductive hypothesis,

holim ∂¬nX >
{

Ω|S|−1
∗ XS

∣∣∣ n /∈ S, S �= ∅
}

,

while

holim ∂nX >
{

Ω|S|−2
∗ XS

∣∣∣ n ∈ S, S �= {n}
}

(the exponent |S| − 2 comes from the identification ◻n−1 ∼= ∂n, S 
→ S ∪ {n}). �

(7.2) Example. Given a natural transformation X ⇒ Y between homotopy pullbacks
X, Y : ◻n → sSets, then

hFib∗(X∅ → Y∅) � holim
S∈⌟n

hFib∗(XS → YS) >
{

Ω|S|−1 hFib∗(XS → YS)
∣∣∣ S ∈ ⌟n

}
(all with respect to an arbitrary base-point coming from X∅).

8. Strong Homotopy Colimits

(8.1) Definition. Given a poset P , and p ∈ P , we write ↓p := {q ∈ P | q < p}. With
this, a diagram X : P → sSets is a strong homotopy colimit diagram iff for every p ∈ P such
that p =

∨
q∈↓p q, the induced map

hocolim
↓p

(X|↓p)→ Xp

is a weak equivalence. As the most important special case, a cubical diagram X : ◻n → sSets
that is a strong homotopy colimit will be called a strong homotopy pushout (cube). Dually
for a strong homotopy limit and a strong homotopy pullback (cube).

(8.2) Remark. Obviously, we could more generally define strong homotopy colimits in-
dexed by an arbitrary category I by letting ↓I (with I ∈ I) be the full subcategory of I ↓ I
consisting of all objects except the terminal one (I, idI) and interpreting

∨ ↓I as the colimit
of the canonical projection ↓I → I.

Note that if P is of the form P = P ′ + {�}, where � is a top element in P and P ′

does not have a top element, then a strong homotopy colimit diagram X : P → sSets is
in particular a homotopy colimit diagram (i.e. hocolimP ′ X → X� is a weak equivalence).
However, we explicitly want to allow diagrams without a terminal vertex, such as in the
following example.

(8.3) Example. Taking P to be

•

��

•��

��

�� •

��• •�� �� • ,

a P -indexed diagram is a strong homotopy colimit iff the two squares are homotopy pushouts.
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(8.4) Example. For P = ◻n, being a strong homotopy pushout X : ◻n → sSets just
means that all faces (including the entire cube) have to be homotopy pushouts.

Since Mather’s second cube theorem is the essential ingredient in our study of closed
classes, let us quickly record that it is also valid for strong homotopy colimits.

(8.5) Theorem. (Mather’s Second Cube Theorem, Strong Version) In sSets,
homotopy pullbacks preserve strong homotopy colimits. More precisely, pulling back along a
Kan fibration f : K → L

f∗ := (−×L K) : sSets ↓ L→ sSets ↓K

preserves strong homotopy colimits (where the two comma categories inherit a model struc-
ture from sSets and so strong homotopy colimits in them are calculated in sSets).

Proof. Given a poset P , p ∈ P such that p =
∨

q∈↓p q and X : P → sSets a strong homotopy
colimit diagram, we get weak equivalences

hocolim
↓p

(f∗X|↓p) � f∗ hocolim
↓p

(X|↓p) � f∗X

(∨
q∈↓p

q

)
� f∗Xp,

where the first one is by the ordinary second cube theorem and the second one by f being a
Kan fibration (so that pulling back along f preserves weak equivalences). �

(8.6) Corollary. (Special Puppe Theorem, Strong Version) Given a poset P and a
strong homotopy colimit diagram X : P → sSets together with a transformation τ : X ⇒ K
to a constant diagram (i.e. X is a diagram in sSets ↓K) then

hFibk τ : P → sSets, p 
→ hFibk(τp : Xp → K)

is again a strong homotopy colimit for every base-point k of K.

Proof. Just take f : PK → K in the theorem to be the standard path space fibration. �

The classical definition of a strong homotopy pushout cube requires all its 2-faces
to be homotopy pushouts and seems weaker than our definition. Thanks to the work done in
section 5 we can show that the two conditions are actually equivalent.

(8.7) Proposition. An n-cube X : ◻n → sSets is a strong homotopy pushout iff all its
2-faces are homotopy pushouts.

Proof. The direction “⇒” is obvious. We prove the converse by induction on n, where the
case n = 2 is trivial. Now given X : ◻n+1 → sSets with all 2-faces homotopy pushouts, the
inductive hypothesis tells us that all of X’s proper faces are homotopy pushouts. Moreover,
upon identifying ⌜n+1 ∼= ∫

⌜
n

F as in (5.11), Thomason’s theorem yields

hocolim X|
⌜

n+1 � hocolim
S∈⌜n

hocolim
T ∈F S

X(S, T ).

But FS is either a point (if n ∈ S) or ⌜2 (if n /∈ S), so that

hocolim
T ∈F S

X(S, T ) � X

( ∨
T ∈F S

(S, T )
)

= X
(
S ∪ {n},∅)
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by our hypothesis. All in all

hocolim X|
⌜

n+1 = hocolim
S∈⌜n

X
(
S ∪ {n},∅).

But this is just the homotopy colimit of an n-dimensional subcube of X and the inductive
hypothesis gives us that

hocolim X|
⌜

n+1 � X

( ∨
S∈⌜n

X
(
S ∪ {n},∅)) = X

(〈n〉,∅).
�

9. Strong Homotopy Pushouts and Pullbacks

Given a cubical diagram X : ◻n → sSets, we can simply forget its terminal vertex X〈n〉
and take the homotopy pushout of the restricted diagram X|⌜n . If, instead of an ordinary
homotopy pushout, we want to take the strong homotopy pushout (rendering every face a
homotopy pushout), we have to forget all values of X except X∅ and the Xi with i ∈ 〈n〉.
To construct these strong homotopy pushouts and reason about them, let us fix the notation

�〈n〉 :=
{
∅, {1}, . . . , {n}} ⊆ P〈n〉

for the categorical cone on the discrete category 〈n〉 obtained by adding an initial object to
it. Dually, we have the categorical cone

〈n〉� :=
{
1̂, . . . , n̂, 〈n〉}⊆ P〈n〉 (where k̂ := 〈n〉 \ {k})

on the discrete category containing all {1, . . . , k̂, . . . , n}, obtained by adding a terminal object.
For a diagram X : �〈n〉 → sSets, we can now construct its strong homotopy pushout

as the homotopy left Kan extension along the inclusion I : �〈n〉 ↪→ ◻n.

(9.1) Proposition. Given a diagram X : �〈n〉 → sSets, then the extended diagram
LI!X : ◻n → sSets is a strong homotopy colimit, which is weakly equivalent to X on �〈n〉.

Proof. That LI!X agrees with X on �〈n〉 is due to I being fully faithful. Now, given S ⊆ ◻n

with join T :=
∨
S we need to check that the induced map

hocolim
(
(LI!X)|↓S

)→ (LI!X)T

is a weak equivalence. For this, we note that the homotopy colimit on the left is nothing but
the homotopy left Kan extension of (LI!X)|↓S along the inclusion J : ↓S ↪→ ↓S = ↓S∪ {T}
evaluated at T . So, we need to show that(

(LJ!)
(
(LI!X)|↓S

))
T
→ (LI!X)T

is a weak equivalence. Here, we simply use the fact that left Kan extensions as well as left
derived functors compose. More precisesly, by Dubuc’s theorem [38, Exercise X.3.4.3], the
left Kan extension I! can be split up into a composition of two left Kan extensions along

�〈n〉 I′
↪−→ ↓S I′′

↪−→ ◻n, i.e. I! ∼= I ′′
! ◦ I ′

!

(in our context, this also follows immediately from looking at the right adjoints). Since
everything is fully faithful, we then get

(I!X)|↓X = (I ′′)∗I!X ∼= (I ′′)∗I ′′
! I ′

!X
∼= I ′

!X



246 Chapter 10. Cubical Diagrams

(and the same in the derived setting). Finally, writing K : �〈n〉 ↪→ ↓S, we get(
(LJ!)

(
(LI!X)|↓S

))
T
� ((LJ!)(LI ′

! )X
)

T
� (LK!X)T � (LI!X)T ,

where the second equivalence is again by Dubuc’s theorem and the last one by the same
argument as above, using that evaluation at T is just restriction to {T}. �

(9.2) Example. Given a diagram X : 〈n〉� → sSets with strong homotopy pullback
P : ◻n → sSets and X〈n〉 = ∗ then

PS �
∏
k /∈S

Xk̂

with the maps PS → PT induced by the S ⊆ T corresponding to the standard projections.
Indeed, the injective model structure on sSets〈n〉� is also the one induced by the inverse
Reedy structure on 〈n〉� where all k̂ have degree 1 and 〈n〉 has degree 0. It is then easily
checked that X is fibrant iff every Xk̂ is a Kan complex. Replacing the Xk̂ if necessary, we
calculate PS for S ∈ ◻n as

lim
(
S ↓ 〈n〉� → 〈n〉� X−→ sSets

)
= lim

({
k̂
∣∣∣ k /∈ S

}
∪ {〈n〉} X−→ sSets

)
=
∏
k /∈S

Xk̂.

The construction of a strong homotopy pushout cube as a homotopy left Kan ex-
tension shows that these satisfy the following stronger condition: For every subset S, the
induced map

hocolim
↓S

(X|↓S)→ X
(∨

S
)

is a weak equivalence, where

↓S := {p | ∃s ∈ S : p � s} .

But even with this stronger requirement, we are not sure if this is the “correct” notion of
a strong homotopy colimit diagram because, even with this stronger condition, a strong
homotopy colimit diagram need not be a homotopy colimit diagram (for pathological cases).

With this consideration in mind, a better condition (at least for a poset P with a
bottom element ⊥) would be to require a strong homotopy colimit diagram X : P → sSets
to be weakly equivalent to a left homotopy Kan extension along the inclusion A ↪→ P of all
atoms (plus the bottom element)

A := {a ∈ A | there is no b ∈ A such that ⊥ < b < a} .

While this definition seems better conceptually, there is no obvious way to extend it to
arbitrary indexing categories.

10. Puppe’s Theorem

In this section, we are going to start from a strong homotopy pullback X : ◻n → sSets
and study the comparison map Q → X〈n〉, where Q is the (ordinary) homotopy pushout of
X|⌜n . Because Puppe’s theorem (7.7.5) (or rather, its strong analogue (8.6)) allows us to
easily calculate the fibre of this comparison map, we will refer to this new result as Puppe’s
theorem, as well.
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Before stating the theorem, note that if X : ◻n → sSets is a strong homotopy
pullback, lots of fibres can be identified with each other. In fact, given S ⊆ T in ◻n, we note
that the two squares in

X∅ ��

��

XS

��

�� X(〈n〉\T )∪S

��

XT \S
�� XT

�� X〈n〉

are homotopy pullbacks, so that the induced maps

hFib(X∅ → XT \S)→ hFib(XS → XT )→ hFib
(
X(〈n〉\T )∪S → X〈n〉

)
are both weak equivalences. Put differently it suffices to know the fibres of all maps into the
terminal vertex X〈n〉 (or out of the initial vertex X∅ but the former seems more natural as we
are talking about strong homotopy pullbacks). Finally, since pullbacks commute with taking
fibres, and every XS is the strong homotopy pullback of all Xı̂ → X〈n〉 with i ∈ S, it is even
enough to know all fibres

Fı̂ := hFib
(
Xı̂ → X〈n〉

)
(which can be identified with the Fi := hFib(X∅ → Xi) by the above argument). Let us
make this relation more precise.

(10.1) Lemma. Let X : ◻n → sSets be a strong homotopy pullback diagram with fibres
Fı̂ := hFibx

(
Xı̂ → X〈n〉

)
above some base-point x ∈ X〈n〉. Then

hFibx
(
XS → X〈n〉

) �∏
i/∈S

Fı̂

for all S ∈ ◻n with the maps hFibx
(
XS → X〈n〉

)→ hFibx
(
XT → X〈n〉

)
induced by the S ⊆ T

corresponding to the standard projections.

Proof. This is just the strong Puppe theorem (8.6), combined with example (9.2). �

(10.2) Theorem. (Puppe) For X : ◻n → sSets a strong homotopy pullback, the homo-
topy fibre of the comparison map q : hocolim X|⌜n → X〈n〉 above x ∈ X〈n〉 is

hFibx q � n
˚

i=1
Fı̂ where Fı̂ := hFibx(Xı̂ → X〈n〉).

In particular then, hFib(q) � ˚n
i=1 hFib

(
Xı̂ → X〈n〉

)
.

Proof. By the strong Puppe theorem (8.6), we know that

hFibx

(
hocolim

S∈⌜n
XS

q−→ X〈n〉
)
� hocolim

S∈⌜n
hFibx

(
XS → X〈n〉

)
� hocolim

S∈⌜n

∏
i/∈S

Fı̂
(5.8)� n

˚
i=1

Fı̂. �

(10.3) Corollary. Let A : ◻n → sSets be a strong homotopy pushout with fibres

Fi := hFib(A∅ → Ai) and Fı̂ := hFib(Aı̂ → A〈n〉)

If X : ◻n → sSets is the strong homotopy pullback obtained from all Aı̂ → A〈n〉 then

hFib
(
hocolim X|⌜n

q−→ A〈n〉
)
� n

˚
i=1

Fı̂ �
n
˚

i=1
Fi
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Proof. This is just the last theorem, combined with Chachólski’s theorem applied to the
homotopy pushouts

A∅

��

�� Aı̂

��

Ai
�� A〈n〉 .

�

11. Quotients of Posets

In this section, we are going to study quotients of posets, which we will have to consider in
the next section. More precisely, we are asking when the quotient of a poset by a subset
(which a priori is only a preorder) is again a poset. This is purely out of convenience and the
quotient in the next section is concrete enough to allow for a direct verification. However,
the general case is easy and interesting enough to justify doing it.

Given a preorder P together with a subset Q ⊆ P , we can define a new preorder P/Q
by collapsing Q down to a point as follows.

(11.1) Definition. Given a preorder P , together with a subset Q ⊆ P , the preorder P/Q
has P/Q as its underlying set and

[x] � [y] iff x � y or there are q, q′ ∈ Q such that x � q and q′ � y,

which is well-defined and easily checked to be reflexive and transitive. Moreover, with this
definition, the quotient map P → P/Q is a morphism of preorders.

We will usually be in the situation where P is a poset. However, for a general
Q ⊆ P , the quotient P/Q need not be a poset and one has to further identify isomorphic
objects.

(11.2) Example. Taking P := [2] = {0 < 1 < 2} and Q := {0, 2}, the quotient P/Q is
the groupoidal interval with two isomorphic objects.

Instead of taking the preorder quotient and then further identifying isomorphic
objects to obtain the posetal quotient, we can just as well replace Q first by some bigger
subset that guarantees the quotient to be a poset.

(11.3) Definition. A subset Q of a poset P is called convex iff whenever we have p � x � q
in P with p, q ∈ Q then also x ∈ Q. Clearly, P is convex and an intersection of convex subsets
is again convex, so that every subset Q ⊆ P has a convex closure.

(11.4) Observation. Instead of abstractly defining the convex closure Q̄ of a set Q as the
smallest convex set containing it, we can be more explicit:

Q̄ = {x ∈ X | there are p, q ∈ Q with p � x � q} .

This set is convex because if we have x � z � y with x, y ∈ Q̄ then there are p, p′, q, q′ ∈ Q
such that p � x � p′ and q � y � q′, so that p � x � z � y � q′ and thus z ∈ Q̄. Also,
clearly Q ⊆ Q̄ and Q̄ must be contained in every convex subset that contains Q.

(11.5) Proposition. A subset Q ⊆ P of a poset P is convex iff P/Q is again a poset.



Section 12. Webs and Layers 249

Proof. “⇒”: Let Q be convex and [x] � [y] � [x] in P/Q, which is to say that x � y � x
(and thus x = y) or that y � x and there are

q, q′ ∈ Q such that x � q and q′ � y,

in which case q′ � y � x � q, so that x, y ∈ Q by convexity and in particular [x] = [y] ∈ P/Q.
Similarly for the case where x � y. Finally, there might be

q, q′, q′′, q′′′ ∈ Q such that x � q, q′ � y � q′′, q′′′ � x.

Again, by convexity of Q, it follows that x, y ∈ Q and in particular [x] = [y] in P/Q.
“⇐”: If p � x � q with p, q ∈ Q then [p] � [x] � [q] in P/Q. But [p] = [q] and P/Q is a
poset, so that even [p] = [x] = [q], meaning x ∈ Q. �

(11.6) Proposition. Let P be a poset and Q ⊆ P with convex closure Q̄. Writing P �Q
for the poset associated to P/Q (obtained by identifying isomorphic objects), we have an
isomorphism of posets

P/Q̄ ∼= P �Q, [x]↔ [x].

Proof. For better readability, we denote the equivalence class of x ∈ P in P/Q, P/Q̄ and
P �Q respectively by [x], x̄ and [[x]]. We first check that the map from the proposition is a
well-defined bijection. For this, we note that [[x]] = [[y]] iff [x] � [y] � [x] for which there are
four possibilities. We can have x � y � x (in which case x = y) or that there are q, q′ ∈ Q
with q′ � y � x � q or q′ � x � y � q (either way x, y ∈ Q̄) or, finally, that there are q,
q′, q′′, q′′′ ∈ Q with x � q, q′ � y � q′′, q′′′ � x (where again x, y ∈ Q̄). All in all, we have
[[x]] = [[y]] iff x = y or x, y ∈ Q̄, which is to say x̄ = ȳ.

So our map is a well-defined bijection and we need to check that x̄ � ȳ iff [[x]] � [[y]].
In one direction, we have [[x]] � [[y]] iff [x] � [y] (because P �Q is obtained from P/Q by
identifying isomorphic objects), which is the case iff x � y or there are q, q′ ∈ Q with x � q
and q′ � y. But Q ⊆ Q̄ and so, this implies x̄ � ȳ. Conversely, for x̄ � ȳ we must have x � y
or there are p̄, q̄ ∈ Q̄ with x � p̄, y � q̄, which means that there are p, p′, q, q′ ∈ Q with

x � p̄, p � p̄ � p′ and q̄ � y, q � q̄ � q′.

But then x � p′ and q � y, so that [x] � [y] and thus [[x]] � [[y]]. �

12. Webs and Layers

In the following section, we generalise a very useful trick, which we learned from [13], where
it is used to show the suspended square case (11.2.1). The idea is to start with a span
B ← A→ C and extend it by zig-zags at the end, yielding

∗ ← B → B ← A→ C ← C → ∗.
By viewing this as a Grothendieck construction in two different ways an applying Thomason’s
theorem (7.5.2), one then shows that the homotopy colimit does not change but can use the
extended diagram for some cellular arguments that wouldn’t have been possible with the
original span. Since this is the motivating example and all techniques are just generalisations
of the arguments outlined in [13], we are going to keep track of this more tractable case
throughout this section.
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(12.1) Definition. Given a poset P with a bottom element ⊥, we define its web Web(P )
to be the poset obtained as the Grothendieck construction

Web(P ) :=
∫ P

W where W : P → Cat, p 
→
{
{∅} p = ⊥
⌜

2 p �= ⊥
with W (⊥ � x) : {∅} ↪→ ⌜2 being the element {1} for x �= ⊥ and all other morphisms being
identities. For later use, we also define a smaller version of the web

web(P ) :=
∫ P

w where w : P → Cat, p 
→
{
{∅} p = ⊥
◻

1 =
{
∅ ↪→ {1}} p �= ⊥

again with w(⊥ � x) : {∅} ↪→ ◻1 being the element {1} for x �= ⊥ and all other morphisms
being identities.

(12.2) Remark. Note that if we let C : P → Cat send ⊥ to ∅ and everything else
to ⌟1 = {1} (so C is constantly a singleton) then the canonical projection

∫ P C → P is
an isomorphism and the pointwise inclusions define natural transformations C ⇒ w ⇒ W ,
which then in turn give us canonical inclusions P ∼= ∫ P C ↪→ web(P ) ↪→ Web(P ). On the
other hand, we also have natural transformations in the other direction W ⇒ w ⇒ C, where
the first one’s component at x �= ⊥ maps {2} to ∅ and every other element of ⌜2 to itself.
These then assemble to canonical retractions Web(P ) → web(P ) → ∫ P C ∼= P of the above
inclusions. Note that web(P ) → P and the composite Web(P ) → P are just the natural
projections, which exist for every Grothendieck construction.

(12.3) Example. As already mentioned, the motivational example for the web construc-
tion is the case where we take P = ⌜2 = {• ← • → •}, treated in [13]. Here, its web looks as
follows:

Web(P ) = {• ← • → • ← • → • ← • → •}, web(P ) = {• → • ← • → • ← •}
Since this is the motivational example, maybe the name zig-zag would have been appropriate
if not a bit uninspired.

(12.4) Example. The term “web” stems from the example P = ⌜3, where Web(P ) is of
the following form (omitting some composites)

({2, 3}, 2)

({3}, 2)

??

��

({2, 3},∅)

��

��

({2}, 2)

@@

��

({3},∅)

**

��

AA

��

({2, 3}, 1) ({2},∅)

BB

��

��

99

({3}, 1)

��

��

({2}, 1)

AA

��

(∅,∅)

��

AA

99

��

��

��

({1, 3}, 1) ({1, 2}, 1)

({1, 3},∅)
99

��

({1}, 1)

AA ��

({1, 2},∅)

AA

��

({1, 3}, 2) ({1},∅)

BB **��

��

({1, 2}, 2)

({1}, 2)

@@ ??

,
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while web(P ) looks the same but with the outer layer removed.

(12.5) Observation. For a poset P with a bottom element, the subset web(P ) ⊆Web(P )
is convex (see (11.3)) and in fact even downwards closed because, given

(p, M) � (q, N) with (q, N) ∈ web(P ),

we must have N = ∅ or N = {1} and consequently also M = ∅ or M = {1}, since M ⊆ N .
This shows that also (p, M) ∈ web(P ). Therefore, the quotient Web(P )/ web(P ) is again a
poset by (11.5) and even better

P ∼= Web(P )/ web(P ), p 
→
{

[web(P )] p = ⊥
(p, 2) p �= ⊥.

There are many ways to extend diagrams X : P → sSets indexed by some poset P
to diagrams indexed by Web(P ). The most important one for us is to send the outermost
part of the web to the terminal object. This extension to the outer layer is nothing but the
right Kan extension

sSetsweb(P ) ↪→ sSetsWeb(P )

along the canonical inclusion web(P ) ↪→Web(P ). For the extension of a diagram P → sSets
to web(P ) we can do two different things. We can either precompose with the canonical
projection web(P ) → P (i.e. extend the diagram by identities) or again take the right Kan
extension along P ↪→ web(P ). Luckily, these two constructions agree up to isomorphism.

(12.6) Proposition. For P a poset with a bottom element ⊥ and X : P → sSets, its right
Kan extension X̃ along P ↪→ web(P ) is isomorphic to X ◦ π, where π : web(P ) → P is the
canonical projection.

Proof. Since the inclusion P ↪→ web(P ) is fully faithful, so is the right Kan extension functor
and therefore X̃|P ∼= X. For (p,∅) /∈ P ⊆ web(P ), we have

X̃(p,∅) ∼= lim
(
(p,∅) ↓ P → P

X−→ sSets
)

.

But (p,∅) ↓P , which consists of all
(
q, {1}) with p � q, has an initial object; namely

(
p, {1})

and so the above limit is (isomorphic to) Xp. �

(12.7) Corollary. For every poset P with a bottom element, the right Kan extension
functor along the canonical inclusion P ↪→Web(P ),

sSetsP ↪→ sSetsWeb(P ), X 
→ X̃,

(is isomorphic to the functor which) has X̃(p, 2) = ∗ for p ∈ P \ {⊥} and X̃(p, S) = Xp for
S �= {2} (with X̃(p, S)→ X̃(q, T ) being Xp → Xq or the unique map to ∗). �

(12.8) Example. For a span B ← A→ C, which is just a diagram indexed by ⌜2, we get
the initial example

∗ ← B → B ← A→ C ← C → ∗.
as its (right Kan) extension to Web(⌜2).
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Just like in (1.3), given a poset P with a bottom element ⊥ as well as a simplicial
set K, let us write GK : P → sSets for the diagram that maps ⊥ to K and everything else
to ∗. As this is just the right Kan extension of the diagram K along {⊥} ↪→ P , we note that
if we extend further to Web(P ), we again get that G̃K is K on (⊥,∅) and ∗ everywhere else.
In particular, there is a canonical natural transformation X̃ ⇒ G̃X⊥ for every X : P → sSets,
which is the identity at (⊥,∅) and the unique map to ∗ everywhere else.

(12.9) Proposition. Let P be a poset with a bottom element ⊥, X : P → sSets any
diagram and X̃ : Web(P )→ sSets its extension to Web(P ). Then the canonical maps

hocolim
Web(P )

X̃ → hocolim
Web(P )

G̃X⊥︸ ︷︷ ︸
ΣWeb(P )X⊥

→ hocolim
P

GX⊥︸ ︷︷ ︸
ΣP X⊥

(where the first one is induced by X̃ ⇒ G̃X⊥ and the second one by Web(P )→ P as well as
the identification G̃X⊥ |P ∼= GX⊥) are both weak equivalences.

Proof. Let us first consider the composite map. Writing W : P → Cat for the functor we
used to construct Web(P ) =

∫ P W , Thomason’s theorem tells us that

hocolim
Web(P )

X̃ � hocolim
p∈P

hocolim
S∈Wp

X̃(p, S).

But for p = ⊥, we have W⊥ = {∅} and so hocolimS∈W⊥ X̃(⊥, S) = X̃(⊥,∅) = X⊥ while for
p �= ⊥, we have Wp = ⌜2, whence

hocolim
S∈Wp

X̃(p, S) = hocolim
(
X(p, {2})← X(p,∅)→ X(p, {1}))

= hocolim(∗ ← Xp → Xp) � ∗.
With this, hocolimWeb(P ) X̃ � hocolimP GX⊥ . Replacing X̃ by G̃X⊥ in the above argument
shows that the second map from the proposition is a weak equivalence and by 2-out-of-3, so
is the first one. �

(12.10) Example. The example of a span B ← A → C exemplifies the proof really well.
In order to calculate the homotopy colimit of the extended diagram

∗ ← B → B ← A→ C ← C → ∗ ,

we can use Thomason’s theorem to first the homotopy pushouts of the two appendages,
framed above. In both cases, we get a point and then calculate

hocolim(∗ ← A→ ∗) � ΣA.

To use our web construction in analysing homotopy colimits, we will have to replace
the central part of a given diagram as follows. Let X : Web(P )→ sSets, Y : P → sSets and
τ : X|P ⇒ Y . We define a new diagram Xτ : Web(P )→ sSets (or, by abuse of notation, XY

if the transformation is clear) as being Y on P and X on Web(P ) \P , using τ to connect the
two. More explicitly, on objects, Xτ is given by

Xτ (⊥,∅) := Y⊥, Xτ (p, {1}) := Yp and Xτ (p, S) := X(p, S) for p �= ⊥, S �= {1}.
On P ⊆ Web(P ), the arrow function of Xτ is just that of Y and on Web(P ) \ P , it is that
of X; the only remaining case being arrows of the form (p,∅)→ (p, {1}), which we define to
be mapped to

X(p,∅)→ X(p, {1}) τp−→ Yp.
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This completely determines a well-defined arrow function, for if we have p � q in P then
(p,∅) � (q, {1}) is mapped to X(p,∅) → Yq obtained from the commutative diagram

X(p,∅) �� X(p, {1}) τp
��

��

Yp

��

X(q, {1}) τq
�� Yq .

(12.11) Remark. If our diagram X is a right Kan extension of a diagram P → sSets then
the arrow function of Xτ evaluated at (p,∅)→ (

p, {1}) is just τp.

Note that each diagram Xτ comes with a canonical natural transformation X ⇒ Xτ ,
which is τ on P and the identity on Web(P )\P . The naturality of this transformation follows
immediately from the definition of Xτ ’s arrow function.

Similarly, again starting with a diagram X : Web(P )→ sSets, Y : web(P )→ sSets
and τ : Y ⇒ X|web(P ), we define Xτ : Web(P ) → sSets (or XY by abuse of notation) as
being Y on web(P ) and X on Web(P )\web(P ). Again, the arrow function of Xτ is just that
of Y on web(P ), that of X on Web(P ) \ web(P ) and maps an arrow (p,∅)→ (

p, {2}) to

Y (p,∅)
τ(p,∅)−−−→ X(p,∅)→ X

(
p, {2}).

Just like in the above case, this determines a well-defined arrow function and the new dia-
gram Xτ comes with a canonical natural transformation Xτ ⇒ X, which is τ on web(P ) and
the identity on the rest of Web(P ).

What is important for us is that there is an alternative way to construct the web,
associated to a poset. Instead of starting with the poset and adding appendages to every
non-bottom element, we can instead first construct the outer layer and then add in the central
copy of the original poset.

(12.12) Definition. Let P be a poset with a bottom element and let P ′ :=
(
P \{⊥})+{�}

be the poset obtained from P by exchanging the bottom for a top element. We define the
layering Lay(P ) of P to be the following subposet of the Grothendieck construction for the
constant functor [1] = {0 < 1}:

Lay(P ) :=
(∫ P ′

[1]
)
\ {(�, 1)

}
.

The way to visualise this is that Lay(P ) consists of two layers of P \ {⊥} with a top element
added to the zeroth layer. Finally, we define the following central blowup functor

B : Lay(P )→ Cat, (p, i) 
→
{
{p} p �= �
P p = �

(here’s where the bottom element comes in again) with B
(
(p, 0) < (�, 0)

)
:=
({p} ↪→ P

)
and

all identity morphisms otherwise.

(12.13) Proposition. Given a poset P with a bottom element ⊥, we have a natural iso-
morphism Web(P ) ∼= ∫ Lay(P ) B given by

(p,∅) 
→ (p, 0, p), (p, 1) 
→ (�, 0, p), (p, 2) 
→ (p, 1, p).

Proof. Straightforward direct verification. �
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(12.14) Example. Taking P = ⌜2 we get P ′ = {1→ �← 2}, so that

Lay(P ) :

(1, 0)

��

�� (�, 0) (2, 0)

��

��

(1, 1) (2, 1)

and then

∫ Lay(P ) B :

(1, 0, 1)

��

�� (�, 0, 1) (�, 0,∅)�� �� (�, 0, 2) (2, 0, 2)

��

��

(1, 1, 1) (2, 1, 2)

which is clearly isomorphic to

Web(P ) : • ← • → • ← • → • ← • → •
We can use this alternative description of Web(P ) to describe a particular homotopy

colimit indexed by it. Explicitly, starting from X : P → sSets, we are going to calculate the
homotopy colimit of X̃λ where λ : X ⇒ hocolim X is the colimiting cocone.

(12.15) Proposition. Let P be a poset with a bottom element, X : P → sSets and
λ : X ⇒ hocolim X the colimiting cocone. Then the canonical transformation X̃ ⇒ X̃λ

induces a weak equivalence between homotopy colimits.

Proof. By the above identification Web(P ) ∼= ∫ Lay(P ) B and Thomason’s theorem

hocolim X̃ � hocolim
(p,i)∈Lay(P )

hocolim
q∈B(p,i)

X̃(p, i, q)

� hocolim
(p,i)∈Lay(P )

H(p, i),

where H(p, i) := X̃(p, i) for p �= � (i.e. H(p, 0) = Xp, H(p, 1) = ∗) and H(�, 0) := hocolim X,
where the maps H(p, 0) = Xp → H(�, 0) = hocolim X are the universal cocone’s components.
Similarly, we have

hocolim X̃λ � hocolim
(p,i)∈Lay(P )

hocolim
q∈B(p,i)

X̃λ(p, i, q)

� hocolim
(p,i)∈Lay(P )

H ′(p, i),

where again H ′(p, 0) = Xp, H ′(p, 1) = ∗ and H ′(�, 0) = hocolim Δhocolim X is the homotopy
colimit of the diagram P → sSets that is constantly hocolim X. But P is contractible
(it has a bottom element), so that hocolim Δhocolim X � hocolim X with all induced maps
Xp → hocolim X again being the universal cocone’s components. �

(12.16) Example. For a span B ← A → C with homotopy pushout D, the proposition
says that the transformation

∗

��

B�� ��

��

B

��

A�� ��

��

C

��

C�� ��

��

∗

��∗ B�� �� D D�� �� D C�� �� ∗
induces a weak equivalence between homotopy colimits (which are then weakly equivalent
to ΣA as seen in (12.10)). Using the layer-description of the web, we can first take the
central homotopy pushout and the resulting transformation is a natural weak equivalence.
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As always for the Grothendieck construction, the unique transformation B ⇒ Δ{∗}
to the terminal Lay(P )-diagram induces the canonical projection

∫ Lay(P ) B � Lay(P ). If we
now identify Web(P ) ∼= ∫ Lay(P ) B as in (12.13) above, then this canonical projection becomes
the quotient map

Web(P ) � Web(P )/P.

The following proof of the web-trick for a general poset P is rather technical but the idea
behind it is simple enough. We suggest first going through the case P = ⌜2 as outlined in
(12.19) below, which can be very instructional.

(12.17) Proposition. (Web-Trick) Let P be a poset with bottom element and τ : X ⇒ Y
a morphism between diagrams X, Y : P → sSets such that every component τp with p �= ⊥
is a weak equivalence. Then

(a) hFib
(
hocolimP τ : hocolimP X → hocolimP Y

)� ΣP hFib(τ⊥ : X⊥ → Y⊥
)
;

(b) hFib(ΣP τ⊥ : ΣP X⊥ → ΣP Y⊥)� hFib
(
hocolimP τ : hocolimP X → hocolimP Y

)
.

Proof. First off, we can assume that all components τp with p �= ⊥ are even identities. In
fact, we can define a new diagram X ′ : P → sSets, which has X ′

⊥ := X⊥ but X ′
p := Yp

for p �= ⊥ with

X ′(⊥ < p) : X⊥
τ⊥−→ Y⊥ → Yp.

We then clearly have natural transformations X ⇒ X ′ ⇒ Y , where the first one is the natural
weak equivalence with components idX⊥ at ⊥ and τp at p �= ⊥, while the second one is τ⊥
at ⊥ and the identity everywhere else.
Ad (a): We extend the diagram Y to Web(P ) by precomposing with the quotient map
π : Web(P ) → Web(P )/ web(P ) ∼= P (cf. (12.5)), which collapses web(P ) to ⊥. Noticing
that all appendages (p, 1)← (p,∅)→ (p, 2) are mapped to spans of the form Y⊥ ← Y⊥ → Yp,
whose homotopy pushout is Yp, we conclude that

hocolim
Web(P )

π∗Y � hocolim
P

Y

by Thomason’s theorem (7.5.2). To bring X back into play, we consider the canonical trans-
formation τ⊥∗ : Gτ⊥ ⇒ ΔY⊥ of web(P )-indexed diagrams, where Gτ⊥ (as defined in (1.6)) is
just constantly Y⊥ except at ⊥, where it is X⊥. We use this transformation τ⊥∗ to replace
the web(P )-part of π∗Y by Gτ⊥ . Now, again by Thomason’s theorem the homotopy colimit
of the resulting diagram (π∗Y )τ⊥∗ : Web(P ) → sSets is (equivalent to) that of X. To wit,
the central vertex (⊥,∅) is mapped to X⊥, while an appendage (p, 1) ← (p,∅) → (p, 2) is
mapped to Y⊥ ← Y⊥ → Xp (recalling that Xp = Yp), whose homotopy pushout is Xp. All in
all, the map

hocolim
P

τ : hocolim
P

X → hocolim
P

Y

can be obtained alternatively as the hocolim of the canonical transformation

(π∗Y )τ⊥∗ ⇒ π∗Y induced by τ⊥.

We can now use the alternative description of Web(P ) to better understand this map. In
fact, the homotopy colimits of the two diagrams (π∗Y )τ⊥∗ and π∗Y can be calculated as

hocolim
Web(P )

(π∗Y )τ⊥∗ � hocolim
(p,S)∈Lay(P )

hocolim
T ∈B(p,S)

(π∗Y )τ⊥∗(p, S, T ).
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But for p �= � in P ′ and S ∈ [1], we have B(p, S) = {p} with (π∗Y )τ⊥∗(p, S, T ) = Y⊥
for S = 0 and Xp otherwise, while B(�, 0) = P with (π∗Y )τ⊥∗(�, 0,−) being the diagram
Gτ⊥ : P → sSets, whose homotopy colimit we denote by ΣP τ⊥. Similarly for π∗Y except
that there, (π∗Y )(�, 0,−) = ΔY⊥ is constant and its homotopy colimit is equivalent to Y⊥
(P is contractible). All in all, taking the homotopy colimit of both these central parts, we get
two new diagrams X ′, Y ′ : Web(P )/P → sSets together with a transformation τ ′ : X ′ ⇒ Y ′

which is the identity everywhere except at the equivalence class of P , where it is the map
ΣP τ⊥ → Y induced by the canonical transformation Gτ⊥ ⇒ ΔY⊥ . By (1.8), the homotopy
fibre set of this map is equivalent to ΣP hFib(f) and applying Dror Farjoun’s theorem (8.4.8),
the claim finally follows.
Ad (b): As seen in (12.9), the map ΣP τ⊥ can be obtained by taking the homotopy colimit of
τ̃ : X̃ → Ỹ . Again using the alternative description of Web(P ), we can take the homotopy
colimit of the central copy of P first and τ̃ induces a transformation τ ′ : X ′ → Y ′ between
Web(P )/P -indexed diagrams. The components of τ ′ are all identities except at the equiv-
alence class of P , where it is (equivalent to) hocolimP τ . The claim then follows from Dror
Farjoun’s theorem (8.4.8). �

One particular case of interest for us is when the indexing category is a cube (or
rather the indexing category for higher-dimensional pushouts).

(12.18) Corollary. Given a transformation τ : X ⇒ Y of diagrams X, Y : ⌜n → sSets such
that every component τS with S �= ∅ is a weak equivalence, then

(a) hFib
(
hocolim τ : hocolim X → hocolim Y

)� Σn−1 hFib(τ∅ : X∅ → Y∅);

(b) hFib(Σn−1τ∅ : Σn−1X∅ → Σn−1Y∅)� hFib
(
hocolim τ : hocolim X → hocolim Y

)
.

Proof. This is just the Web-Trick together with the fact (1.4) that Σ⌜n = Σn−1. �

(12.19) Example. Again, let us consider the more readily visualisable case of the web-trick
for P = ⌜2 a span. So given a transformation

B A�� ��

f
��

C

B A′�� �� C

with hocolim

P

f∗
��

Q ,

we need to show that hFib(Σf) � hFib(f∗) � Σ hFib(f). The way it is done in the above
proof is to note that f∗ can alternatively be obtained as the map between homotopy colimits
induced by

B A′�� �� A′ A�� ��

f
��

A′ A′�� �� C

B A′�� �� A′ A′�� �� A′ A′�� �� C ,

which can easily been seen by taking homotopy pushouts of the outer appendages first. But
instead of taking the outer homotopy pushouts first, we can alternatively take the central
ones. From (1.9), we know that the induced map between the central pushouts has Σ hFib(f)
as its homotopy fibre set. Dror Farjoun’s theorem then tells us that hFib(f∗)� Σ hFib(f).
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For the other cellular inequality hFib(Σf) � hFib(f∗), we write Σf as the map
between homotopy colimits induced by

∗ B�� �� B A�� ��

f
��

C C�� �� ∗

∗ B�� �� B A′�� �� C C�� �� ∗ ,

which does indeed yield Σf , again by first taking homotopy pushouts of the appendages.
Again taking the homotopy pushouts of the central spans first, we can alternatively obtain Σf
as the map between homotopy colimits induced by

∗ B�� �� P

f∗
��

C�� �� ∗

∗ B�� �� Q C�� �� ∗

and hFib(Σf)� hFib(f∗) again follows from Dror Farjoun’s theorem.

13. Serre’s Theorem

In this section, we are going to consider a homotopy pullback square of simplicial sets as on
the left below.

P
f

��

g

��

X

��

Y �� Z

P
f

��

g

��

X

��

Y �� Q

Assuming P �= ∅ any choice of a base point in P makes this a diagram of pointed simplicial
sets. We are then going to investigate what we can say about the fibres when fitting this homo-
topy pullback square into larger diagrams (or rather transformations between diagrams) that
mainly contain identity maps. To this end, we will have to consider the homotopy pushout
as on the right above. Puppe’s theorem allows us to identify the fibre of the comparison map
Q→ Z as

hFib∗(Q→ Z) � F ∗G where F := hFib∗ f and G := hFib∗ g.

Before proceeding to the theorem, a quick comment on its name. We refer to it as Serre’s
theorem after [13] because it is a generalisation of a theorem due to Serre [49, Theorem
VII.6.1], stated in terms of connectivity and homology (rather than general closed classes).

(13.1) Theorem. (Serre) Given a (transformation of) diagram(s) of simplicial sets

B P��
f

��

g

��

X

��

B Y�� �� Z

with (unpointed!) homotopy colimit

H1

��

H2

and the right square a homotopy pullback, then hFib∗(H1 → H2) � F ∗ G for every base
point of P (and all other spaces equipped with the induced base points).
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Proof. The key observation is that, if we replace Z by Q := hocolim(Y g←− P
f−→ X) in the

diagram from the proposition, then the induced map between homotopy colimits is going to
be a weak equivalence. Indeed, by Fubini, we have

B P�� �� X H1

B P��

��

P

��

��

B

��

B Y�� Y B

B Y�� �� Q H1

(where all the induced identities should really be weak equivalences). Now, with this, we
extend the diagram from the theorem by inserting the homotopy pushout in the middle,
leading to

B P�� ��

��

X

��

H1

B Y�� �� Q

��

hocolim� H1

��

B Y�� �� Z H2 .

Finally, Dror Farjoun’s theorem together with Puppe’s theorem give

hFib∗(H1 → H2)� hFib∗(Q→ Z) � F ∗G. �

(13.2) Corollary. For every pointed map of simplicial sets f : X → Y with Y connected,

hCof(f)� Σ hFib∗(f).

In particular, if Y is connected, then hCof(f)� Σ hFib(f).

Proof. Apply Serre’s theorem to

∗ hFib∗(f)�� ��

��

∗

��

∗ X��

f
�� Y

hocolim�

Σ hFib∗(f)

��

hCof(f),

which tells us that the fibre of the induced map Σ hFib∗(f)→ hCof(f) is killed by

hFib∗(f) ∗ hFib∗
(
hFib∗(f)→ X

) � hFib∗(f) ∗ Ω∗Y.

Since Y is connected (i.e. Y � S1), we know that Ω∗Y � S0 and therefore

hFib∗(f) ∗ Ω∗Y � hFib∗(f) ∗ S0 � Σ hFib∗(f). �

For our treatment of the higher-dimensional Blakers-Massey theorem, it will be
necessary to generalise Serre’s theorem to higher-dimensional cubes (or rather transformations
of higher-dimensional pushout diagrams). We will do so in two ways. Firstly, we are going
to replace the indexing category ⌜2 by a general ⌜n and secondly, we are going to replace the
central homotopy pullback by a general strong homotopy pullback of arbitrary dimension.
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(13.3) Lemma. Let τ : X ⇒ Y be a transformation of diagrams X, Y : ⌜n → sSets and
m ∈ N�n such that

τ |
◻

m−1 : X|
◻

m−1 ⇒ Y |
◻

m−1
viewed as a diagram ◻m → sSets

is a homotopy pushout

and such that τ is a weak equivalence outside of ◻m−1. Then τ∗ : hocolim X → hocolim Y is
a weak equivalence.

Proof. If n < 2, the claim is trivial. The case n = 2 was the “key observation” in the proof
of Serre’s theorem and the general case is by induction on n. We use Thomason’s theorem
and write the (induced map between) homotopy colimits as

hocolim X

��

� hocolim
(
hocolim

⌜
n−1 X|∂n

�
��

hocolim
⌜

n−1 X|∂¬n�� ��

��

X¬n

)
��

hocolim Y � hocolim
(
hocolim

⌜
n−1 Y |∂n hocolim

⌜
n−1 Y |∂¬n�� �� Y¬n

)
,

where the solid arrow on the left is a weak equivalences by the claim’s hypotheses. Now, if
m < n, then the other two solid arrows are weak equivalences, too. For the right one, this
is just by the claim’s hypotheses, while for the middle one, it is by the inductive hypothesis.
Finally, if m = n, then the other two solid arrows need not be weak equivalences but by
the claim’s hypotheses and Thomason’s theorem, the right-hand square in the diagram is a
pushout and the claim follows from the case n = 2. �

(13.4) Theorem. (Serre [bis]) Let τ : X ⇒ Z be a natural transformation of diagrams
X, Z : ⌜n → sSets and m ∈ N�n such that

τ |
◻

m−1 : X|
◻

m−1 ⇒ Z|
◻

m−1
viewed as a diagram ◻m → sSets

is a strong homotopy pullback

and such that τ is a weak equivalence everywhere else. Furthermore, let us fix any base point
in X∅ and denote the fibres of the strong homotopy pullback τ |

◻
m−1 by F1, . . . , Fm; i.e.

Fk := hFib∗(X∅ → Xk) for k < m and Fm := hFib∗(X∅ → Z∅).

Then, hFib∗(hocolim X → hocolim Z)� Σn−m(F1 ∗ . . . ∗ Fm).

Proof. The case n = 2 was Serre’s theorem above. For a general n, we proceed similarly to
the proof of Serre’s theorem. First, we factor τ as X ⇒ Y ⇒ Z, where Y agrees with Z
everywhere except at Y〈m−1〉, which is such that

τ |
◻

m−1 : X|
◻

m−1 ⇒ Y |
◻

m−1
viewed as a diagram ◻m → sSets

is a homotopy pushout.

More formally, τ is an object of sSets⌜n×[1] and the morphism of posets

Q : P :=
(
⌜

n × [2]
) \ {(1, 〈m− 1〉)} → ⌜

n × [1]

induced by δ1 : [2]→ [1] gives

Q∗ : sSets⌜
n×[1] → sSetsP ,
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which, pictorially, just fits a copy of Z between X and Z with its 〈m − 1〉-vertex removed.
Finally, homotopy left Kan extension along the inclusion I : P ↪→ ⌜n × [2] let’s us construct
the diagram Y described above by mapping τ through the composite

Ho
(
sSets⌜

n×[1]
) Ho Q∗
−−−−→ Ho

(
sSetsP

)
LI!−−→ Ho

(
sSets⌜

n×[2]
)

.

By the lemma above, the induced morphism hocolim X → hocolim Y is a weak equivalence
and so it suffices to show that

hFib∗(hocolim Y → hocolim Z)� Σn−m(F1 ∗ . . . ∗ Fm).

Since Y〈m−1〉 → Z〈m−1〉 is just the comparison map for the strong homotopy pullback
X|
◻

m−1 ⇒ Z|
◻

m−1 , Puppe’s theorem (10.2) allows us to identify its fibre as being F1∗ . . .∗Fm.
So, what we are really going to show is that

hFib∗(hocolim Y → hocolim Z)� Σn−m hFib∗
(
Y〈m−1〉 → Z〈m−1〉

)
.

The idea here is to repeatedly use Thomason’s theorem to move this comparison map into
a central location of some subcube and then apply the Web Trick (12.18). Identifying
⌜

n ∼= ∫
⌜

2
(⌜n−1 ← ⌜n−1 → {∗}) via Γ1 as in (5.3), we use Thomason’s theorem to write

the (induced map between) homotopy colimits as

hocolim Y

��

� hocolim
(
hocolim

⌜
n−1 Y |∂1

��

hocolim
⌜

n−1 Y |∂¬1�� ��

�
��

Y¬1
)

�
��

hocolim Z � hocolim
(
hocolim

⌜
n−1 Z|∂1 hocolim

⌜
n−1 Z|∂¬1�� �� Z¬1

)
.

Observing that Y and Z agree everywhere except at 〈m − 1〉, the two solid arrows on the
right are weak equivalences and using Dror-Farjoun’s theorem, it suffices to show that

hFib∗
(
hocolim
⌜

n−1
Y |∂1 → hocolim

⌜
n−1

Z|∂1

)
� Σn−m hFib∗

(
Y〈m−1〉 → Z〈m−1〉

)
.

For this, we simply repeat the above, identify ⌜n−1 � ∫
⌜

2
(⌜n−2 ← ⌜

n−2 → {∗}) via
Γ1 and use Thomason’s theorem again etc. We do this m − 1 times and noting that(
Y |∂1

)|∂1 = Y |∂1,2 = Y |∂〈2〉 (and similarly for ¬1, Z and higher order restrictions), we end up
needing to show that

hFib∗
(
hocolim
⌜

n−m+1
Y |∂〈m−1〉 → hocolim

⌜
n−m+1

Z|∂〈m−1〉

)
� Σn−m hFib∗

(
Y〈m−1〉 → Z〈m−1〉

)
.

But now 〈m− 1〉 is the initial vertex of ∂〈m−1〉 and the claimed cellular inequality is exactly
what we get from the Web Trick (12.18). �



Chapter 11

HOMOTOPY EXCISION FOR CUBES

1. Suspended Comparison Maps

In chapter 9, we showed a cellular analogue of the Blakers-Massey theorem for squares by
directly considering the fiber of the corresponding comparison map. By first suspending the
comparison map, we can use the web-trick (10.12.18) to reduce the problem to the dual
situation, where we have Puppe’s theorem (10.10.2) to further facilitate things.

To wit, we start with a strong homotopy pushout A : ◻n → sSets and wish to
understand the homotopy fibre of some suspension of the comparison map q : A∅ → P∅,
where P : ◻n → sSets agrees with A everywhere except at ∅, where it is the homotopy
pullback of A|⌟n ; i.e.

P := RKan
(
A|⌟n

)
: ◻n → sSets.

From the web-trick (10.12.18), we know that

hFib(Σn−1q)� hFib
(

A〈n〉
s−→ hocolim

⌜
n

P

)
and so it suffices to understand this fibre set. Restricting the obvious natural transformations
A⇒ P ⇒ ConstA〈n〉 to ⌜n and taking homotopy colimits, we get that

s : A〈n〉 → hocolim
⌜

n
P has a retraction r : hocolim

⌜
n

P → A〈n〉.

By (8.7.9) then hFib(s) � Ω hFib(r) and so, instead of studying hFib(s), we might just as
well study hFib(r). For this, let S : ◻n → sSets be the strong homotopy pullback of A
(cf. section 10.9). That is to say, we let 〈n〉� ⊂ ◻n be the subposet consisting of all k̂ → 〈n〉
and then

S := RKan(A|〈n〉�) : ◻n → sSets.

Now, the inclusion of posets 〈n〉� ↪→ ⌟n yields a natural transformation P ⇒ S and upon
composing with the obvious transformation S ⇒ ConstA〈n〉 , restricting to ⌜n and taking
homotopy colimits, we get a factorisation

hocolim
⌜

n
P

p−→ hocolim
⌜

n
S

p′
−→ A〈n〉 of r : hocolim

⌜
n

P → A〈n〉.

The acyclic inequality (8.7.8) associated to this composable pair is

(1.1) hFib(p′ ◦ p) > hFib(p) ∪ hFib(p′).

Finally, Puppe’s theorem (10.10.2) together with Chachólski’s theorem (8.7.6) yield

hFib(p′) � n
˚

k=1
hFib

(
Ak̂ → A〈n〉

)� n
˚

k=1
F(A∅ → Ak).

Let us summarise the above discussion in the following proposition.
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(1.2) Proposition. Let A : ◻n → sSets be a strong homotopy pushout with correspond-
ing homotopy pullback P and strong homotopy pullback S. Writing

• q : A∅ → P∅ for the comparison map and

• p : hocolim⌜n P → hocolim⌜n S for the map induced by the canonical transformation
P ⇒ S (itself induced by 〈n〉� ↪→ ⌟n),

then we have a cellular inequality

hFib(Σn−1q) > Ω
(

hFib(p) ∪ n
˚

k=1
hFib(A∅ → Ak)

)
.

�

2. Suspended Square Case

With the last proposition in place, we can immediately treat the suspended square case,
which was already done in [13].

(2.1) Theorem. If A : ◻2 → sSets is a homotopy pushout square with comparison map
q : A∅ → holim(A1 → A1,2 ← A2), then

hFib(Σq) > Ω
(
hFib(A∅ → A1) ∗ hFib(A∅ → A2)

)
and consequently

hFib(Σq) > hFib(A∅ → A1) ∧ hFib(A∅ → A2)

for any choice of base-points (assuming none of the fibres are empty).

Proof. In the square case here, the ordinary homotopy pullback of A1 → A1,2 ← A2 is already
strong and so, (1.2) exactly says that

hFib(Σq) > Ω
(
hFib(A∅ → A1) ∗ hFib(A∅ → A2)

)
For the pointed case, we just use that Ω(X ∗ Y ) � ΩΣ(X ∧ Y ) � X ∧ Y for any pointed
spaces X, Y . �

(2.2) Remark. We can actually do better and even get cellular inequalities in the above
theorem, rather than just acyclic ones. Going through the last section again, the point
where we went from a cellular inequality to an acyclic one was (1.1). In our square case,
however, P = S and so, the map p in (1.1) is a weak equivalence, implying that even
hFib(p′ ◦ p) � hFib(p′).

3. Cubical Case

As we saw in section 1, given a strong homotopy pushout A : ◻3 → sSets with corresponding
homotopy pullback P : ◻3 → sSets (which comes with a comparison map q : A∅ → P∅) and
strong homotopy pullback S : ◻3 → sSets, if we would like to understand (the Bousfield class
of) hFib(Σ2q), we need to understand hFib(p), where p : hocolim

⌜
3 P → hocolim

⌜
3 S is the

comparison map. For this, we construct a sequence of homotopy pullback cubes

P � P (0) ⇒ P (1) ⇒ P (2) ⇒ P (3) � S,
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where each transformation induces a map between homotopy colimits over ⌜3 that we can
understand. These three cubes correspond to the three possible ways of calculating the
homotopy pullback using T1, T2 and T3 (see (10.5.5)). In this way, we subsequently replace all
possible 2-faces by homotopy pullbacks and therefore eventually arrive at a strong homotopy
pullback. Unfortunately, we are only able to deal with the connected case but we are confident
that with some additional effort, our strategy can be generalised.

There is a fair amount of bookkeeping involved in the following proof and to facilitate
it, we collect some of the fibres occurring in a cube into a set and establish cellular inequalities
involving those.

(3.1) Definition. Given a cubical diagram X : ◻n → sSets such that all XM with M �= ∅
are connected and k ∈ 〈n〉, we define

FX
k :=

{
hFib

(
XM → XM∪{k}

) ∣∣∣ M ⊆ 〈n〉 \ {k}
}

(where we omit the top index “X” if it is clear from the context). We call this the collective
kth (homotopy) fibre of X.

(3.2) Example. If X is a strong pullback cube then all fibres in Fk are weakly equiv-
alent to each other. In that case, we shall usually work with Fk = hFib(X∅ → Xk) or
Fk̂ = hFib(Xk̂ → X〈n〉), which both represent the fibres in Fk.

(3.3) Example. If X is a strong pushout cube, the fibres in Fk are no longer equiva-
lent but from Chachólski’s theorem (8.7.6), we know that at least Fk � Fk (and obviously
Fk � Fk), so that, from a cellular viewpoint, Fk still collapses to a single fibre.

There are several links between strong and weak cellular inequalities. There are
“crude” results like that A � B implies A > B and that A > ΣB implies A � B. But
things get more subtle, when working with fibre sequences. What follows is one of these
subtle results, which apparently allows one to pick up a suspension when working with weak
cellular inequalities.

(3.4) Lemma. Given a fibre sequence F → E → B where F > A and E > ΣA for some
simplicial set A, then B > ΣA.

Proof. We form the cofibre sequence

E → B → B�E.

Here B�E � ΣF by [11, Proposition 10.5] and hFib(B → B�E)� E by [12, Theorem 8.1],
from which the claim follows. �

(3.5) Proposition. Let A : ◻3 → sSets be a strong homotopy pushout cube of connected
spaces and write Fk := hFib(A∅ → Ak) for its homotopy fibres. If P : ◻n → sSets is the
corresponding homotopy pullback, then FP

k > ΣΩFk for all k ∈ 〈3〉 as long as all fibres F1, F2
and F3 is connected.

Proof. Without loss of generality, let’s assume k = 1 and that F2 is connected. The collective
fibres FA

1 and FP
1 are almost the same, with the former being killed by F1. The only fibre

in FP
1 that is not in FA

1 is hFib(P∅ → A1). Picking any base-point on A∅ makes everything
(and in particular P∅) pointed. We now consider the fibre sequence

hFib(A∅ → P∅) −→ hFib(A∅ → A1)︸ ︷︷ ︸
F1

−→ hFib(P∅ → A1)
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associated to A∅ → P∅ → A1. Because F1 � ΣΩF1 (see [11, Corollary 10.6]) and using the
lemma above, it suffices to show that hFib(A∅ → P∅) > ΩF1. For this, we recall that P∅ fits
into a homotopy pullback square (of solid arrows)

A∅ �� P∅
f

��

��

holim(A1 → A1,2 ← A2)

p

��

A3 g
�� holim(A1,3 → A1,2,3 ← A2,3).

The homotopy fibre of p above any base-point of holim(A1,3 → A1,2,3 ← A2,3) is just the
homotopy pullback

G := holim
(
hFib(A1 → A1,3)→ hFib(A1,2 → A1,2,3)← hFib(A2 → A2,3)

)
.

Since A is a strong homotopy pushout, all these fibres are killed by F3, which is connected,
and hence connected themselves. The fibre sequence associated to the homotopy pullback G
is

Ω hFib(A1,2 → A1,2,3)→ G→ hFib(A1 → A1,3)× hFib(A2 → A2,3)

and since both the base and the fibre are killed by ΩF3, it follows that also G > ΩF3 > S0,
so that π0(G) �= ∅. Since the base-point was arbitrary, it follows that p hits all components
of the base and hence hFib(g) � hFib(f). From the unsuspended square case, we know that

hFib(g) > Ω hFib(A3 → A1,3) ∗ Ω hFib(A3 → A2,3) > ΩF1 ∗ ΩF2 > ΣΩF1,

where, for the last inequality, we used that F2 is connected. By the same argument, we also
have that

hFib
(
A∅ → holim(A1 → A1,2 ← A2)

)
> ΩF1 ∗ ΩF2 > ΣΩF1.

We now consider the acyclic inequality (8.7.8) associated to the top composite in the last
diagram, which is

hFib(A∅ → P∅) > hFib
(
A∅ → holim(A1 → A1,2 ← A2)

) ∪ hFib(f)

and finally get hFib(A∅ → P∅) > ΩΣΩF1 > ΩF1. �

As already mentioned, we start with a homotopy pullback P : ◻3 → sSets and use
the subposets T1, T2 and T3 of ◻3 to build the corresponding strong pullback in several steps.
More explicitly, using the notation of (10.5.5):

(3.6) P (1) := R1P, P (2) := R2P (1) and P (3) := R3P (2).

Pictorially, we are going to do the following (using T1 here):

P∅ ��

88

��

P1

��

''

P2 ��

��

P1,2

��

P3 ��

88

P1,3

''

P2,3 �� P1,2,3

P
(1)
1P

(1)
∅

��

CC

DD

��

CC

DD

��
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By definition, P
(1)
∅ and P

(1)
1 are the homotopy pullbacks of the corresponding faces. Moreover,

by Thomason’s theorem and using the hypothesis that P is a homotopy pullback cube, the
square formed by P∅, P1, P

(1)
∅ and P

(1)
1 is also a homotopy pullback. Since, when passing

to P (2), the vertex at ∅ and 2 change, we need to make sure that the left face stays a
homotopy pullback. Since everything is symmetric, we might just as well check that in the
cubical diagram above, if the back and front faces are homotopy pullbacks, so is the square
containing P

(1)
∅ , P

(1)
1 , P3 and P1,3. This follows from Thomason’s theorem, by which

P
(1)
∅

��

��

holim
(
P3 → P1,3 ← P

(1)
1
)

��

P2 �� holim
(
P2,3 → P1,2,3 ← P1,2

)
is a homotopy pullback and the bottom map is a weak equivalence by assumption. Similarly
when passing from P (2) to P (3), where then, the cube has become the strong homotopy
pullback obtained from all the Pk̂ → P〈3〉 because all 2-faces of P (3) are homotopy pullbacks.

(3.7) Proposition. Given a homotopy pullback P : ◻3 → sSets and letting P ′ := RkP
for some k ∈ 〈3〉. If all PM and P ′

M with M �= ∅ are connected, then FP ′
l ⊆ FP

l (up to weak
equivalences) for all l ∈ 〈3〉, whence FP ′

l � FP
l .

Proof. Without loss of generality, let’s assume k = 1 (i.e. P ′ = P (1)). The only vertices,
where P and P (1) differ are those at ∅ and 1 and so, the only fibres that change are those
of the morphism associated to ∅ → 1 (in F1) as well as those associated to ∅ → {l} and
1→ {1, l} (in Fl) for 1 �= l. The first one is easy because

hFib
(
P

(1)
∅ → P

(1)
1

)
� hFib

(
P∅ → P1

)
(because the corresponding square is a homotopy pullback) and therefore FP ′

1 � FP
1 . As for

the other ones, we just use that P
(1)
∅ and P

(1)
1 are obtained as the pullbacks of the left and

right faces in the cube above. So, for example, taking l = 2,

hFib
(
P

(1)
∅ → P2

)
� hFib(P3 → P2,3), hFib

(
P

(1)
1 → P1,2

)
� hFib(P1,3 → P1,2,3).

So FP ′
2 comprises just these two fibres and is hence contained in FP

2 . �

(3.8) Proposition. Let P : ◻3 → sSets be a homotopy pullback and P ′ := RkP for some
k ∈ 〈3〉. If all PM and P ′

M with M �= ∅ are connected, then the canonical transformation
P ⇒ P ′ induces a map

hocolim
⌜

3
P → hocolim

⌜
3

P ′,

whose homotopy fibre F satisfies F � Σ
(
FP

k ∗ hFib(Pk → P ′
k)
)
.

(3.9) Remark. Implicit in our proposition is that hocolim
⌜

3 P ′ is connected as well,
which follows from {connected spaces} = C(S1) being a closed class and in particular closed
under cubical homotopy pushouts.
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Proof. Without loss of generality, let’s treat the case k = 1 (i.e. P ′ = P (1)). Note that
P ⇒ P ′ consists of identities everywhere except at ∅ and 1, where we have the homotopy
pullback square

P∅ ��

��

P1

��

P
(1)
∅

�� P
(1)
1 .

By Serre’s theorem (10.13.4), we get that the homotopy fibre F of the induced map between
homotopy colimits satisfies

F � Σ
(

hFib(P∅ → P1)︸ ︷︷ ︸
∈FP

1

∗ hFib
(
P1 → P

(1)
1

))
�

(3.10) Corollary. Let P : ◻3 → sSets be a homotopy pullback with corresponding strong
homotopy pullback S : ◻3 → sSets. If all PM and SM with M �= ∅ are connected, then the
homotopy fibre of the canonical map

p : hocolim
⌜

3
P → hocolim

⌜
3

S

(induced by the inclusion 〈3〉� ↪→ ⌟3) satisfies

hFib(p)� Σ
{
FP

k ∗ hFib(Pk → Sk)
∣∣∣ k ∈ 〈3〉

}
.

Proof. We construct S in several steps, as outlined in (3.6) and note that P
(1)
1 � S1, P

(2)
2 � S2

and P
(3)
3 � S3, while P

(1)
2 � P2 and P

(2)
3 � P

(1)
3 � P3. Now, writing

pk : hocolim
⌜

3
P (k−1) → hocolim

⌜
3

P (k) (where P (0) := P )

for the canonical maps, we have p = p3 ◦ p2 ◦ p1, so that

hFib(p) > {hFib(pk) | k ∈ 〈3〉}
(using the fibre sequences associated to composable pairs of arrows). By (3.8), we have

hFib(p1)� Σ
(
FP

1 ∗ hFib(P1 → S1)
)

,

hFib(p2)� Σ
(
FP (1)

2 ∗ hFib(P2 → S2)
)

,

hFib(p3)� Σ
(
FP (2)

3 ∗ hFib(P3 → S3)
)

.

Using (3.7), we can now replace FP (1)
2 and FP (2)

3 by FP
2 and FP

3 , respectively. �

Finally, by combining this corollary with (3.5) and the unsuspended square case, we
obtain the following weak version of the 3-dimensional Blakers-Massey theorem.

(3.11) Theorem. Let A : ◻3 → sSets be a strong homotopy pushout of connected spaces,
with homotopy fibres Fk := hFib(A∅ → Ak) and comparison map q : A∅ → holim

⌟
3 A. As

long as the homotopy fibres F1, F2 and F3 are again connected,

hFib(Σ2q) > Σ(ΩF1 ∗ ΩF2 ∗ ΩF3).
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Proof. Let P : ◻3 → sSets be the corresponding homotopy pullback and S : ◻3 → sSets the
strong homotopy pullback of all the Ak̂ → A〈3〉. We first note that all PM and SM with
M �= ∅ are connected by the acyclic Blakers-Massey theorem for squares. To wit, when
passing from P to P (1), the only new space (except for the initial vertex) is P

(1)
1 , where

hFib
(
P1 → P

(1)
1

)
> Ω hFib(P1 → P1,2) ∗ Ω hFib(P1 → P1,3) > ΩF2 ∗ ΩF3 > S1,

where the first acyclic inequality is the acyclic Blakers-Massey theorem for squares (9.7.1),
the second one is Chachólski’s theorem (8.7.6) and the last one follows from the hypothesis
Fk > S1 for all k. We conclude that P1 → P

(1)
1 has no empty homotopy fibres, meaning that

all components are hit and since P1 = A1 is connected, so is P
(1)
1 . Similarly when passing

to P (2) and P (3) = S.
With the connectivities established, we can use the previous results from this section

to establish the claimed acyclic inequality. As always, we have the comparison map

p : hocolim
⌜

3
P → hocolim

⌜
3

S

and by (1.2), it suffices to show that hFib(p) > Σ2(ΩF1 ∗ ΩF2 ∗ ΩF3) because then

hFib(Σ2q)� Ω hFib(p) > ΩΣ2(ΩF1 ∗ ΩF2 ∗ ΩF3) > Σ(ΩF1 ∗ ΩF2 ∗ ΩF3).

From the above corollary (and noting that Pk = Ak), we already know that

hFib(p)� Σ
{
FP

k ∗ hFib(Ak → Sk)
∣∣∣ k ∈ 〈3〉

}
and by (3.5), we then have

hFib(p) > Σ {ΣΩFk ∗ hFib(Ak → Sk) | k ∈ 〈3〉} .

But by definition S1 = holim(A1,2 → A1,2,3 ← A1,3), so that, by the unsuspended Blakers-
Massey theorem for squares and Chachólski’s theorem,

hFib(A1 → S1) > Ω hFib(A1 → A1,2) ∗ Ω hFib(A1 → A1,3) > ΩF2 ∗ ΩF3.

Similarly for the other two homotopy fibres, so that, all in all,

hFib(p) > Σ2(ΩF1 ∗ ΩF2 ∗ ΩF3). �
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Grothendieck-, 149
Convex

subset of a poset, 248
Counit

of a left derived functor, 5
Cowedge, 41

coending, 40

Cowedge condition, 41
coYoneda lemma, 150, 168
Creation

of limits, 42
Cube, 231

face, 232
strong homotopy pullback, 243
strong homotopy pushout, 243

Cube theorem
first, 179
second, 177, 244

strong, 244
Cube theorems, 177
Cubical diagram, 231

∂-non-singular
simplicial set, 158

Decomposition
fibre-, 188

Deformation
retract, 8, 10
retraction, 8, 10

Degeneracies
free, 161

Degenerate, 165
Dense

functor, 64
subcategory, 64

Derivable
adjunction, 19

Derived
adjunction, 19
functor, 5

composing, 20
Derived functor

absolute, 6
external, 6
total right, 5

Deriverd functor
total left, 5

Diagonal
filler, 97

upper diagonal, 87
Diagram

bounded, 175
canonical, 64
filtered, 54
κ-filtered, 53
κ-small, 58
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pointwise κ-presentable, 79
projectively cofibrant, 161

Digram
cubical, 231

Directed
ordinal, 110
poset, 54

Eilenberg-Zilber
lemma, 157, 165
map, 157

End, 40
Ending wedge, 40
Epimorphism

strong, 98
Equivalence

local, 139
relation

graphical, 33
Equivalence relation

graphical, 33
Equivalences

weak, 3

Face
initial, 233
of a cube, 232
of a cubical diagram, 232
opposite, 233
terminal, 233
Thomason, 239

Factorisation
functorial, 110
standard-, 120

Factorisation system, 107
functorial, 110
orthogonal, 107
weak, 107

Fibre, 153
collective, 263
decomposition, 188
pushout-, 211
total, 211

Fibrewise localisation, 205
Filler

diagonal, 97
upper diagonal, 87

Filtered
category, 54

colimit, 54
diagram, 54

Final
functor, 44
homotopy-, 171
subcategory, 45

Finitely accessible
category, 62
functor, 81

Finitely presentable
category, 62
object, 56

Free
degeneracies, 161

Fubini
theorem, 25

Functor
accessible, 81
dense, 64
final, 44
finitely accessible, 81
homotopical, 5
homotopy final, 171
homotopy initial, 171
κ-accessible, 81
left derived, 5
limit creating, 42
limit preserving, 42
limit reflecting, 42
right derived, 5

Functorial
factorisation, 110

Generating set, 50
strongly-, 50

Generator, 50
strong, 50

Graph, 32
Graphical equivalence relation, 33
Grothendieck

construction, 149
Grothendieck construction, 233
Groupoid

interval, 51

Homotopical
functor, 5

Homotopy
cofibre, 152
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colimit, 23
Grothendieck, 23
Quillen, 23
strong, 243

colimits
universality, 177

fibre
collective, 263

final functor, 171
initial functor, 171
limit

strong, 243
pullback

strong, 243
pushout

strong, 243
Homotopy fibre, 153

Idempotent
split, 54
splitting, 54

Initial
face, 233
homotopy-, 171

Injective
Reedy structure, 241

Interpolating
class of arrows, 124
Small Object Argument, 127

Interval
category, 4, 50
groupoid, 51

Isofibration, 98

κ

-small object, 111
κ-accessible

functor, 81
κ-accessible

category, 62
κ-directed

ordinal, 110
poset, 54

κ-filtered
category, 53
colimit, 53
diagram, 53

κ-presentable
pointwise, 79

κ-presentable
category, 62
object, 56

κ-pure morphism, 87
Kan extension

absolute, 6
external, 6

Kan lift, 13

Layering, 253
Left

Bousfield localisation, 138, 140
deformation retract, 8, 10
deformation retraction, 8, 10
derived functor, 5

absolute, 6
external, 6
total, 5

Kan extension
absolute, 6
external, 6

lifting property, 97
orthogonal, 97
Quillen bifunctor, 132
transverse, 97

Lemma
Cohen-Moore-Neisendorfer, 211
Eilenberg-Zilber, 157, 165

Lifting property
left, 97
right, 97

Limit
homotopy-

strong-, 243
Local

acyclic cofibration, 140
object, 139
weak equivalence, 139

Localisation
fibrewise, 205
of a category, 3
strict, 4
weak, 3

Locally finitely presentable
category, 62

Locally κ-presentable
category, 62

Locally presentable
category, 62
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M-acyclic
space, 202

M-cellular
space, 194

Makkai-Paré theorem, 73, 81
Map

Eilenberg-Zilber, 157
Mapping space, 130
Mates, 13
Mather

cube theorem
first, 179
second, 177, 244

cube theorems, 177
Mating bijection, 13
Model

category
combinatorial, 120

Model structure
projective, 160

Monomorphism
strong, 98

Morphism
κ-pure, 87
pure, 87

Natural
transformation

mate, 13
weak equivalences, 5

Natural transformation
conjugate, 13

Nerve, 149
Non-singular

simplicial set, 156
∂-, 158

Nullification, 203

Object
finitely presentable, 56
κ-presentable, 56
local, 139

Opposite
face, 233

Ordinal
directed, 110
κ-directed, 110

Orthogonal
factorisation system, 107

left, 97
right, 97

Path
in a graph, 33

Periodisation, 203
Pointwise

κ-presentable, 79
Pok, 1
Poset

directed, 54
κ-directed, 54

Presentable
category, 62
finitely, 56

Presentation, 69
Preservation

of limits, 42
Presheaf

simplicial, 161
Projective

model structure, 160
Reedy structure, 241

Projectively cofibrant, 161
Pullback

homotopy-
strong-, 243

Puppe theorem
strong, 244

Puppe’s theorem, 178, 247
special, 178

Pure morphism, 87
Pushout

homotopy-
strong-, 243

Pushout fibre, 211
Pushout fibre set, 211
Pushout product, 132

Quillen
adjunction

in two variables, 132
bifunctor, 132
SM7-axiom, 131

Quotient
categorical, 36

Recognition theorem, 119
Reedy structure

injective, 241
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projective, 241
standard, 241

Reflection
of limits, 42

Regular
cardinal, 110

Relative
call complex, 104

Retract
left deformation, 8, 10
right deformation, 8

Retraction
left deformation, 8, 10
right deformation, 8, 10

Right
deformation retract, 8
deformation retraction, 8, 10
derived functor, 5

absolute, 6
external, 6
total, 5

Kan extension
absolute, 6
external, 6

lifting property, 97
orthogonal, 97
transverse, 97

Rufsigt troll, 1

Saturated
class of arrows, 99

cellularly, 99
Saturation, 102

cellular, 102
Separating set, 50
Separator, 50

strong, 50
Serre’s theorem, 257, 259
Set

cogenerating, 50
generating, 50
separating, 50
strongly cogenerating, 50
strongly generating, 50

Sharply smaller cardinal, 70
Simplices

category of-, 150
Simplicial

presheaf, 161

set
∂-non-singular, 158
non-singular, 156
singular, 156

Simplicial set
M-acyclic, 202
M-cellular, 194

Singular
simplicial set, 156

SM7-axiom, 131
Small

κ-, 58
Object

Argument, 127
object, 111

Space
M-acyclic, 202
M-cellular, 194

Splitting
of idempotents, 54

Square
Beck-Chevalley, 16

Standard
factorisation, 120

Strict
localisation, 4

Strong
cogenerator, 50
cube theorem, 244
epimorphism, 98
generator, 50
homotopy colimit, 243
homotopy limit, 243
homotopy pullback, 243
homotopy pushout, 243
monomorphism, 98
Puppe theorem, 244
separator, 50

Strongly
generating set, 50

Subcategory
accessibly embedded, 89
dense, 64
final, 45

Subposet
convex, 248

Successor
cellular, 113, 125

Suspension, 152
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Terminal
face, 233
weakly, 45

Theorem
bundle-, 198
coYoneda, 150, 168
Eilenberg-Zilber, 157, 165
Makkai-Paré, 73, 81
Puppe, 178, 247

special, 178
strong, 244

Recognition-, 119
Serre, 257, 259
uniformisation-, 82

Thomason
face, 239
set, 240

Total fibre, 211
Total fibre set, 211
Transfinite

composition
reverse, 102

Transformation
mate, 13

Transverse
left, 97
right, 97

Twisted
arrow category, 41

Two variable
adjunction, 132
Quillen adjunction, 132

Uniformisation theorem, 82
Unit

of a right derived functor, 5
Universality

of homotopy colimits, 177

Weak
equivalences, 3
factorisation system, 107

functorial, 110
localisation, 3

Weak equivalence
local, 139
natural, 5

Weakly
terminal, 45

Web, 250
Wedge, 40, 41

ending, 40
Wedge condition, 40, 41
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