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Abstract

The characterization of images by geometric features facilitates the precise analysis of
the structures found in biological micrographs such as cells, proteins, or tissues. In
this thesis, we study image representations that are adapted to local geometric transfor-
mations such as rotation, translation, and scaling, with a special emphasis on wavelet
representations.

In the first part of the thesis, our main interest is in the analysis of directional pat-
terns and the estimation of their location and orientation. We explore steerable rep-
resentations that correspond to the notion of rotation. Contrarily to classical pattern
matching techniques, they have no need for an a priori discretization of the angle and
for matching the filter to the image at each discretized direction. Instead, it is sufficient
to apply the filtering only once. Then, the rotated filter for any arbitrary angle can be
determined by a systematic and linear transformation of the initial filter.

We derive the Cramér-Rao bounds for steerable filters. They allow us to select the
best harmonics for the design of steerable detectors and to identify their optimal ra-
dial profile. We propose several ways to construct optimal representations and to build
powerful and effective detector schemes; in particular, junctions of coinciding branches
with local orientations.

The basic idea of local transformability and the general principles that we utilize
to design steerable wavelets can be applied to other geometric transformations. Ac-
cordingly, in the second part, we extend our framework to other transformation groups,
with a particular interest in scaling. To construct representations in tune with a notion
of local scale, we identify the possible solutions for scalable functions and give specific
criteria for their applicability to wavelet schemes. Finally, we propose discrete wavelet
frames that approximate a continuous wavelet transform. Based on these results, we
present a novel wavelet-based image-analysis software that provides a fast and auto-
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matic detection of circular patterns, combined with a precise estimation of their size.

Keywords

Circular harmonic wavelets, Cramér-Rao bounds, detection of junctions, directional
patterns, estimation of orientation, Fourier multipliers, F-test, image analysis, image
representations, local geometric transformations, local symmetries, scalability, steer-
ability, steerable filters, steerable wavelets, tight wavelet frames, transformability



Résumé

La compréhension des caractéristiques géométriques d’une image facilite l’analyse des
structures des données microbiologiques, tels que les cellules, les protéines ou les tis-
sues. Dans cette thèse, nous étudions les représentations d’images, en particulier les
représentations en ondelettes, qui sont adaptées aux transformations géométriques lo-
cales comme les rotations, les translations et les dilatations.

Dans une première partie, nous portons notre attention sur l’analyse des motifs
orientés contenus dans une image et sur l’estimation de leur localisation et orientation.
Nous explorons des représentations dites orientables qui correspondent à la notion de
rotation. Par opposition aux techniques classiques de filtrage par motif, ces représen-
tations ne nécessitent ni la discrétisation de l’angle a priori, ni l’adéquation du filtre à
l’image pour chaque direction discrétisée, et il est au contraire suffisant d’appliquer le
filtre une seule fois. Ainsi, le filtre auquel on applique une rotation d’un angle arbitraire
peut être déterminé par une transformation systématique et linéaire à partir du filtre
initial.

Nous établissons les bornes de Cramér-Rao pour les filtres orientables, ce qui nous
permet de sélectionner les meilleures harmoniques pour la conception de détecteurs
orientables et d’identifier le profil radial optimal. Nous proposons différents moyens de
construire une représentation optimale et de construire des méthodes performantes et
opérantes pour la détection de motifs, en particulier pour la détection de jonctions dans
les images.

L’idée de base des transformations locales et les principes généraux que nous uti-
lisons pour la conception d’ondelettes orientables peuvent être appliqués á d’autres
transformations géometriques. Ainsi, nous étendons ces principes à d’autres groupes
de transformation dans la seconde partie de cette thèse, avec un intérêt particulier pour
les dilatations. Afin de construire des représentations en accord avec la notion de chan-
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gement d’échelle local, nous identifions les solutions possibles de fonctions “dilatables"
et donnons des critères spécifiques pour leur application à des schémas d’ondelettes.
Enfin, nous proposons des ondelettes discrètes redondantes approximant une tranfor-
mée en ondelette continue. À partir de ces résultats, nous présentons un nouveau soft-
ware pour l’analyse d’image permettant une détection automatique et rapide de motifs
circulaires, ainsi qu’une estimation précise de leur taille.

Mots clefs

Analyse d’image, bornes de Cramér-Rao, détection de jonctions, dilatations, estimation
d’orientation, filtres orientables, F-test, motifs orientés, multiplicateurs de Fourier, on-
delettes harmoniques circulaires, ondelettes orientables, ondelettes redondantes, re-
présentation d’images, symétries locales, transformations géométriques locales.



Clouds of all different sizes. They come and they go, while the sky remains
the same sky always. The clouds are mere guests in the sky that pass away
and vanish, leaving behind the sky. The sky both exists and doesn’t exist. It
has substance and at the same time doesn’t. And we merely accept that vast
expanse and drink it in.

HARUKI MURAKAMI
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Nomenclature

In this chapter we collect the most important notations and terminology of the thesis.

Sets

We use the classical conventions for denoting different sets. The corresponding symbols
are summarized in the following table.

Symbol Description
N,Z+ Non-negative integers, including 0
Z Integers
R Real numbers
R+ Non-negative real numbers
C Complex numbers
Rd d-dimensional Euclidean space
Zd d-dimensional integers

We use the quantity called Jaccard index for comparing the similarity and diversity
of finite sample sets. In the context of the thesis, it concerns the set of the ground truth
values A and the set of the detections B .

Definition 0.1 The Jaccard index is defined as

J (A,B)= |A∩B |
|A∪B | , (1)

in words, the size of the intersection divided by the size of the union of the two sets.
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If J (A,B) = 1, we have perfect detections. If J (A,B) = 0, all of our detections are false
positive. Otherwise, the Jaccard index takes values 0 < J (A,B) < 1, depending on the
number of false positive and negative results. In general, we illustrate the Jaccard as
percentage, ranging from 0 to 100.

Concerning complex numbers, we denote the imaginary unit with j, such that j2 =−1,
and refer to the conjugate of a complex number z by z.

Scalars, Vectors and Matrices

We use bold letters to distinguish vectors from scalars, e.g. x = (x1, x2, . . . , xd ), x ∈Rd .
We mark matrices by uppercase bold letters, e.g. M. The elements of the matrices are
denoted by subscripted lower case letters, such as mi , j .

Spaces

We provide a brief summary on the notations and definitions related to vector spaces.

Symbol Description
X ,Y Generic vector spaces (normed or nuclear)
Lp ,Lp (Rd ) Lebesgue space
L2(Rd ) Hilbert space of finite-energy functions
S (Rd ) Smooth and rapidly decreasing test functions (Schwartz space)
D(Rd ) Smooth and compactly supported test functions
S ′(Rd ) Tempered distributions (generalized functions)
�p , �p (Zd ) Sequence spaces with a finite p norm
�2(Zd ) Hilbert space of finite energy (square-summable) sequences

Definition 0.2 A norm on X is a map X → R, denoted by ‖ · ‖, fulfilling the following
properties:

1. ‖ f ‖ ≥ 0 (nonnegativity)

2. ‖a f ‖ = |a|‖ f ‖ (positive homogeneity)

3. ‖ f + g‖ ≤ ‖ f ‖+‖g‖ (triangular inequality)

4. ‖ f ‖ = 0 implies f = 0 (separation of points),



xiii

∀a ∈ R (or C), and ∀ f , g ,∈X . By relaxing the last requirement we obtain a seminorm. A
vector space equipped with a norm is called a normed space.

Definition 0.3 A sequence (ai ) on X is a Cauchy sequence iff for any ε> 0 ∃ N ∈N such
that

|ai −a j | < ε ∀i , j ≥N . (2)

Definition 0.4 A Banach space is a complete normed vector space in the sense that every
Cauchy sequence in the space converges to a well defined limit that is within the space.

Definition 0.5 The inner product is a map 〈·, ·〉 : X ×X →R or C, fulfilling the following
axioms

1. 〈 f , g 〉 = 〈g , f 〉 (conjugate symmetry)

2. 〈a( f + g ),h〉 = a〈 f ,h〉+a〈g ,h〉 (linearity in the first argument)

3. 〈 f , f 〉 ≥ 0, 〈 f , f 〉 = 0 implies f = 0,

∀ f , g ,h ∈X and a ∈R or C.

Definition 0.6 A Hilbert space H is a complete normed vector space with the norm de-
fined by the inner product ‖ f ‖ =√〈 f , f 〉. A Hilbert space is always a Banach space.

Definition 0.7 The Lebesgue space is a space of functions with a finite p-norm Lp (Rd ),
where the norms are computed in the sense of

‖ f ‖p =
[∫

Rd
| f (x)|p dx

]1/p

(3)

for (1≤ p <∞), and

‖ f ‖∞ = esssup
{| f (x)| : x ∈R} . (4)

Definition 0.8 A subsetΥ= {υi }i∈I of a finite dimensional vector space X is called a basis
for X if X = Span{Υ} for some index set I and the vectors are linearly independent.
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Definition 0.9 A family Υ = {υi }i∈I in a Hilbert space H is called a frame if ∀x ∈ H
∃0< A ≤B <∞, such that

A‖x‖2 ≤∑
i∈I
|〈υi , x〉|2 ≤B‖x‖2. (5)

A and B are the frame bounds.

Definition 0.10 We call a frame tight frame if its frame bounds are the same: A = B. A
tight frame is a Parseval frame if A =B = 1.

Definition 0.11 The Schwartz space (space of smooth and rapidly decaying test func-
tions) consists of infinitely differentiable functions on Rd for which all of the seminorms
defined by

‖ f ‖m,n = sup
r∈Rd

|r m∂n f (r )| ∀m,n ∈Nd (6)

are finite.

Transormations and Operators of Continuously Defined Images

Our theory is developed on continuously defined images f (x), x ∈ R2. In polar coor-
dinates, we use x = r (cosθ, sinθ) with r ∈ R+ and θ ∈ [0,2π). Notations related to the
derivatives of f (x) are summarized in the following.

Symbol Description
Dn

v f The nth order directional derivative of f along the direction v
∇∇∇ f Gradient vector of f
J(x0) Structure tensor at location x0

H(x0) Hessian at location x0

Frequently used transforms of f (x) are summarized in the following.

Symbol Description
f̂ =F { f } Fourier transform of f (classical or generalized)
f =F−1{ f̂ } Inverse Fourier transform of f̂
H { f } Hilbert transform of f
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R{ f } Complex Riesz transform of f
Rn{ f } The nth order complex Riesz transform of f

Definition 0.12 The Fourier transform of an L1
(
R2
)

function f is denoted by F { f }= f̂
and computed according to

f̂ (ω)=
∫
R2

f (x)e−j〈x ,ω〉dx . (7)

In polar coordinates, ω = ω(cosϕ, sinϕ) with ω ∈ R+ and ϕ ∈ [0,2π). The definition is
extended to L2 (classical) or to S ′ (generalised) in the usual ways.

Definition 0.13 The Hilbert transform of a 1D function f is defined as

H
{

f
}

(x)=F−1
{
− jω

|ω| f̂

}
(x)=F−1 {−j sgn(ω) f̂

}
(x). (8)

Definition 0.14 Similarly, the complex Riesz transform of a function f is defined as

R
{

f
}

(x)=F−1
{

(ωx + jωy )

‖ω‖ f̂

}
(x)=F−1 {ejϕ f̂

}
(x). (9)

The nth order complex Riesz transform of a function f is the n-fold iterate of the complex
Riesz transform of f .

Generalized Stochastic Processes

The common notations concerning generalized stochastic processes are summarized
in the following.

Symbol Description
S Generalized stochastic scalar-field
w White noise
σ2

0 Variance of the white noise w
ΦX (ω) Power spectrum of a stationary field
RS (x1, x2) Autocorrelation of a generalized field S

(−Δ)
γ
2 Fractional-Laplacian operator associated with the isotropic

Fourier-domain multiplier ‖ω‖γ
BS {ζ1,ζ2} Correlation form of a generalized field S
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A generalized random field compares to a classical random field, in the same way
that a generalized function (distribution) compares to a classical function. We charac-
terize stochastic processes (generalized random fields) through inner products with test
functions that typically belong to the Schwarz space S of smooth and rapidly decaying
functions.

Definition 0.15 (Generalized random field) A generalized random field S is defined by
its “inner products” 〈S,ζ〉 with test functions ζ (often ζ ∈ S ), which form a collection of
random variables. These random variables need to fulfil two conditions: For any scalars
α,β and test functions ζ1,ζ2, we have

〈S,αζ1+βζ2〉 =α〈S,ζ1〉+β〈S,ζ2〉 (10)

Given any N sequences with limits limk→∞ ζ1,k = ζ1, . . . , limk→∞ ζN ,k = ζN , and any con-
tinuous bounded function f of N variables, we have

lim
k→∞E

{
f
(〈S,ζ1,k〉, . . . ,〈S,ζN ,k〉

)}= E
{

f (〈S,ζ1〉, . . . ,〈S,ζN 〉)
}

. (11)

Definition 0.16 (Correlation form [1].) The correlation form of a generalized field S is
defined as

BS {ζ1,ζ2}= E
{
〈S,ζ1〉〈S,ζ2〉

}
, (12)

where ζ1, ζ2 ∈S (Schwartz space), which, in cases of interest to us, can be extended to L2.

By the kernel theorem,

BS {ζ1,ζ2}=
∫
R2

∫
R2

ζ1(r1)ζ2(r2)RS (r1,r2)dr1dr2, (13)

where RS (r1,r2) ∈S
′
(R2×R2) (space of tempered distributions) is the generalized cor-

relation function of S.

Example 0.1 (Correlation form of a generalized white noise) The correlation form of a
generalized white noise takes the form

Bw {ζ1,ζ2}=σ2
0 〈ζ1,ζ2〉 , (14)

where σ2
0 is called the variance of the noise w. Thus, the autocorrelation of the noise is

σ2
0δ (here, δ denotes the Dirac impulse). Its power spectrum is flat, with

Φw =σ2
0. (15)
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Figure 1: Connection between the continuous-domain white noise w and the
generalized stochastic process S.

We generate our stochastic process S by applying a shaping operator L−1 on the
continuous-domain white noise or innovation process w . Or, correspondingly, we ob-
tain the white noise by applying a whitening operator L on the stochastic process S.

Definition 0.17 (Innovation process) A stochastic process is called an innovation pro-
cess if

1. it is stationary, i.e., the random variables 〈w,ζ1〉 and 〈w,ζ2〉 are identically dis-
tributed, provided ζ2 is a shifted version of ζ1, and

2. it is white in a sense that the random variables 〈w,ζ1〉 and 〈w,ζ2〉 are independent,
provided ζ1,ζ2 are non-overlapping test functions (i.e., ζ1ζ2 ≡ 0).

The shaping operator determines the correlation structure of the process, and is in
an inverse relationship with the whitening operator. Figure 1 illustrates the connection
between the continuous-domain white noise w and the stochastic process S. This intu-
itive description implies that the following equations hold

〈S,ζ〉 = 〈L−1w,ζ〉 = 〈w,L−1∗ζ〉, (16)

where L−1∗ is the adjoint operator of L−1. Depending on the choice of the whitening
operator, one can characterize stochastic processes with different properties. In the
present thesis, we are interested in wide-sense stationary and wide-sense self-similar
fields. The motivation behind this choice is that the power spectrum of many natural
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images is isotropic with an 1/|ω|λ type of decay [2, 3], which is consistent with long-
range dependencies. Also, this model of background signal fits fluorescence microscopy
images well [4], which is relevant to many practical applications of orientation- and
size-estimation methods.

Definition 0.18 (Wide-sense stationary field of second order) A continuous-space ran-
dom field S is called wide-sense stationary (w.s.s.) if

1. its mean E[S(x)]=μ is a constant and

2. its autocorrelation RS (x1, x2) = E[S(x1)S(x2)] depends only on u = x1− x2, so that
E[S(x −u)S(x)]=RS (u).

In this thesis, we consider w.s.s. fields with zero mean.

Definition 0.19 (Power spectrum). The power spectrum of a stationary field S is the
Fourier transform of its autocorrelation function

PX (ω)=F {RS } (ω). (17)

We note that the definition of the power spectrum does only make sense when the
stochastic field is stationary with a well-defined autocorrelation. The power spectrum
of a stochastic field is always real and nonnegative.

Example 0.2 (Correlation form of a zero mean w.s.s. field) The correlation form of a
zero mean w.s.s. field is related to its power spectrum ΦX by

BS {ζ1,ζ2}= 1

(2π)2

∫
R2

ζ̂1(ω)ζ̂2(ω)ΦX (ω)dω. (18)

Definition 0.20 (Wide-sense self-similarity [5].) A stochastic process S with zero mean
is wide-sense self-similar with scaling order H if its autocorrelation function satisfies

a2H RS
( r1

a , r2
a

)=RS (r1,r2). (19)

There are no nontrivial fields that are both wide-sense stationary and wide-sense
self-similar. Indeed, if S is wide-sense stationary and self-similar, RS (r ,r ) = RS (0), and
then ∀a, a2H RS (0)= RS (0). As a result, the variance Var(S(r ))= RS (r ,r ) either vanishes
or is infinite. However, it is possible to define statistically isotropic self-similar fields
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with stationary increments. These become stationary after the application of finite dif-
ferences, or analysis functions with vanishing moments. These fields are obtained as
the solution of the fractional stochastic equation

(−Δ)
γ
2 S =w, (20)

(−Δ)
γ
2 is the fractional-Laplacian operator associated with the isotropic Fourier-domain

multiplier ‖ω‖γ [5].
The intuitive idea here is to shape or “color” the white noise by an appropriately

defined inverse fractional Laplacian, which gives to the solution an inverse-power-law
spectrum and the desired (wide-sense) self-similarity and long-range dependencies. In
the case where w is Gaussian, the field we obtain is the isotropic 2D generalization of a
fractional Brownian motion [6].

Formally, we write that

〈S,ζ〉 = 〈w, I∗γ,2ζ〉, (21)

where I∗γ,2 = (−Δ)
−γ
2 is the corrected scale-invariant inverse operator from S to L2 of

(−Δ)
γ
2 with an appropriate correction for the singularity at ω= 0. (The operator here is

a special case of a family introduced in [5], hence the notation and the index 2.)
In general, the appropriate inverse operator of the fractional Laplacian can be ob-

tained from the Taylor series expansion of ζ̂ at the origin by removing a sufficient num-
ber of lower order terms:

I∗γ,2ζ(x)=
∫
R2

dω

(2π)2 ejxT ω
ζ̂(ω)−∑|k |≤�γ−1� ζ̂(k)(0)ω

k

k !

‖ω‖γ . (22)

Since Fourier-domain derivatives at ω= 0 correspond to moments in the space domain,
in the case where ζ is a function whose whose moments vanish up to degree �γ−1�, all
the terms in the sum of (22) will be zero, and

I∗γ,2ζ(x)=
∫
R2

dω

(2π)2 ejxT ω ζ̂(ω)

‖ω‖γ , (23)

which corresponds to a shift-invariant operator whose Fourier-domain description is

F
{

I∗γ,2ζ
}

(ω)= ζ̂(ω)

‖ω‖γ . (24)
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Example 0.3 (Correlation form of an isotropic self-similar field) The correlation form

of an isotropic self-similar field S, such that (−Δ)
γ
2 S = w is an innovation field (white

noise), is computed as

BS {ζ1,ζ2}=Bw

{
I∗γ,2ζ1, I∗γ,2ζ2

}
= σ2

0

(2π)2

∫2π

0

∫∞

0

ζ̂1(ω,ϕ)ζ̂2(ω,ϕ)

ω2γ ωdωdϕ (25)

for functions ζ1 and ζ2 with sufficiently many vanishing moments. Here, σ2
0 is the vari-

ance of the white noise w.

The correlation form (25) can be compared with the correlation form of an isotropic
stationary random field with radial power spectrum (18). It follows that, in our model,
the singular distribution ω−2γ can be interpreted as the generalized power spectrum of
our background signal.
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Chapter 1

Introduction

Advances in microscopy and in medical imaging (computed tomography, X-ray) are
shaping the future of biomedical image processing, and in particular, biomedical im-
age analysis. The state of the art in the field is developing rapidly to fulfil the upcoming
needs of biomedical and biological research.

Currently, modern microscopes are routinely producing large datasets (2D/3D im-
ages over time) that require the storage of several gigabytes per measurement. The need
to automatically process this kind of spatio-temporal data is becoming unavoidable;
their proper evaluation is no longer manageable manually. This imposes a big challenge
in memory handling, data mining, and image processing in general. Many modern ap-
proaches in image processing meet this challenge by emphasizing the idea of parsimony
or sparsity, through seeking more efficient representations of relevant information in
images. In image processing, sparsity implies the assumption that an image can be rep-
resented or well approximated in some transform domain using a much smaller num-
ber of coefficients than its apparent dimension, which is typically measured in pixels
(2D) or voxels (3D). This allows us to compress the image efficiently by expressing it in
the suitable transform domain and only keeping the most important coefficients. Such
an approach works well if the considered transformation captures the most important
features of the image in a few large coefficients. This also means that, those transforms
provide a certain measure of locality that allows us to isolate information related to a
particular aspect of the image (e.g., frequency, spatial location).

To generate a local representation one can be motivated by two ideas: using a generic
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framework and universal methods (e.g., Fourier analysis, wavelets) or dealing with signal-
adaptive and specific methods (e.g., local principal/independent component analysis),
that are somehow contradictory. Our interest is in representations that lie between
these extremes, where the predefined building blocks can be adapted to the local infor-
mation by applying some transformation. Thus, we maintain generality and universal
performance while capturing specific information in a nearly optimal way.

When considering possible adaptations of such schemes, we guide ourselves by the
fact that local geometric structures are often repeated throughout natural images; how-
ever, each occurrence has typically been deformed by an unknown geometric trans-
formation such as a combination of rotation, translation, and scaling. For example, in
microscopic images showing cell cultures, each cell typically has the same shape but
their size, orientation and location can differ. Similar observations are made for many
types of signals, for instance, those encountered in bioengineering, seismology, or audio
processing.

The information that corresponds to the notion of rotation, directionality, and ori-
entation is a key component in the quantitative analysis of images. By those terms, we
refer to local directional cues and features that one can identify in natural images. The
area of applications based on the detection of orientation is continuously growing as
the importance of directionality is becoming more and more evident in image process-
ing. The range of applications spans topics from astronomy [7–9], aerial and satellite
imagery [10–12], material sciences [13], to biological and medical applications. Focus-
ing on the last two categories, the palette is quite varied: detection of nodules in the
lungs [14] and vessels in retinal fundus images [15, 16] as well as bioimaging [17–19]
and neuroimaging [20, 21] are just a few examples. Investigations of collagen in the
arterial adventitia also rely on directional analysis [22]. Neuron tracking is of primal im-
portance to understand the development of the brain and requires robust directional
image-analysis tools to capture dendrites in 2D and 3D [23]. Further examples include
the study of aging of elastin in human cerebral arteries [24], or the estimation of ori-
entation and localization of fluorescent dipoles [25]. The analysis of local directional
patterns also includes the detection of ridges and junctions of any order; applications
can be found in [26–30]. As a particular example, the accurate detection of cell struc-
tures that exhibit polygonal shapes is fundamental in stem cell research [31].

The notion of dilation is fundamental in the detection and size estimation of objects
in the image processing of micrographs. Most medical and biological applications re-
lying on cell cultures seek concentration information and accurate image statistics. In
molecular biology, cell statistics provide information on the growth rate of microorgan-
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isms (that correspond to their division into new cells). In time-lapse microscopy, the
analysis can be used to determine the cell lineage. In fluorescence microscopy, the ob-
servation of biomolecular interactions in cellular processes requires the quantification
of gene expression. The corresponding structures typically have a roundish shape (e.g.,
nuclei, vesicles, spindle pole bodies). The appearance of circular objects of different size
is also common in high-throughput imaging with microarrays. The precise detection
of the spots and size measurements are important for understanding Enzyme-Linked
ImmunoSpot images [32]. Those assays are used to monitor the adaptive immune re-
sponses of humans and animals by visualizing antigen-antibody reactions. Accompa-
nying the interaction, the naturally transparent cells are releasing cytokines that color
the surrounding substance, typically resulting in blue or black spots. The size of the
spots is proportional to the strength of the reaction. Also, in antimicrobial susceptibility
testing of significant bacterial isolates, the size of the spots describing the zones of the
inhibition areas are measured and used as an indicator of antibiotic-resistance [33].

The common challenge of the applications cited above originates from the neces-
sity of the precise retrieval of geometric information. This motivates us to characterize
images through their inherent geometric properties. We treat images as a collection of
geometric features that are described by symmetries, angle, orientation, size and loca-
tion. Instead of describing these transformations through shape dictionaries that cap-
ture prior information as hard constraints, we integrate it in a flexible and adaptable
way. Hence, we choose a continuous domain formulation, because it overcomes the
limitations of dictionary-based approaches that only allow for a finite number of dis-
crete templates. An additional challenge is computational efficiency, since most of the
experiments are supposed to run in real time. Therefore, the methods we are looking
for must have an implementation that allows for fast processing. Moreover, they should
be robust and enable the analysis of a broad class of images. Finally, in order to com-
plete the framework, we intend to characterize the precision of our framework and its
applicability to different pattern classes.

In this context, we provide methodologies and frameworks that play a role in the
understanding of biological images. More specifically, the focus of this thesis is on local
transformable representations and their applications related to wavelet schemes, since
they are one of the most efficient and widely used processing tools for feature extrac-
tion in image analysis. They provide a unifying framework for decomposing images
in a multi-scale hierarchy, and thus, have many successful applications such as con-
tour detection, image filtering, orientation and texture analysis, synthesis and so forth
(e.g., [34, 35]).
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1.1 Main Contributions

The main contributions of this thesis are cathegorized into two parts. Part I refers to
steerable representations that account for rotation transformations, while in Part II we
generalize the charactarization of representations related to geometric transformations
beyond rotations.

1.1.1 Part I.

• We fully characterize the problem of detecting the location and local orientation
of directional patterns in an image. We establish a description of our directional
pattern model. Our focus is on steerable representations, which are linked to po-
lar separable detector functions. We explain the property of steerability, and pro-
vide a construction framework for steerable filters and wavelets, highlighting the
connection with the Riesz transform.

• We derive the fundamental Cramér-Rao lower bounds (CRLB) on the error when
estimating local orientations. We develop a formulation based on steerable filters,
and use the obtained bounds to provide solutions and guidelines for improving
and optimizing the choice of the detector functions. In particular, we address the
problem of choosing the best angular frequencies to achieve the lowest CRLB, as
well as identifying the optimal radial profile of the detector function. We also dis-
cuss the CRLB for different detector schemes, including multiscale approaches,
in particular, wavelets.

• We propose an algorithm to detect and group different kinds of local symmetries
in images in a multiscale, rotation-invariant, and template-free way. By template-
free, we mean that there is need neither to design a specific junction or ridge-
shaped template nor to align it with the pattern of interest. Instead, we propose an
efficient wavelet-based method to determine the order of local symmetry at each
location. Relying on the energy of the wavelet coefficients, we define a measure of
local symmetry at each location in the image based on a statistical formulation.
Given the measure, we provide a classification rule to distinguish different orders
of symmetry.

• We follow a complementary approach that serves to address two objectives not
covered by the methods of the previous chapter. First, we target the detection
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of junctions and patterns without constraining ourselves to symmetric patterns
only. Second, we aim not only at detecting these local patterns, but also at esti-
mating their orientation. These dual objectives are achieved by designing steer-
able wavelets that are shaped to match a desired angular profile. The approaches
we develop are general and can be used for the detection of arbitrary symmetric
and asymmetric junctions. We answer the question of optimal design with respect
to the angular energy distribution of the wavelets. We propose a framework based
on analytical optimization for aligning steerable templates with the orientation of
patterns.

1.1.2 Part II.

• The main contribution and the novelty of this part of the thesis is the construc-
tion of isotropic wavelet frames that are adaptable under dilation operations. In
analogy with steerable wavelets, we propose a general construction of adaptable
tight wavelet frames, with an emphasis on scaling operations. In particular, the
wavelets that are derived can be “dilated” by a procedure comparable to the op-
eration of steering steerable wavelets. To achieve this, we provide a definition
of scalability with respect to discrete wavelet transforms. We identify possible
solutions for scaling functions and give specific criteria on their applicability to
wavelet schemes. Using scalable filters, our wavelet frames can approximate in-
termediate scales based on several patterns that can be linearly combined with
adjustable coefficients. We use this property to generate disk patterns with con-
tinuously varying sizes in between two sequential (discrete) wavelet scales. As a
result, we create a novel wavelet-based image-analysis approach with a software
implementation in Java, providing fast automatic detection of circular patterns
(spots), combined with the precise estimation of their size.

1.2 Organization of the Thesis

Except Chapter 2, 3, and 7, which also contain introductory materials and definitions,
the content of the chapters is all based on our original work.

Chapter 2 aims at providing a broad overview of template-free techniques for the di-
rectional analysis of images. We review the state of the art in the field and unify our per-
spective within a common framework using operators. The intent is to provide image-
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processing methods that can be deployed in algorithms that analyze biomedical images
with improved rotation invariance and high directional sensitivity.

In Chapter 3, we expose the principles behind our directional pattern model and
develop a general framework for the detection of their location and orientation. In par-
ticular, we define steerable representations that correspond to rotations. We present
the Riesz transform and its role in the generation of steerable filters and wavelets. As an
example, we give a construction rule on circular harmonic wavelets.

In Chapter 4, we derive the Cramér-Rao lower bound describing the error that is
associated to the estimation of the orientation and local features of an image. Based on
these bounds, we prove theorems that we use to construct optimal detector functions.

In Chapter 5, we present a method for the identification and classification of lo-
cal symmetries in biological images. Based on circular harmonic wavelet frames pre-
sented in Chapter 3, we propose to detect and group different kinds of local symmetries
in images in a multiscale and rotation-invariant way. There, we use the property that
the wavelet transform generates steerable wavelet channels corresponding to different
symmetry orders and distributes the energy of the signal among a set of angular har-
monics.

In Chapter 6, based on the circular harmonic wavelet representations, we create
new wavelets schemes whose energy is concentrated along specific angular directions.
We develop a method for designing steerable wavelets that can detect local centers of
symmetry in images. Based on this design, we then propose an algorithm and a corre-
sponding ImageJ plug-in for estimating the locations and the orientations of junctions
in biological micrographs.

In Chapter 7, we generalize the notion of steerability, and identify classes of func-
tions that fulfill this generalized definition for relevant geometric transformations be-
sides rotation (i.e., translation and scaling). We summarize the general definitions and
concepts that serve as a basis for the new constructions and results that are developed
in Chapter 8. There, we propose the construction of locally scalable filters based on dis-
crete tight wavelet frames that can be transformed to approximate a continuous wavelet
transform. As a particular application, we propose a framework for the detection of lo-
cation and size of circular objects and validate it in realistic scenarios in bioimaging.

In Chapter 9, we conclude on the research and results presented in this thesis and
discuss the potential areas of interest for future research related to our work.
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Chapter 2

State of the Art in Template-Free
Directional Image Analysis

2.1 Overview

In the early sixties it was demonstrated that directionality has a key role in visual percep-
tion. This result of Hubel and Wiesel [36] initiated a field of research for the following
decades [37, 38]. Based on these studies it became clear that the organization of the
primary visual cortex makes the perception orientation-sensitive, highlighting the im-
portance of directional cues, such as edges, ridges and corners. Our visual system is
able to capture and summarize this information using a small number of visual cells,
like orientation-selective feature detectors. It therefore seemed reasonable to benefit
from these results and try to mimic some of those ideas. The application area of these
methods is continuously growing as image analysis is becoming more relevant in data
processing.

This chapter aims at providing a broad overview of state-of-the-art techniques in
the field for the directional analysis of images. We start with classical methods such as
directional-gradient and the structure tensor. Then, we discuss how these methods can
be improved with respect to robustness, invariance to geometric transformations (with
a particular interest in scaling), and computational cost. We move forward to higher
degrees of directional selectivity and discuss Hessian-based detection schemes. We give

9
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a brief overview of Fourier filters, directional wavelets, curvelets, and shearlets.
We focus on the continuous domain setup for explaining the relevant concepts be-

cause it allows for convenient, compact, and intuitive formulation. It primarily involves
differential and convolution operators (smoothing filters and wavelets) that are acting
on continuously defined images, f (x), x ∈ R2. The final transcription of a continuous
domain formula into an algorithm requires the discretization of the underlying filters
which can be achieved using standard techniques. For instance, partial derivatives can
be closely approximated using finite differences, while there are well-established tech-
niques for computing wavelets using digital filters1.

2.2 Derivative-Based Approaches

2.2.1 Gradient Information and Directional Derivatives

Some of the earliest and simplest techniques in image analysis to account for orienta-
tion rely on gradient information. Intuitively, the direction of the gradient corresponds
to the direction of steepest ascent. The local direction of an image f at x0 can be esti-
mated in terms of the direction orthogonal to its gradient. A direction is specified in R2

by a unit vector v = (v1, v2) ∈R2 with ‖v‖ = 1. The first-order directional derivative Dv f
along the direction v can be expressed in terms of the gradient as

Dv f (x0)= lim
h→0

f (x0)− f (x0−hv )

h
= 〈v ,∇∇∇ f (x0)

〉
, (2.1)

where the right hand side is the inner product between v and the gradient vector∇∇∇ f (x0)
evaluated at x0. We note that (2.1) is maximum when v is collinear with ∇∇∇ f (x0) (by the
Cauchy - Schwartz inequality). Conversely, Dv0 f (x0) vanishes when v0 ⊥∇∇∇ f , so that v0

provides us with a local estimate of the directionality of the image.
Gradient-based orientation estimators are frequently used as they can be discretized

and implemented easily. However, the gradient-based estimation of the orientations is
sensitive to noise. The robustness can be improved by smoothing the image by a Gaus-
sian kernel before taking the derivative. A still very popular method based on gradients
is Canny’s classical edge detector [40].

1The content in this chapter is based on the article [39]: Z. Püspöki, M. Storath, D. Sage, M. Unser, “Trans-
forms and Operators for Directional Bioimage Analysis: A Survey”, Advances in Anatomy, Embryology and Cell
Biology, in press, 2016.
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2.2.2 The Structure Tensor

The estimation of the local orientation using derivatives can be made more robust by
using the structure tensor [41]. The structure tensor is a matrix derived from the gradi-
ent of the image and can be interpreted as a localized covariance matrix of the gradient.
Since the pioneering work of Förstner [42], Bigün and Granlund [43], and Harris and
Stephens [44], the structure tensor has become a tool for the analysis of low-level fea-
tures, in particular for corner and edge detection as well as texture analysis. In 2D, the
structure tensor at location x0 is defined by

J(x0)=
∫
R2

w̃(x −x0)
(∇∇∇ f (x)

)∇∇∇T f (x)dx1dx2, (2.2)

where w̃ is a non-negative isotropic observation window (e.g., a Gaussian) centered at
x0. More explicitly, the (2×2) matrix J(x0) reads

J(x0)=
∫
R2

w̃(x −x0)

(
f 2

x1
(x) fx1 (x) fx2 (x)

fx2 (x) fx1 (x) f 2
x2

(x)

)
dx1dx2 (2.3)

=
(

(w̃ ∗ f 2
x1

)(x0) (w̃ ∗ fx1 fx2 )(x0)
(w̃ ∗ fx2 fx1 )(x0) (w̃ ∗ f 2

x2
)(x0)

)
, (2.4)

where w̃ ∗ f denotes the convolution of w̃ and f , and the partial derivative of f with
respect to variable xi is denoted by fxi . This reveals that J is a smoothed version of(

f 2
x1

(x) fx1 (x) fx2 (x)
fx2 (x) fx1 (x) f 2

x2
(x)

)
. (2.5)

The eigenvalues of the structure tensor are noted λmax and λmin, with λmin,λmax ∈R.
They carry information about the distribution of the gradient within the window w̃ . De-
pending on the eigenvalues, one can discriminate between homogeneous regions, rota-
tional symmetric regions without a predominant direction, and regions with dominant
directions. For this purpose, two measures are defined, the so called energy E and the
coherence C . The energy is defined based on the eigenvalues of the structure tensor as
E = |λ1| + |λ2|. If E ≈ 0, which corresponds to λmax = λmin ≈ 0, then the region is ho-
mogeneous. If E � 0, then the characteristics of the structure are determined by the
coherency information. The coherency information C is defined as

0≤C = λmax−λmin

λmax+λmin
=
√

(J22− J11)2+4J 2
12

J22+ J11
≤ 1, (2.6)
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where Jij denotes elements of the structure tensor. If C ≈ 0, which corresponds to
λmax ≈ λmin, then the region is rotationally symmetric without predominant direction,
the structure has no orientation. On the contrary, a coherency close to 1 indicates that
the structure in the image is locally 1D.

The energy of the derivative in the direction v can be expressed as∥∥Dv f
∥∥2

w̃ =
〈

v T∇∇∇ f , v T∇∇∇ f
〉

w̃ = v T Jv . (2.7)

This means that, in the window centered around x0, the dominant orientation of the
neighborhood can be computed by

v1 = arg min
‖v‖=1

∥∥Dv f
∥∥2

w̃ . (2.8)

We interpret
∥∥Dv f

∥∥2
w̃ as the average energy in the window defined by w̃ and centered

at x0. Moreover, Dv f = 〈∇∇∇ f , v
〉

is the derivative in the direction of v . The minimizing
argument corresponds to the eigenvector with the smallest eigenvalue of the structure
tensor at x0. The dominant orientation of the pattern in the local window w̃ is com-

puted as v1 = (cosθ, sinθ), with θ = 1
2 arctan

(
2J12

J22−J11

)
.

In the 3D shape estimation of DNA molecules from stereo cryo-electron micrographs
[45], the authors took advantage of the structure tensor. Other applications can be
found in the works of Köthe [46] and Bigün et al. [47].

While simple and computationally efficient, the structure-tensor method has draw-
backs: it only takes into account one specific scale, the localization accuracy for corners
is low, and the integration of edge and corner detection is ad hoc (e.g., Harris’ corner
detector [44]).

2.2.3 Higher-Order Directional Structures and the Hessian

To capture higher-order directional structures, the gradient information is replaced by
higher-order derivatives. In general, an nth-order directional derivative is associated
with n directions. Taking all of these to be the same, the directional derivative of order
n in R2 is defined as

Dn
v f (x)=

n∑
k=0

(
n

k

)
vk

1 vn−k
2 ∂k

x1
∂n−k

x2
f (x), (2.9)
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which is a linear combination of partial derivatives of order n. More specifically, if we
fix n = 2 and the unit vector vθ = (cosθ, sinθ), we obtain

D2
vθ

f (x)= cos2(θ)∂2
x1

f (x)+2cos(θ)sin(θ)∂x1∂x2 f (x)+ sin2(θ)∂2
x2

f (x). (2.10)

Xia et al. [28] use a template-free method for the detection and grouping of junctions
based on the strength of directional derivatives.

The Hessian filter is a square matrix of second-order partial derivatives of a function.
For example, in 2D, the smoothed Hessian matrix, useful for ridge detection at location
x0, can be written as

H(x0)=
(
(w̃11∗ f )(x0) (w̃12∗ f )(x0)
(w̃21∗ f )(x0) (w̃22∗ f )(x0)

)
, (2.11)

where w̃ is a smoothing kernel and w̃ij = ∂xi∂xj w̃ denotes its derivatives with respect to
the coordinates xi and xj. In the window centered around x0, the dominant orientation
of the ridge is

v2 = arg min
‖v‖=1

(
v T Hv

)
. (2.12)

The minimizing argument corresponds to the eigenvector with the smallest eigenvalue
of the Hessian at x0. The eigenvectors of the Hessian are orthogonal to each other, so
the eigenvector with the largest eigenvalue corresponds to the direction orthogonal to
the ridge.

A sample application of the Hessian filter is vessel enhancement. In [48], Frangi et
al. define a measure called vesselness which corresponds to the likelihood of an im-
age region to contain vessels or other image ridges. The vesselness measure is derived
based on the eigenvalues of the Hessian filter. In 2D, a vessel is detected when one of
the eigenvalues is close to zero (λ1 ≈ 0) and the other one is much larger |λ2| � |λ1|.
The direction of the ridge is given by the eigenvector of the Hessian filter output corre-
sponding to λ1. The authors define the measure of vesselness as

V =
⎧⎨⎩0, if λ1 > 0

exp
(
− (λ1/λ2)2

2β1

)(
1−exp

(
−λ2

1+λ2
2

2β2

))
, otherwise,

(2.13)

where β1 and β2 control the sensitivity of the filter2. Alternative vesselness measures
based on the Hessian have been proposed by Lorenz et al. [49] and Sato et al. [50].

2Plugin available at http://fiji.sc/Frangi/
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2.3 Directional Multiscale Approaches

In natural images, oriented patterns are typically living on different scales, for example,
thin and thick blood vessels. To analyze them, methods that extract oriented structures
separately at different scales are required. The classical tools for multiscale analysis are
wavelets. In a nutshell, a wavelet is a bandpass filter that responds almost exclusively to
features of a certain scale.

In the present thesis, we focus on wavelet bases with dyadic scale progressions. We
note that, however, there exist bases with other integer dilation factors [51,52], and also
with arbitrary real [53] and rational dilation factors [54,55]. For implementation, we use
regular rectangular sampling grids, for other solutions, like quincunx wavelets, we refer
to [56] and [57].

The separable wavelet transform that is commonly used is computationally very ef-
ficient but provides only limited directional information and suffers from inherent di-
rectional bias. Its operation consists of filtering with 1D wavelets with respect to the
horizontal and vertical directions. As a result, two pure orientations (vertical and hor-
izontal), and a mixed channel of diagonal directions are extracted. Using the dual-tree
complex wavelet transform [58]3, one can increase the number of directions to six while
retaining the computational efficiency of the separable wavelet transform. (We refer
to [59] for a detailed treatment of this transform.) Next, we describe how to construct
wavelets with an even higher orientational selectivity at the price of higher computa-
tional cost.

2.3.1 Construction of Directional Filters in the Fourier Domain

For junction and line detection, it is often desirable to design linear filters that respond
exclusively to structures within a narrow angular range. Methods based on the Fourier
transform provide an effective way to construct such orientation-selective filters. The
key property for directional analysis is that rotations in the spatial domain propagate as
rotations to the Fourier domain. Formally, we write that

f (Rθx)
F←→ f̂ (Rθω), (2.14)

where Rθ denotes a rotation by the angle θ.

3Available at http://eeweb.poly.edu/iselesni/WaveletSoftware/



2.3. DIRECTIONAL MULTISCALE APPROACHES 15

The construction is based on a filter φ whose Fourier transform φ̂ is supported on a
wedge around the ω1 axis. In order to avoid favoring special orientations, one typically
requires that φ̂ be non-negative and that it form (at least approximately) a partition of
unity of the Fourier plane under rotation, like∑

θm

∣∣φ̂(Rθmω)
∣∣2 = 1, for all ω ∈R2 \ {0} . (2.15)

Here, θ1, ...,θn are arbitrary orientations which are typically selected to be equidistant,
with θm = (m − 1)π/n. To get filters that are well localized in the spatial domain, one
chooses φ̂ to be a smooth function; for example the Meyer window function [51, 60]. A
directionally filtered image fθm can be easily computed by rotating the window φ̂ by θm

and multiplying it with the Fourier transform f̂ of the image, and by transforming back
to the spatial domain. This is written

fθm (x)=F−1 {φ̂(Rθm ···) f̂
}

(x). (2.16)

(We refer to [61] for filterings based on convolutions in the spatial domain.) The result-
ing image fθm contains structures that are oriented along the direction θm . The local
orientation θ is given by the orientation of the minimum filter response

θ(x)= argmin
θm

∣∣ fθm (x)
∣∣ . (2.17)

Such directional filters have been used in fingerprint enhancement [62] and in crossing-
preserving smoothing of images [63, 64].

2.3.2 Directional Wavelets with a Fixed Number of Directions

Now we augment the directional filters by scale-selectivity. Our starting point is the win-
dowing function of (2.15). The simplest way to construct a directional wavelet transform
is to partition the Fourier domain into dyadic frequency bands (“octaves”). To ensure
a complete covering of the frequency plane, we postulate again nonnegativity and a
partition-of-unity property of the form∑

i∈Z

∑
θm

∣∣∣φ̂(2−i Rθmω)
∣∣∣2 = 1, for ω ∈R2 \ {0} . (2.18)

Classical examples of this type are the Gabor wavelets that cover the frequency plane us-
ing Gaussian windows which approximate (rescaled) partition-of-unity [65, 66]. These
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serve as a model for filters in the mammalian visual system [67, 68]. Alternative con-
structions are Cauchy wavelets [69] or constructions based on the Meyer window func-
tions [51,60]. We refer to Vandergheynst and Gobbers [70] and Jacques et al. [71] for fur-
ther information on the design of directional wavelets. In particular, sharply direction-
selective Cauchy wavelets have been used for symmetry detection [69].

A further possible direction is the extension of directional wavelet transforms to
nonuniform lattices such as polar grids or general graphs [72–74].

Kovesi accounts for detecting symmetries and anti-symmetries based on local phase
information provided by wavelets constructed with complex valued Log Gabor func-
tions [75]. However, his work is mostly focusing on bilateral symmetries and ignores
rotational ones.

2.3.3 Curvelets, Shearlets, Contourlets, and Related Transforms

Curvelets, contourlets, and shearlets are 2D generalizations of directional wavelets that
are aimed at the analysis of contours and smooth curves. However, they are equipped
with an anisotropic scaling which follows a parabolic scaling law. This models the scal-
ing behavior of sufficiently smooth curves in 2D. As a result, curvelets, contourlets, and
shearlets of finer scales are more and more elongated, corresponding to an increase in
their directional selectivity.

Among these transforms, curvelets were the first to be defined in the continuous
domain [76]. In their case, directionality is provided by rotations; all curvelet atoms
within a single scale are shifts or rotations of a single pattern. Similarly to directional
wavelets, their construction corresponds to a division of the frequency plane into rings
(representing scales), where each ring is further divided into wedges (corresponding
to orientations). However, contrary to directional wavelets, where each scale has the
same number of wedges, in the case of curvelets, the number of wedges (or orientations)
doubles every other scale.

Contourlets are inspired by curvelets, but attempt to overcome the difficulties as-
sociated with the discretization through a discrete-domain definition in terms of filter-
banks [77]. As a consequence, for contourlets, the frequency domain divisions are based
on wedges on square-shaped rings instead of circular ones.

Finally, comparable to curvelets, shearlets also start from a continuous-domain def-
inition which is then discretized. The main difference between those methods is that,
for shearlets, directionality is defined in terms of shear transformations instead of ro-
tations [78–80]. The reason behind this choice is that, unlike rotations, shears can be
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perfectly discretized on a Cartesian grid for integer shear parameters.
Applications of the previously mentioned methods include texture classification of

tissues in computed tomography [81], texture analysis [82], image denoising [83], con-
trast enhancement [84], and reconstruction in limited-angle tomography [85]. Further-
more, they are closely related to a mathematically rigorous notion of the orientation of
image features, the so-called wavefront set [86, 87]. Loosely speaking, the wavefront
set is the collection of all edges along with their normal directions. This concept is
used for the geometric separation of points from curvilinear structures, for instance, to
separate spines and dendrites [88] and for edge detection with resolution of overlaying
edges [79, 89, 90].

A thorough description of wavelets, contourlets, shearlets and other related trans-
forms can be found in [91]. Relevant software packages implementing these transforms
are the Matlab toolboxes CurveLab4, ShearLab5, FFST6, and the 2D Shearlet Toolbox7.

4Available at http://www.curvelet.org/
5Available at http://www.shearlab.org/
6Available at http://www.mathematik.uni-kl.de/imagepro/members/haeuser/ffst/
7Available at http://www.math.uh.edu/~dlabate/software.html





Chapter 3

Unifying Framework for
Steerable Representations

3.1 Overview

For the purpose of detecting or enhancing a given type of directional pattern (edge,
junction, ridge, corner), a natural inclination is to try to match it against similar pat-
terns. The simplest way to do that is to construct a template and try to align it with
the pattern of interest. Usually, such algorithms rely on the discretization of the orien-
tation. To obtain accurate results, a fine discretization is required. In general, Fourier
filters and wavelet transforms are computationally expensive in this role because a full
2D filter operation has to be computed for each discretized direction.

However, an important exception is provided by steerable filters, where one may
perform arbitrary (continuous) rotations and optimizations with a substantially reduced
computational overhead. The basics of steerability were formulated by Freeman and
Adelson in the early nineties [92–94] and developed further by Perona [95], Simoncelli
and Farid [96], and Unser and Van de Ville [97], Unser and Chenouard [98], and Ward et
al. [99, 100].

In this chapter, we formulate the problem of detecting the location and local ori-
entation of directional patterns in an image. These local patterns in particular include
junctions of any order, and in the interest of applications, we shall use the term junc-

19
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tion to refer to any such pattern. But our derivation equally applies to any other kind of
directional pattern. In the following, we give a description of our junction model. Our
focus is on steerable representations, which are linked to polar separable detector func-
tions. We explain the property of steerability, and provide a construction framework for
steerable filters and wavelets, highlighting the connection with the Riesz transform.

3.2 The Detection Problem at a Glance

3.2.1 Model

Our interest in the first part of this thesis lies in estimating the orientation of local di-
rectional patterns in an image. Without loss of generality, the pattern is assumed to
be centered at x = 0. Let J (x) denote the general shape of the pattern of interest, and
Jθ∗ (x)= J (Rθ∗x) its rotated version with unknown orientation θ∗ that is to be estimated.
Our local image model is then

Iloc(x)= J (Rθ∗x)+S(x) (3.1)

or, in polar coordinates,
Iloc(r,θ)= J (r,θ+θ∗)+S(r,θ), (3.2)

where S denotes the background signal which, for our purposes is considered to be
noise.

The observations (measurements, or coefficients) used in estimating θ∗ are of the
form

qα = 〈Iloc,ξα〉 = 〈Jθ∗ ,ξα〉+〈S,ξα〉, (3.3)

where {ξα} is a set of steerable measurement functions indexed by α (introduced in the
next subsections). The problem studied here is to estimate the local orientation angle
θ∗ from the steerable measurements qα.

In the following, we give a description of the steerable measurement functions of the
model. The noise term will play an important role in the next chapters; it will be fully
described in Chapter 4.

3.2.2 Steerable Representations

The justification for the use of steerable coefficients as measurements in (3.3) comes
from the theory of local steerable representations due to Freeman and Adelson [94].
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One intuitive way to interpret the estimation problem is that we are trying to find
the angle of the rotated junction J (r,θ+θ∗), by matching it against all possible rotations
of a filter f (r,θ). This is computationally feasible if f admits a steerable representation
in the sense of Definition 3.1.

Definition 3.1 A function f on the plane is steerable in the finite basis {ξα} if, for any
rotation matrix Rθ0 , we can find coefficients {cα(θ0)} such that

fθ0
(x)= f (Rθ0 x)=∑

α
cα(θ0)ξα(x). (3.4)

A family of functions {ξα} is steerable if its linear span is invariant under arbitrary rota-
tions.

Using vector notation, where ξ= (ξα)α denotes the column vector of basis functions,
the last part of Definition 3.1 is equivalent to saying that for each θ0, a matrix L(θ0) exists
such that

ξ(r,θ+θ0)= L(θ0)ξ(r,θ). (3.5)

An illustrative example of such a family is {cos(θ),sin(θ)}, whose rotations can be
written as (

cos(θ+θ0)
sin(θ+θ0)

)
=
(
cos(θ0) −sin(θ0)
sin(θ0) cos(θ0)

)(
cos(θ)
sin(θ)

)
, (3.6)

which is a weighted sum of the unrotated functions.
For any arbitrary angle θ0, we find the response for the rotated filter f

θ0
= f (Rθ0 ·)

using

〈Iloc, fθ0
〉 = 〈Iloc,

∑
α

cα(θ0)ξα〉 =
∑
α

cα(θ0)qα (3.7)

with qα as defined in (3.3). In practice, it means that, one needs to compute qα of
(3.3) only once. One can then deduce all desired responses for arbitrarily rotated fil-
ters through simple linear combinations.

We note that the Fourier transform of a steerable representation is also steerable.
This follows from the observation that a rotation by θ0 in space is equivalent to a rotation
by θ0 in the Fourier domain. By taking the Fourier transform of (3.4), we find that

f̂ (ω,ϕ+θ0)=∑
α

cα(θ0)ξ̂α(ω,ϕ). (3.8)
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Any estimator based on this framework is then a mapping E that takes the measure-
ments qα and returns an estimate θ̃ of θ∗:

E : (qα) �→ θ̃. (3.9)

The goal is to maximize 〈Iloc, f (·+θ0)〉 over θ0:

θ̃ = argmax
θ0∈[0,2π)

∣∣〈Iloc, f (·+θ0)
〉∣∣ . (3.10)

3.2.3 Particular Examples of Steerable Filters

We illustrate the previously described ideas with particular examples.

First, we consider the Gaussian g (r,θ) = e−r 2/2, whose Fourier transform is com-

puted as ĝ (ω,ϕ)= 2πe−ω
2/2. In the Fourier domain, its second-order derivatives can be

written as

F {∂2
1g }=−ω2 ĝ (ω,ϕ)cos2ϕ, (3.11)

F {∂1∂2g }=−ω2 ĝ (ω,ϕ)sinϕcosϕ, (3.12)

F {∂2
2g }=−ω2 ĝ (ω,ϕ)sin2ϕ, (3.13)

where we have used the identities ω1 =ωcosϕ and ω2 =ωsinϕ. Here, ∂1 and ∂2 denotes
the derivatives of a function with respect to the coordinates x1 and x2. Expanding sinϕ

and cosϕ in terms of ejϕ and e−jϕ, all of the above can be written as linear combinations
of the functions gn , expressed in the Fourier domain as

ĝn(ω,ϕ) :=ω2e−
ω2

2 ejnϕ, (3.14)

for n = −2,−1,0,1,2. We note that, −2πω2e−ω
2/2 is the the Fourier transform of the

Laplacian of Gaussian (LoG). All directional second-order derivatives of the Gaussian
can be written as linear combinations of gn .

From the above formula, it is apparent that, for an arbitrary rotation θ0,

ĝn(ω,ϕ+θ0)= ejnθ0 ĝn(ω,ϕ), (3.15)

and, using the equivalence of rotations in space and Fourier,

gn(r,θ+θ0)= ejnθ0 gn(r,θ). (3.16)
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Let f denote a filter corresponding to a directional second-derivative of the Gaus-
sian. Based on above discussion, f can be expanded as

f (r,θ)= ∑
−2≤n≤2

cn gn(r,θ). (3.17)

The rotation of f by θ0 is then given by

f (r,θ+θ0)=∑
n

cn g (r,θ+θ0)=∑
n

ejnθ0 cn g (r,θ). (3.18)

We use f to determine the orientation of a feature in Iloc, by finding its best match
against all rotations of f . The response of the filter is computed as

〈Iloc, f (·, ·+θ0)〉 =
〈

Iloc,
∑
n

cnejnθ0 g (r,θ)

〉
=∑

n
ejnθ0 cn qn . (3.19)

where qn = 〈Iloc, gn〉. This means that, once we have the response of the image to
gn(r,θ), its response to any rotation of the filter f (r,θ+θ0) can be determined analyti-
cally using (3.19). This makes it computationally feasible to find the best match of the
image against all possible rotations of f .

Other simple examples of steerable filters are based on the gradient or the Hessian.
Starting from an isotropic lowpass function ν(x1, x2), one can create a subspace of steer-
able derivative-based templates which can serve as basic edge or ridge detectors. In 2D,
let νk,l = ∂k

x1
∂l

x2
ν be derivatives of the isotropic function ν. By the chain rule of differen-

tiation, for any rotation matrix Rθ0 , the function ∂k
x1
∂l

x2
ν(Rθ0 ·) can be written as a linear

combination of νi , j with i + j = k+ l . Therefore, any anisotropic filter of the form

f (x1, x2)=
M∑

m=1

∑
k+l=m

ck,lνk,l (x1, x2) (3.20)

is steerable. Consequently, for any rotation matrix Rθ0 , an application of the rotated
filter to an image I yields

(I ∗ f (Rθ·))(x)=
M∑

m=1

∑
k+l=m

ck,l (θ)Ik,l (x), (3.21)
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where Ik,l = I ∗∂k
x1
∂l

x2
ν and ck,l (θ) is a trigonometric polynomial in cos(θ) and sin(θ).

Once every Ik,l is precomputed, the linear combination (3.21) allows us to quickly eval-
uate the filtering of the image by the anisotropic filter rotated by any angle. We can then
“steer” f by changing θ, typically to determine the direction along which the response
is maximized and across which it is minimized.

In [101], Jacob and Unser improved the basic steerable filters by imposing Canny-
like criteria of optimality [40] on the following properties of the detector: reasonable
approximation of the ideal detector, maximum signal-to-noise ratio, good spatial local-
ization, and reduced oscillations. Their formalism boils down to a constrained opti-
mization of the expansion coefficients ck,l using Lagrange multipliers.

In [102], Mühlich et al. proposed a combined method for the detection and classifi-
cation of polar separable patterns (including junctions). The detection phase relies on a
classical structure tensor scheme, complemented by further operations to truncate the
list of candidate points. The classification step is dedicated to the determination of the
precise angular orientation of the “branches”. For such a purpose, multisteerable filters
are designed and adjusted to the patterns of interest.

3.2.4 Polar Separable Measurement Functions

Due to the commutativity of rotations on the plane, the matrices L(θ0) in (3.5) commute
for different values of θ0. Consequently, when a diagonalization exists, they are simul-
taneously diagonalizable. What this means is that we can find a change of basis ξ in
(3.5), such that in the new basis, the matrix L(θ0) is diagonal for any θ0. We can further
assume the basis functions to be normalized with ‖ξα‖2

2 = 1.
In this case, each measurement function ξα can be steered independently by any

angle θ0 based on the relation

ξα(r,θ+θ0)≡ cα(θ0)

cα(0)
ξα(r,θ). (3.22)

It can be shown that functions ξα that fulfil the above condition are always polar sepa-
rable and have the form

ξα(r,θ)≡ ηα(r )ejnαθ (3.23)

for some radial functions ηα and integers nα ∈ Z. The integers nα are called the har-
monics (they determine the angular periodicity of the measurement function).
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If ξα(r,θ) is polar separable as in (3.23), then its Fourier transform is also polar sep-
arable as

ξ̂α(ω,ϕ)= ĥα(ω)ejnαϕ (3.24)

for a function ĥα related to ηα and nα. As we shall see in 3.3, ξα can also be interpreted
as the nth order complex Riesz transform of h(r ). This observation leads to a compre-
hensive theory for the design and analysis of steerable filters and wavelets [98,103–106].

Conversely, if the ξα(r,θ) are normalized and polar separable as in (3.23), then any
linear combination of them such as

f =∑
α

cα(0)ξα (3.25)

is steerable:

f (r,θ+θ0)=∑
α

cα(0)ηα(r )ejnαθejnαθ0

=∑
α

cα(θ0)ξα(r,θ). (3.26)

From (3.23), the form of the coefficients cα in (3.4) and (3.26) is given by

cα(θ0)≡ cα(0)ejnαθ0 . (3.27)

The functions ξα(r,θ) are orthogonal as long as all nα’s are different. In this case,∥∥ f
∥∥2

2 =
∑
α

|cα(0)|2 ‖ξα‖2
2 . (3.28)

The measurements qα of (3.3) can be written (in polar coordinates) as

qα = 〈J (·, ·+θ∗),ξα(·, ·)〉+〈S,ξα〉
= 〈J (·, ·),ξα(·, ·−θ∗)〉+〈S,ξα〉
= 〈J ,e−jnαθ

∗
ξα〉+〈S,ξα〉

= e−jnαθ
∗

uα+ sα, (3.29)

where we have defined uα = 〈J ,ξα〉 and sα = 〈S,ξα〉.
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We make one final assumption regarding measurement functions ξα, namely that
they have enough vanishing moments to stationarize and cancel the mean of the back-
ground signal S.

In cases where the measurement functions ξα, as defined in (3.24), all have distinct
harmonics nα, we can drop the index α, and instead, index them directly by their har-
monics n ∈H , where H ⊂Z is the set of all used harmonics. Specifically, we write,

ξn(r,θ)= ηn(r )ejnθ , (3.30)

and in the Fourier domain,
ξ̂n(ω,ϕ)= ĥn(ω)ejnϕ. (3.31)

We recall that for n �= m, ξn and ξm are orthogonal, due to the orthogonality of their
angular exponential factors.

In practical constructions, one often chooses the same radial pattern ĥ(ω) for all
measurement functions [98], that is

ξ̂n(ω,ϕ)= ĥ(ω)ejnϕ. (3.32)

3.3 Steerable Representations and the Riesz Transform

3.3.1 Definition and Properties of the Riesz Transform

The complex Riesz transform was introduced in the literature by Larkin et al. [107, 108]
as a multidimensional extension of the Hilbert transform. The Hilbert transform is a 1D
shift-invariant operator that maps all cosine functions into sine functions without af-
fecting their amplitude (allpass filter). More precisely, the Hilbert transform of a func-
tion f , denoted by H

{
f
}
, is

H
{

f
}

(x)=F−1
{
− jω

|ω| f̂

}
(x)=F−1 {−j sgn(ω) f̂

}
(x). (3.33)

Similarly to the Hilbert transform, the Riesz transform of a function on the plane, de-
noted by R

{
f
}

is defined as

R
{

f
}

(x)=F−1
{

(ωx + jωy )

‖ω‖ f̂

}
(x)=F−1 {ejϕ f̂

}
(x). (3.34)
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The transform is a convolution-type operator that also acts as an allpass filter, with a
phase response that is completely encoded in the angular part.

The Riesz transform is scale- and shift-invariant,

∀x0 ∈Rd , R
{

f (·−x0)
}

(x)=R f (x −x0) (3.35)

∀a ∈R+ \ {0} , R
{

f
( ·

a

)}
(x)=R f

( x

a

)
, (3.36)

and provides a unitary mapping from L2
(
R2
)

to L2
(
R2
)
. The Riesz transform commutes

with spatial rotations, in the sense that its impulse response is steerable,

R {δ} (Rθ0 x)= ejθ0R {δ} (x), (3.37)

where Rθ0 =
[

cosθ0 −sinθ0

sinθ0 cosθ0

]
is the matrix that implements a 2D spatial rotation by

the angle θ0.
The nth-order complex 2D Riesz transform Rn represents the n-fold iterate of R.

It inherits the invariance properties of the Riesz transform since they are preserved
through iteration. This means that we can also use the Riesz transform to map a set of
primary wavelets into an augmented one while preserving the scale- and shift-invariant
structure.

Comparing the above definition with (3.23) and (3.24), we observe that the polar-
separable measurement functions introduced in the previous section can be interpreted
as the nα-th order Riesz transform of an isotropic function F−1{ĥα}.

The relation between the Riesz transform and steerable filters is presented in [103].
The properties of steerable filters using low-order harmonics are analyzed in [104]. In
[109], the authors rely on the Riesz transform to analyze predefined junction points in
images.

3.3.2 Connection to the Gradient and Directional Derivatives

In this section, we describe the connection between the Riesz transform, the directional
Hilbert transform, the gradient, and the directional derivatives. Assuming a function f
with sufficient vanishing moments, the Riesz transform is related to the complex gradi-
ent operator as

R f (x1, x2)=−j

(
∂

∂x1
+ j

∂

∂x2

)
(−Δ)−1/2 f (x1, x2). (3.38)
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Here, (−Δ)γ/2,γ ∈R+ is the isotropic fractional differential operator of orderγ, whose
Fourier representation is ‖ω‖γ. The corresponding fractional integrator of order γ is
(−Δ)−γ/2, γ/2 ∈ R+, with Fourier representation ‖ω‖−γ. The value γ = 1 is of special
interest, providing the link between the Riesz transform and the complex gradient op-
erator. The integral operator acts on all derivative components and has an isotropic
smoothing effect, thus, the Riesz transform acts as the smoothed version of the image
gradient.

Assuming a function f with sufficient vanishing moments, the higher-order Riesz
transforms are related to the partial derivatives of f by

Rn f (x1, x2)= (−Δ)−
n
2

n∑
n1=0

(
n

n1

)
(−j)n1∂

n1
x1
∂

n−n1
x2

f (x1, x2). (3.39)

The fractional integrator acts as an isotropic lowpass filter whose smoothing strength
increases with n. The Riesz transform captures the same directional information as
derivatives. However, it has the advantage of being better conditioned since, unlike
them, it does not amplify the high frequencies.

The directional Hilbert transform is the Hilbert transform along a direction v . It is
related to the Riesz transform by

Hvθ
f (x)= cosθ f1(x)+ sinθ f2(x), (3.40)

where f1 = Re(R f ) and f2 = Im(R f ) are the real and imaginary parts of R f . Assuming
again a zero-mean function f , the directional Hilbert transform is related to the deriva-
tive in the direction v by

Hv f (x)=−(−Δ)−
1
2 Dv f (x). (3.41)

Here, the operator Dv is the one defined in (2.1). This result corresponds to the inter-
pretation that the Hilbert transform acts as a lowpass-filtered version of the derivative
operator. The n-fold version of the directional Hilbert transform acting on a function f
with sufficient vanishing moments along the direction specified by v can be expressed
in term of the partial derivatives of f as

H n
v f (x)= (−1)n(−Δ)−

n
2 Dn

v f (x). (3.42)
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3.4 Isotropic Steerable Wavelet Frames

In [110], Simoncelli and Freeman proposed a new take on steerable filters: the steer-
able pyramid. The goal of their design was to combine steerability with a multiscale
detection scheme. This pioneering work had many successful applications: contour
detection [95], image filtering and denoising [111], orientation analysis [96], and tex-
ture analysis and synthesis [112]. In [113] multiscale steerable filters were used in the
detection of stellate distortions in mammograms.

Typically, multiresolution directional techniques are motivated by their invariance
with respect to primary geometric transformations: translation, dilation, and rotation.
In this section, we present a unifying framework for steerable wavelet frames. Their con-
struction is based on the application of the Riesz transform on isotropic wavelet profiles.
Hence, the proposed method is translation invariant and multiscale. The rotation in-
variance is achieved by the Riesz transform that also gives a connection to gradient-like
signal analysis [114], as presented in Section 3.3.2. The constructed scheme is flexible
in a sense that it is possible to shape the profile of the wavelets. Another advantage is
that the method has a natural extension to higher dimensions.

An application of steerable Riesz wavelets for texture learning is presented in [115].
Applications of steerable wavelets on the analysis of CT images are presented in [116,
117]. The extension of the steerable wavelet design based on the Riesz transform for
higher dimensions, along with potential biomedical applications, are presented in [35].
Spherical harmonics, which are the 3D counterparts of circular harmonics, have also
been used to represent and detect features and shapes in 3D [118], [119]. There, the
authors also aim to identify symmetric structures; however, they search for symmetries
in an entire 3D shape, not locally.

3.4.1 Radial Wavelet Profiles

Steerable wavelet frames are adapted to capture the local orientation of features (i.e.,
junctions) within a multiresolution hierarchy. To simplify the notations, we consider
wavelets that are centered at the origin.

Proposition 3.1 provides sufficient conditions on an isotropic profile that is used to
generate a desired wavelet system.
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Proposition 3.1 (cf. [98, Proposition 4.1.]) Let ĥ : [0,∞)→ R be a radial frequency pro-
file satisfying:

1. ĥ(ω)= 0 for ω>π

2.
∑
i∈Z

∣∣∣ĥ (2iω
)∣∣∣2 = 1

3.
dnĥ

dωn

∣∣∣∣∣
ω=0

= 0 for n = 0, . . . , N .

The isotropic mother wavelet φ whose Fourier transform is given by

φ̂ (ω)= ĥ (‖ω‖) (3.43)

generates a normalized tight wavelet frame of L2(R2) whose basis functions

φi ,k (x)= 2−iφ

(
x

2i
−k

)
(3.44)

have vanishing moments up to order N . In particular, any f ∈ L2
(
Rd
)

can be represented
as

f =∑
i∈Z

∑
k∈Zd

〈
f ,φi ,k

〉
φi ,k . (3.45)

There is a variety of isotropic profiles satisfying Proposition 3.1, typical examples
can be found in Table 3.1. For further details, we refer to [120].

We note that, while (3.45) is reminiscent of a decomposition in an orthonormal ba-
sis, the main difference is that the basis functions are redundant. The key property that
ensures that the transform is self-reversible (tight frame) is assumption 2 in Proposition
3.1.

3.4.2 Circular Harmonic Wavelets

In this section, corresponding to (3.24), we consider applying the multiorder complex
Riesz transform to primal isotropic functions that satisfies Proposition 3.1. Compared
to (3.3), here the measurement functions and measurements are indexed by the pair
α= (n, i ) of the harmonic n ∈H and the scale i . The wavelet schemes generated in such
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Table 3.1: Radial frequency responses of isotropic bandlimited wavelets

Wavelet type Mother wavelet function

Shannon ĥ(ω)=
{

1, π
2 ≤ω≤π

0, otherwise

Simoncelli [112] ĥ(ω)=
{

cos
(
π
2 log2

( 2ω
π

))
, π

4 <ω≤π

0, otherwise

Meyer1 [51] ĥ(ω)=
⎧⎨⎩

sin
(
π
2 ν
( 4ω
π −1

))
, π

4 <ω≤ π
2

cos
(
π
2 ν
( 2ω
π −1

))
, π

2 <ω≤π

0, otherwise

Papadakis [124] ĥ(ω)=

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

√
1+sin(5ω)

2 , 3π
10 <ω≤ π

2

1, π
2 <ω≤ 3π

5√
1−sin

( 5ω
2

)
2 , 3π

5 <ω≤π

0, otherwise

Held2 [114] ĥ(ω)=
⎧⎨⎩

cos
(
2πq

(
ω
2π

))
, π

4 <ω≤ π
2

sin
(
2πq

(
ω
4π

))
, π

2 <ω≤π

0, otherwise

a way are often referred to as circular harmonic wavelets [121, 122]. We note that our
circular harmonic wavelets are similar to the ones of Jacovitti and Neri [123], with the
difference that the latter ones are non-tight.

Using the nth-order Riesz transform, we define the new function ξn :=Rnφ, whose
translates and dilates at location x0 are given by

ξn,i (x −x0)= 2−iξn

(
x−x0

2i

)
= 2−i Rn {φ}( x−x0

2i

)
=Rn

{
2−iφ

( ·−x0
2i

)}
(x)=Rn {φi (·−x0)

}
(x), (3.46)

2For the Meyer wavelet of order N , the auxiliary function ν is the polynomial of degree 2N + 1 such that
ν(t ) = 0, if t ≤ 0, ν(t ) = 0, if t ≥ 1, and ν(t )+ν(1− t ) = 1, while ν ∈ C N ([0,1]). The auxiliary function that
achieves the frequency response with N = 3 continuous derivatives is ν(t )= t 4(35−84t +70t 2−20t 3).

2For the Held wavelet of order N , the auxiliary function q is a polynomial of degree N .
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due to the translation- and scale-invariance properties of the transform. More precisely,
the circular harmonic wavelet at scale i , location 0, and harmonic channel n has the
Fourier transform

ξ̂n,i (ω,ϕ)= 2i ĥ
(
2iω

)
ejnϕ. (3.47)

Consequently, in the spatial domain, we have

ξn(r,θ)= jnejnθ

2π

∫∞

0
ωĥ(ω)Jn(rω)dω, (3.48)

where Jn denotes the n-th Bessel function of the first kind. We note that

ξn,i (r,θ)= 2−iξn,0(2−i r,θ). (3.49)

We illustrate the circular harmonic wavelets in Figure 3.1. As can be observed, in
the Fourier domain, the support of the wavelets does not depend on n. By contrast, this
is no longer so in the space domain, because the spread is determined by Jn. hence, it
grows with n. We also note that, the nth-order harmonic wavelet has a rotational sym-
metry of order n around its center, corresponding to the nth-order rotational symmetry
of ejnϕ.

We note that the application of the Riesz transform on ξi (·− x0) preserves its tight-
frame property. Thus, by choosing N distinct values for the integer n (distinct set of
harmonics), we form a tight frame of steerable wavelets. Thus, any finite-energy func-
tion f can be decomposed as

f = ∑
n,i ,k

〈
f ,ξn,i ,k

〉
ξn,i ,k , (3.50)

where 2i k is the shift.
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Figure 3.1: Circular harmonic wavelets at scale 1. From left to right: N th-order
harmonic wavelet, for N = 3, N = 4, and N = 5. From top to bottom: real
part, imaginary part, and absolute value, visualized in the space and Fourier
domains, respectively.
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3.5 Steerable Wavelets With Angular Selectivity

Though the circular harmonic wavelets are steerable, they have no directionality. To add
directionality to such wavelet schemes, one can generate an orthogonal shaping matrix
that accounts for the local directional information.

The new steerable frame functions ψn,i ,k are obtained by a mapping with the or-
thogonal shaping matrix U that is such that

⎡⎢⎣ ψn1,i ,k
...

ψnN ,i ,k

⎤⎥⎦=U

⎡⎢⎣ ξn1,i ,k
...

ξnN ,i ,k

⎤⎥⎦ . (3.51)

The new wavelets span the same space as the wavelet frame
{
ξn,i ,k

}
. The shaping matrix

U endows the wavelet functions ψn,i ,k with a desired angular profile.

3.5.1 Monogenic Wavelets

An interesting instance of this design are monogenic wavelets [114, 125–127], which
combine the idea of multiscale transforms with the idea of the monogenic signal [103].
We obtain the three-component monogenic wavelet transform by the shaping matrix

Umono = 1�
2

⎡⎣ 0 1 0

− j
2 0 − j

2
1
2 0 − 1

2

⎤⎦ .

The monogenic wavelet transform gives access to the local amplitude and the lo-
cal phase of the image, additionally to the information on the local orientation. Mono-
genic wavelets have been used, among other things, for the enhancement of anisotropic
structures in fluorescence microscopy and multiscale edge detection [35]. The orienta-
tion selectivity can be increased by using monogenic curvelets [128] or quasi-monogenic
shearlets [129], which are useful for the description of optical filters [130].

Another direction of research related to the monogenic signal is the recovery of
directional phase information using complex-valued wavelet transforms such as the
monogenic wavelets [103,114,125,127–131]. Preliminary applications include equaliza-
tion of brightness [114], detection of salient points [132], enhancement of anisotropic
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structures in fluorescence microscopy [35], and texture segmentation [133]. Image-
analysis tools based on monogenic wavelets are provided by the ImageJ/Fiji plugins
MonogenicJ3 and Monogenic Wavelet Toolbox4.

3Available at http://bigwww.epfl.ch/demo/monogenic/
4Available at http://www-m6.ma.tum.de/Mamebia/MonogenicWaveletToolbox/





Chapter 4

Cramér-Rao Lower Bounds for
Steerable Detectors

4.1 Overview

Our aim in this chapter is to derive the fundamental Cramér-Rao bounds on the error
of estimating local orientations using steerable filters, including multiscale estimates
based on steerable wavelet frames. Our framework relies on the model we have built up
in Chapter 3.

The Cramér-Rao Lower Bound (CRLB) sets a fundamental limit on the accuracy of
unbiased estimators of a parameter from observations. The localization and detection
properties of junction detectors have been extensively examined (e.g., in [134]); however
their accuracy in orientation estimation has not been fully described yet. In this chapter,
we derive the CRLB for estimating the orientation of local features of an image. We study
a formulation based on steerable filters that allows us to select the best harmonics for
the design of steerable detectors, and identify the optimal radial profile. We also discuss
the CRLB for different detector schemes, including multiscale approaches, in particular,
wavelets1.

1The results in this chapter are based on the manuscript [135]: Z. Püspöki, A. Amini, J.P. Ward, M. Unser,
“Cramér-Rao Lower Bounds for the Detection of Steerable Features”, submitted, 2016.

37
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4.2 The Estimation Problem at a Glance

4.2.1 Measurement Framework

We formulate the estimation problem based on our junction model developed in Sec-
tion 3.2.1. First, we recall the definition of our measurement framework, and then we
investigate the elements of the model.

Using the notations of Chapter 3, we denote the general shape of a junction of inter-
est with J , and its unknown rotation with Jθ∗ (x) = J (Rθ∗x). The estimation problem is
to identify the unknown orientation θ∗.

Our local image is defined in polar coordinates, corresponding to (3.2), as

Iloc(r,θ)= J (r,θ+θ∗)+S(r,θ), (4.1)

where S denotes the background signal which, for our purposes is considered to be
noise.

The observations (measurements) used in estimating θ∗ take the form (3.3)

qα = 〈Iloc,ξα〉 = 〈Jθ∗ ,ξα〉+〈S,ξα〉, (4.2)

where {ξα} is a set of steerable measurement functions. The first term in (4.2) is deter-
ministic, while the second (noise) term is random.

We are focusing on measurement functions of the form

ξα(r,θ)= ηα(r )ejnαθ (4.3)

for some radial function ηα and harmonics nα ∈Z.

The problem studied here is to estimate the local orientation angle θ∗ from the steer-
able measurements qα. We develop our theory in general for steerable detectors. Then,
we provide more specialized results on multiscale schemes, in particular, on wavelets.

In practice, discretization affects multiscale steerable analysis in two ways: It limits
the practical range of scales and limits the range of harmonics due to angular alias-
ing. However, as we shall see in the next sections, one can achieve good estimation
by selecting an appropriate template with a small amount of polar-separable low order
harmonics.
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4.2.2 Background Noise Model

The background S is modeled as a realization of a statistically isotropic Gaussian self-
similar field with stationary increments. The motivation behind this choice is that the
power spectrum of many natural images is isotropic with a 1/|ω|λ type of decay [2, 3],
which is consistent with long-range dependencies. Also, this model of background sig-
nal fits fluorescence microscopy images well [4], which is relevant to many practical
applications of orientation-estimation.

For our background signal S to fulfill the requirements of self-similarity, long-range
dependence, and inverse power-law spectrum, we define it as the (non-stationary) solu-
tion of a fractional stochastic differential equation. The general theory of such models
and their non-Gaussian and sparse extensions is covered in [5]. The most important
definitions are given in the Nomenclature.

We assume that our background signal corresponds to a stochastic process S in R2

that is defined as the solution of the stochastic equation

(−Δ)
γ
2 S =w, (4.4)

where w is a continuous-domain white noise and (−Δ)
γ
2 is the fractional Laplacian op-

erator associated with the isotropic Fourier-domain multiplier ‖ω‖γ. The intuitive idea
here is to shape or “color” the white noise by an appropriately defined inverse fractional
Laplacian, which would give the solution an inverse power-law spectrum and the de-
sired (wide sense) self-similarity and long-range dependencies.

The fractional Laplacian operator in (4.4) is inverted in a weak sense; in other words,
in the sense of generalized random fields [1]. Formally, for test functions ζ we write

〈S,ζ〉 =
〈

w, I∗γ,2ζ
〉

, (4.5)

where I∗γ,2 = (−Δ)
−γ
2 is the corrected scale-invariant inverse operator of (−Δ)

γ
2 , defined

from S (Schwartz space) to L2 with an appropriate correction for the singularity at ω=
0. The notation for the inverse operator and the index 2 are related to a special case
from a family of operators introduced in [5]. For further details on I∗γ,2 we refer to the
Nomenclature. In the case where w is Gaussian, the field we obtain is the isotropic 2D
generalization of a fractional Brownian motion. In the special case of functions ξ with
sufficient vanishing moments, which is what we actually need here, I∗γ,2 acts simply like
multiplication by ‖ω‖−γ in Fourier.
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The correlation form of an isotropic self-similar field as defined in the Nomenclature
can be computed as

BS { f , g }=Bw

{
I∗γ,2 f , I∗γ,2g

}
= σ2

0

(2π)2

∫2π

0

∫∞

0

f̂ (ω,ϕ)ĝ (ω,ϕ)

ω2γ ωdωdϕ (4.6)

for functions f and g with sufficiently many vanishing moments. Here, σ2
0 is the vari-

ance of the white noise w .

The above formula can be compared with the correlation form of an isotropic sta-
tionary random field X with radial power spectrum PX (ω):

BX { f , g }= 1

(2π)2

∫2π

0

∫∞

0
f̂ (ω,ϕ)ĝ (ω,ϕ)PX (ω)ωdωdϕ. (4.7)

It follows that, in our model, the singular distribution ω−2γ can be interpreted as the
generalized power spectrum of our background signal.

4.2.3 Reference Class of Estimators

In this section, we introduce a family of local orientation estimators based on steerable
functions that we use for the experimental verification of our results. The performance
bounds we derive also apply to estimators outside this family, which use the same steer-
able measurements.

The optimization problem that we solve for the estimation is similar to the formu-
lation we introduce in Chapter 6. Specifically, the estimator works by steering a pre-
defined pattern to find the maximal response (i.e., best match), against the junction
of interest. Let us represent our steerable detector by f = ∑α cαξα, where the vector
c = (cα) parametrizes the family of estimators. The coefficients cα may be obtained by
optimizing the shape of the detector to match certain classes of patterns, as in Chapter
6 or, in the simplest case, by projecting a single directional pattern J on the measure-
ment functions ξα. We then want to maximize 〈Iloc, f (·+θ0)〉 over θ0. This means that



4.2. THE ESTIMATION PROBLEM AT A GLANCE 41

we define the estimate as

θ̃ = arg max
θ0∈[0,2π)

∣∣∣∣〈Iloc,
∑
α

ejnαθ0 cαξα

〉∣∣∣∣2
= arg max

θ0∈[0,2π)

∣∣∣∣∑
α

qαcαejnαθ0

∣∣∣∣2, (4.8)

noting that the inner product is conjugate-linear in the first argument.

4.2.4 Cramér-Rao Lower Bound

The CRLB for estimating the parameter θ∗ given a vector of measurements q is defined
as

CRLB= 1

FI(θ∗)
, (4.9)

where FI denotes the Fisher information. It is calculated from the conditional probabil-
ity of the observations given θ∗.

Based on (3.29), we recall that the measurements qα of (4.2) are expressed (in polar
coordinates) as

qα = e−jnαθ
∗

uα+ sα, (4.10)

where uα := 〈J ,ξα〉 and sα := 〈S,ξα〉.
Considering our measurement vector q = (qα) in (4.2), we say that the first term

(junction model) is general and deterministic. It depends only on uα, plus the θ∗ angle
that we are estimating. The second term is random and depends on the properties of
the self-similar field defined in (4.4).

Since the real and imaginary parts of q = (qα) are jointly Gaussian random variables,
q = qα is a complex Gaussian random vector. In general, a complex Gaussian vector z
can be characterized by three parameters: the mean vector μ; the covariance matrix
C with entries E{zi z j }; and the pseudo-covariance matrix P with entries E{zi z j }. If the
pseudo-covariance matrix is zero, following the terminology of [136], we call the com-
plex Gaussian distribution circular.

We will later show that, due to the structure of our problem, the CRLB always de-
pends on a circular set of measurements. This property is favorable for us, because it
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simplifies the calculation of the Fisher information. For circular complex Gaussian vari-
ables, this is given by the following version of the Slepian-Bangs formula [136, B.3.25]:

FI(θ∗)= 2Re

(
dμH

dθ∗
C−1 dμ

dθ∗
+Tr

(
C−1 dC

dθ∗
C−1 dC

dθ∗

))
. (4.11)

There, μ denotes the mean and C the covariance matrix of the (Gaussian) observation
vector q .

Due to the vanishing moments of the measurement functions, solely the contribu-
tion to the mean of the observation vector comes from the deterministic terms uα. Also,
from (4.2), the random part does not depend on θ∗, meaning the second term of (4.11)
vanishes.

In the following sections, we derive the CRLB for single- and multiscale orientation
estimators based on steerable functions and study their behavior. We address the ques-
tion of how to achieve the best bounds given a finite number of measurements. This
is done by carefully choosing the harmonics and the radial profile of the measurement
functions ξα.

4.3 Cramér-Rao Lower Bound for an Estimation with Dis-
tinct Harmonics

4.3.1 Finite Number of Distinct Harmonics

In this section, we derive the CRLB in cases where the measurement functions defined
in (4.3) have distinct harmonics nα. In those cases, we can drop the index α. Instead,
we index the measurement functions directly by their harmonics n ∈H , where H ⊂Z is
the set of all used harmonics. Specifically, we write that

ξn(r,θ)= ηn(r )ejnθ (4.12)

and, in the Fourier domain,
ξ̂n(ω,ϕ)= ĥn(ω)ejnϕ. (4.13)

We recall that for n �=m, ξn and ξm are orthogonal, due to the orthogonality of their
angular exponential factors. Note also that ξn = ξ−n . This in particular implies that for
a real image Iloc,

q−n = 〈Iloc,ξ−n〉 = 〈Iloc,ξn〉 = 〈Iloc,ξn〉 = qn . (4.14)
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Thus, q−n and qn essentially carry the same information, so that the CRLB based on qn ,
n ∈H , is the same as the CRLB based on qn with harmonics n in the set

H+ = {|n| : n ∈H } . (4.15)

We further exclude n = 0 from consideration, since the corresponding measurement
does not depend on the rotation angle θ∗.

We can now calculate the CRLB for estimating the angle θ∗ of the junction in (4.1):

Theorem 4.1 For measurements using distinct harmonics n ∈ H+, the exact form of the
Fisher information is

FI(θ∗)= 4π

σ2
0

∑
n∈H+

n2 |un |2∫∞
0 ω1−2γ

∣∣ĥn(ω)
∣∣2 dω

(4.16)

and the CRLB for the estimation problem is

CRLB= σ2
0/4π∑

n∈H+

n2|un |2∫∞
0 ω1−2γ

∣∣ĥn (ω)
∣∣2dω

. (4.17)

The proof of Theorem 4.1 is given in Section 4.7.
We note that, given its vanishing moments and finite energy, ξn is essentially band-

pass. Consequently, the integral

Kn =
∫∞

0
ω1−2γ ∣∣ĥn(ω)

∣∣2 dω, (4.18)

with its homogeneous kernel, which measures the power of background signal seen by
ξn , is effectively an indication of the scale of ξn . This is due to the self-similar nature
of the background signal. To make this dependence on scale explicit, take an arbitrary
scaling of ξn by a parameter a (with proper normalization): ξn(·/a)/a. The correspond-
ing integral will be ∫∞

0
ω1−2γ ∣∣aĥn(aω)

∣∣2 dω= a2γKn . (4.19)

We are going to account for the effect of scaling on the CRLB later, when we look at
multiscale estimators. For now, we focus on single-scale estimators, where one often
chooses the same radial pattern ĥ for all measurement functions [98], which results in

ξ̂n(ω,ϕ)= ĥ(ω)ejnϕ. (4.20)
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4.3.2 Estimation from Best N Measurements

The next question we address is, if we can only use a finite number N of harmonics (i.e.,
a finite number of measurements), which ones to take to have the lowest CRLB. Here,
as just noted, we fix the scale-dependent part of ξn (the radial frequency pattern ĥ) and
choose the set H+ of harmonics to have cardinality N .

We have the following immediate corollary of Theorem 4.1.

Corollary 4.1 The exact form of the Fisher information in the case of a fixed scale is

FI(θ∗)= 4π/σ2
0∫∞

0 ω1−2γ
∣∣ĥ(ω)

∣∣2 dω

∑
n∈H+

n2 |un |2 (4.21)

and the CRLB for the estimation problem is

CRLB= 1∑
n∈H+

n2 |un |2
σ2

0

4π

∫∞

0
ω1−2γ ∣∣ĥ(ω)

∣∣2 dω. (4.22)

Corollary 4.1 provides the CRLB for the estimation of the local orientation of features by
steerable detectors at a particular scale.

Considering (4.22), we see that choosing the best measurements is equivalent to
identifying the set H+ ⊂Z+ with N members, for which the sum∑

n∈H+
n2|un |2 (4.23)

is maximized.
We rearrange un in the Fourier domain as

un = 〈J ,ξn〉 = 1

(2π)2 〈 Ĵ , ξ̂n〉

= 1

(2π)2

∫2π

0

∫∞

0
Ĵ (ω,ϕ)ĥ(ω)ejnϕωdωdϕ

= 1

2π

∫2π

0
G(ϕ)ejnϕdϕ, (4.24)

where we have defined

G(ϕ)= 1

2π

∫∞

0
Ĵ (ω,ϕ)ĥ(ω)ωdω. (4.25)
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It is seen that un is the nth Fourier-series coefficient of G(ϕ).
For a continuous and sufficiently differentiable G , we invoke integration by parts to

write

1

2π

∫2π

0

d

dϕ
G(ϕ)ejnϕdϕ=− 1

2π

∫2π

0
G(ϕ)

d

dϕ
ejnϕdϕ

=− jn

2π

∫2π

0
G(ϕ)ejnϕdϕ

=−jnun . (4.26)

This shows that −jnun are the Fourier coefficients of d
dϕG(ϕ). The choice of harmonics

n that minimizes the CRLB is therefore given by the N largest Fourier coefficients of
d

dϕG(ϕ), excluding the Hermitian symmetric half with n < 0. If Ĵ is sufficiently smooth,

this derivative can be calculated from the partial derivative of Ĵ as

d

dϕ
G(ϕ)= d

dϕ

∫∞

0
Ĵ (ω,ϕ)ĥ(ω)ωdω

=
∫∞

0
∂ϕ Ĵ (ω,ϕ)ĥ(ω)ωdω. (4.27)

This result also covers the specific case of having just one measurement at our disposal.

4.3.3 Asymptotic Behavior in a Single Scale

Similarly to Section 4.3.2, we fix the scale-dependent part of ξn (the radial frequency
pattern ĥ) and look at the asymptotic behavior in terms of the number of harmonics, by
choosing the set H+ of harmonics as {1, . . . , N }, and letting N tend to infinity. Based on
(4.22), we conclude that the asymptotic behavior of the CRLB depends on the asymp-
totic (decay) properties of the coefficients un = 〈J ,ξn〉 of the directional pattern (junc-
tion).

The question is whether the CRLB vanishes asymptotically as N →∞, which would
suggest the theoretical possibility of perfect estimation with infinitely many measure-
ments. This can only happen if the series

∑
n n2 |un |2 diverges. We now study this ques-

tion.
We note that, the junction J ∈ L1∩L2 is a finite image with finite energy. Since the
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measurement functions {ξn}n∈Z are orthonormal, by the Bessel inequality, we have that∑
n∈Z

|un |2 ≤ ‖J‖2
2 <∞⇒ {un}n∈Z ∈ l2, (4.28)

so the series without the n2 factors converges.
Next, note that by integration by parts, the equality

〈∂θ J ,ξn〉 =−〈J ,∂θξn〉 (4.29)

holds for continuously differentiable J ,ξn , which we can then extend by duality to any
J . If ∂θ J ∈ L2, we then have

‖∂θ J‖2
2 ≥

∑
n∈Z

|〈∂θ J ,ξn〉|22 =
∑

n∈Z
|〈J ,∂θξn〉|22

= ∑
n∈Z

n2 |〈J ,ξn〉|22 =
∑

n∈Z
n2 |un |22

= 2
∑

n≥0
n2 |un |22 , (4.30)

using u−n = un for real J . So in this case the series converges and, consequently, the
CRLB does not vanish, even for infinitely many measurements. A similar result can also
be obtained in the Fourier domain. This is due to

∂ϕF {J }(ω,ϕ)=F {∂θ J }(ω,ϕ) (4.31)

when J is sufficiently smooth. To see this, differentiate under the integral sign on the left
and use integration by parts on the right. Or, observe that rotations in space correspond
to the same rotations in Fourier and then use the limit definition of the derivative.

We now examine the conditions for the series to diverge and the CRLB to go to zero
asymptotically. We recall that un are the Fourier-series coefficients of G(ϕ) in (4.24).
The convergence of the series in (4.22) therefore depends on the decay properties of the
Fourier-series of G(ϕ), which in turn is related to its differentiability. In particular, if Ĵ
has angular jump discontinuities that are inherited by G , un will decay slowly like 1/n,
and the series will diverge. In this case, the CRLB will asymptotically vanish. This for
instance happens in many cases where Ĵ has jump discontinuities along infinite radial
lines, which typically goes along with a similar discontinuity in J (see [137]).
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4.3.4 Results on the Radial Profile

So far, we mostly focused on the angular properties of the pattern and the detector, and
their effect on the CRLB. In this subsection, we consider how the radial distribution of
the pattern can be matched by the detector functions to lower the CRLB. We provide
results on the general case of non-polar-separable Ĵ , where the optimal radial profile is
different for each n, as we shall see below. Then we simplify the results for the polar-
separable case.

Theorem 4.2 gives the shape of the radial profile ĥn(ω) for each n that minimizes the
CRLB.

Theorem 4.2 For a general, non-polar-separable directional pattern Ĵ (ω,ϕ), the shape
of the radial profile ĥn(ω) for each n that minimizes the CRLB is

ĥn(ω)∝ω2γ
1

2π

∫2π
0 ∂ϕ Ĵ (ω,ϕ)ejnϕdϕ

σ2
0

. (4.32)

The proof of Theorem 4.2 is given in Section 4.7. We have the following corollary of
Theorem 4.2.

Corollary 4.2 If Ĵ (ω,ϕ) factorizes as ĴRad(ω) ĴAng(ϕ), the CRLB is minimized by taking all

ĥn(ω) to be the same functions ĥ(ω) satisfying

ĥ(ω)∝ω2γ ĴRad(ω)

σ2
0

. (4.33)

The proof of Corollary 4.2 is given in Section 4.7.
The optimal shape of h given in the above results depends on the pattern that is

being matched, as well as the spectrum of the background signal. The result can be
interpreted as stating that the optimal radial profile is the prewhitened version of the
radial profile of J , up to some angular derivation/averaging. This implies that the op-
timal detector embeds the whitening operator Δγ for the background process. This is
reminiscent of the estimation problem for sparse stochastic processes, where detectors
embedding the whitening operator also feature prominently [5].
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4.4 Experiments

4.4.1 CRLB for Analytical Junctions

In this section, we compute the CRLB associated with a few directional patterns for
which explicit formulas are provided. We study three different types of junctions, one
that is angularly smooth, one that is angularly discontinuous, and one that is both an-
gularly and radially smooth. Specifically,

J1(ω,ϕ)= cos(1.5ϕ)β (4.34)

J2(ω,ϕ)=
{

1, if cos(1.5ϕ)β > 0.8

0, otherwise
(4.35)

J3(ω,ϕ)=
(

1

1+ωλ

)
cos(1.5ϕ)β (4.36)

within the support of ĥ(ω), with λ= 2.1 and β= 28.
We are interested in the following quantities: |un |, n|un | (as it determines the decay

rate of the CRLB), and the CRLB for a fixed number of harmonics. For computing the
CRLB, we apply three different strategies: “First N ”; “Best N ”; and “M-fold”. In the
first case, we use the first N coefficients; in the Best N case, we select the harmonics
that maximize (4.23). In the case of M-fold symmetric junctions one could alternatively
choose the first N multiples of M as harmonics. This latter choice accounts for the name
“M-fold”.

For the experiments, we have chosen the first scale of the Meyer-type profile (cf.
Table 3.1) with an auxiliary function ν ∈C 3([0,1]). Related to (4.17), we have chosen the
value σ0 = 1 since it provides only a scaling factor and does not influence the decay rate
of the curve. Figure 4.1 contains an illustration of the results.

In the smooth angular case, we observe that the junction can be expressed with a
finite number of harmonics, as expected from its definition. In that case, the CRLB
converges to a theoretical positive value. In the case of sharp edges, the rate of decay
of the circular harmonic coefficients permits a theoretical vanishing limit for the CRLB.

Finally, as expected, for these three-fold junctions, only every third component plays
a significant role in the estimation of the orientation. This can be seen in the almost
flat CRLB curve between multiples of three in the “First N ” strategy. We also observe
a difference in performance between generically choosing the first N M-fold symmet-
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Figure 4.1: First column from top to bottom: illustration of the analytically
defined junctions J1; J2; and J3 in the Fourier domain. Second column: |u| and
n|u| as a function of the harmonics n. Third column: the CRLB as a function of
the number of harmonics N .

ric coefficients (as a strategy for unknown M-fold junctions) and making our choice of
harmonics based on maximizing (4.23).

By looking at Figure 4.1, we observe that, with the right choice of harmonics, the
CRLB can be much reduced, even with a small number of harmonics.
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Figure 4.2: Examples of non-separable junctions. From left to right: three-fold
symmetric, T-shape, arrow-type and four-fold symmetric junctions.

4.4.2 CRLB for Non-Polar-Separable Junctions

In this section, we compute the CRLB of sharp junctions that are not polar separable.
Similarly to the previous experiment, we are interested in the following quantities: |un |;
n|un |; and the CRLB for a fixed number of harmonics. For computing the CRLB, we
apply the same three different strategies, namely “First N ”, “Best N ”, and “M-fold”, as
described in Section 4.4.1.

For the experiments, we have chosen the first scale of four different radial profiles:
Simoncelli; Meyer; Papadakis; and Held. For further information, we refer to Table
3.1. We expect similar results, since all of those functions approximate the indicator
of [π/4,π/2]. To introduce some variety, this time we use a four-fold junction instead of
a 3-fold (illustrated in Figure 4.2).

We illustrate the results in Figure 4.3. As before, we observe that the CRLB can be
quite small when the harmonics are suitably chosen, even with a small number of har-
monics.

4.4.3 A Proposed Estimator and the CRLB

In this section, we test the accuracy of the estimation of the proposed estimator (4.8) on
three symmetric (one separable and two non-separable) and two asymmetric junctions.
The non-separable junctions are illustrated in Figure 4.2. For symmetric junctions, we
have chosen: a sharp, non-polar separable three-fold junction; the analytically defined
junction J2 (4.35); and the analytically defined junction J3 (4.36) with λ= 2.5.
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Figure 4.3: From top to bottom: wavelet coefficients of a sharp, non-separable
four-fold symmetric junction and the corresponding CRLB of four different ra-
dial profiles: Simoncelli; Meyer; Papadakis; and Held. First column: |u| and
n|u| as a function of harmonics n. Second column: the CRLB as a function of
the number of harmonics N .
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Figure 4.4: First row: results corresponding to a sharp, three-fold symmetric,
non-separable junction, with Meyer radial detector profile. Second row: results
on the analytically defined junction J2, with Meyer radial detector profile. Third
row: results on the analytically defined junction J3, with λ= 2.5 and Meyer ra-
dial detector profile. Fourth row: results corresponding to a sharp, three-fold
symmetric, non-separable junction, with LoG radial detector profile. Fifth row:
results on the analytically defined junction J2, with LoG radial detector profile.
First column: accuracy of the orientation estimation of the proposed estima-
tor (dashed blue line) compared to the CRLB (continuous red line). Second
column: bias and variance of the proposed estimator. Third column: |u| as a
function of harmonics n.
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Figure 4.5: First row: results corresponding to a sharp, non-separable, arrow-
type junction, with Meyer radial detector profile. Second row: results cor-
responding to a sharp, non-separable, T-shaped junction, with Meyer radial
detector profile. Third row: results corresponding to a sharp, non-separable,
arrow-type junction, with LoG radial detector profile. Fourth row: results cor-
responding to a sharp, non-separable, T-shaped junction, with LoG radial de-
tector profile. First column: accuracy of the orientation estimation of the pro-
posed estimator (dashed blue line) compared to the CRLB (continuous red
line). Second column: Bias and variance of the proposed estimator.
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The coefficients cα in (4.8) are obtained in each case by projecting the junction of
interest on the measurement functions.

We choose the variance of the noise such that it corresponds to an SNR of 17.22
dB. The typical SNR range of real images where the quality is still acceptable is 15-35
dB, so our experimental conditions are representative of a noisy image. We build 1,000
different realizations to make the experiments statistically reliable.

Since we are detecting three-fold symmetric junctions, only every third component
plays a role in the estimation of the orientation. Thus, for the estimator, we use the “M-
fold” strategy with M = 3. For the radial part of our detector, we have chosen the first
scale of the Meyer wavelet profile and the LoG defined in Section 3.2.3.

The results for the symmetric junctions are illustrated in Figure 4.4. We can observe
that the accuracy of the estimator follows closely the CRLB curve, while staying above,
as expected. We also show experimentally that the estimator is unbiased with more than
one harmonic and that the variance of the estimator is small.

The results for the asymmetric junctions are illustrated in Figure 4.5. Like in the
symmetric cases, we can observe that the accuracy of the estimator follows closely the
CRLB curve, while staying above as expected. We also show experimentally that the esti-
mator is unbiased with more than one harmonic and that the variance of the estimator
is small.

4.5 Extension to Wavelets

Steerable wavelet frames are adapted to capture the local orientation of features, within
a multiresolution hierarchy. In this section, we extend our results on the CRLB to such
schemes.

To simplify the notations, we consider wavelets that are centered at the origin. In
particular, we are interested in circular harmonic wavelets since they correspond to our
steerable measurement framework (4.3). We recall that, in the Fourier domain, the cir-
cular harmonic wavelet ξ at scale i and harmonic channel n has the form

ξ̂n,i (ω,ϕ)= 2i ĥ
(
2iω

)
ejnϕ, (4.37)

where ĥ is a radial wavelet profile satisfying Proposition 3.1. Typical examples for ĥ are
given in Table 3.1. For further details, we refer to Section 3.4.

Similarly to the single-case formulation (4.15), we take the values of n from the pre-
defined set of harmonics H+ = {|n| : n ∈H }. In an extension of (4.2), the measurement
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functions and measurements are indexed here by the pair α = (n, i ) of the harmonic
n ∈H+ and the scale i . We note that, in the case of wavelet measurements, we can have
multiple measurement functions (at different scales) for the same harmonic n.

We make the additional assumption that ĥ is real-valued, which holds true for every
radial designs given in Table 3.1. Finally, given that the radial patterns ĥ of interest are
bandpass, we assume that ĥ(ω)= 0 for ω ∉ (π/4,π] to set the fundamental scale.

4.5.1 The Cramér-Rao Lower Bound

To simplify future formulas, we introduce the notations

q̃n,i = 2−iγqn,i = ejnθ∗ (2−iγun,i )+2−iγsn,i , (4.38)

s̃n,i = 2−iγsn,i , (4.39)

where, we recall, qn,i = 〈Iloc,ξn,i 〉, un,i = 〈J ,ξn,i 〉, and sn,i = 〈S,ξn,i 〉.
The angle θ∗ is estimated at each point by steering the whole template, which can

be seen as a sum of templates. The task of estimating θ∗ based on qn,i is essentially the
same as its estimation based on q̃n,i . In particular, the CRLB is the same.

We introduce the following notations:

bz = 1

2π

∫
R
ωz ĥ(ω)2ωdω, (4.40)

dz = 1

2π

∫
R
ωz ĥ (ω) ĥ (2ω)ωdω, (4.41)

and
B =σ2

0b−2γ, D =σ2
021−γd−2γ. (4.42)

The covariance of the modified wavelet measurements is

Cov
(
q̃n,i , q̃m,k

)=
⎧⎪⎨⎪⎩

B , if m = n,k = i

D, if m = n, |k− i | = 1

0, otherwise.

(4.43)

The last case comes from the fact that, for the radial profiles defined in Table 3.1, the
overlap between ĥ(ω) and ĥ(2|k−i |ω) is 0 for |k − i | > 1. The calculations are given in
Section 4.7. We can find an upper bound for dz with respect to bz and, as a consequence,
for D with respect to B .
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Lemma 4.1 Assume that ĥ is real-valued and that ĥ(ω)= 0 for ω ∉ (π/4,π]. Then,

bz > 2z/2+2 |dz | . (4.44)

Consequently,

B > 2|D|. (4.45)

The proof of Lemma 4.1 is given in the Appendix of [135].
The main challenge in computing the Fisher information from (4.11) for wavelet

measurements is that, unlike in context of Section 4.3, the covariance matrix of mea-
surements {q̃n,i } is not diagonal, so it is not as easy to invert. But this challenge is still
surmountable because, as we see from (4.43), we can rearrange the measurements such
that the covariance matrix is (at most) tridiagonal. We can form such a rearrangement
of the measurements as follows: Our starting point is an arbitrary set of unique mea-
surement indices of the form (n, i ), where n is the harmonic and i is the scale of the
corresponding measurement. As before, since (n, i ) and (−n, i ) carry the same informa-
tion for real-valued patterns, with q−n,i = qn,i and u−n,i = un,i , we can assume that all
harmonics n are positive without loss of generality. We divide the set of measurement
indices into as few disjoint sets Gr as possible, subject to three conditions (r = 1, . . . , g is
an index for the sets).

• Each set Gr consists of indices with a single fixed harmonic nr .

• Each set Gr only contains indices with consecutive scales—it can also contain
only a single element.

• If the two sets Gr ,Gs share the same harmonic nr = ns , then the scales in Gr ,Gs

differ by a minimum of 2.

The last condition is a consequence of the first two and requires one to have a minimal
number of sets. Here, g denotes the total number of such sets.

From the above conditions, it follows that each set Gr has some lr elements of the
form (nr , ir ), . . . , (nr , ir + lr −1), for some harmonic nr ∈ H+ and minimum scale ir . We
introduce the notation (r |e) := (nr , ir + e − 1) for r = 1, . . . , g and e = 1, . . . , lr . In this
way, we can re-index all measurements as q̃r |e . The idea behind this re-indexing is that,
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following (4.43), the covariance matrix of the measurements {q̃r |e } for each fixed r is
Toepliz-tridiagonal of the form

Tr =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

B D 0 0 . . . 0
D B D 0 . . . 0
0 D B D . . . 0
...

...
...

. . .
...

...
0 0 . . . D B D
0 0 . . . 0 D B

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
lr×lr

. (4.46)

Moreover, the overall covariance matrix is block-diagonal, with Tr , r = 1, . . . , g , as its
diagonal blocks.

Using this reformulation of the problem, we are then able to compute the CRLB
explicitly.

Theorem 4.3 For wavelet measurements qr |e , r = 1, . . . , g , e = 1, . . . , lr , the Fisher infor-
mation is given by

FI(θ∗)= 2
g∑

r=1
n2

r

lr∑
t=1

(
B +2D cos

(
tπ

lr +1

))−1

×
∣∣∣∣∣ lr∑
e=1

2−(ir+e−1)γur |e sin

(
e

tπ

lr +1

)∣∣∣∣∣
2

. (4.47)

The CRLB for the estimation problem is given by 1/FI(θ∗). It satisfies

B +|2D|
2
∑

n,i n24−iγ
∣∣un,i

∣∣2 ≥CRLB≥ B −2 |D|
2
∑

n,i n24−iγ
∣∣un,i

∣∣2 . (4.48)

The proof of Theorem 4.3 is given in the Appendix of [135].
After this general result, we now look at the asymptotic behavior in number of har-

monics and scales.

4.5.2 Asymptotic Behavior for All Scales and Harmonics

The correlation pattern of the background noise, given in (4.6), reveals that the high-
frequency components of the junction are affected by noise of smaller magnitude. Thus,
it is tempting to consider fine wavelet scales to estimate the angle, as they tend to be-
come rather noiseless. It is, however, important that the wavelet coefficients of the junc-
tion decay slower than the predicted rate for the noise.
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Table 4.1: Excluded γ values

Wavelet type Excluded γ values
Shannon ∞

Simoncelli 0.736307866729164
Meyer 1.978000155843049

Papadakis 1.476205252555835
Held 1.442557587435832

We now consider the case where we have access to each wavelet coefficient qn,i =〈
Iloc,ξn,i

〉
for n ∈ Z, i ∈ Z, assuming that J (r,θ) is expanded in terms of

{
ξn,i

}
n∈Z,i∈Z.

Once again, for real-valued data, we can limit ourselves to n ∈ Z+ for computing the
CRLB, due to Hermitian symmetry.

Theorem 4.4 Assume γ is such that b0
|d0| �= 21−γ+21+γ and such that J has an expansion

in terms of {ξn,i }. Then, by observing
〈

Iloc,ξn,i
〉

, the CRLB can vanish only if

(−Δ)γ/2 ∂

∂θ
J (r,θ) ∉ L2. (4.49)

The proof of Theorem 4.4 is given in the Appendix of [135].
The γ values to exclude for specific isotropic bandlimited wavelets are collected in

Table 4.1.

4.5.3 Experiments with Wavelets

In this section, we compute the CRLB of Junction J3 with λ= 2.1 and 4.5. These choises
of λ correspond to two cases: first, where the background decays faster than the junc-
tion (in Fourier); and second, where it is the junction that decays faster. The value of γ
is fixed as 2.5.

For the experiments, we have chosen the Meyer-type wavelet with an auxiliary func-
tion ν ∈C 3([0,1]). We again choose σ0 = 1 in (4.48) since it provides a scaling factor that
does not influence the rate of decay of the curve.

Based on the graphs of Figure 4.6, we can observe the following. For λ = 2.1, one
wavelet scale was not enough for the CRLB to converge to a theoretical perfect estima-
tion (like in Figure 4.1, third experiment). However, by increasing the number of scales,
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Figure 4.6: First column: Illustration of the analytically defined junction J3

with λ = 2.1 and 4.5 in the Fourier domain. Second column: The CRLB as a
function of the largest wavelet scale.

the 0 bound is asymptotically achievable. This illustrates the main result of Theorem
4.4, which shows that, by using finer scales, wavelets can improve the estimate, even in
the case of junctions of a fixed size, provided the radial profile of the junction fulfills the
conditions of the theorem. For λ = 4.5, as expected, the CRLB converges to a positive
theoretical value.
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4.6 Conclusion

In this chapter, we derived the Cramér-Rao lower bound (CRLB) on the error of esti-
mation of the local orientations of directional patterns in images using steerable filters.
Based on those bounds, we provided solutions to improve and optimize the choice of
the detector functions. In particular, we addressed the problem of choosing a finite
number of harmonics to achieve the lowest CRLB, as well as finding the optimal ra-
dial profile of the detector function. We also studied the bounds on the performance
of multiscale steerable estimators and contrasted them with the single-scale case. We
proposed an estimator for the estimation of orientations and compared its estimation
error to the theoretical bounds. We provided several experiments on different realistic
junctions and directional patterns.

4.7 Notes

Proof of Theorem 4.1

As noted in the introduction to Theorem 4.1, the CRLBs based on the sets H and H+ are
the same. Moreover, for m,n ∈ H+, E{sm sn} = E{s−m sn} = 0 (see the calculation of the
correlation form (4.51)). This shows that the pseudo-covariance matrix of qn , n ∈ H+ is
0. In other words, the measurements qn , n ∈H+, are circularly Gaussian [138]. (We have
excluded q0, which does not depend on the parameter being estimated.) Consequently,
we can use (4.11) to compute the Fisher information.

We need to compute the mean and covariance of qn = e−jnθ∗un + sn , n ∈ H , where
un = 〈J ,ξn〉 and sn = 〈S,ξn〉. Due to the assumptions on the vanishing moments of ξn ,
all contributions to the mean come from the first term, so that

μn = e−jnθ∗un . (4.50)

The covariance can be written as

cmn = E
{

sm sn
}= E

{
〈S,ξm〉〈S,ξn〉

}
, (4.51)

which is the same as the correlation form BS {ξm ,ξn} and can be computed by the for-
mula given in (4.6) like

cmn =
σ2

0

(2π)2

∫2π

0
ej(n−m)ϕdϕ

∫∞

0
ρ1−2γĥm(ρ)ĥn(ρ)dρ, (4.52)



4.7. NOTES 61

where we have used the Fourier expressions for ξm ,ξn from (4.13). We note that the
integral converges despite the singularity at the origin, due to the vanishing moments
of ξm and ξn . The first integral vanishes for m �= n, and takes the value 2π otherwise,
which means the covariance matrix is diagonal with diagonal variance terms

cnn =
σ2

0

2π

∫∞

0
ρ1−2γ ∣∣ĥn(ρ)

∣∣2 dρ. (4.53)

Using (4.11), we get

FI(θ∗)= 4π

σ2
0

∑
n∈H+

n2 |un |2∫∞
0 ρ1−2γ

∣∣ĥn(ρ)
∣∣2 dρ

. (4.54)

The CRLB of the estimation problem is the reciprocal of the Fisher information.

Proof of Theorem 4.2

We start our derivation from equation (4.22).
We define the quantity

Mn := n2|un |2
1

2π

∫∞
0 |ĥn(ω)|2P (ω)ωdω

, (4.55)

where P (ω)=σ2
0ω

−2γ, and, for convenience, we introduce the notation

Pn := 1

2π

∫∞

0
|ĥn(ω)|2P (ω)ωdω. (4.56)

Then, the CRLB can be written, in general, as

CRLB= 1

2
∑

n∈H+ Mn
. (4.57)

We optimize the CRLB by maximizing Mn term-by-term.
We recall that for sufficiently regular ξn and Ĵ ,

nun = 〈J ,∂θξn〉 =−〈∂θ J ,ξn〉 =− 1

(2π)2 〈∂ϕ Ĵ , ξ̂n〉. (4.58)
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Therefore,

Mn =
(2π)−4

∣∣∣∫∞0 ∫2π
0 ∂ϕ Ĵ (ω,ϕ)ĥn(ω)ejnϕdϕωdω

∣∣∣2
Pn

=
(2π)−2

∣∣∣∣∫∞0 1
2π

∫2π
0 ∂ϕ Ĵ (ω,ϕ)ejnϕdϕ�

P (ω)

�
P (ω)ĥn(ω)ωdω

∣∣∣∣2
Pn

≤
(2π)−2

∫∞
0

∣∣∣ 1
2π

∫2π
0 ∂ϕ Ĵ (ω,ϕ)ejnϕdϕ

∣∣∣2
P (ω) ωdωPn

Pn

= (2π)−2
∫∞

0

∣∣∣ 1
2π

∫2π
0 ∂ϕ Ĵ (ω,ϕ)ejnϕdϕ

∣∣∣2
σ2

0ω
−2γ

ωdω, (4.59)

using the Cauchy-Schwartz inequality, with equality iff

ĥn(ω)∝
1

2π

∫2π
0 ∂ϕ Ĵ (ω,ϕ)ejnϕdϕ

σ2
0ω

−2γ
. (4.60)

This gives the shape of the radial profile ĥn(ω) for each n that minimizes the CRLB.

Proof of Corollary 4.2

Based on the assumption, Ĵ (ω,ϕ) factorizes as

Ĵ (ω,ϕ)= ĴRad(ω) ĴAng(ϕ). (4.61)

Using the elements of the proof of Theorem 4.2, we optimize (minimize) the CRLB by
maximizing Mn (4.55) term-by-term. Then,

Mn ≤ (2π)−2
∫∞

0

∣∣∣ 1
2π

∫2π
0 ∂ϕ Ĵ (ω,ϕ)ejnϕdϕ

∣∣∣2
P (ω)

ωdω, (4.62)

= (2π)−2
∫∞

0

∣∣∣ 1
2π ĴRad(ω)

∫2π
0 ∂ϕ ĴAng(ϕ)ejnϕdϕ

∣∣∣2
σ2

0ω
−2γ

ωdω. (4.63)
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Here,
∫2π

0 ∂ϕ ĴAng(ϕ)ejnϕdϕ is a constant cn , more precisely,

cn =Fn

{
∂ϕ ĴAng(ϕ)

}
(4.64)

We obtain equality, and hence minimize the CRLB iff we choose ĥn(ω) such that

ĥn(ω)≡ ĥ(ω)∝ ĴRad(ω)

σ2
0ω

−2γ
. (4.65)

Covariance of the Wavelet Measurements

The covariance of the modified wavelet measurements q̃n,i , q̃m,k is equal to the covari-
ance of their random parts s̃n,i , s̃m,k . To compute it, we note that it is proportional to
the covariance of

〈
S,ξn,i

〉
and

〈
S,ξm,k

〉
, which can be computed from (4.6). Thus,

Cov
(
q̃n,i , q̃m,k

)
= E

{
s̃n,i s̃m,k

}
= 2−(i+k)γ

E
{

sn,i sm,k
}= 2−(i+k)γBS

{
ξn,i ,ξm,k

}
= σ2

02−(i+k)γ

(2π)2

∫2π

0

∫∞

0

2(i+k)ĥ(2iω)ĥ(2kω)

ω2γ ej(m−n)ϕωdωdϕ

= σ2
0

(2π)2 2(i+k)(1−γ)
∫2π

0
ej(m−n)ϕdϕ

∫∞

0

ĥ
(
2iω

)
ĥ
(
2kω

)
ω2γ ωdω

= σ2
0

2π
2|k−i |(1−γ)δ[n−m]

∫∞

0

ĥ(ω)ĥ
(
2|k−i |ω

)
ω2γ ωdω. (4.66)





Chapter 5

Template-free Detection of
Symmetries

5.1 Overview

In this chapter, we propose an approach to detect and group different kinds of local
symmetries in images in a multiscale, and rotation-invariant way. Our method is also
template-free, in the sense that there is need neither to design a specific junction or
ridge-shaped template nor to align it with the pattern of interest. Instead, we propose
an efficient wavelet-based method to determine the order of local symmetry at each lo-
cation. Our algorithm relies on circular harmonic wavelets (Chapter 3 and [98, 123]),
which distribute the energy of the signal among a set of angular harmonics. Based on
this angular distribution, we propose a measure of symmetry on the wavelet coefficients
and a hypothesis test for local symmetry at each pixel. In particular, we use the F-test to
examine the distribution of the energy across different channels. Using the noted mea-
sure, we also formulate an approximate maximum-likelihood classifier for the orders of
local symmetry.

The approach presented here differs from existing methods in several ways. First of
all, our framework has a multiresolution detection scheme. Second, since our method is
template-free, there is no need to make heavy computations for matching the template
to image features of different orientations. Finally, as a result of the statistical formu-

65



66 CHAPTER 5. TEMPLATE-FREE DETECTION OF SYMMETRIES

lation, we can provide a measure of symmetry at each location in the image and for
arbitrary symmetry orders in a fast and robust way.

The chapter is organized as follows: In Section 5.2 , we recall the important proper-
ties of the circular harmonic wavelets that define the analytical framework used in this
chapter. To motivate this formulation, which distinguishes between local radial sym-
metry and lack thereof, we have a closer look at the statistics of images without sym-
metric structures. Based on the definitions given in the Nomenclature, we lay down the
mathematical background of our null hypothesis and examine the distribution of the
wavelet coefficients. Based on the results, we formulate a hypothesis test in Section 5.4
for the detection of local symmetries of any given order. Next, in Section 5.5, we deal
with the problem of classifying local symmetries of different orders. Finally, in Section
5.6, we provide experimental results on synthetic images, biological micrographs, and
electron-microscopy images to demonstrate the performance of the algorithm1.

5.2 Concept

5.2.1 Local Wavelet Energies

We rely on the circular harmonic wavelets that have been presented in Section 3.4. We
recall that, based on a predefined set H ⊂Z of harmonics, the N -channel tight frame of
wavelets is generated as

{
ξn,i ,k =F−1

{
ξ̂n,i ,k

}}
n∈H . There, ξn is defined as ξn :=Rnφ,

where φ denotes the isotropic mother wavelet. The translates and dilates of ξn are given
by

ξn,i (x −x0)= 2−iξn

(
x−x0

2i

)
= 2−i Rn {φ}( x−x0

2i

)
=Rn

{
2−iφ

( ·−x0
2i

)}
(x)=Rn {φi (·−x0)

}
(x), (5.1)

due to the translation- and scale-invariance properties of the transform. The wavelets
ξn,i ,k form a tight wavelet frame, thus any finite-energy function f can be decomposed

1The results in this chapter are based on the article [121]: Z. Püspöki, M. Unser, “Template-Free Wavelet-
Based Detection of Local Symmetries”, IEEE Transactions on Image Processing, vol. 24, no. 10, pp. 3009 - 3018,
October 2015.
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as

f = ∑
n,i ,k

〈
f ,ξn,i ,k

〉
ξn,i ,k . (5.2)

We note that ξn = ξ−n . This implies that for a real image Iloc,

q−n = 〈Iloc,ξ−n〉 = 〈Iloc,ξn〉 = 〈Iloc,ξn〉 = qn . (5.3)

It means that q−n and qn essentially carry the same information. We can also exclude
n = 0 from consideration, since the corresponding measurement is not sensitive to sym-
metries. Thus, we define the set of all used harmonics H+ ⊂H as

H+ := {|n| : n ∈H \ 0} . (5.4)

Let HM+ be the subset of H+ consisting of harmonics that are integer multiples of M
with HM+ = {n ∈H+ : n =Mk,k ∈Z} ⊂ H+, and let qn,i =

〈
ξn,i (·−x0), f

〉
be the nth-

channel coefficient at the scale and location of interest.
In the following, we take advantage of the fact that an nth-order harmonic wavelet

has a rotational symmetry of order n around its center, corresponding to the nth-order
rotational symmetry of ejnϕ.

We propose to base our analysis on the quantity

En,i = |qn,i |2∑
m∈H+ |qm,i |2 (5.5)

for each n ∈ H+ at a given scale and location, which we refer to as normalized wavelet
energies. We present in Figure 5.1 the distribution of normalized wavelet energies at a
particular scale (i = 1) at three different locations: three-fold junction (a), ridge (b), and
non-symmetric point (c). We observe that the “energy” of the wavelet is highly concen-
trated in M-fold periodic harmonics in cases of M-fold symmetry (ridge or symmetric
junction) at the location of interest, while no such concentration can be seen in the ab-
sence of local symmetries.

5.2.2 Null Hypothesis

To process the data quantitatively, we propose a hypothesis test to identify energy con-
centrations in the wavelet domain. We define the null hypothesis as the situation where
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Figure 5.1: Illustration of local symmetries in an image at three different loca-
tions: (a), (b) and (c). The original image (hexagonal embryonic stem cells in
light microscopy [31]) is on the left. Subfigure (a) is associated with the nor-
malized wavelet energy vector En,1 (5.5) at location (a) and scale 1. Location (a)
corresponds to a three-fold symmetric junction, hence every third component
has a high amplitude. Subfigure (b) is associated with the vector at location (b)
and scale 1. Location (b) corresponds to a two-fold junction (ridge), hence ev-
ery second component has a high amplitude. Subfigure (c) is associated with
the vector at location (c) and scale 1. Location (c) does not correspond to any
particular symmetry order, and we cannot observe any kind of periodic repeti-
tion in the energy distribution.
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the distribution of qn,i is an i.i.d. (independent identically distributed) Gaussian, which
is a situation where there is no symmetry. In the absence of M-fold symmetries, the
average energy for harmonics in HM+ must be the same or lower than the average over
its complement H+ \ HM+ . We test this hypothesis against the alternative hypothesis
that the image has a local M-fold symmetry (higher concentration of energy in M-fold
symmetric harmonics).

We shall now put this approach on a firm statistical basis by deriving the statisti-
cal distribution of the wavelet coefficients qn,i . In the following, we demonstrate that,
the circular harmonic wavelet coefficients of images that are realizations of isotropic
random fields are uncorrelated on a scale-by-scale basis. Moreover, when the isotropic
random field is Gaussian, the wavelet coefficients are i.i.d. Gaussian within each wavelet
scale. This result serves as one of the theoretical contribution of this chapter.

5.3 Wavelet-Domain Statistics

We shall consider two types of fields: stationary ones, and self-similar ones, which also
have a convenient expansion in terms of wavelets. Hence, for the analysis, we use ele-
ments of the theory of generalized stochastic fields to model statistically isotropic im-
ages. For the basic definitions and mathematical preliminaries we refer to the Nomen-
clature. For a thorough overview on stochastic fields we refer to [5].

5.3.1 Stationary Isotropic Fields

We are interested in wide-sense stationary fields with zero mean [cf. 0.18]. Our first
result is as follows.

Theorem 5.1 Let S be a realization of a second-order w.s.s. field with isotropic power
spectrum PS (ω) = PS (ω). Then, the wavelet coefficients qn,i =

{〈
S,ξn,i (·−x0)

〉}
n at a

given scale i and position x0 are uncorrelated with zero mean and constant variance

1
2π

∫∞

0
PS

(
ω
2i

)∣∣ĥ(ω)
∣∣2ωdω. (5.6)

Moreover, when S is Gaussian, the wavelet coefficients qi are i.i.d. Gaussian within each
scale.

The proof of Theorem 5.1 is given in Section 5.8.
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5.3.2 Self-similar Isotropic Fields

Our formalism allows us to extend our theory to isotropic self-similar fields whitened

by L= (−Δ)
γ
2 . This particular choice of background model corresponds to the one pre-

sented in Section 4.2.2.

Theorem 5.2 Let S be a realization of an isotropic self-similar field of order γ and vari-
ance σ2

0. Then, the wavelet coefficients qn,i =
{〈

S,ξn,i (·−x0)
〉}

n at a given scale i and
position x0 are uncorrelated with zero mean and constant variance

σ2
0

2π4iγ
∫∞

0

1
ω2γ

∣∣ĥ(ω)
∣∣2ωdω. (5.7)

Moreover, when S is Gaussian, the wavelet coefficients qi are i.i.d. Gaussian within each
scale.

This result is an immediate corollary of (4.66) of Section 4.5.
The fact that the circular harmonic wavelets are able to decouple such a process is

remarkable, because the pixels are highly correlated in space. We also note that this
property does not hold for other conventional wavelets.

Theorem 5.1 and Theorem 5.2 establish the validity of our null hypothesis for a
broad class of isotropic processes.

5.4 F -Test for M-Fold Symmetric Junctions

5.4.1 Single-Scale Detection

Corresponding to our null hypothesis, according to which the distribution of the wavelet
coefficients qn,i are i.i.d. Gaussian, we define the quantity

F (q ; M)=
1

|HM+ |
∑

n∈HM+ |qn |2
1

|H+|−|HM+ |
∑

n∈H+\HM+ |qn |2
(5.8)

at each point q which we refer to as the test statistic F or F -score. Under the null hy-
pothesis that the wavelet coefficients qn are i.i.d. Gaussian, the F statistic consists of
the ratio of two independent χ2 distributions (sums of squared i.i.d. Gaussians), with
2
∣∣HM+

∣∣ and 2
(|H+|−

∣∣HM+
∣∣) degrees of freedom, respectively. It means that F in (5.8)
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has an F distribution. This allows us to use the F -test to detect significant local M-fold
symmetry centers.

The hypothesis test proceeds as follows:

1. The observed value Fobs of the statistic is computed from the wavelet coefficients
at the point of interest.

2. The probability that F exceeds Fobs is computed under the null hypothesis (one-
sided p-value). This is the probability that, under the null hypothesis, we would
observe an F score at least as extreme as Fobs in the direction of increasing sym-
metry.

3. The p-value is compared against the significance level α. To reject the null hy-
pothesis at significance level α, we require that

p(F ≥ Fobs)<α, (5.9)

where p is the F probability distribution with 2
∣∣HM+

∣∣ and 2
(|H+|−

∣∣HM+
∣∣) degrees

of freedom. Equivalently, we may compute Fα, the value of the statistic such that

p(F ≥ Fα)=α. (5.10)

Then, if Fobs > Fα, we conclude that (5.9) is true, and reject the null hypothesis at
level α.

Since the above is a standard right-tailed F test, the value of Fα can be found in
tables for different values of α and different degrees of freedom, or computed from the
distribution.

5.4.2 Multiscale Detection

To obtain multiscale detection, we modify the hypotheses in such a way that we can
make detections in one or several scales (i indicates the scale, I is the total number of
scales used for detection). In this case, the multiscale statistics are defined as

Fi (q ; M)=
1

|HM+ |
∑

n∈HM+ |qn,i |2
1

|H+|−|HM+ |
∑

n∈H+\HM+ |qn,i |2
(5.11)
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at each point q . Under the null hypothesis that the wavelet coefficients qn,i are i.i.d.
Gaussian, all Fi have the same distribution as F in Section 5.4.1.

Here, the p-value is defined as the probability (under the null hypothesis) that we
would observe a symmetry score at least as extreme as the highest score Fi ,obs observed
at some scale; in other words, p is computed as

p = Prob
⋃

l

{
Fl ≥max

i
Fi ,obs

}
, (5.12)

where l runs over all i scales used for detection. An upper bound on p is given by

∑
l

Prob

{
Fl ≥max

i
Fi ,obs

}
= I ×p(F ≥max

i
Fi ,obs), (5.13)

where F has the same distribution as all Fi . Thus, to reject the null hypothesis at level
α, it is sufficient that

p(F ≥max
i

Fi ,obs)< α
I , (5.14)

or, equivalently, that

max
i

Fi ,obs > Fα/I . (5.15)

5.5 Classification of Symmetry Orders

The F -score defined earlier can also be used to classify keypoints in one of several sym-
metry orders. Since the F -score indicates the strength of a local M-fold symmetry, we
can compare the scores for different symmetry orders in order to assign a symmetry
class to a given point. Our approach is inspired by a maximum a posteriori (MAP) for-
mulation, as discussed below.

Imagine that we had at our disposal the probability p(m|q) of having an m-fold sym-
metry at the point of interest, given the wavelet coefficients q . The MAP estimator of the
local order of symmetry at each point would then be

M̂ = argmax
m

p(m|q), (5.16)
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where m spans a preselected set of possible orders of symmetry. In reality, we do not
have access to the probability p(m|q) since we lack a realistic probabilistic model for
general images. However, a reasonable substitute can be constructed.

As in (5.8), let us denote by F (q ;m) the observed value of the F -score for the m-fold
test. Recall that, by definition, a higher value of F (q ;m) indicates a higher concentration
of energy in m-fold symmetric wavelets. It is therefore natural to assume that, for fixed
m, the probability p(m|q) increases monotonically with F (q ;m); that is,

p(m|q)= gm
(
F (q ;m)

)
, (5.17)

where gm is some monotonically increasing function.
We can thus construct different classification rules inspired by the MAP approach.

To do so, we choose different families of monotonically increasing functions gm . Dif-
ferent choices can be validated and sorted by their empirical performance, with prefer-
ence given to simpler formulas. In particular, we consider the following two important
choices (ignoring normalization):

1. The identity function gm(u)≡ u for all m. The corresponding classifier is defined
by

M̂ = argmax
m

F (q ;m). (5.18)

The F -scores for all symmetry orders of interest are computed and the local sym-
metry is assigned as the one with the highest F score.

2. The monotonically increasing function gm(u) ≡ − log pm
(
F (m) ≥ u

)
, where pm is

the probability associated with the m-fold score F (m) under the null hypothesis of
the earlier sections. The motivation for this choice is that, in this case, the value

exp
(−gm

(
F (q ;m)

))= pm
(
F (m) > F (q ;m)

)= pm (5.19)

is the p-value associated with rejecting the null hypothesis of the earlier sections
in favor of m-fold symmetry. Consequently, this choice leads to the classification
rule

M̂ = argmax
m

(− log pm)= argmin
m

pm , (5.20)

meaning that p-values for all relevant orders of symmetry are computed, and the
lowest p-value among them is used to assign a symmetry order to the keypoint.

In practice, both choices lead to robust and highly effective classifiers, as seen in the
experimental results of Section 5.6.
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5.6 Experimental Results

Our algorithm to detect symmetries has been programmed as a plug-in for ImageJ [139].
In our implementation, we use Simoncelli’s isotropic mother wavelets with dyadic scale
progressions. We use a predefined set of harmonics for the tests, which is large enough
to provide accurate results for the symmetry orders one might test with the software
(this case 0, . . . , 24). We note that the number of harmonics can be arbitrarily extended.

To implement the F-test and compute the α-values, we take advantage of the Beta
Class implementation in the jsc.distributions.Beta library2. To evaluate the performance
of the algorithm we use a variety of test images, synthetic and actual microscopic im-
ages (real micrographs). We note that, in our formulation, ridges can be considered as
two-fold symmetries or junctions.

5.6.1 Robustness Against Background Signal

To make the detection task more realistic, we have used the model described in Section
4.2.2 to generate a background signal that is added to the patterns of interest to simulate
the autofluorescence that is present in real micrographs.

First, we generate a series of (1024× 1024) test images populated by three-, four-,
and six-fold junctions at fixed locations. The ground-truth data contains 610 three-fold,
921 four-fold, and 304 six-fold symmetric junctions, respectively. We corrupt the images
with isotropic Brownian motion, with a mean of zero and σ of 0 to 100. An illustration
of the test images (a cropped version of them) can be seen in Figure 5.2. To separate
distinct effects, in this experiment we use only the first wavelet scale to make detections.

In the evaluation phase we use the Hungarian algorithm to match the detections
with the nodes of the original grid. The detections are accepted if they are no further
than 5 pixel away from the original nodes. Otherwise, they are counted as false-positive
results.

To make a quantitative evaluation we compute the Jaccard index, and the position
root mean square error (RMS). The RMS error is computed for the matched detections.
The definition of the Jaccard index is given in the Nomenclature. An illustration of the
results (crop of one of the test images) can be seen in Figure 5.2, and the Jaccard index
in Figure 5.3. Based on the graphs, we claim that our algorithm performs well under a
wide range of background noise.

2http://www.jsc.nildram.co.uk/api/jsc/distributions/Beta.html
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Figure 5.2: From left to right and from top to bottom: test image corrupted with
isotropic Brownian motion (mean 0, σ= 10); corresponding detections; image
corrupted with isotropic Brownian motion (mean 0, σ = 50); corresponding
detections. The junctions are at least 25 pixels away from each other.
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Figure 5.3: Jaccard index under isotropic Brownian motion, as a function of σ.

Figure 5.4: Jaccard index under isotropic Brownian motion of zero mean and
σ= 10 for rotations α from 0 to 360 degrees.
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5.6.2 Rotation Invariance

We generate another series of (1024 × 1024) test images. Similarly to the previous case,
we build a synthetic grid and rotate it around its center with 1 degree steps from 0 to 360
degrees. We apply isotropic Brownian motion (of zero mean andσ= 10, as illustrated on
Figure 5.2) on these images. The ground-truth data contains approximately 600 three-
fold, 900 four-fold, and 300 six-fold symmetric junctions. We note that the number of
reference nodes varies as some of the nodes will be rotated out of the bounds.

We compute the Jaccard index (Figure 5.4) of the detections. Based on the graph, we
confirm that our method is essentially rotation invariant and performs well indepen-
dently of the orientation of the junctions.

5.6.3 Scale Invariance

Similarly to the previous experiments, we generate a series of (1024×1024) test images.
We again build a synthetic grid and change the profile of the ridges from thickness level
1 to 15 with steps 0.1. An illustration of the test images for different line thicknesses
corrupted with Brownian motion is shown in Figure 5.5. Here, the difficulty is twofold.
First, the background intensity is continuously changing in a wide range. Second, the
edges to detect do not always appear as clear peaks, but they can form a plateau of
varying width. One can find in Figure 5.6 the average position error of the detections
under isotropic Brownian motion, as a function of the thickness level. Thin lines are
detected at the first wavelet scale; as we increase the width of the lines we obtain the
detections at higher scales. The detection is accurate, independently of the scale. The
algorithm performs well for different symmetry orders.

5.6.4 Micrographs

Figure 5.7 features hexagonal embryonic stem cells imaged by fluorescence microscopy
with three-fold symmetric junctions. We were interested in detecting the outlines of
the cells, containing ridges and junction points. Results shown for their detection are
indeed satisfying and consistent with the regularity of the structure.

Figure 5.8 contains an atomic-resolution ADF-STEM image of hexagonal graphene
crystals with three-fold symmetric junctions. The detection task is more challenging
than in the embryonic stem-cell image due to blurring effects. Here the image quality
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Figure 5.5: Test images of different line thicknesses, corrupted with isotropic
Brownian motion (mean 0, σ = 10). From left to right: test image; profile plot
along the corresponding bright line. From top to bottom: line thickness l = 1.0,
line thickness l = 10.0, respectively.

is quite low. We intend to detect the node areas (light grey), and the connecting regions
(dark grey). In this case, the method yielded again good results.
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Figure 5.6: Position error in the sense of root-mean-square error (RMSE) under
isotropic Brownian motion of zero mean and σ= 10 for line thicknesses 1 to 15
with steps 0.1. Scale 1, 2, and 3 indicates the scale at which the detections are
made.
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Figure 5.7: Hexagonal embryonic stem cells in light microscopy [31]. Detection
of two-fold symmetries or ridges and three-fold junctions. Subfigures: A: origi-
nal image, B: detected ridges (red), C: detected three-fold junctions (green), D:
combined image. Size of the original image: 512 × 512 pixels; the junctions are
at least 20 pixels away from each other.
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Figure 5.8: Atomic-resolution ADF-STEM image of hexagonal graphene crys-
tals [140]. Detection of two-fold symmetries or ridges (red) and three-fold junc-
tions (green). Subfigures: original image, combined RGB image. Size of the
original image: 256 × 256 pixels; the junctions are at least 15 pixels away from
each other.

5.7 Conclusion

In this chapter we presented a wavelet-based framework for the detection and classifi-
cation of the centers of local symmetry in images. The attractive features of the algo-
rithm are (i) the multiscale approach and the rotation invariance, which make it possi-
ble to obtain a precise estimate of the junctions across scales, at arbitrary orientations;
(ii) robustness; and (iii) speed. Also, since any combination of arbitrary orders of sym-
metry may be tested without the need to design specific templates, detecting arbitrary
symmetry orders is possible without any computational overhead.
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5.8 Notes

Proof of Theorem 5.1

For a given scale i and position x0, we consider the two harmonics n1, n2. We use (18)
to write the correlation form of a zero-mean w.s.s. field which, by definition, is the same
as the covariance of the corresponding wavelet coefficients. We write

BS
{
ψn1,i (·−x0),ψn2,i (·−x0)

}
= 22i

(2π)2

∫
ψ̂n1 (2iω)ψ̂n2 (2iω)PS (ω)dω

= 22i

(2π)2

∫∞

0

∫π

−π
PS (ω)

∣∣∣ĥ(2iω)
∣∣∣2 e−jn1ϕejn2ϕωdωdϕ

= 1
(2π)2

∫∞

0

∫π

−π
PS

(
ω
2i

)∣∣ĥ(ω)
∣∣2 e−jn1ϕejn2ϕωdωdϕ

= 1
(2π)2

∫∞

0
PS

(
ω
2i

)∣∣ĥ(ω)
∣∣2ωdω

∫π

−π
ej(n2−n1)ϕdϕ

= Ci

∫π

−π
ej(n2−n1)ϕdϕ, (5.21)

where we took advantage of the properties of the Fourier transform and a change of
variables. We used the fact that the radial part is fixed and identical for all components.
The last integral is 2π if n1 = n2 and vanishes otherwise. This means that the wavelet
coefficients

{〈
S,ψn,i (·−x0)

〉}
n are uncorrelated with common variance

1
2π

∫∞

0
PS

(
ω
2i

)∣∣ĥ(ω)
∣∣2ωdω. (5.22)

In the Gaussian case, uncorrelation is equivalent to independence.



Chapter 6

Steerable Wavelet Design

6.1 Overview

In Chapter 5, within the framework of 2D steerable wavelet frames, we proposed a novel
method for the detection of local symmetries in a template-free way. By template-free
we meant that there was no need to design a specific junction, or ridge-shaped tem-
plate, nor to align it with the pattern of interest. Our detection scheme was multiscale
due to the wavelet-type representation. In this chapter, we follow a complementary ap-
proach that serves to address two objectives not covered by the methods of the previous
chapter. First, we target the detection of junctions and patterns without constraining
ourselves to symmetric patterns only. Secondly, we aim not only to detect these local
patterns, but also to estimate their orientation. These dual objectives are achieved by
designing steerable wavelets that are shaped to match a desired angular profile. With
such wavelet schemes we are not only able to detect local symmetry centers and junc-
tion points, but also to determine the local orientation of the patterns of interest.

Our methodology introduces a novel wavelet design scheme along with an innova-
tive detection algorithm based on analytical optimization. Within the framework of 2D
steerable wavelet frames, we define wavelets that are polar-separable in the Fourier do-
main. The decomposition involves a pyramid characterized by a radial wavelet function
and a set of directional components encoded using circular harmonics. The tightness

83
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of the generated frame ensures the perfect reconstruction property 1.
In Section 6.2, we recall the principle of steerability and the construction of steerable

wavelet frames, which provide the analytical framework used in this chapter. In Section
6.3, we provide a brief summary of the work of Slepian et al. [141–143] that we will adapt
to our framework. Then, in Section 6.4, we examine the design of M-fold symmetric
steerable wavelet frames both in the space and the Fourier domains. In Section 6.5, we
show that our symmetric steerable wavelet design can be generalized to other classes of
local structures and junctions. In Section 6.6, we evaluate the different design methods
based on the ease of generation of symmetric patterns. We then present in Section 6.7
an algorithm to detect centers of symmetry. We finally apply our method to synthetic
and real biological micrographs in Section 6.8.

6.2 Concept

Once more, we rely on the circular harmonic wavelets that have been presented in Sec-
tion 3. To put our approach in context, we summarize the basic ideas of the construction
of such wavelet frames.

We start our design from a bandlimited isotropic mother wavelet over R2, whose
shifts and dilations form a wavelet frame. Proposition 3.1 in Chapter 2 states sufficient
conditions for such primal profiles, specific examples are given in Table 3.1.

We apply the multiorder complex Riesz transform on our isotropic wavelet frame to
obtain circular harmonic wavelets. We recall that, the circular harmonic wavelet at scale
i , location 0, and harmonic channel n has the Fourier transform

ξ̂n,i (ω,ϕ)= 2i ĥ
(
2iω

)
ejnϕ. (6.1)

Consequently, in the spatial domain, we have

ξn(r,θ)= jnejnθ

2π

∫∞

0
ωĥ(ω)Jn(rω)dω, (6.2)

where Jn denotes the n-th Bessel function of the first kind.

1The results in this chapter are based on the article [105]: Z. Püspöki, V. Uhlmann, C. Vonesch, M. Unser,
“Design of Steerable Wavelets to Detect Multifold Junctions”, IEEE Transactions on Image Processing, vol. 25,
no. 2, pp. 643-657, February 2016.
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The N -channel tight frame of wavelets are generated as
{
ξn,i ,k =F−1

{
ξ̂n,i ,k

}}
n∈H ,

where the values of n are distinct and taken from a predefined set H = {n1, . . . ,nN }⊂Z.
We take advantage of these wavelets to construct new steerable representations that
detect features of interest in a multiscale way.

The new steerable frame functions are obtained by a mapping with an orthogonal
shaping matrix U ⎡⎢⎣ ψn1,i ,k

...
ψnN ,i ,k

⎤⎥⎦=U

⎡⎢⎣ ξn1,i ,k
...

ξnN ,i ,k

⎤⎥⎦ . (6.3)

The new wavelets span the same space as the wavelet frame
{
ξn,i ,k

}
. The shaping ma-

trix U endows the wavelet functions ψn,i ,k with a desired angular profile. We note that,
once wavelets with the designed angular profile have been designed, they can be rotated
arbitrarily and continuously as they inherit the steerability property of the circular har-
monic wavelets.

There are several ways to design the shaping matrix. We propose to define an angu-
lar energy concentration like

∑
n unξn (corresponding to a single row of U, thus to a sin-

gle wavelet channel) and to optimize it with respect to the angular weights un that con-
trol the concentration of the energy along the desired pattern, with u = (u1,u2, . . . ,uN )
and uHu = 1. This formulation is reminiscent of what appears in the works of Slepian
et al. [141–143]. He investigated the connection between the concentration of functions
in the time and frequency domains in several settings (continuous, multi-dimensional,
and discrete), and considred solutions that were optimal in different ways: by being op-
timally concentrated in one domain and band-limited in the other, or being optimally
concentrated in both domains. In Section 6.3 we recall some of his results, since they
provide constructive ideas for our steerable wavelet design.

6.3 Optimal Concentrations of Energy

Let us denote an index-limited (finite) sequence of length N by {an}, such that an = 0
for all n <N0 and n >N0+N −1. The question to answer is, what is the maximal con-
centration it can achieve in frequency within a bandwidth of 2B?
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Slepian defines bandwidth concentration as

μ̃=
∫B
−B |A(ρ)|2dρ∫ 1

2

− 1
2

|A(ρ)|2dρ
, (6.4)

where A(ρ)=∑n ane2πjnρ is the discrete-time Fourier transform of the sequence {an}
(parametrized here by the frequency ρ ∈ [− 1

2 , 1
2 ) instead of ω). This formula quantifies

the ratio of energy of A(ρ) contained in the interval [−B ,B ] compared to its total en-
ergy. To maximize the bandwidth concentration defined in equation (6.4), we note two
things. First, the denominator of the above expression is equal to

∑
n |an |2 by Parseval.

Second, the numerator can be re-expressed as∫ 1
2

− 1
2

|A(ρ)|2rect
( ρ

2B

)
dρ. (6.5)

We replace |A(ρ)|2 by the product

A(ρ)A(ρ)=
(∑

n
ane2πjnρ

)(∑
m

ame2πjmρ

)
= ∑

n,m
an ame2πj(n−m)ρ , (6.6)

multiply by w(ρ) and integrate from − 1
2 to 1

2 , and use the rect–sinc Fourier transform
formula ∫ 1

2

− 1
2

e2πj(n−m)ρrect
( ρ

2B

)
dρ = sin(2πB(n−m))

π(n−m)
. (6.7)

These steps allow us to write the numerator as a quadratic form in the finite sequence
(vector) {an}, namely ∑

m,n

sin(2πB(n−m))

π(n−m)
am an . (6.8)

The numerator can thus be written in matrix form as aHPa for a matrix P (defined
by the sinc above), and the denominator as ‖a‖2

2. The problem is then to maximize the
ratio

μ̃= aHPa

‖a‖2
2

. (6.9)
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We rewrite the problem in terms of the unit vector u = a
‖a‖ . Dividing the numerator and

denominator by ‖a‖2 we get the equivalent problem of maximizing

uHPu subject to ‖u‖2 = 1. (6.10)

The solution of the above problem is then the maximal eigenvector of P. Slepian et
al. arrive at this solution from an eigenvalue problem for a degenrate integral equation
instead of a matrix one, but we can show it equivalently as follows.

Since P is symmetric, its eigenvectors form an orthonormal basis {vn} for RN . Ex-
panding u in this basis, we get for the objective function,

uHPu =
(∑

m
cm vm

)H

P
(∑

n
cn vn

)
=
(∑

m
cm vm

)H (∑
n

cnλn vn

)
= ∑

m,n
λncmcn v H

m vn =
∑
n
λn |cn |2, (6.11)

where in the last step we have used the orthonormality of the basis, and in two steps
before it we have used the definition of an eigenvector (the λns being corresponding
eigenvalues).

The above derivation shows that to maximize uHPu, we should concentrate the co-
efficient vector {cn} on the largest eigenvalue (let’s assume this is λ1), whereby we get
the solution

u =∑
n

cn vn = c1v1. (6.12)

Furthermore, since u is a unit vector, |c1| = 1 and we can simply take u = v (maximal
eigenvector) as our solution.

Our formulation to define wavelets whose energy is concentrated along specific an-
gular directions is similar to this formulation. In particular, its solution is found simi-
larly, through an eigen decomposition.

6.4 Design of M-fold-symmetric Wavelets

We can formulate our energy optimization either in the spatial or in the Fourier domain.
As we shall see shortly, both designs are appropriate to generate symmetric junction
templates; however, each one has its own advantages and disadvantages. We examine
and discuss both cases in Sections 6.4.1 and 6.4.2, respectively.
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6.4.1 Design of Steerable Wavelets in the Space Domain

To design a wavelet that responds to M-fold symmetries, we propose to impose the
same M-fold-symmetric pattern on ψ. We achieve this by minimizing a well chosen
energy functional. As an illustration, in the case of a unimodal detector, we are looking
for the angular profile that is most concentrated around the angle 0. This means that
we are targeting a minimum-variance solution, which results in an energy that concen-
trates around a chosen axis.

For a wavelet centered at the origin, the spatial quadratic energy term we propose to
minimise has the form

E
{
ψ
}= 1

2π

∫∞

0

∫π

−π
|ψ(r,θ)|2w(θ)dθr dr, (6.13)

where w is an M-fold-symmetric nonnegative weighting function with M equidistant
minima on the unit circle that favors M-fold-symmetric solutions. Minimizing E thus
forces the solution ψ to be localized symmetrically around the M-fold minima. Once
the mother wavelet ψ is found, its translates and dilates will naturally share the optimal
angular profile around their center. We note that, the formulation here is reminiscent
of the one of Slepian, however, we use a more general window function instead of a rect
(see Section 6.3).

By expanding ψ as
∑

n unξn and imposing a unit norm on u, this formalism boils
down to a quadratic optimization problem with quadratic constraints similar to the one
discussed in Section 6.3, which can be solved through an eigen decomposition. During
the minimization process, the radial part of the wavelet function results in Hankel-like
integrals. We take advantage of (6.2) to determine the quadratic optimization problem.

By replacing
∑

n∈H unξn(r,θ)=∑n∈H unηn(r )ejnθ for ψ(r,θ) in the energy functional,
we arrive at the form

E
{
ψ
}=uHWu, (6.14)

where the entries of W are given by

Wn,n′ =
1

2π

∫π

−π
ej(n−n′)θw(θ)dθ

∫∞

0
ηn(r )ηn′ (r )r dr. (6.15)

The radial and angular factors are computed separately. The angular factor

W (n−n′) := 1

2π

∫π

−π
ej(n−n′)θw(θ)dθ (6.16)
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is the (n−n′)th Fourier coefficient of w(θ), while the factor

Hsp.(n,n′) :=
∫∞

0
ηn(r )ηn′ (r )r dr

= jn−n′

(2π)2

∫∞

0

(∫∞

0
ωĥ(ω)Jn(rω)dω

)(∫∞

0
ωĥ(ω)Jn′ (rω)dω

)
r dr (6.17)

is a multiplicative term that corresponds to the effect of the radial part. Finally, the
entries of W are computed as

Wn,n′ =Hsp.(n,n′)W (n−n′). (6.18)

It turns out that W is a Hermitian-symmetric matrix with entries indexed by n,n′ ∈H .
With the previous derivation, we end up with a quadratic optimization problem

(minimization of E =uHWu) with quadratic constraints (uHu = 1), which is the same as
the problem we studied in 6.3. Minimizing the energy functional is equivalent to finding
the eigenvector that corresponds to the smallest eigenvalue of W. We note that the ma-
trix W is positive-semi-definite since it is derived from a nonnegative weight function,
which itself defines a nonnegative energy (Bochner’s theorem).

A particular example of a three-fold-symmetric wavelet obtained by the proposed
method can be seen in Figure 6.1. The weight function w is 2π

3 -periodic, with w(θ) =
θ2 for |θ| ≤ π

3 to achieve maximal energy concentration about the minima in the sense
of variance. An example of a complex three-fold-symmetric wavelet obtained by the
proposed method is presented in Figure 6.1.

6.4.2 Design of Steerable Wavelets in the Fourier Domain

Since rotations and symmetries in the space domain carry over to the frequency do-
main, we can formulate our minimization problem in either one. The advantage of
the frequency-domain formulation is to avoid the computation of Hankel-like integrals.
This happens because, in the Fourier domain, the radial part of the wavelet has no effect
on the optimization.

The Fourier-domain energy functional E is defined as

E
{
ψ̂
}= 1

2π

∫∞

0

∫+π

−π

∣∣ψ̂(ω,ϕ)
∣∣2 w(ϕ)dϕωdω, (6.19)
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where w ≥ 0 is an M-fold-symmetric weighting function with M equidistant minima on
the unit circle. As stated in the Section 6.4.1, minimizing E will force the solution ψ̂ to
be localized symmetrically near the M-fold minima.

The polar factorization of ψ̂ can be written as

ψ̂(ω,ϕ)= ∑
n∈H

un ξ̂n(ω,ϕ)= ĥ(ω)
∑

n∈H
unejnϕ. (6.20)

The energy functional (6.19) therefore factorizes as

E
{
ψ̂
}=∫∞

0

∣∣ĥ(ω)
∣∣2ωdω · 1

2π

∫π

−π

∣∣∣∣∣ ∑n∈H
unejnϕ

∣∣∣∣∣
2

w(ϕ)dϕ. (6.21)

This means that the radial part of the wavelet function has no role in the optimization
problem since it is factored out of the integral. As a result, we can optimize the angular
profile of the wavelet by defining the Fourier-based energy for the angular factor alone
as

Eang
{
ψ̂
}= 1

2π

∫π

−π

∣∣∣∣∣ ∑n∈H
unejnϕ

∣∣∣∣∣
2

w(ϕ)dϕ. (6.22)

Consequently, formulating the energy term in the Fourier domain results in a substan-
tial simplification of the problem. After replacing ψ̂(ϕ) by its expansion

∑
n∈H unejnϕ,

we have that

Eang
{
ψ̂
}= ∑

n′∈H

∑
n∈H

u′nun
1

2π

∫+π

−π
ej(n−n′)ϕw(ϕ)dϕ

= ∑
n′∈H

∑
n∈H

u′nW (n−n′)un =uHWu, (6.23)

where

W (n−n′)= 1

2π

∫+π

−π
ej(n−n′)ϕw(ϕ)dϕ (6.24)

is the (n′ −n)th Fourier-series coefficient of w (as in (6.16)) and W is the corresponding
Hermitian-symmetric matrix with entries indexed by n,n′ ∈H . Finally, and similarly to
the space-domain design, we end up with an eigenvalue problem, but for a matrix that
is much easier to compute.
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Figure 6.1: First row: three-fold-symmetric wavelet designed by the energy
functional in the space domain and visualized in the space domain. From left
to right: absolute value and real part. The imaginary part is 0. Harmonics:
H = {3n : n =−8, ...,8}. Second row: three-fold-symmetric complex wavelet de-
signed by the energy functional in the space domain and visualized in the space
domain. From left to right: absolute value, real, and imaginary parts. Harmon-
ics: H = {3n : n = 0, ...,9}. Third row: Three-fold-symmetric wavelet designed
by the energy functional in the Fourier domain and visualized in the space do-
main. From left to right: magnitude, real, and imaginary parts. Harmonics:
H = {3n : n = 0, ...,9}.
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Figure 6.2: Magnitude of four-fold-, five-fold-, and six-fold-symmetric
wavelets designed by the energy functional in the Fourier domain and visu-
alized in the space domain. Harmonics: H = {Mn : n = 0, ...,9}.

A particular example of a three-fold-symmetric wavelet obtained by the proposed
method can be seen in Figure 6.1. The weight function w is 2π

M -periodic, with w(ϕ)=ϕ2

for |ϕ| ≤ π
M to achieve maximal energy concentration about the minima in the sense of

variance. Examples of higher-order symmetric wavelets can be seen in Figure 6.2.
For implementation purposes, the wavelets are projected on bandlimited basis func-

tions that have a certain cutoff frequency. This suppresses all patterns above that fre-
quency and explains why the center of our wavelets vanish. This effect can be seen in
Figures 6.1 and 6.2. When the number of harmonics is high, we do not have enough
bandwidth to represent the directional patterns within a disk of radius R. (Based on the

Shannon-Nyquist sampling theorem, this occurs when R <
�

2
π N , where N is the high-

est harmonic.) This phenomenon can be seen in Figure 6.1 at the center of the wavelet.
However, we note that i) this phenomenon does not reduce the detection property of
the wavelets; ii) one typically does not apply a large number of harmonics, also due to
computational cost.

6.5 Angular Weights and Asymmetric Wavelets

Our framework is flexible and easy to generalize to many classes of local structures and
junctions. Here, we take another look at the angular weighting functions and propose
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to design asymmetric wavelets, targeting familiar shapes like corners or T-junctions.
The advantage, as before, is that we can “steer” these wavelets to any arbitrary angle by
a systematic complex rescaling of the wavelet coefficients. The design of asymmetric
wavelets is possible only in the space domain, since the rotational equivalence of the
space and Fourier domains is no longer relevant for asymmetric profiles.

We begin our formulation from (6.18), by recalling the nature of the angular weight-
ing function for the symmetric case. Then we adapt the angular factor W and note that
it corresponds to the (time-reversed) Fourier series of the angular weight function w .
Thus, we achieve the desired shape by choosing w such that its local extrema are placed
at angles that correspond to the desired branches of the wavelet.

In the case of the symmetric three-fold example in Sections 6.4.1, we had identified
a profile that, after proper steering, was simultaneously concentrated around zero, 2π

3 ,
and −2π

3 . This function is given by the parabola θ2 over the interval [−π/3,π/3], and
its translates to the intervals [π/3,π] and [−π/3,−π]. The function wS3 on the interval
[−π,π] is illustrated in Figure 6.3. It has the formula

wS3(θ)=CS3
(
θ21[−π/3,π/3](θ)+ (θ−2π/3)21[π/3,π](θ)+ (θ+2π/3)21[−π,−π/3](θ)

)
. (6.25)

Here, CS3 is the normalization constant (3/π)2. The corresponding kernel is

WS3(l )=CS3

(
1+2cos

( 2π
3 l
))((

π2l 2−18
)

sin
(
π
3 l
)+6πl cos

(
π
3 l
))

9l 3π
. (6.26)

In the case of a T junction, we intend to identify profiles that, after proper steering,
are simultaneously concentrated around zero, π/2, and −π/2. Similarly to the symmet-
ric case, using the energy minimization paradigm, we take w to have three identical
minima at 0, π/2, and −π/2, given by the parabola θ2 over the interval [−π/4,π/4] and
its translates to the intervals [π/4,3π/4] and [−3π/4,−π/4]. We keep wT constant over
the intervals [3π/4,π] and [−π,−3π/4]. The function wT on the interval [−π,π] is illus-
trated in Figure 6.3. Specifically,

wT (θ)=CT
(
θ21[−π/4,π/4](θ)+ (θ−π/2)21[π/4,3π/4](θ)

+ (θ+π/2)21[−3π/4,−π/4](θ)
)+1[−π,−3π/4](θ)+1[3π/4,π](θ), (6.27)

where CT is the normalization constant (4/π)2. The corresponding kernel is

WT (l )= π2l 2 sin(πl )+8πl
(
cos

( 3π
4 l
)+2cos

(
π
4 l
))−32sin

( 3π
4 l
)

π3l 3 . (6.28)

The wavelet obtained by the proposed method can be seen in Figure 6.4.



94 CHAPTER 6. STEERABLE WAVELET DESIGN

Figure 6.3: From top to bottom: angular weighting function for the design of
three-fold-symmetric wavelets; angular weighting function for the design of T-
shaped wavelets; angular weighting function for the design of corner-shaped
wavelets.
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Figure 6.4: First row: T-shaped asymmetric wavelet in the space domain. From
left to right: absolute value, real, and imaginary parts, respectively. Harmonics:
H = {0, ...,40}. Second row: corner-shaped asymmetric wavelet in the space do-
main. From left to right: absolute value, real, and imaginary parts, respectively.
Harmonics: H = {0, ...,40}.

Similarly, for the perpendicular corner, the weight function consists of two identical
parabolas placed at −π/4 and π/4. We keep wC constant over the intervals [π/2,π] and
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Table 6.1: Comparison of designs.

Property Fourier-domain design Space-domain design
Real odd symmetric
wavelets

Not possible Possible

Design of asymmetric
wavelets

Not possible Possible

Computational
complexity

Analytical results Numerical integration
needed

Ease of design Fast Slower
Design of arbitrary
orders of symmetry

By periodization of a
unifold design

By solving an eigen
decomposition for each
order

[−π,−π/2]. This leads to the kernel illustrated in Figure 6.3 with

wC (θ)=CC
(
(θ−π/4)21[0,π/2](θ)+ (θ+π/4)21[−π/2,0](θ)

)
+1[−π,−π/2](θ)+1[π/2,π](θ), (6.29)

where CC is the normalization constant (4/π)2. The corresponding kernel is

WC (l )= π2l 2 sin(πl )−32sin
(
π
2 l
)+8πl

(
1+cos

(
π
2 l
))

π3l 3 . (6.30)

The wavelet obtained by the proposed method and its weight function can be seen in
Figures 6.3 and 6.4.

6.6 Comparison of Different Designs

The main features of the two designs of Section 6.4 are summarized in Table 6.1. We
stress that the characteristics that address speed pertain only to the initial design of the
wavelets (calculation of the design matrix U). Once the wavelets have been designed,
the analysis and processing of images runs at the same speed for a given number of
harmonics, independent of the design.
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Both approaches provide a comprehensive basis to detect symmetric junctions. The
Fourier-domain design is the easiest, since the radial part of the wavelet has no effect
on the optimization process. The space-domain design is more cumbersome because
it requires one to handle the Hankel-like integrals associated with the radial part of the
wavelet. In return, it sidesteps the limitations of the Fourier domain that forbid wavelets
that are asymmetric and real. Also, it allows the design of asymmetric shapes.

Proposition 6.1 No real-valued wavelets with odd symmetries can result from minimiz-
ing (6.19) in the Fourier domain.

The proof of Proposition 6.1 is given in Section 6.10.
While the Fourier design is not appropriate when odd-symetric real wavelets are

desired, this does not impair the detection of junctions as complex odd designs are still
possible (using positive harmonics alone). Also, by defining the energy functional E

{
ψ
}

in the space domain, it is possible to obtain real wavelets.
The Fourier techniques are not suitable for the design of asymmetric wavelets (e.g.,

corners, T junctions), since the Fourier design relies on the equivalence of rotational
symmetries between the spatial and Fourier domains. On the contrary, the space design
provides a free parametric framework.

6.7 Application to Image Analysis

Our junction- and structure-detection algorithm consists of a main part, namely, the
detection of key points (i.e., centers of symmetry) and their orientation, followed by an
optional connecting of the detected junctions, which is formulated as an optimal-path-
finding problem.

6.7.1 Summary of the Algorithm

Our algorithm to detect junctions of a given multiplicity M along with the orientation of
the corresponding edges, and the connections between these junctions, can be decom-
posed in the steps described below. It uses an M-fold steerable wavelet as introduced in
the earlier sections.

(1) Wavelet analysis with optimally steered wavelets
We decompose the image with the steerable wavelet. The local orientation θ0 is deter-
mined as the one that maximizes the “detector response”

∣∣〈I ,ψi ,k (·, ·+θ0)
〉∣∣, for each
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scale i and location k . The output of this first stage is a map of maximal steerable
wavelet responses Q(i ,k) and orientations at every scale i and location k .
(2) Maximal projection across scales
We perform a maximum-intensity projection to aggregate the key points detected at
different scales. The detectors have normalized energy across scales, thus, a maximal
projection across scales is a meaningful choice. For each position, we keep the coeffi-
cient corresponding to the largest detector response across existing scales, like

Q(k)=max
i

(Q(i ,k)). (6.31)

(3) Thresholding and the detection of local maxima
We assume that the pixels that correspond to key points are sparse in the image. Points
with a detector response smaller than the mean of the whole image are considered to
belong to the background and are removed. We additionally apply local non-maximum
suppression over a user-predefined window in order to prevent multiple detections of
the same junction [40].
(4) Edge computation using dynamic programming (Optional)
Based on the key points detected after Step (3), we use dynamic programming to estab-
lish paths between all possible pairs of symmetry centers that are closer than a given
threshold. “True” junctions are finally extracted from the set of possible edges by favor-
ing configurations that involve low-cost paths that are coherent with each type of center
of symmetry.

The details of Steps (1) and (4) are described below in more detail.

6.7.2 Steering

In this section, we present a novel analytical method that applies efficiently to all detec-
tors. We determine the optimal steering angle by maximizing a trigonometric polyno-
mial in θ0, which can be achieved by computing the roots of its first-order derivative.

The key points in the image correspond to maxima in the response of the wavelet
detector. The wavelets therefore have to be “steered” to look for the angle that elicits the
largest response. Let

{
q1, . . . , qN

}
denote the coefficients of the N channels computed

by analyzing the input image at scale i and position k using the original N -channel
wavelets

{
ξn1,i ,k (r,θ), . . . ,ξnN ,i ,k (r,θ)

}
. For the steering, we want to rotate the wavelet ψ

at each (i ,k) and find the maximum of |〈I ,ψi ,k (·, ·+θ0)
〉 | as a function of θ0. For a given
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(i ,k), we thus rewrite the function to maximize as

Q(i ,k ,θ0)=
∣∣∣∣∣
〈 ∑

n∈H
I ,ejnθ0 unξn,i ,k

〉∣∣∣∣∣
2

=
∣∣∣∣∣ ∑n∈H

qn,i ,k unejnθ0

∣∣∣∣∣
2

, (6.32)

noting that the inner product is conjugate-linear in the first argument.
We propose to maximize (6.32) by testing the roots of its derivative with respect

to θ0. The order of the polynomial to solve can be reduced substantially by making a
change of variable, relying on the fact that we use harmonics that are multiples of M
for an M-fold pattern. We introduce the variable z = ejMθ0 for the given set of harmon-
ics H = {Mk : k = k0,k0+1, . . . ,k0+N −1}. The polynomial to be maximized on the unit
circle hence becomes

Q(z)=
(

k0+N−1∑
k=k0

rk zk

)(
k0+N−1∑

k=k0

rk zk

)
, (6.33)

where rk = qMk uMk . Extrema of this expression are found by looking for the zeros of
its derivative with respect to θ0. After finding the points that satisfy this condition, we
evaluate Q(z) at all of them to find the one corresponding to a maximum.

It is important to note that, on the unit circle, Q can be rewritten as

Q(z)=∑
k

sk zk , (6.34)

where s = r [·]∗ r [−·] is the discrete auto correlation of r . The derivative then yields

d

dθ0
Q(z)= (jM)

∑
k

ksk zk . (6.35)

This form greatly simplifies the processing as the complex roots of d
dθ0

Q(z) can be easily
computed, now that an analytical expression for the coefficients of this polynomial is
known.

Let z̃ be the root on the unit circle for which Q(z̃) is maximal. From the definition
z = ejMθ0 , the optimal steering angle is given by

θ̃ = �z̃

M
. (6.36)

Due to the M-fold symmetry, θ̃+m 2π
M , m ∈Z, are equivalent solutions.
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6.7.3 Connecting Junctions

We propose an approach based on dynamic programming in order to link the detected
centers of symmetry and segment the objects of interest [144]. The best path between
two centers of symmetry is sought on a discrete grid built around axes indexed by k and
υ, the former corresponding to the straight line joining the starting and end points and
the latter to the perpendicular line to k going through the starting point (i.e., k = 0). We
refer to υk as the value on the υ axis of the decision node at location k. We define the
cost c of the path connecting two junctions up to node υk+1 as

c(υk+1)= c(υk )+ λ

Lζ

( ∑
(x,y)∈ζ

I (x, y)

)
+ (1−λ)|υk+1−υk |, (6.37)

where ζ is the segment that joins υk and υk+1, Lζ its length, and I the input image. The
cost is therefore equal to the cost up to the previous node υk , plus two terms weighted
by the data-dependent parameter λ ∈ [0,1]. The first term ensures fidelity to data as
it is composed of the integral on the input image over the straight line between υk to
υk+1. This formulation favors paths that explore dark pixels; it can be negated when
bright paths are searched for. The second term enforces smoothness by penalizing large
displacements along the υ axis. The solution found at any step k is guaranteed to be
optimal as it is built by propagating the optimal solution up to this step.

As we have no prior information on which other points each center of symmetry
links to, we apply a global approach to connect the junctions in the whole image. For a
given center, we therefore compute all possible paths linking it to its neighbors within
a certain range of distance and save their cost. We proceed in this fashion for all points
and therefore obtain a list of costs for each possible connection between two centers of
symmetry. After ordering this list in a decreasing order with respect to the cost value,
we start with the first entry, then go through each of the following and draw the valid
connections. In order to determine which connections are most likely to be correct, we
rely on the knowledge of the order of symmetry of each center. We define a link as valid
under two conditions. First, the centers involved have to be “free”: they have to be con-
nected to less than M other points if they have M-fold symmetry. Then, as connections
in an M-fold center are assumed to be spaced by an angle π

M , the angle between the
new link and the already validated ones is checked for coherency. We proceed in this
way until all the centers of symmetry are connected.
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6.8 Experimental Results

Our symmetry-detection algorithm has been implemented as a plug-in for the open-
source image-processing software ImageJ [139]. In our implementation, we use the
isotropic mother wavelets of Simoncelli [112] with dyadic scale progressions. To evalu-
ate the performance of the algorithm, we test it on a variety of synthetic images in the
presence of noise and, finally, on real microscopic images. In addition to demonstrat-
ing the effectiveness of the approach in detecting junctions and segmenting structured
images, the aim of this section is also to measure to which degree our methods honor
translation, rotation, and scale invariance, as well as their robustness against noise.

We evaluate two versions of the space design: a real version with positive and neg-
ative harmonic pairs; and a complex version with positive harmonics only. We com-
pare these results with the ones given by the Fourier template. The number of har-
monics are fixed for all cases: H = {3n : n = 0,1, . . . ,9} for the complex wavelets and
H = {3n : n =−8,−7, . . . ,7,8} for the real wavelets.

To generate our test images, we assume that we can represent the background signal
(autofluorescence) present in biological images with the model described in Section
4.2.2. We consider the background signal as noise to the detection problem.

In general, to make a quantitative evaluation, we compute the Jaccard index, and
root mean-square errors for both position and angle. The definition of the Jaccard index
is given in the Nomenclature.

6.8.1 Robustness Against Noise

First, we generate a series of 1024 × 1024 test images, where we control the location
of the junctions and the angles. To separate distinct effects, in this experiment we use
only the first wavelet scale to make detections. We corrupt the images with isotropic
Brownian motion, with a mean of zero and a σ of 1,2, . . . ,100. We intend to detect 643
junctions, with 2 different angle values: 0 and 60 degrees.

To make a quantitative evaluation we compute the Jaccard index, and both posi-
tion and angle root mean-square errors. In the evaluation phase, we use the Hungarian
algorithm to match the detections with the nodes of the original grid. The detections
are accepted if they are closer than 5 pixels to the original nodes. Otherwise, they are
counted as false positives. The RMS error is computed for the matched detections.
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Figure 6.5: First row: test images corrupted with isotropic Brownian motion
(mean 0, σ = 30 and mean 0, σ = 80). Second row: detections on the first test
image with our method; with Harris’ corner detector based on the structure
tensor (“ST & Harris”); and with Harris’ corner detector based on the largest
eigenvalues of the Hessian (“H & H”). Third row: detections on the second test
image with the three approaches: our method; “ST & Harris”; and “H & H”.
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Figure 6.6: First row, left rectangle: test images corrupted with isotropic Brow-
nian motion (mean 0, σ = 30 and mean 0, σ = 80). Second row, left rectangle:
detections with our method on both images (results directly obtained on test
images). Third row, left rectangle: output of a homomorphic filter, after care-
ful tuning. Fourth row, left rectangle: detections with Harris’ corner detector
based on the output of the homomorphic filter. First row, right rectangle: test
images corrupted with isotropic Brownian motion (mean 0, σ= 30 and mean 0,
σ = 80). Second row, right rectangle: detections with our method on both im-
ages. Third row, right rectangle: output of morphological filtering, after careful
tuning. Fourth row, right rectangle: skeleton of the underlying structure, ob-
tained by skeletonizing the output of the morphological filter. To provide a fair
comparison, in all cases, we used only the first wavelet scale of our method to
make the detections.
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Figure 6.7: Jaccard index J under isotropic Brownian motion, as a function of
σ of the noise.

An illustration of the results is given in Figure 6.5. To provide a fair comparison,
we only took advantage of the first wavelet scale of our method to make detections. To
generate the results for the competing methods, we used the ImageJ/Fiji built-in Hes-
sian plug-in. As visible from these images, our algorithm performs much better than
structure tensor and Hessian-based methods in case of strong noise.

Figure 6.6 provides further comparisons. First, we apply a homomorphic filter, as a
nonlinear contour enhancement technique on the original test images to improve the
output of the Harris’ corner detector. We note that, if there are objects of interest at
different scales, finding a single filter matching them all is often not possible. In this
sense, our method shows a clear advantage, both in terms of the quality of the results
and in a sense that we have a result equivalent to a non-linear filter at different scales
and the detection in one shot. Then, we apply morphological operators on the origi-
nal image. They typically work well in the absence of noise, or in case of clear struc-
tures. As mentioned in the Nomenclature, the spectral power density of fluorescence
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Figure 6.8: Position and angle error in the root-mean-square (RMSE) sense un-
der isotropic Brownian motion, as a function of σ of the noise.
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microscopy images is isotropic and well represented by a power law corresponding to
fractional Brownian motion. When applying morphological operators such as opening,
closing and skeletonization (provided by the morphological plugins of Fiji/ImageJ), we
observe that they are mostly ineffective in such images.

The Jaccard index is presented in Figure 6.7, and the RMS errors in Figure 6.8. The
noise level of σ = 30, which corresponds to the first test image of Figure 6.5, is in the
range when our method performs the best (Jaccard index 100%, negligible RMS errors).
The noise level of σ = 80, which corresponds to the second test image of Figure 6.5, is
related to the point where the Jaccard index curves cut off from 100%.

Based on the graphs, we can say that the Fourier and the complex spatial design per-
formed best. The real spatial design had difficulties under heavy noise; they produced
a bias even in the noise-free case. This has two explanations. First, the shape of the
wavelet (Figure 6.1) contains oscillations related to the Hankel functions. When match-
ing, the algorithm tries to fit the junction with the oscillations, such that the maxima
overlap. Second, when generating the wavelet we had to use more harmonics (17 chan-
nels in total) to achieve the same blade size, hence, the same detection range. When
steering the wavelets, these extra harmonics mean that we have to find the roots of a
polynomial of a much higher order (17 instead of 10), thus increasing numerical errors.

6.8.2 Multiscale Properties

We present results challenging the multiscale aspect of our approach using the test im-
age shown in Figure 6.9. This synthetic image shows a uniform tiling of the hyperbolic
plane and exhibits three- and four-fold local symmetries of various size. The goal is to
identify these junctions at different scales.

Next, we generate yet another series of 1024 × 1024 test images. First, we build a
synthetic grid as in the experiments of Sections 6.8.1-6.8.3, and then change the profile
of the edges from thickness 1 to 5.1 with steps of 0.1 (see Figure 6.10). We add isotropic
Brownian motion of zero mean and σ= 10. There are approximately 85 junctions with
specific angle values to detect.

To make a quantitative evaluation, we computed the RMS error for position and
angle (as seen in Figure 6.11). We use the Jaccard index to decide whether to make the
decisions at higher scale or not: when the Jaccard index is getting lower, we jump to the
next scale.

Based on Figure 6.11, we claim that our method is multiscale and performs well, for
patterns within a wide range of scales.
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Figure 6.9: Detection results on synthetic data exhibiting three- (blue) and
four-fold (red) local symmetries. Size of the original image: 512 × 512 pixels.

Figure 6.10: Test images with different line thickness, corrupted with isotropic
Brownian motion (mean 0, σ= 10). From top to bottom: line thickness 1.0 and
5.0, respectively.
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Figure 6.11: Position and angle error in the sense of root mean square under
isotropic Brownian motion for scaling from 1 to 5.1.
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Figure 6.12: Illustration of the rotation invariance of our method. From top to
bottom: A: original test image, B: test image corrupted with additional Brown-
ian motion (PSNR: 20.8), C: test image corrupted with additional white Gaus-
sian noise (PSNR: 18.26). The junctions were rotated with 10 degree steps. The
centers of the junctions were correctly detected in all cases. The numbers next
to the junctions correspond to the detected rotation angle of the junctions with
respect to their original state.
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Figure 6.13: Jaccard index J under isotropic Brownian motion of zero mean
and σ= 30 for rotations α from 0 to 360 degrees.

6.8.3 Rotation Invariance

The rotation invariance property of our method is illustrated in Figure 6.12. The junc-
tions in the figure are rotated with 10 degree steps with respect to their previous state.
The centers of the junctions are correctly detected in all cases. The numbers next to
the junctions correspond to the detected rotation angle of the junctions with respect to
their original state.

We also generate another series of 1024 × 1024 test images. First, we build a syn-
thetic grid as in the previous experiments, and then rotate it around its center with
steps of 1 degree, from 0 to 360 degrees. We finally apply isotropic Brownian motion
of zero mean and σ= 30 on these images. This amount of noise corresponds to the one
illustrated in Figure 6.5. As in Section 6.8.1, we use only the first wavelet scale to make
detections, and we fix the window size to 30 × 30 pixels. There are approximately 640
junctions (some nodes may “fall out” of the image when rotated) to detect with specific
angle values.

To make a quantitative evaluation, we compute the Jaccard index (Figure 6.13). The
graph confirms that our method is essentially rotation-invariant and performs well, in-
dependently of the orientation of the junctions.
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Figure 6.14: Detection of three-fold junctions and segmentation in the bright-
field microscopic image of a honeycomb. Left: original image. Right: detection
results using the proposed approach. Size of the original image: 256 × 256 pix-
els; the junctions are at least 30 pixels away from each other.

6.8.4 Practical Applications

Figure 6.14 features a microscopic view of a honeycomb. This biological structure natu-
rally tend to exhibit a close-to-perfect hexagonal structure. The detection results of our
method are shown on the right. They are accurate, both concerning the detection of
junctions and their linking, which was expected from the regularity of the structure.

Figure 6.15 features a picture of endothelial cells of the cornea with the detection
results. The detection task is more challenging then in the honeycomb image due to
the variety of orientations and sizes of the junctions. In this case, the method once
again delivered good results, which suggests that our algorithm works well even if the
structures are only semi-regular.
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Figure 6.15: Detection of three-fold junctions in an image of endothelial cells
of the cornea. Image courtesy of Jorge Fischbarg [145]. Size of the original im-
age: 539 × 666 pixels; the junctions are at least 16 pixels away from each other.

6.9 Conclusion

In this chapter, we presented a general wavelet-based framework to detect various types
of junctions and their orientation in images. Our approach is rotation-invariant, multi-
scale, robust to noise, and can be tuned to identify arbitrary symmetries as well as other
types of intersections. It is hence possible to obtain a precise estimate of the location of
junctions across a large range of scales and with any orientation. We proposed an algo-
rithm that combines detectors of local symmetry and dynamic programming to extract
the structure of, and segment images featuring multifold junctions. The effectiveness of
our approach in practical applications was demonstrated on synthetic and real data in
the presence and absence of noise.
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6.10 Notes

Proof of Proposition 6.1

The quadratic Fourier-domain energy term to minimize takes the form

E
{
ψ̂
}= 1

2π

∫π

−π

∣∣ψ̂(ϕ)
∣∣2 w(ϕ)dϕ

= 1
2π

∫π

−π

(
N∑

n=−N
unejnϕ

)(
N∑

n′=−N

un′ejn′ϕ

)
w(ϕ)dϕ

=
N∑

n=−N

N∑
n′=−N

unun′
1

2π

∫π

−π
ej(n−n′)ϕw(ϕ)dϕ

= 1
2

N∑
n=−N

N∑
n′=−N

unun′
1

2π

∫π

−π

(
ej(n−n′)ϕw(ϕ)+ej(n′−n)ϕw(−ϕ)

)
dϕ

= 1
2

(
N∑

n=−N

N∑
n′=−N

unun′W (n−n′)+
N∑

n=−N

N∑
n′=−N

unun′W (n′ −n)

)
=uHWu, (6.38)

where we have made the assumption that w is even, with w(ϕ)=w(−ϕ).
The Fourier coefficients of w are computed as

W (n−n′)= 1
2π

∫π

−π
ej(n−n′)θw(θ)dθ. (6.39)

These calculations show that the eigenvalue problem involve a real and symmetric
Toeplitz matrix W, which necessarily has real eigenvectors. In addition, the eigenvec-
tors of a symmetric Toeplitz matrix are either symmetric or anti-symmetric around their
center [146].

1. Symmetric case: ψ̂ can be written as a sum of cosines with purely real coefficients
like

N∑
n=−N

unejnϕ = u0+
N∑

n=1
2un cos(nϕ). (6.40)

Thus, ψ̂ is purely real, so ψ is Hermitian-symmetric. As a result, |ψ| is symmetric
with respect to the origin.
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2. Anti-symmetric case: ψ̂ can be written as a sum of sines with purely imaginary
coefficients like

N∑
n=−N

unejnϕ =
N∑

n=1
2jun sin(nϕ). (6.41)

Thus, ψ̂ is purely imaginary, so ψ is Hermitian-antisymmetric. As a result, |ψ| is
symmetric with respect to the origin.

In conclusion, |ψ| can have only even orders of symmetry.
Now, we shall attempt to observe how this property influences the detection of odd

symmetries. We make the natural assumption that the image f is real, so that∣∣〈ψ, f
〉∣∣2 = (〈Re(ψ), f

〉)2+ (〈Im(ψ), f
〉)2 . (6.42)

If we rotate ψ by π, the magnitude of the wavelet coefficients doesn’t change (only the
sign of

〈
Re(ψ), f

〉
or
〈

Im(ψ), f
〉

can be different). It means that the magnitude of the
wavelet coefficients cannot distinguish a pattern from the rotation the of same pattern
by π. Thus, it is not suitable for detecting odd symmetries.

We note that the same derivation is valid if the harmonics are multiples of some
integer κ.
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Chapter 7

Transformability: Beyond
Rotations

7.1 Overview

In the first part of this thesis, we presented the construction and application of steerable
representations of functions that are adapted to local rotations of image features. In the
second part, our goal is to generalize these ideas to other local transformations, with a
special focus on local scaling.

First, in the present chapter, we reinterpret and extend the notion of steerability
by taking the broader perspective of Lie groups. We identify classes of functions that
fulfill this generalized definition for relevant geometric transformations beside rotation
(translation and scaling). Then, in Chapter 8, we develop a framework to combine these
functions with tight wavelet frames. This allows us to capture, for instance, the local
scale of features, with continuous scaling in between the usual dyadic scales of discrete
wavelets.

Theories addressing local geometric transformations have appeared in the literature
since the early 1990’s. The origins of steerable wavelets can be traced back to the work of
Freeman and Adelson [92] on steerable filters. A general approach to construct scalable
functions was first given by Simoncelli et al. [147]. Perona generalized this to arbitrary
compact transformations without requiring the group properties [148]. Teo, in his doc-
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toral dissertation [149] and a series of papers with Hel-Or [150,151], unified the existing
theories and provided a solid mathematical framework for the study of transformability
based on the theory of Lie groups and Lie algebras. We recall some of his definitions
later in this chapter.

Teo’s definition of general transformability and the corresponding function fami-
lies are similar to ours. However, we focus on “local” transformations such as scaling,
both in the sense of localization in the space or frequency domains, as well as limiting
the transformation parameter (e.g., scale) to a certain range. This aspect distinguishes
mainly our approach from previous work; the difference is apparent in Chapter 8.

As discussed later on, the global solutions for scalable functions are non-local, thus
a tradeoff for the approximation properties is needed. In Teo’s work, this compromise
consists of finding an approximate representation of the function of interest, which is
scalable within a limited range of scales. We, on the other hand, are interested in de-
riving an exact representation of the function, that is approximately (but very closely)
scalable at each location. Furthermore, we develop tight wavelet frames based on this
definition, which are completely novel, while Teo never discusses wavelets.

In the following, we summarize the general definitions and concepts that serve as a
basis for the new constructions and results in Chapter 8.

7.2 Lie groups and transformation groups

Definition 7.1 (Lie group) Assume a group A = {a} with operation∗ and inverse∼. Based
on that, we define the two maps

ι : a �→∼ a (inverse map)

ν : (a1, a2) �→ a1∗a2. (composition map)

If the maps ι and ν are infinitely differentibale, then A is called a Lie group.

This definition assumes that the notion of differentiation with respect to a is defined
(more precisely, that A is a smooth manifold).

Example 7.1 Let us consider the group A =R2 with addition. Then

ι(a)=−a and ν(a1, a2)= a1+a2 (7.1)

are both smooth functions. This defines a Lie group.
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Definition 7.2 (Transformation group) A transformation on space X (e.g., the space of
images) is an invertible map X → X . Transformations can be composed to construct new
transformations. A transformation group is a group of transformations, with the group
operation of composition.

Definition 7.3 (Lie transformation group) A Lie transformation group is a transforma-
tion group G on some space X that can be parametrized by a Lie group A, such that for
a1, a2 ∈ A:

T (a1)◦T (a2)= T (a1∗a2)= T (ν(a1, a2)), (7.2)

where ◦ denotes the composition of operators (we later drop ◦ to simplify notation).

It follows from the definition that

T−1(a)= T (∼ a)= T (ι(a)), (7.3)

and T (a) is identity if a is the identity of A.

Example 7.2 Let us consider A = (0,∞) under multiplication, and let X be the space of
real images on R2: X = { f : R2 →R}. We define T (a), a ∈ A, as

T (a) : f (·) �→ f (·/a). (dilation by a)

Since dilation by a1a2 is equivalent to separate dilations by a2 followed by a1, we have

T (a1)T (a2)= T (a1a2). (7.4)

Thus {T (a) : a ∈ A} is a transformation group, and specifically the transformation group
of dilations.

We are interested in transformation groups G on signals and images, where the pa-
rameter group A is a Lie group. More specifically, our interest is in rotation (A = T, the
circle group); shifts or translation (in 1D A = R and in 2D A = R2 under addition); and
scaling (A = (0,∞) under multiplication).

We do not cover the general theory of Lie algebras and exponential maps here, but
simply note a definition that is used in one of the results.
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Definition 7.4 (Generator) We consider a Lie transformation group G with scalar pa-
rameter a ∈ A. The generator of G, denoted as L, is defined as the operator

L : f �→ d

da

(
T (a) f

)
a=0

. (7.5)

If the parameters are vectors a = (a1, . . . , ad ), there are d generators:

Lk : f �→ ∂

∂ak

(
T (a) f

)
a=0

. (7.6)

Example 7.3 For the Lie transformation group of x-translations, T (a) : f �→ f (· − a, ·).
The generator is given by

L f = d

da

(
T (a) f

)
a=0

= d

da

(
f (·−a, ·)

)
a=0

=−∂x f , (7.7)

that is, L =−∂x .

7.3 Transformability and Eigenfunctions

Similar to Definition 3.1 of Section 3.2.2, we define a transformable family of functions.
For this we replace rotations by more general transformation groups.

Definition 7.5 Let G = {T (a)}a∈A be a transformation group of bounded linear operators
on L2

(
Rd
)
, indexed by a set A. A finite family of functions M = {mn} is transformable by

G if the span of M is invariant under the action of any operator from G.

This definition is a generalization of the idea of eigenfunctions. In the simplest case,
we have a single function M = {m} that is an eigenfunction for each transform T (a) and
there exist λa ∈R such that

T (a)m =λam. (7.8)

For M = {mn}N
n=1 containing several linearly independent functions, this condition

is generalized, as the eigenvalues are replaced by matrices. For any a ∈ A, there must be
a matrix L(a) such that ⎛⎜⎝T (a)m1

...
T (a)mN

⎞⎟⎠= L(a)

⎛⎜⎝m1
...

mN

⎞⎟⎠ . (7.9)
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Given a linearly independent G-transformable set M and an expansion

f =∑
n

cnmn = c T

⎛⎜⎝m1
...

mN

⎞⎟⎠ , (7.10)

the transformation of f is determined by T (a) ∈G , by modifying the expansion coeffi-
cients:

T (a) f = c TL(a)

⎛⎜⎝m1
...

mN

⎞⎟⎠ . (7.11)

Such a function or representation is transformable. We mention three important ex-
amples in dimension 1.

Example 7.4 For the family of shifts in R, the eigenfunctions are exponential functions,
and in particular complex exponentials mω(x) = ejωx for all ω ∈ R. The related trans-
formable representation is the continuous-time Fourier transform (or, more generally, the
two-sided Laplace transform):

f (x)= 1

2π

∫+∞

−∞
f̂ (ω)ejωx dω, (7.12)

where f̂ is the forward Fourier transform of f (the uncountable sum becomes an integral).

Example 7.5 For the family of circular (periodic) shifts with period 2π on the unit cir-
cle, the eigenfunctions are complex exponentials with period 2π/n: mn(x) = ejnx , n =
0,1,2, . . .. The related transformable representation is the Fourier series:

f (x)= ∑
n∈Z

cnejnx , (7.13)

where cn, n ∈Z, are Fourier series coefficients of f .

Example 7.6 For the family of dilations, the eigenfunctions are homogeneous functions
mα(x)= xα. The related transformable representation is the inverse Mellin transform:

f (x)= 1

2π

∫+∞

−∞
x−

1
2−js f̃ (s) ds, (7.14)
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Table 7.1: Comparison of the different nomenclature.

Teo Our work
steerable transformable

basis for equivariant space transformable family of functions
equivariant space (the span of a transformable family)

where f̃ (s) is the forward Mellin transform of f and is given by

f̃ (s)=
∫+∞

0
x−

1
2+js f (x) dx. (7.15)

In Table 7.1, we compare our definitions to those of Teo. In particular, our tran-
formable families form a basis for equivariant spaces in Teo’s terminology. A main result
in characterizing these spaces is the following.

Theorem 7.1 Given a Lie transformation group G with generator(s) Lk , and a basis m =
(m1, . . . ,mN ), span{m} is equivariant under G iff for each Lk there is an N×N (numerical)
matrix Bk , such that

Lk m =Bk m. (7.16)

Since the Lk , as seen from the example of x-translations, are differential operators,
fulfilling the above identities involves finding general solutions of linear systems of dif-
ferential equations.

7.3.1 Characterization of shiftable and scalable families

Here, we are interested in studying scaling properties, so we consider the transforma-
tion group G = {T (a)}a∈(0,∞), where T (a) f = f (·/a). Thus, we require

span{gn : n = 1, . . . , N }= span{gn(·/a) : n = 1, . . . , N } (7.17)

for any dilation a ∈ (0,∞). Notice that

gn(·)= gn

(
2log2(·)

)
. (7.18)
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This defines the new functions mn := gn
(
2(·)) that should satisfy

span{mn : n = 1, . . . , N }= span{mn(·+b) : n = 1, . . . , N } (7.19)

for any real b. Hence the span of {mn} should be translation-invariant. Conversely,
any translation-invariant function can be used to define a dilation-invariant one. This
means that, once we identify all shiftable functions, we can derive scalable families.
Finite-dimensional translation-invariant sets of functions have been characterized; the
following results follow from [152].

Proposition 7.1 Let {m1, . . . ,mnmax } be a family of differentiable functions on R, and let
m denote the vector with mn as its nth component. Further, suppose that the collection is
shiftable so that, for any b ∈R, there is a matrix L(b) such that

m(·+b)= L(b)m. (7.20)

If the components of L are differentiable functions, then each mn is a linear combination
of functions of the form

xk 2αx (7.21)

for x ∈R+ \ {0},k ∈N, and α ∈C.

Based on the above result, we characterize scalable families.

Proposition 7.2 Let {g1, . . . , gnmax } be a differentiable collection of functions, and let g
denote the vector with gn as its nth component. Further, suppose that the collection is
scalable such that, for any a ∈ (0,∞), there is a matrix L(a) that satisfies

g (·/a)= L(a)g (·). (7.22)

If the components of L are differentiable functions, then each gn is a linear combination
of functions of the form (

log2(x)
)k 2α log2(x) = (log2(x)

)k xα (7.23)

for x ∈R+ \ {0},k ∈N, and α ∈C.

This gives a complete characterization of (globally) scalable functions, that is one of
the main components of the construction of local scalable representations of Chapter
8.





Chapter 8

Scalable Filters for Tight Wavelet
Frames

8.1 Overview

In Chapter 3, we presented how the multi-order Riesz transform is used to equip an
isotropic tight wavelet frame with the property of “steerability”. The relevance of the
Riesz transform in this context was due to the fact that, in the Fourier domain, it is rep-
resented by complex exponentials on the circle, which are the eigen functions of the
rotation group.

In this chapter, in analogy with steerable wavelets, we present a general construction
of adaptable tight wavelet frames, with an emphasis on scaling operations. In particular,
the wavelets that we derive can be “dilated” by a procedure comparable to the operation
of steering steerable wavelets. This permits us to detect and estimate the scale (or fre-
quency localization) of features that fall between the dyadic wavelet scales of classical
wavelet schemes. Thus, we incorporate several advantages of continuous wavelet trans-
forms, while benefiting from the computational efficiency of discrete wavelets.

The fundamental aspects of the construction are comparable to steerable wavelets:
an admissible collection of Fourier multipliers is used to extend a tight wavelet frame
(paralleling the Riesz transform), and the “scale” of the wavelets is adapted by scaling
the multipliers. As applications, we show how these new constructions can be used for
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frequency localization, and for estimating the shape and location of cellular shapes that
appear frequently in problems in biology and material science.

Despite the similarity of the main concept, our formulation here slightly differs from
the steerable framework we developed earlier. This deviation follows from the fact that,
unlike for rotations, where we were limited to a finite range of angles, for other trans-
formations, in particular for scaling, the range of parameters is unbounded. To over-
come this challenge, we limit the range within which our wavelets can be adapted (for
instance to the scales in between two wavelet bands), by scaling the wavelet within a
certain parameter “window”. We combine this “finite” version of scaling with the dyadic
wavelet scales to cover the entire range of scales 1.

In Section 8.2, we provide the mathematical formulation of the problem. More pre-
cisely, in Section 8.2.1, we introduce admissible families of Fourier multipliers, and we
connect them with transformable families of functions in Sections 8.2.2 and 8.2.3. Sec-
tion 8.2.4 contains their application to wavelet frames to define transformable wavelet
families. Next, in Section 8.3, we use this approach to define wavelets with adaptable
frequency (or scale) localization. This translates to a close approximation of continu-
ous scaling in-between wavelet bands, which we call pseudo-scaling. In Section 8.4, we
present an example of the construction, with a straightforward generalization to higher
dimensions. In Section 8.5, we describe our software implementation and provide ex-
perimental validation of the approach in practical applications.

8.2 Mathematical Formulation

8.2.1 Admissible Multipliers and Extended Frames

The two components of our construction are a primal wavelet frame and a collection
of bounded linear operators on L2. Since we are working with a wavelet system, we
require these operators to commute with translations. Every operator of this form can
be described as a Fourier multiplier in L∞

(
Rd
)

[155, Theorem 3.18]. Specifically, for
each such operator T , there is a symbol T̂ ∈ L∞

(
Rd
)

such that

F
{
T f
}= T̂ f̂ , (8.1)

1The results in this chapter are based on the manuscript [153]: Z. Püspöki, J.P. Ward, D. Sage, M. Unser, “On
The Continuous Steering of the Scale of Tight Wavelet Frames”, in press and on the article [154]: Z. Püspöki,
D. Sage, J.P. Ward, M. Unser, “SpotCaliper: Fast Wavelet-based Spot Detection with Accurate Size Estimation”,
Bioinformatics, in press, 10.1093/bioinformatics/btv728, 2015.
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for every f ∈ L2(Rd ).
We have previously defined an admissible collection of Fourier multipliers as one

that satisfies the partition-of-unity property below.

Definition 8.1 (cf. [99, Definition 2.1]) Consider a collection of complex-valued functions
M = {Mn}nmax

n=1 . They are admissible if

1. Each Mn is Lebesgue-measurable;

2. The squared moduli of the elements of M form the partition of unity

nmax∑
n=1

|Mn(ω)|2 = 1 (8.2)

for every ω ∈Rd \{0}.

The partition-of-unity property is important as it allows us to use an admissible col-
lection to extend a tight frame to a new tight frame.

Theorem 8.1 (cf. [99, Theorem 2.4]) Suppose {ξk }k∈Z is a tight frame of L2
(
Rd
)
, with

f =∑
k

〈
f ,ξk

〉
ξk (8.3)

and ∥∥ f
∥∥2

L2
=∑

k

∣∣〈 f ,ξk
〉∣∣2 (8.4)

for every f ∈ L2
(
Rd
)
. Also, let M = {Mn}nmax

n=1 be admissible. Then, the collection{
F−1 {Mn ξ̂k

}}
n=1,...,nmax;k∈Z (8.5)

is also a tight frame.

A tight frame that is extended in this way is called an extended frame.
Similarly to steerable wavelets, we adapt (or shape) the multipliers by applying an

isometry to the them. This operation maintains the the tight-frame property.

Proposition 8.1 Let {Mn}nmax
n=1 be an admissible collection and define the vector M to have

entries [M]n = Mn. If the (n′max×nmax) matrix U is an isometry (i.e., U∗U is the (nmax×
nmax) identity matrix), then the elements of UM form an admissible collection of size
n′max.
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The proof of Proposition 8.1 is given in Section 8.8.
In Section 8.2.3, we take advantage of Proposition 8.1 to combine a collection of

individual trigonometric functions to build trigonometric polynomials.

8.2.2 Admissible Multipliers and Transformable Families

Here, we briefly review the idea of transformability in the context of rotations by re-
calling an illustrative example from the first part of the thesis. Then, we extend our
formulation to the general case.

In 2D, an example of an admissible collection of homogeneous multipliers is M =
{M1, M2}, where

M1(ω)= sin(υ) (8.6)

M2(ω)= cos(υ), (8.7)

and υ denotes the angle that ω makes with a fixed direction. Any rotation of these func-
tions can be written as a weighted sum of the unrotated functions, as in(

cos(υ+υ0)
sin(υ+υ0)

)
=
(
cos(υ0) −sin(υ0)
sin(υ0) cos(υ0)

)(
cos(υ)
sin(υ)

)
. (8.8)

Now suppose that we have a tight frame {ξk }, which is extended by M as described in
Theorem 8.1, and let f ∈ L2(R2). Then the rotated multipliers

Mυ0 = {cos(·+υ0),sin(·+υ0)} (8.9)

are also admissible and can be used to extend the frame. We use the frame coefficients
from one frame to compute the coefficients for the other by(〈

f̂ , ξ̂k cos(υ+υ0)
〉〈

f̂ , ξ̂k sin(υ+υ0)
〉)= (cos(υ0) −sin(υ0)

sin(υ0) cos(υ0)

)(〈
f̂ , ξ̂k cos(υ)

〉〈
f̂ , ξ̂k sin(υ)

〉) . (8.10)

Our steerable wavelets are constructed using a tight wavelet frame {ξk }, where the
mother wavelet is bandlimited and isotropic. We note that, the rotation invariance of
the primal wavelets means that the derived wavelets themselves (not only the multipli-
ers) are rotated by matrix multiplication. In the first part of the thesis, this property is
used to capture the local orientation of features in images.
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The steerable-wavelet construction is based on the group of rotation operators on
L2(Rd ); however, an analogous construction can be performed in a more general setting,
using families of multipliers that are transformable in the sense of 7.3.

In the general case of a transformable (e.g., scalable) family of multipliers, the span
of the multipliers is invariant to the action of the operator. Thus, the wavelet coeffi-
cients of the transformed tight frame can be derived from the wavelet coefficients of the
untransformed frame.

8.2.3 Families of Dilation Multipliers

We consider the transformation group of dilations. We restrict our attention to admis-
sible collections of multipliers {Mn}, where each multiplier is radial. This means that
there exists mn : (0,∞) → C such that Mn(ω) = mn(|ω|) (using |ω| to denote absolute
value in 1D and magnitude of a vector in higher dimensions).

Families of functions that are transformable by dilations are fully characterized by
Proposition 7.2. They all have the form of

g (x)=m
(
log2(x)

)= (log2(x)
)k 2α log2(x) = (log2(x)

)k eα
′ log2(x) (8.11)

for x ∈R+ \ {0},k ∈N, and α,α′ ∈C.
Multipliers are required to be bounded to form admissible collections. Therefore,

functions of the form identified in (8.11) with k > 0, or with the real part of α non-zero
cannot be included. Consequently, for our scalable multipliers, we consider admissible
collections composed of trigonometric polynomials in log2(x). A particular example is
given by the collection of trigonometric functions

M = {mn(log2 |·|)
}nmax

n=1 , (8.12)

where nmax is some fixed degree and where

{mn}nmax
n=1 = {α0}

lmax⋃
l=1

{
αl cos

(
2πl

σ
·
)

,αl sin

(
2πl

σ
·
)}

, (8.13)

∑lmax
l=0 |αl |2 = 1, and σ> 0. Note that this collection is scalable due to the angle-addition

formulas

sin(ω1+ω2)= sin(ω1)cos(ω2)+cos(ω1)sin(ω2)

cos(ω1+ω2)= cos(ω1)cos(ω2)− sin(ω1)sin(ω2). (8.14)
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Admissibility follows immediately from the fact that sin2+cos2 = 1.
We define a general class of admissible collections of multipliers by combining trigono-

metric functions into trigonometric polynomials; a criterion for admissibility is given
in [98].

Proposition 8.2 For σ> 0, the collection M = {m(log2(ωn |·|))}nmax
n=1 , with

m(ω)= α0�
nmax

+
lmax∑
l=1

√
2

nmax
αl cos

(
2πl

σ
ω

)
, (8.15)

ωn = 2σn/nmax , and
lmax∑
l=0

|αl |2 = 1, (8.16)

is admissible if nmax ≥ 2lmax+1.

The proof of Proposition 8.2 is given in Section 8.8.

8.2.4 Adapting Extended Frames

The scale-invariance property (7.17) is important because it allows us to scale the multi-
pliers in an admissible collection M using matrix multiplications. We combine our mul-
tipliers with a tight frame to form an extended frame. In this case, the scale-invariance
property means that, once we have computed the wavelet coefficients for the system
derived from {Mn(a·)}, matrix multiplications are used to determine the coefficients of
the wavelet system from

{
Mn(a′·)} for a �= a′. Moreover, we a can be chosen indepen-

dently at each point.
As an illustration, suppose that we have at our disposal a normalized tight frame

{ξk }∞k=1 and the scalable, admissible family of dilation multipliers

{Mn}nmax
n=1 =

{
mn

(
log2 (|·|))}nmax

n=1 . (8.17)

Thus, the collection Ma = {Mn(a·)} is also admissible for any a > 0. Indeed,{
F−1{Mn(a·)ξ̂k } : k ∈Z,n = 1, . . . ,nmax

}
(8.18)

is a normalized tight frame.
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Now, let Ma be the matrix whose nth entry is Mn(a·). As these collections are scal-
able, there exist matrices L(a) such that

Ma = L(a−1)M. (8.19)

Therefore, based on the frame coefficients of f ∈ L2(Rd ), the coefficients for a′ �= a and
a > 0 are computed as⎛⎜⎜⎝

〈
f̂ , ξ̂k M1(a′·)〉

...〈
f̂ , ξ̂k Mnmax (a′·)〉

⎞⎟⎟⎠= L(a′−1)L(a)

⎛⎜⎜⎝
〈

f̂ , ξ̂k M1(a·)〉
...〈

f̂ , ξ̂k Mnmax (a·)〉
⎞⎟⎟⎠ . (8.20)

As a particular example, suppose all multipliers are dilations of a single multiplier.
Let M be defined as in Proposition 8.2 with nmax ≥ 2lmax+1 and σ= 2. In this case,

Ma =UDa b, (8.21)

where U is the (nmax× (2lmax+1)) matrix with entries

[U]n,l =
1�

nmax
ejπl log2(ωn ) (8.22)

for l =−lmax, . . . , lmax and n = 1, . . . ,nmax; b is the vector of functions with entries

[b]l =
{α|l |�

2
ejπl log2(|ω|), l �= 0

α0, l = 0
(8.23)

and Da is the diagonal matrix with entries

[Da]l ,l = ejπl log2(a). (8.24)

The matrix U is an isometry, thus for any a′ > 0, we have that

Ma′ =UDa′b (8.25)

=UDa′
(
Da−1 UT Ma

)
(8.26)

=UDa′a−1 UT Ma . (8.27)

Therefore, Ta,a′ =UDa′a−1 UT is the matrix used to transform Ma into Ma′ .
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8.2.5 Isotropic Wavelets and Extended Frames

Similarly to Chapter 3, our construction is initialized with a tight wavelet frame of L2(Rd ),
whose basis functions are generated by dilations and translations of the single mother
wavelet ξ. Proposition 3.1 exhibits sufficient conditions for such a wavelet system.

In Section 8.3, we use Meyer-type wavelets, constructed using the techniques of [99].
We want our final wavelets to take the shape of the multipliers in an admissible family
within a finite bandwidth (or range of scales). Therefore, we would ideally like to use a
primal wavelet where h is a constant multiple of the characteristic function of [π/4,π].
However, discontinuities in the Fourier domain correspond to slow decay in the spatial
domain. Therefore, as a tradeoff, we propose a profile hε that is a smooth approximation
to the characteristic function of [π/4,π], where ε is an approximation parameter. For
this construction, we define a smooth, non-decreasing function G that satisfies G(γ)= 0
for γ<−1 and G(γ)=π/2 for γ> 1. Then, for an approximation parameter ε, we define

Hε(γ)=G

(
γ+1

ε

)
− π

2
+G

(
γ−1

ε

)
(8.28)

and

hε(γ)= 2−1/2 cos

(
Hε

(
log

(
21+ε

π
γ

)))
, (8.29)

with support in [4−1−επ,π].
For

G(γ)=

⎧⎪⎨⎪⎩
0, γ<−1
35π
64

(−1
7 γ7+ 3

5γ
5−γ3+γ+ 16

35

)
, −1≤ γ< 1

π
2 , γ≥ 1,

(8.30)

the resulting function hε and a dilated version are plotted in Figure 8.1.

8.3 Smooth Scaling of Wavelets Using Localized Frequency
Multipliers

Our aim in this section is to demonstrate the construction of an extended frame. Here,
we adapt locally our wavelets within each dyadic scale to have a continuous transition
in scale to the adjacent dyadic scales. Hence, we define scalable multipliers that are
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Figure 8.1: Plot of hε(ω) and hε(ω/2) for the Meyer wavelet system.

localized in the frequency domain, so that one cycle of these multipliers is neatly cap-
tured by the Meyer-type wavelets of the previous section. This means that, we require
the energy of the multipliers to be localized within the support of the wavelets, such that
scaling the multipliers provides a close approximation to scaling the wavelets.

8.3.1 Example of a Localized Frequency Multiplier

In this section, we provide an example of the proposed construction. We define the
radial mother wavelet ξ in the Fourier domain by ξ̂(ω) = hε(ω) where hε is given as
in (8.28), (8.29), and (8.30). Fourier-domain representations of hε(ω) and hε(ω/2) are
shown in Figure 8.1. We extend this wavelet frame using the admissible collection of
Proposition 8.2 with nmax = 2lmax+1. The trigonometric polynomial m is defined by the
vector

α=
�

4685

14055

(
125, 101

�
2, 53

�
2, 16

�
2, 2

�
2
)

, (8.31)
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Figure 8.2: Plot of the Fourier multiplier m
(
log2(·)) defined by (8.31) on the

interval [π/32,2π].

which is determined by sampling a polynomial B-spline of degree 3. The corresponding
multiplier is illustrated in Figure 8.2. We note that, the choice of the multiplier depends
on the application. The one used in this example corresponds to a wavelet that has good
localization in the Fourier domain. For α defined in this way, we see that the collection
is admissible by Theorem 8.2, and the extended wavelet frame is tight.

8.3.2 Pseudo-Scaling

Our construction allows us to perform pseudo-dilations of the wavelets. The procedure
is as follows. We define the scaled multipliers

M a := {m (
log2 (ωn |a·|)

)}nmax
n=1 . (8.32)
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We recall that hε is the Fourier profile of the primal mother wavelet ξ. We define the
interval

(4−1−επ+ε′,2(4−1−επ+ε′)] (8.33)

within the support [4−1−επ,π] of the profile hε for a given parameter

0< ε′ < π

2

(
1− 2

41+ε

)
. (8.34)

Note that the dyadic dilations of this interval are non-overlapping.
Here, we formally define the operation of pseudo-scaling wavelets as scaling of the

corresponding multipliers as in (8.20). The pseudo-scaled wavelet system is formed by
applying M a to the primal-wavelet system. Within this system, we can very closely
approximate true scaling.

We consider the multiplier defined in Section 8.3.1. Let M0 be an element of M 1

such that the profile of ξ̂M0 attains its maximal value in the interval (8.33). Let p0 denote
the location of the maximum, and let p(a)= p0a, as illustrated in Figure 8.3. We define
the wavelet ψ :=F−1{M0ξ̂}. The profile of the dilated version of the Fourier transform
of ψ, ψ̂

(
a−1·), attains a maximum at p(a). The pseudo-dilated version of ψ is defined as

ψa :=F−1 {M0(a·)ξ̂(2qa ·)} , (8.35)

where qa satisfies
p(a) ∈ (2qa (4−1−επ+ε′),2qa 2(4−1−επ+ε′)

]
. (8.36)

The underlying idea is that we scale the multiplier M0 by a, and at the same time,
find the dyadic wavelet band (defined by ξ̂(2qa ·)) that best captures the localized peak
of M0ξ̂. In other words, p(a) belongs to the 2qa dilation of the interval (8.33). The
Fourier transform of ψ and a sequence of pseudo-dilations are shown in Figure 8.3. We
note that, the transition as p(a) crosses the point 2(4−1−επ+ε′), where the dyadic scale
changes. The wavelets maintain their shape due to the overlapping primal windows.

To quantify the approximation of scaling by pseudo-scaling, we measure the corre-
lation between the truly scaled ψ and its pseudo-dilated counterpart ψa as

�ψ(a) :=max

(〈
ψa∥∥ψa
∥∥

L2

,
ψ(a·)∥∥ψ∥∥L2

〉
,0

)
. (8.37)
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Figure 8.3: Left: Profile plot of ψ̂(a−1·) for a = 1.0 (solid) and a = 1.5 (dotted).
The location of the peak is p(a), which is indicated by the dashed vertical line.
Right: Profile plot of pseudo-dilations ψ̂a , for a = 1,1.3,1.5,1.7. The dashed
vertical line is located at 2(4−1−επ+ε′).

Figure 8.4: Quality metric �ψ as a function of the dilation a.
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This is similar to the quality metric defined in [156] to measure the approximation of
shiftable wavelets. Values close to one indicate that the pseudo-dilated wavelets provide
a close match to true dilation, while smaller values indicate a poor match. We show in
Figure 8.4 the evolution of �ψ as a function of dilation. There, we illustrate the quality
of pseudo-scaling using the empirically defined value ε′ = 0.45. Due to the log-periodic
nature of pseudo-scaling, the minimum of �ψ is found by analyzing a single period of
the trigonometric function. We compute this minimum to be 0.998.

8.3.3 Comments on the Construction

In Proposition 8.2, the periodicity of the trigonometric functions means that the multi-
pliers are periodic in scale. For example,

cos
(
πl log2(22·))= cos

(
πl log2(·)) , (8.38)

since l is an integer.
Essentially, our tight-frame construction consists of the application of an admissi-

ble collection {Mn} to bandlimited wavelets ξ, where ξ̂ is zero in a neighborhood of the
origin. Therefore, the supports of the scaled wavelets ξ̂(2q ·) segment the Fourier do-
main, such that, for each scale, the support of ξ̂(2q ·) covers a finite number of scaling
periods of the multipliers. The fact that cyclic scaling can be combined naturally with
a geometric division of the Fourier domain motivates our interest in cyclically scalable
families for use with wavelets. We note that, there should exist synchronization between
the cyclic periodicity and the discrete scales of the wavelets. As a result, one could get
the rough discrete scale from the wavelet hierarchy, while the local scale is being refined
by adapting the multipliers. This is the approach we follow with defining the intervals
in (8.36) and the corresponding coarse dyadic scale given by qa . Furthermore, we can
adapt the frame independently at each point, by using a pointwise independent scaling
parameter.

8.4 Special Case: One Complex Multiplier

In the localized-frequency construction, arbitrary localization can be obtained if one
is willing to work with a highly redundant wavelet frame. In this section, we look at
a simple case, where the admissible collection contains only two functions: sine and
cosine.
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We propose to use the mother waveletsψcos andψsin that are defined by their Fourier
domain profiles

ψ̂cos(ω)= h(|ω|)cos(ω0 log2(κ |ω|)) (8.39)

ψ̂sin(ω)= h(|ω|)sin(ω0 log2(κ |ω|)), (8.40)

which have two parameters: κ and ω0. Note that the sin and cos functions are special
cases of the trigonometric functions identified in (8.12) and (8.13). The parameter κ

specifies a local shift of the cosine and sine under the window h in the frequency do-
main. The dependence of this frequency shift on κ is cyclic: all values of κ that differ by
2n2π/ω0 produce equivalent frequency shifts. The second parameter is ω0. It determines
the size of these local-frequency cycles as well as the number of oscillations of cosine
and sine that fall within the support of h. In practical designs, one can tune these pa-
rameters to select the number of oscillations (ω0) and the phase shift (κ) of the sinusoids
within the support of h. In our publication [157], we have used ω0 = 4π and κ = 25/π.
The function h can be defined as 2−1/2hε, where hε is from (8.29).

The two real mother wavelets are combined in the single complex wavelet

ψ(x)=ψcos(x)+ jψsin(x) (8.41)

=F−1
{

h(|·|)ejω0 log2(κ|·|)
}

(x). (8.42)

The polar form of the analysis coefficients of the complex wavelets ψi ,k is

Ai ,k ejβi ,k = 〈 f ,ψi ,k
〉

, (8.43)

where i ∈Z denotes the scale and k ∈Zd the position.
We note the following scaling relationship for ψ:

Re
(
ejβψ

)
= cos(β)ψcos− sin(β)ψsin (8.44)

=F−1
{

h(|·|)cos(ω0 log2(2β/ω0κ |·|))
}

. (8.45)

A similar relationship holds between ψ, ψcos, and ψsin upon taking the imaginary part.
When analyzing a real-valued function f , we use this property to scale the complex
wavelets. We arrive at an expansion of f as a sum of locally scaled versions of ψcos,
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where ψcos is adapted to the signal at each scale i and position k as in

f =Re

(∑
i ,k

〈
f ,ψi ,k

〉
ψi ,k

)
(8.46)

=Re

(∑
i ,k

(
Ai ,k ejβi ,k

)
ψi ,k

)
(8.47)

=Re

(∑
i ,k

Ai ,k

(
ejβi ,k ψi ,k

))
(8.48)

=∑
i ,k

Ai ,kF−1
{

2i d e−j2i k ·ωh
(
2i |·|

)
cos

(
ω0 log2

(
2βi ,k /ω0κ |·|

))}
, (8.49)

where d denotes the dimension.

Definition 8.2 Let
{
ψi ,k

}
be a wavelet system as defined above. For a function f : Rd →

R, let the wavelet coefficients be defined as in (8.43). Then, we define the scale-adapted

wavelets ψ f
i ,k by

ψ
f
i ,k =F−1

{
2i d e−j2i k ·ωh(2i |·|)cos

(
ω0 log2

(
κi ,k |·|

))}
(8.50)

κi ,k = 2βi ,k /ω0κ, (8.51)

for 0≤βi ,k < 2π.

Using the scale-adapted wavelets, we view Ai ,k as the coefficient associated to the
analysis of f with a version of ψcos that is optimally scaled locally. Scaling ψi ,k by
2(−βi ,k )/ω0 creates the best match between f and a locally scaled version of ψcos.

An application of the single complex multiplier case was presented in our publica-
tion [157]. To compare the estimation properties of the single complex multiplier with
the more general multichannel case (with α corresponding to (8.31)), we generated a
series of test images. The spots range in size from 8 pixels to 11 pixels with step size 0.2.
The reference images (left) and the correspondence between the measured spot radius
and the actual spot size is illustrated in Figure 8.5. Since the multichannel case provides
a better estimate of size (with a relatively small computational overhead), from now on
we focus on that case.
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Figure 8.5: Reference images (left) and radius estimations (right). The mea-
sured spot size as a function of the actual spot size. The straight red curve rep-
resents the theoretical values. The yellow curve shows the estimated radius ex-
tracted from the phase of the wavelet coefficients in the complex case. The blue
curve visualizes the estimated radius determined by scaling the multipliers in
the multichannel case.

8.5 SpotCaliper

Based on the mathematical tools we developed in Sections 8.2 and 8.3, we created a
novel wavelet-based image analysis software that provides a fast automatic detection
scheme for circular patterns (spots), combined with the precise estimation of their size.
The software is implemented as an ImageJ plugin under the name SpotCaliper. Our
software can be applied to a broad class of images; it is not linked to one specific bio-
logical problem. However, we note two particular applications, where the precise de-
tection of the spots and their radius estimation is of high interest. First, in antimicro-
bial susceptibility testing of significant bacterial isolates, the size of the spots describing
the zones of the inhibition areas are measured and used as an indicator of antibiotic-
resistance [33]. Second, detection and size measurements are also important for under-
standing Enzyme-Linked ImmunoSpot images [32]. As discussed in Chapter 1, those
assays are used to monitor the adaptive immune responses of humans and animals
by visualizing antigen-antibody reactions. Accompanying the interaction, the naturally
transparent cells are releasing cytokines that color the surrounding substance, typically
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resulting in blue or black spots. The size of the spots is proportional to the strength of
the reaction.

8.5.1 Steps of the Algorithm

The software is able to automatically find spots of varying sizes, and it gives precise mea-
surements of their radii. Here, we give a brief summary of the algorithm. We suppose
that a scalable wavelet with the proper Fourier multipliers is at our disposal.
(1) (Wavelet Analysis With Scalable Wavelets)
We decompose the image with the scalable wavelet. At each location k and dyadic scale
i , we have nmax channels, corresponding to the number of Fourier multipliers. The first
stage outputs a map of wavelet coefficients {wn(i ,k)}nmax

n=1 .
(2) (Local Maxima Detection)
We apply a local non-maximum suppression in order to prevent multiple detections of
the same spot.
(3) (Fine Estimation of the Radius)
We perform the adaptation step (steering of the scale) at each location that was retained
by the previous step. The size of an object corresponds to a maximum in the response
of the wavelet detector. The wavelets therefore have to be “scaled” to look for the pre-
cise scale that elicits the largest response. Since our wavelets are scaled on a quasi-
continuum, we obtain precise results.
(4) (Selection )
We rank or filter the candidates based on a particular measure (e.g., strength of the re-
sponse of the wavelet, contrast with respect to the neighboring background, signal-to-
noise ratio (SNR)).
(4) (Visualization of the Detections )
The user is able to edit the results and their visualization in several ways, or save the
results to a comma-separated text file (.csv).

8.5.2 Modes and Parameter Settings

The software has two user interfaces: regular (SpotCaliper) and plain (SpotCaliper Plain).
In the regular setup, the SpotCaliper user interface visualizes the detection results on an
image, and detections are collected in a table. When the computations are finished, the
software switches to post-processing mode, enabling the user to edit the results: mod-
ify the measurements, extract data, and do further analysis. The plain interface differs
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Figure 8.6: Automatic, custom, and load modes of SportCaliper.

from the regular version in the sense that the detection results are directly saved to a
comma-separated text file (.csv), facilitating batch processing.

The SpotCaliper graphical user interface has three different modes corresponding
to three different ways of parameter configuration: automatic, custom, and load. The
automatic mode accounts for a completely automatic detection process, the custom
mode permits the user to set several parameters, and the load option enables recovering
previously saved measurements. The three different modes of SpotCaliper are shown in
Figure 8.6.

Once the detection phase is complete, the user interface automatically switches to
the selection panel (Figure 8.7) and visualizes the detections. Initially, all of the detected
spots are visualized on the image and collected into a table.

8.5.3 Post-processing and Visualization

The detections are collected in a table, displaying the following parameters: ID of a spot,
its location (x and y coordinates), radius, confidence, contrast, SNR and type. Each spot
has its own unique identification number. This helps the user find the corresponding
spot on the image. As described in Section 8.5.1, the detection algorithm is based on
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Figure 8.7: The selection and display panels of SpotCaliper.

the strength of wavelet coefficients. When the coefficients have high values, one can
be more certain that the corresponding detections are correct. The confidence level re-
flects this property. The contrast measures the distinction between the object and its
background: the higher the difference between the average intensity of the spot and the
surrounding concentric neighborhood, the higher the probability that the detection is
correct. Similarly to the contrast, the SNR characterizes the “correctness” of the spots. It
gives the ratio between the average of the intensity of the spot (inside the surrounding
circle) and the standard deviation of the background (surrounding concentric neigh-
borhood).

It is possible to fine tune the given measurements, and the post-processing of the
data is also an available option. Depending on the area of application of the software,
there are two possible approaches to treat the number of false positive/negative results.
In some cases, one might prefer to detect all of the spots, accepting some false detec-
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tions; in other instances, it may be favorable to keep fewer detections, with a higher level
of certainty. The above-mentioned confidence level, contrast level, and SNR measures
address this issue by enabling the user to filter out the least reliable detections. Higher
confidence levels, contrast levels, and SNR correspond to a higher level of certainty that
the detections are correct.

It is also possible to interact with the data directly: the user can manually add a
spot with an automatically computed radius, drag and drop or remove it. The drag and
drop option includes an optimization of the center in an M ×M window facilitating
the editing of the results. When adding or dragging a spot, the software automatically
searches for the highest detection response in an M ×M window around the cursor. It
means that there is no need to exactly click to the center point of the spot, the software
finds it automatically. The size of the search window can be adjusted by the user.

The detected objects are visualized by their outline, covered with a variable opacity
disk, or identified by both methods. There is a possibility to label the spots either by
their ID, radius, confidence level, contrast, or SNR. The centers of the spots are option-
ally shown as well with crosses. The display panel controlling these settings is presented
in Figure 8.7.

8.6 Experimental Results

To evaluate the performance of our algorithm, we use a variety of test images, includ-
ing synthetic ones and real micrographs. The aim of our experiments is to measure the
speed of our method, its accuracy, and its robustness against background signal. We
also want to compare our method to other popular spot detection methods in the liter-
ature.

The artificial test images we generate aim at mimicking the circular structures of
biological substances mentioned in the introduction of SpotCaliper. Our basic geomet-
ric forms are randomly distributed circular disk patterns. However, we add substantial
noise corresponding to the non-stationary background signal of microscopy images in
order to make the detection task challenging (e.g., in Figure 8.8 the disks are barely visi-
ble).
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Figure 8.8: First row: ground truth; detections obtained by our method on
the test image corrupted with additive isotropic Brownian motion (mean 0,
σ= 2.0); detections obtained by our method on the test image corrupted with
additive isotropic Brownian motion (mean 0, σ= 7.0). Second row: detections
obtained by competing algorithms on the first test image. Third row: detec-
tions obtained by competing algorithms on the second test image.
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8.6.1 Reference Methods

There exist several approaches dedicated to the detection of circular objects and mea-
suring their radii. We can separate these approaches into three main categories: classi-
cal global methods (e.g., morphology and adaptive thresholding); methods based on the
detection and analysis of edges and gradients (e.g., the Circle Hough transform [158] and
active contours); and approaches based on filtering (e.g., Laplacian of Gaussian (LoG),
determinant of Hessian (DoH); and wavelet-based techniques, [159]).

Global methods are mostly used for the evaluation of clear structures without back-
ground signal or noise. Their accuracy drops significantly for complex structures that
appear in biological experiments, due to their sensitivity to noise and variable back-
grounds. Edge-based methods are highly demanding in computational time and capac-
ity. Filter-based methods include detectors with parametric templates that correspond
to a specific range of sizes or scales.

In [4], it was shown that the LoG filter can be likened to a whitened matched fil-
ter and offers optimal properties for detection in a broad category of images. In [160],
Lindeberg proposed a multiscale extension of the LoG-based detection scheme to over-
come the limitation of the single scale. His method uses numerous passes of the LoG
filter to capture the location and the size of spots. The computational efficiency of the
algorithm highly depends on the diversity of the spot sizes.

For the comparison, we have chosen the following methods: Circle Hough trans-
form, Multiscale LoG, Thresholding and connected components.

In the evaluation phase we use the Hungarian algorithm to match the detections
with the nodes of the original grid. The detections are accepted if they are no further
than 5 pixel from the original nodes. Otherwise, they are counted as false positives.
To make a quantitative evaluation, we compute the Jaccard index and the root-mean-
square error (RMSE) for the estimation of the position and radius. We note that the
RMSE is computed for the matched detections only. The definition of the Jaccard index
is given in the Nomenclature.

8.6.2 Running Time

When evaluating different methods, it is often desirable to compare their performance
with respect to their speed or running time. To do so, we perform the following exper-
iment. We generate a series of test images (of size 1,000×1,000) where we control the
location of the spots and their radius. The ground-truth data contain 200 disks, with
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radii varying between 8 and 40 pixels. We allow overlap between neighboring spots, by
at most 10 pixels.

In case of the multiscale Laplacian of Gaussian and the Circle Hough transform, the
running time is influenced by the parameter settings of the method. In general, there is
a trade-off between speed and performance: with generous settings they provide better
results; however, their computation time increases dramatically.

The multiscale LoG method uses numerous passes of the LoG filter. It means that
the range of the scales (depending on the size of the blobs) and the sampling step be-
tween the scales influences the running time. The bigger the range of the scales, or the
finer the sampling steps are the more dramatic is the increase in computation time.

In the case of the Circle Hough transform, one can set parameters that determine
the precision of the algorithm (corresponding to its “search space”).

Our method relies on the computation of wavelet coefficients. We apply a thresh-
olding and local maxima search on the coefficients, and do the precise estimation of
the radius only for a selected list of candidates. The list of the candidate points can be
adjusted. The algorithm reaches its slowest computation time when we process all the
pixels equivalently without any pre-selection step (i.e., the list of candidates contains all
the points).

To test the speed of the algorithm we set the parameters in such a way that they
achieve a specific running time. Then, we measure how well can those methods detect
and estimate the radius in that amount of time. We compute the RMS error of the radius
and position estimation to quantify the results. In this case, we are using noise-free
images, as described above. The results are summarized in Figure 8.9.

Due to the noise-free nature of the dataset the “thresholding and connected com-
ponents” method (built-in plugin of ImageJ) performs the best. It is fast and accurate,
which we note with a dot close to (but not in) the origin. However, we highlight that,
the application area of the method “thresholding and connected components” is lim-
ited to essentially noise-free data. Our method performs better than the Circle Hough
transform, even when allowing the latter one run for a much (4-4.5 times) longer time.
Our method also outperforms the multiscale LoG in the sense that we reach the same
quality of results in less time (2.5 times faster).
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Figure 8.9: Position and radius estimation error (in pixels) in the sense of root
mean square error (RMSE) as a function of running time.
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8.6.3 Robustness Against Background Signal

To generate our test images for this experiment, we assume that we can represent the
background signal (autofluorescence) present in biological images with the model de-
scribed in Section 4.2.2.

As in the previous case, we generate a series of test images (of size 1,000× 1,000),
where we exactly control the location of the spots and their radii. We intend to detect
different spots, with radii varying between 8 and 40. We allow overlap between neigh-
boring spots, by at most 10 pixels. To make the detection more challenging, we add
some isotropic background signal (fBm), with a mean of zero and σ ranging from 0 to
10. An illustration of typical test results obtained by our method and the competing al-
gorithms can be seen in Figure 8.8, along with the ground truth. We set the running time
of the corresponding algorithms to the same order of magnitude (favoring the compet-
ing ones).

The Jaccard index and the RMS errors are presented in Figure 8.10. We plot the RMSE
curves for each method for a Jaccard index higher than 60%. We also plot the distribu-
tion of the radius estimation error (in pixels) in the sense of EMS error as a function of
the Jaccard index. One can observe that the results of our method are concentrated in
the lower left portion of the diagram, which is favourable for applications (higher Jac-
card index and higher accuracy). Based on the graphs, we confirm that our algorithm
has a clear advantage in terms of accuracy and detection power in the presence of sig-
nificant background.

We can see that the noise level of σ = 2.0 corresponds to the second line of the test
images in Figure 8.8. In this range of noise parameters we obtain with our method a
Jaccard index of 100%. The noise level of σ= 7.0, which corresponds to the third line of
test image Figure 8.8 reflects the point where the Jaccard index curve of our method cuts
off from 100%. Figure 8.8 allows a visual comparison of the different methods at those
points. One can observe that, when our method is still working perfectly, the others are
already making false positive and negative detections, as well as misalignments.
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Figure 8.10: First row from left to right: Jaccard index under isotropic Brown-
ian motion (background signal), as a function of σ of the noise; distribution of
the radius estimation error (in pixels) in the sense of root mean square error
(RMSE) as a function of the Jaccard index. Second row: Position and radius es-
timation error (in pixels) in the sense of root mean square error (RMSE) under
isotropic Brownian motion (background signal), as a function of σ.
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Figure 8.11: From left to right: cells in fluorescence microscopy; corresponding
detections.

8.6.4 Practical Applications

In this section we illustrate the performance of our algorithm on biological micrographs.
Figure 8.11 features cells in fluorescence microscopy. The detections and radius mea-
surements are accurate, despite the heavy background signal and the fact that the in-
tensity of the cells are varying. Figure 8.12 visualizes human HT29 colon-cancer cells 2.
Our algorithm works well in this case as well. Figure 8.13 visualizes detection results on
ELISpot data. Figure 8.14 illustrates results on the detection of cell nuclei labelled with
DAPI staining 3.

2Source: Broad Bioimage Benchmark Collection, http://www.broadinstitute.org/bbbc/BBBC008/
3Source: Online image database of the Perelman School of Medicine, University of Pennsylvania,

www.med.upenn.edu/gtp/morphology_gallery.shtml.
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Figure 8.12: From left to right: human colon-cancer cells; corresponding detections.

Figure 8.13: Detection results on ELISpot data. From left to right: original test
image; automatic detections; semi-automatic detections.
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Figure 8.14: Detection of the nucleus of cells labelled with DAPI staining. From
left to right: original test image; corresponding detections.

8.7 Conclusion

In this chapter, we presented a general construction of adaptable tight wavelet frames,
focusing on scaling operations. We applied our wavelet-based framework to detect and
estimate the scale of circular structures in images. The attractive features of our algo-
rithm are (i) our wavelets can be scaled on a quasi continuum without significant com-
putational overhead; (ii) robustness; and (iii), speed. The effectiveness of our approach
in practical applications was demonstrated on synthetic and real biological data.
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8.8 Notes

Proof of Proposition 8.1

The result follows immediately from the definitions of M and U.

Proof of Proposition 8.2

This is a log mapping of Theorem 5.2 from [98].



Chapter 9

Conclusions

In this thesis, we presented a comprehensive approach and general frameworks for im-
age representations that can be adapted to local geometric transformations. In addition
to a multitude of theoretical results, including fundamental bounds and optimal solu-
tions in many cases, we also verified the practical applicability of our approach in a wide
range of experiments.

In the first section below, we summarize the main contributions of our work. In the
second section, we discuss the potential areas of interest for future research related to
our work.

9.1 Summary of Results

Transforms and Operators for Directional Bioimage Analysis

We presented a survey on the directional analysis of bioimages. We discussed the ben-
efits and drawbacks of classical gradient- and derivative-based methods, directional
multiscale transforms, and (possibly multiscale) steerable filters. From a user perspec-
tive, we identified steerable filters and wavelets among the most attractive methods.
The advantage of steerable wavelets is that they combine high directional selectivity
and multiscale analysis, which allows the efficient processing of oriented patterns at
different scales.

155
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Design Criteria on Optimal Detectors

We derived the Cramér-Rao Lower Bounds (CRLB) on the error of estimating local orien-
tations of directional patterns in images using steerable filters. Based on those bounds
we provided solutions for improving and optimizing the choice of the detector func-
tions. In particular, we addressed the problem of choosing the best harmonics to achieve
the lowest CRLB, as well as finding the optimal radial profile of the detector function. We
also studied the bounds on the performance of multi-scale steerable estimators, and the
differences with the single-scale case. We proposed an estimator for the estimation of
orientation, and compared its estimation error to the theoretical bounds. Our proposed
estimator closely followed these bounds in experiments. We provided several experi-
ments on different realistic junctions and directional patterns.

Analysis of Local Symmetry Points

We presented a framework for the detection and classification of the centers of local
symmetry in images. Our algorithm relied on circular harmonic wavelets which are used
to generate steerable wavelet channels corresponding to different symmetry orders. To
give a measure of local symmetry, we used the F-test to examine the distribution of the
energy across different channels. Since any combination of arbitrary orders of sym-
metry may be tested without the need to design specific templates, detecting arbitrary
symmetry orders is possible without any computational overhead. We provided exper-
imental results on synthetic images, biological micrographs, and electron-microscopy
images to demonstrate the performance of the algorithm.

Design of Steerable Filters for Junction Detection

We studied junction detectors based on steerable wavelets that are polar-separable in
the Fourier domain. We defined a general framework to design steerable wavelets that
optimally match desired profiles. This permitted us to obtain precise estimates of junc-
tions locations and orientations across a wide range of scales and at any orientation.
The multiscale selectivity of the method was provided by the radial part of the detec-
tor, while the angular profile was represented by circular harmonics, and encoded by a
shaping matrix. The shaping matrix was obtained by an optimization problem of maxi-
mally localizing the wavelets along some particular directions. The focus of the deriva-
tion was on the design of multi-fold symmetric wavelet profiles, however we provided
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solutions for the general case as well. Based on the estimation of the junctions, we pro-
posed an algorithm combining local symmetry detectors and dynamic programming to
detect and segment structures in images featuring multifold junctions. The effective-
ness of our approach in practical applications was demonstrated on synthetic and real
biology data in the presence of noise.

General Construction of Adaptable Tight Wavelet Frames

In analogy with steerable wavelets, we presented a general construction of adaptable
tight wavelet frames, with an emphasis on scaling operations. The fundamental aspects
of the construction were reminiscent of steerable wavelet design: an admissible collec-
tion of Fourier multipliers were used to extend a tight wavelet frame, and the “scale” of
the wavelets was adapted continuously in between dyadic scales, by scaling the multi-
pliers. As applications, the proposed wavelets were used for frequency localization, and
for detecting the location and size of cellular shapes.

Based on the theory discussed above, we have created a novel wavelet-based image-
analysis software, called SpotCaliper, providing a fast automatic detection scheme for
circular patterns (spots), combined with the precise estimation of their size. It is im-
plemented as an ImageJ plugin with a friendly user interface. The user can additionally
edit the results by modifying the measurements (in a semi-automated way), and extract
data for further analysis. The fine tuning of the detections includes the possibility of
adjusting or removing the original detections, as well as adding further spots.

9.2 Outlook

Integrated Design of an Optimal Steerable Pattern

In Chapter 4, we identified the harmonics and radial profiles for steerable detectors that
achieve the best Cramér-Rao bounds. We demonstrated some of the significant prac-
tical implications of this in the experiments in that section (especially with regard to
the optimal choice of the harmonics). However, it would be of interest to approach this
question from a more practical perspective, and provide a step-by-step guide to design-
ing the optimal steerable detector in applications. Based on the CRLB results for steer-
able detectors, the optimal radial profile and the number of harmonics could be easily
determined. The performance of such schemes could be predicted and tested. We are
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currently actively working towards a paper on this topic.

Steerable Wavelets in 3D

Instead of the circular harmonic wavelet frames used in Chapters 5 and 6, we could
adapt our framework to 3D with spherical or zonal harmonics. However, the design
and the shaping of the harmonics is not straightforward. While the circular harmonic
components correspond to specific angular directions in the 2D plane, this is no longer
true in the spherical harmonic case; the 3D basis functions can take various shapes.
Also, the steering itself is computationally more expensive, since one has to optimize
the rotation with respect to horizontal and vertical directions that cannot be decoupled.

Another interesting point to address comes from the imaging properties of micro-
scopes. Typically, the axial and lateral resolution is not the same, so one cannot consider
the data to be sampled on an isotropic grid. Thus, the implementation of the proposed
algorithms raises several future questions related to steering on non-uniform lattices.
Also, the proper choice of the radial profile should be revisited, possibly favoring ellip-
tical solutions over isotropic ones.

SWM: Steerable Wavelet Machines

It could be of interest to combine the proposed methods with machine learning, by us-
ing our framework as descriptors for image regions. Our methods could serve to bridge
the gap between handcrafted moving frame based approaches and learned represen-
tations. We are currently conducting active research on this topic, and a paper on this
subject will be forthcoming.

Scaling With Non-Isotropic Wavelet Profiles

In the current framework, for scalable wavelet analysis, we focus on isotropic wavelet
frames and their adaptation with the family of dilation multipliers. Theoretically, we
could apply a particular basis of scalable filters to a non-isotropic (elliptical) dyadic tight
wavelet frame to create wavelet channels, and the resulting wavelet frame would be
also arbitrarily scalable. However, in case of ellipsoidal patterns, the orientation of the
ellipses would raise several further questions. Due to the directionality of the patterns
one would need to do steering not only with respect to dilations, but also jointly, with
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respect to rotations. The joint optimization process would result in a more complicated
scenario, but could serve as a target for future research.

Scaling in 3D

It could be of interest to extend our “scalable” framework for 3D data. Note that our the-
oretical results and constructions for scalable design are not restricted to 2D. Assuming
isotropy, we could take the 3D counterpart of our primal wavelet and apply the same
classes of Fourier multipliers that we have defined for the 2D case. However, the proper
handling of anisotropic data (which is typical in micrographs, as discussed above) re-
quires more care concerning the implementation, and possibly non-isotropic wavelet
profiles need to be considered, as mentioned in the previous point.
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