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Abstract

Gyrotrons belong to the family of high-power coherent radiation sources known as Electron Cy-
clotron Masers (ECMs) and are based on the physical mechanism of the ECM-instability, con-
verting electron rotational kinetic energy into coherent electromagnetic radiation. The world-
wide gyrotron R&D is mainly driven by the application in heating a magnetically confined fu-
sion plasma, which requires coherent radiation sources with MW power-level in the sub-THz
frequency range. In the last two decades, an application for gyrotrons emerged in the field of
Nuclear Magnetic Resonance (NMR) spectroscopy, where a dramatic enhancement in sensitiv-
ity can be achieved via Dynamic Nuclear Polarization (DNP), requiring a low-power (∼1−10W),
sub-THz frequency (∼100−600GHz) coherent radiation.

The subject of this thesis is a gyrotron prototype developed at SPC/EPFL for the DNP-application.
It is designed for continuous mode (CW)-operation on the TE7,2-mode and has a maximum
radio-frequency (RF)-power of PRF=150W at a frequency of fRF=260.5GHz.

The DNP-gyrotron has demonstrated to be an ideal test-bench for fundamental research on
the highly non-linear beam-wave interaction process. The weakly overmoded gyrotron cavity
is such that transverse mode competition can be neglected and the studied dynamical regimes
concentrate on the 1D-longitudinal dynamics. The main topic of this work concentrates on the
experimental measurements and numerical modeling of novel non-stationary regimes, charac-
terized by a multi-frequency spectrum and a modulated RF-power.

These experimental results have shown that the very fast dynamics (nanosecond time-scale)
observed in non-stationary regimes is such that the usual assumption, in which the cavity elec-
tromagnetic field is not varying during the electron time of flight, is no more valid. To overcome
this assumption a new model based on a Particle-In-Cell (PIC) approach has been developed and
a new code TWANG-PIC has been written and successfully exploited. Also, the linear regime has
been revisited from the theoretical point of view by developing a new moment-based model.
Based on this model a new code TWANGLIN has been written and used for a detailed analysis of
the experimentally measured threshold conditions (starting current) covering operating points
from forward to backward-wave gyrotron regimes.

Among a large variety of non-stationary regimes, that are described and analyzed, a novel spe-
cific nanosecond-pulsed regime was studied, in which the multi-frequency spectrum consists of
frequency-equidistant, phase-locked sidebands. This novel regime may open up new applica-
tions for gyrotrons.

For the first time it has also been possible to experimentally investigate, and model via numer-
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ical simulations, the dynamical properties from the linear regime up to chaotic regimes. The
numerical simulations with TWANG-PIC are in good qualitative agreement with the experimen-
tal results and showed that the observed non-stationary regimes are associated to non-linear
axial mode-competition.

Another important task was to configure the gyrotron for the DNP-NMR spectroscopy appli-
cation. Several state-of-the-art features have been included, such as a continuous frequen-
cy-tuning over 1.2GHz by varying several control parameters simultaneously, a fast (�15kHz)
frequency-modulation over ∼100MHz and a feedback-controller for stabilizing RF-parameters.
Currently the gyrotron is routinely and successfully operated on a 400MHz DNP-NMR experi-
ment.

keywords: gyrotron, beam-wave interaction, DNP-NMR spectroscopy, frequency-tuning, non-
stationary oscillations, sidebands, gyrotron modeling, chaotic radiation
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Kurzzusammenfassung

Gyrotrons gehören zur Familie der Elektron-Zyklotron-Maser (ECM) und basieren auf dem physi-
kalischen Mechanismus der ECM-Instabilität, die die kinetische Rotationsenergie in kohärente
elektromagnetische Strahlung umwandelt. Die weltweite Gyrotron-R&D wird hauptsächlich an-
getrieben von der Anwendung zur Heizung eines magnetisch eingeschlossenen Fusionsplas-
mas, welches nach kohärenten Strahlungsquellen mit MW-Leistungsniveau im sub-THz Fre-
quenzbereich verlangt. In den letzten zwei Jahrzehnten entwickelte sich eine Anwendung für
Gyrotrons im Bereich der Kernspinresonanz (NMR)-Spektroskopie, wo extreme Sensitivitätsver-
stärkung durch Dynamisch-Nukleare Polarisation (DNP) erreicht wird, was kohärente Strahlung
(RF) mit niedrigerer Leistung (∼1-10W) und sub-THz-Frequenz (∼100−600GHz) erfordert.
Das Thema dieser Dissertation ist ein Gyrotronprototyp, der am SPC/EPFL für die DNP-An-
wendung entwickelt wurde. Er wurde entworfen für Dauerbetrieb in der TE7,2-Mode und hat
eine Maximal- Strahlungsleistung von PRF=150W bei einer Frequenz von fRF=260.5GHz.

Das DNP-Gyrotron erwies sich als ideales Versuchsobjekt für die Erforschung der Strahl-Wellen-
Wechselwirkung. Der schwach übermodierte Resonator erlaubt es, die transversale Moden-
konkurrenz zu vernachlässigen und die untersuchten dynamischen Regime konzentrieren sich
auf die 1D longitudinale Dynamik. Das Hauptthema dieser Arbeit konzentriert sich auf experi-
mentelle Messungen und numerische Modellierung eines neuartigen nicht-stationären Regimes,
das sich durch ein Mehrfrequenzspektrum und modulierte RF-Leistung auszeichnet.

Diese experimentellen Ergebnisse zeigen, dass durch die beobachtete sehr schnelle Dynamik
(Nanosekunden-Zeitskala) in den nicht-stationären Regimes die gebräuchliche Annahme, dass
das elektromagnetische Feldprofil invariant ist während der Elektronendurchflugszeit, ausser
Kraft gesetzt wird. Um diese Annahme zu beseitigen wurde ein neues, auf einen Particle-In-Cell
(PIC)-Ansatz basierendes Modell entwickelt und ein neuer Code TWANG-PIC wurde geschrieben
und erfolgreich angewandt. Ebenso wurde die Theorie des linearen Regimes neu aufgegrif-
fen durch die Neuentwicklung eines momentenbezogenen Modells. Basiert auf dieses Modell
wurde ein neuer Code TWANGLIN geschrieben und verwendet für die Analyse der experimentell
gemessenen Schwellenbedingungen (Startstrom) verteilt über Arbeitspunkte vom Rückwärts-
bis Vorwärtswellen-Regime.

Unter der grossen Vielfalt an nicht-stationären Regimen, die beschrieben und analysiert wird,
ergibt sich ein neuartiges Regime mit Nanosekundenpulsen, in welchem das Mehrfrequenzspek-
trum aus äquidistanten, phasengekoppelten Seitenbändern besteht. Dieses neuartige Regime
könnte neue Anwendungsbereiche für Gyrotrons eröffnen.
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Erstmals war es auch möglich, die dynamischen Eigenschaften vom linearen Regime bis hin
zum chaotischen Regime experimentell zu erkunden und mithilfe von numerischen Simulatio-
nen zu modellieren. Die numerischen Simulationen mit TWANG-PIC sind in guter qualitativer
Übereinstimmung mit experimentellen Ergebnissen und zeigten, dass die nicht-stationären Re-
gimes mit axialer Modenkonkurrenz assoziiert sind.

Eine weitere wichtige Aufgabe dieser Dissertation bestand aus Vorkehrungen des Gyrotrons für
die DNP-NMR Spectroskopie-Anwendung. Mehrere hochmoderne Funktionen wurden einge-
bunden, wie z.B. eine kontinuierliche Frequenzanpassung über 1,2GHz durch Variation mehr-
erer Kontrollparameter, eine Frequenzmodulation über ∼100MHz und ein Feedback-Kontroll-
System zur Stabilisierung von RF-Parametern. Aktuell wird das Gyrotron routinemässig und er-
folgreich an einem 400MHz DNP-NMR-Experiment betrieben.

Schlagwörter: Gyrotron, Strahl-Wellen-Wechselwirkung, DNP-NMR Spectroskopie, Frequen-
zverstimmung, nicht-stationäre Schwingungen, Seitenbänder, Gyrotron Modellisierung, chao-
tische Strahlung

iv Falk Braunmueller, SPC, EPFL
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Chapter 1

Introduction

1.1 Background and Motivation

The development of gyrotrons is closely related to the history of magnetic fusion research, where
a hot ionized gas, a plasma, is magnetically confined. The goal of this research is the develop-
ment of a new sustainable primary energy source, based on nuclear fusion. In a nuclear fusion
reaction, the nuclei of two lighter atoms fuse to a heavier nucleus, releasing a large amount of
energy. In order to create nuclear fusion reactions with a positive overall energy balance, the
plasma has to be heated to temperatures of ∼ 100 million °C. An essential heating method for
this application is based on the heating of electrons in the plasma via Electron Cyclotron Reso-
nant Heating (ECRH). This is performed by injection of high-power (0.1-2MW) electromagnetic
radiation with a frequency in the range 28-170GHz.
The only source capable of producing such electromagnetic radiation is the gyrotron, a device
producing coherent electromagnetic radiation based on the stimulated excitation of radiation
from a magnetized electron beam in a cavity-resonator. Therefore, the research and develop-
ment of gyrotrons was triggered and motivated by their application in plasma heating of mag-
netically confined plasmas.
Later it was realized, that gyrotrons are capable of producing electromagnetic radiation also at
higher frequencies of several hundred GHz with a power ranging from Watts to kiloWatts. This
capability is unique for radiation sources and opens new fields of application. One of them is
an application in Nuclear Magnetic Resonance (NMR)-spectroscopy, where organic compounds
and matter are studied by analyzing the spectra of magnetized nuclear spins excited by a low-
frequency (<1GHz) radio-frequency (RF) wave. In Dynamic Nuclear Polarization (DNP), the
high-frequency radiation generated by the gyrotron (0.1-1THz) interacts with the magnetized
electron spins, which, via a quantum-mechanical coupling to the nuclear spins, significantly en-
hances the NMR-signal. The gyrotron that is the subject of this thesis has been developed as a
radiation-source for the DNP-application.
In this thesis, a full description and characterization of the gyrotron will be presented. In partic-
ular, it will be described, how the gyrotron was configured and characterized for an optimization
in view of its application in DNP-spectroscopy, including the implementation of several state-
of-the-art features, that have already proven their benefits in DNP-experiments.
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CHAPTER 1. INTRODUCTION

It was found, that the radiation characteristics observed with the DNP-gyrotron significantly ex-
tend the current understanding of beam-wave interaction in gyrotrons.
For correctly modeling the threshold of radiation excitation in the DNP-gyrotron, a new model
for the linear beam-wave interaction was developed, based on the linearized model of the non-
linear equations considered in the code TWANG, based on a novel moment-based approach.
This model, implemented in the code TWANGLIN, takes into account the change of the self-
consistent field properties due to the coupling to the electrons, so that the code can be applied
also in regimes, where other models are not valid, within particular gyro-backward wave regimes.
In the characterization of the DNP-gyrotron, the phenomenon of non-stationary oscillation with
a transition to chaotic radiation was observed. This phenomenon, which is characterized by ra-
diation parameters varying self-consistently on the time-scale of nanoseconds, is not yet entirely
understood and has been described only superficially in other gyrotron-experiments. It is a very
relevant topic for gyrotrons of the same class as the one described here, where the frequency is
tuned continuously over a range of the order of 1GHz.
It was found, that commonly used beam-wave interaction models and simulation codes are not
appropriate for describing the non-stationary oscillations observed in the DNP-gyrotron. This
triggered the development of a novel model, which is based upon the model of the TWANG-
code, and which is implemented into the new simulation code TWANG-PIC. In the model of
TWANG-PIC, a separation between the time-scales of field-variation and electron transit-time
in the interaction region is removed, extending the validity of the model to regimes with rapidly
varying (∼ns) radiation parameters.
In this thesis, the non-stationary regime is for the first time completely characterized experimen-
tally. This includes a detailed categorization of the types of non-stationary oscillations observed
on different operating points, characterizing the appearance of chaotic radiation in experiment,
and a detailed analysis of a regime that is characterized by the appearance of sidebands in the
radiation spectrum.
With the help of the code TWANG-PIC, the detailed experimental results can also for the first
time be directly compared to simulations based on an appropriate modeling. Finally, the simu-
lations can be used to interpret the non-stationary phenomena observed in experimental mea-
surements.

1.2 Magnetic fusion research

In this section, the research of magnetic fusion will be briefly described, which is the driving
force in gyrotron development.

The increasing global energy demand makes the world community search for new energy re-
sources, that are safe, sustainable and compatible with the environment. All currently available
energy sources have disadvantages of one kind or the other, be it global warming for fossil fuels,
the risk of a major nuclear accident for nuclear fission or a lack of predictability for solar- and
wind energy. One potential clean, reliable and flexible source of energy is nuclear fusion, which
is also the energy resource of the sun.
The principle of fusion is a nuclear reaction, in which two light atoms (e.g. Deuterium, 2H, with
Tritium, 3H) fuse to a heavier nucleus, while releasing a large amount of energy in this reac-

2 Falk Braunmueller, SPC, EPFL



1.2. MAGNETIC FUSION RESEARCH

tion. In order to induce a nuclear fusion reaction, the electrostatic repulsion between the two
positively charged nuclei must be overcome, requiring high particle kinetic energies. At temper-
atures, where such energies occur frequently enough, the hydrogenic atoms are fully ionized, i.e.
in a plasma state.
A plasma has to be confined with a sufficient density, temperature and confinement time in
order to achieve a positive energy-balance for nuclear fusion. Since charged particles are influ-
enced by electromagnetic fields, a possible method of confining this plasma is by using magnetic
fields. Therefore, in the most developed concept of magnetic fusion the confinement is provided
by closed magnetic field lines helically wound in a toroidally shaped plasma.

An example of an experimental device for magnetic fusion research is displayed in Fig. 1.1,

Plasma 
cross-
section

Vacuum 
vessel
with ports

Magnetic 
field coils

Figure 1.1: Schematic view of half-torus of TCV with plasma-cross-section. Height of vacuum
vessel: 1.54m.

showing a schematic half-torus of the TCV-experiment (Tokamak à Configuration Variable) at
Swiss Plasma Center (SPC). The plasma has to be heated to very high temperatures Tplasma ∼
1−10keV in fusion-relevant experiments, for which the most advanced auxiliary heating system
is the injection of high-power RF (electromagnetic radiation) into the plasma, where it is res-
onantly absorbed by the magnetized ions or electrons. Considering the magnetized light elec-
trons, the wave-particle interaction in the plasma transferring energy to the electrons (heating)
occurs via the Electron Cyclotron Resonant Heating (ECRH)).
Through their application in this heating method, gyrotrons play an important role for the pro-
gress in magnetic fusion research. In particular, for a possible future fusion reactor producing
energy, the delivered RF-power and the efficiency for converting electrical power to RF-power
have to be as high as possible. Without such high-efficiency heating methods, the goal of achiev-

Gyrotron physics from linear to chaotic regimes: experiment and numerical modeling 3



CHAPTER 1. INTRODUCTION

ing a positive overall energy balance in a fusion reactor would be extremely difficult. Therefore,
the development of reliable gyrotrons with a possible further increase in efficiency is an impor-
tant factor for reaching the goal of commercially available fusion energy.

1.2.1 Electron Cyclotron Resonance Heating

As mentioned above, the most advanced heating concept for magnetic fusion experiments is
ECRH with the help of gyrotrons [1]. As illustrated in Fig. 1.2, for this concept, an RF-beam is in-

RF

RF =n ce

     =n eB
   m

Figure 1.2: Concept of ECRH on resonant layer in plasma.

jected into the plasma from a port in the vacuum-vessel. It penetrates the plasma until it reaches
a resonant layer, where the radially changing magnetic field is such, that the RF-frequency equals
the (relativistic) electron cyclotron frequency

Ωc

γ
= eB0

γme
(1.1)

or its harmonics (with magnetic field B0 and electron charge, mass and relativistic factor e, me

and γ). At this position, the wave is absorbed in the plasma. However, depending on the plasma
density and the magnetic field-value, the injected RF-beam may first encounter a cutoff-layer
and be reflected, before encountering the resonant layer. Then, higher frequencies have to be
used, situated at higher harmonics of the cyclotron-frequency. Such is the case for the plasma in
the Tokamak à Configuration Variable (TCV)-experiment, where the second and third harmonics
are used for electron heating in X-mode, characterized by a nearly perpendicular injection of the
RF-wave with respect to the confining magnetic field, B0, and an RF-electric field perpendicular
to B0.
Using ECRH, the efficiency for locally absorbing the RF-power at the desired location in the
plasma is generally very high, although decreasing for higher cyclotron harmonics [2]. Therefore,
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ECRH with gyrotrons can be used to heat very locally, which is necessary for the suppression and
control of certain instabilities in the plasma [3]. At the same time, the wave can drive a localized
current in the plasma via Electron Cyclotron Current Drive (ECCD) [1].

1.3 Applications for low-power, high-frequency gyrotrons

In addition to the application of plasma-heating, gyrotrons are used as microwave-sources for
many other applications in the range of ∼ 100GHz−1THz, where often only a power of several
Watts is needed. Here, gyrotrons manage to partly bridge the so-called Terahertz power-gap,
which describes the lack of radiation-sources with sufficient power (� 1W) in the frequency
range 0.1− 10THz. A full summary of possible applications of such gyrotrons can be found in
[4, 5]. The most wide-spread application is the DNP-NMR spectroscopy, which is also the main
purpose of the gyrotron described in this manuscript.
Other possible applications of sub-THz gyrotrons include Electron Spin Resonance (ESR) spec-
troscopy [6, 7], direct spectroscopy of positronium [8, 9], material processing [10], detection of
radioactive material [5], plasma diagnostics [11], characterization of semiconductor superlat-
tices [4] and several others.
In low-power high-frequency gyrotrons, as the ones used in DNP-NMR spectroscopy, Ohmic
losses in the wall of the cavity resonator play only a small role in gyrotron design, compared to
high-power gyrotrons, even though they can be comparable to the radiated power. At the same
time, in such devices a continuous frequency-tuning over � 1GHz bandwidth can be achieved.

1.3.1 Dynamic Nuclear Polarization - Nuclear Magnetic Resonance spectroscopy

In Nuclear Magnetic Resonance (NMR) spectroscopy [12, 13], the energy-levels of the hyperfine-
structure of molecules and atoms are measured in a strong magnetic field, which corresponds
to the splitting of atomic energy levels for nuclear spins aligned and antiparallel to the magnetic
field. A precise measurement of the energy-splitting gives information on the detailed chemical
structure in a material, where generally the details of the hydrogen energy-levels are used for an-
alyzing the details of organic compounds and organic matter [13].
In NMR-spectroscopy, the energy-levels are measured through an effect of the bulk-magnet-
ization, which is the magnetization due to the fact that more nuclear spins are aligned in the
direction of the magnetic field than antiparallel. Because the magnetic moment of the nuclear
spins is very small, also the energy-difference between aligned and antiparallel spins is small,
which reflects in an only weakly predominating alignment of the spins. Therefore, also the bulk-
magnetization is generally very small and difficult to measure.
Generally, the method for measuring the NMR-signal is to flip the vector of the bulk-magnet-
ization by 90° (initially aligned with magnetic field). Being perpendicular to the field-direction,
the magnetization vector rotates in a Larmor-precession. This precessing magnetization can
then be detected as an oscillating magnetic field signal, which represents the NMR-spectroscopy
signal.
In Dynamic Nuclear Polarization (DNP)-enhanced NMR-spectroscopy, the NMR-signal can be
strongly increased. This technique makes use of the magnetization of the electron spins in the
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magnetic field. The electron magnetic moment, as well as its bulk-magnetization, is by a factor
∼ 660 larger than the proton magnetic moment. The small nuclear magnetization can be cou-
pled to this large electron magnetization by irradiating with a frequency, that is resonant with
the energy levels for changing the orientation of both nuclear spin and electron spin simultane-
ously. This is illustrated in Fig. 1.3, showing the resonant RF-irradiation from the gyrotron on the
energy-levels of the proton.
Because the gyrotron RF continuously induces transitions with a change of both spin-orientation,

Figure 1.3: a) Transitions between energy-levels of the proton, induced by gyrotron RF (red and
blue). The radiation changes the orientation of electron spin and nuclear spin simultaneously.
b) Dependence of enhancement on tuning of the gyrotron frequency, through change between
the different transitions. The frequencies are ωn : resonance for nuclear spin-flip, ωe : resonance
for electron spin-flip, and the two combinations of simultaneaous spin-flips correspond to the
DNP-frequencies. From [14].

it effectively couples the orientation of the nuclear spin to that of the electron spin. This way,
the number of aligned nuclear spins effectively corresponds to the alignment of spins with the
magnetic moment of the electrons. Thus, a nuclear magnetization as high as the electron mag-
netization can be reached.
Resulting from this much larger nuclear magnetization, also the NMR-signal experiences a large
enhancement, ε, which could theoretically be as large as ε= 660 (for protons), while in real DNP-
NMR-experiments, enhancements of ε > 100 are generally reached [15]. An example of such a
result is presented in Fig. 1.4, where the original signal is compared to the enhanced signal due to
gyrotron radiation and the DNP-effect. The figure shows the enhancement both from [16], and
in comparison the enhancement that has already been obtained in the DNP-gyrotron studied
here [17], including an effect of frequency-modulation that will be explained later.
The effect of DNP has reached a widespread significance since the pioneering paper from MIT

[18], describing the first DNP-NMR experiment with the use of a 140GHz gyrotron. In later ex-
periments, it has been shown, that the continuous frequency-tunability of sub-THz gyrotrons is
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a) b)

Figure 1.4: Enhancement of the NMR-signal due to the irradiation with RF and the DNP-effect.
a) Black: signal without RF from gyrotron. Red: signal with gyrotron. From [16]. b) Black: sig-
nal without RF from gyrotron. Red: signal with gyrotron. Blue: Enhancement increased via
frequency-modulation of gyrotron-RF. Maximum enhancement ε≈ 80. From [17].

of great use in this application [19, 4]. This feature is important for localizing the DNP-resonance
frequency without tuning the magnetic field in the NMR-magnet, as well as for characterizing the
frequency-dependence of the enhancement inside the DNP-NMR resonance (right inlet in Fig.
1.3).

1.4 Principle of gyrotrons and related devices

Gyrotrons are a class of sources of coherent electromagnetic radiation with a power of ∼ 0.1W -
2MW and a frequency in the range of few GHz to 1THz, spanning approximately the microwave-
range and belonging to the category of vacuum-electronics microwave sources.
Vacuum-electronics microwave sources are based on the emission of coherent radiation by an
electron beam, situated inside a vacuum tube. The concept of the emission is a synchronism be-
tween electromagnetic radiation and electron motion, meaning that the electrons move in some
way synchronously with the wave. The beam-wave interaction leads to a bunching of electrons,
creating an AC current density in the electron beam [20]. This bunching then generates a collec-
tive stimulated emission of radiation.
For creating the synchronism between the electrons and the electromagnetic radiation, gyrotrons
exploit the orbital electron motion of gyrating electrons in an external magnetic field, meaning
that a transverse field oscillates with a frequency close to the electron cyclotron frequency. Then,
the synchronism condition requires

ωRF −k||vz ≈ Ωc

γ
(1.2)

with the angular RF-frequency ωRF and axial wavenumber k|| of the electromagnetic radiation
and the electron axial velocity vz , non-relativistic electron cyclotron frequency Ωc and electron
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relativistic factor γ.
Due to this synchronism, a bunching of the electrons in orbital motion can be created through
the Electron Cyclotron Maser (ECM) instability, a relativistic effect involving the dependency of
the electron cyclotron frequency on the electron energy. Due to this instability, which under
some conditions will be explained later on, the orbital motion of the electrons is, on average,
decelerated and the orbital kinetic energy is transferred to the wave energy.
In a gyrotron, the electromagnetic wave is supported by a smooth-wall cylindrical cavity with
adiabatically changing wall-radius. In this cavity, the electrons interact with a given transverse
eigenmode supported by the cylindrical wall structure. The transverse size of this cavity and the
operating transverse mode determine the RF-frequency of the gyrotron.
The ECM-instability has been discovered theoretically almost simultaneously by Twiss [21], Schnei-
der [22] and Gaponov [23, 24] in 1958/59. The first Electron Cyclotron Maser (ECM) experiment
was then presented in 1964 [25] and the first gyrotrons with a setup close to modern devices have
been developed in Russia in the late 1960s [26, 27]. Textbook literature describing gyrotrons and
their applications can be found in [28, 29, 30].
The wave-particle interaction in a gyrotron, occuring close to the cutoff frequency of a given
transverse mode, is such that the phase velocity of the excited wave is higher than the speed of
light, hence, a gyrotron is often classified as a fast-wave device. This is in contrast to the class
of vacuum electron devices called slow-wave devices in which the phase velocity is lower than
the speed of light. In the slow-wave microwave sources, the phase-velocity of the wave is slowed
down in a cavity with a periodic wall-structures. The best-known members of the slow-wave de-
vices include magnetrons, klystrons and Traveling-Wave Tubes (TWTs). Creating the slow-wave
field necessitates wall structures smaller than the wavelength and an electron beam, that passes
very close to this structure. Due to the decrease of wavelength with increasing frequency, this
condition strongly limits the employment of slow-wave devices for frequencies of tens of GHz
and higher .

1.5 Gyrotron setup

The general setup of a gyrotron is shown in the sketch of Fig. 1.5. Inside a vacuum tube, a hollow
electron beam is created by a cathode with an annular emitter. Because the cathode is located in
a region with a strong magnetic field and a transverse electric field, the action of the electric field
is to both impart an initial transverse velocity to the electron, but also to accelerate them along
the magnetic field lines. At the same time the vacuum tube is inserted inside a magnet with a
field strength of B0 ∼ 1−10T, which forces the electrons to follow the magnetic field lines, while
also gyrating in the magnetic field. Because of the adiabatically increasing magnetic field, the
electrons experience magnetic compression, where their perpendicular (orbital) momentum is
increased according to the conservation of the magnetic moment p2

⊥/B0 =const [29] (p⊥ is the
perpendicular electron momentum, B0 the magnetic field strength). The cavity resonator is lo-
cated around the maximum of the magnetic field profile along the magnetic axis.

The excited electromagnetic field supported by the cavity has the transverse structure of a
TEm,p -eigenmode.
This electromagnetic radiation exits the cavity in the same direction as the electrons. In the
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Figure 1.5: Schematic view of a gyrotron. The RF-radiation is excited in the cavity resonator
shaded in red and is directed out of the window (black arrows). The circular cross-section beam
of gyrating electrons from cathode to collector is shown in orange.

following cylindrical waveguide antenna, the so-called launcher, the transverse mode, which is
excited in the cavity, is converted into a Gaussian-like RF-beam propagating in free space. The
launcher radiates in the transverse direction (black arrow in Fig. 1.5) towards a series of mirrors,
which correct the beam-shape and re-direct the microwave beam towards a low-loss vacuum
window, where the RF-beam exits the device. The spent electron beam follows the field lines and
is absorbed on a collector.

1.5.1 Electromagnetic properties of the cavity

The metallic-wall cavity has a circular cross-section, which imposes TEm,p - or TMm,p -transverse
eigenmodes, having a field pattern with m periods in azimuthal direction and p extrema in radial
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direction. In a gyrotron, the interaction of the electron beam with TEm,p -eigenmodes is used.

Beam position

Cavity wall

el. Field profile, axial

el. Field profile, transversal

Figure 1.6: Amplitude profile of RF-electric field for TE7,2,q -eigenmode inside cavity structure in
transverse cross-section (left) and axial direction (right, two different axial modes). In the trans-
verse profile, the direction-independent amplitude of the field is shown as color-coding, whereas
on the right, the represented field amplitude at each axial position corresponds to the maximum
value of the transverse field profile at the electron guiding center radius. In the axial view, the
interaction with the electron beam takes place in the cavity-region shaded in red around the re-
gion of constant wall-radius (compare setup in Fig. 1.5). The position of the electron beam is
indicated in both views.

An example of the field amplitude profile of a TEm,p -eigenmode in the cavity-structure is pre-
sented in Fig. 1.6, showing both the transverse field structure in a cross-section and the axial pro-
file for a cold-cavity cavity eigenmode (i.e. without electron beam). The transverse field structure
(left) includes both the radial and the azimuthal RF-electric field component. The electron beam
is positioned approximately at the radial position of the maximum RF-field for a most efficient
interaction and has a width of a few Larmor-radii. In the axial profile of the RF-field, the shown
amplitude represents the maximum amplitude at the radial position of the electron beam. For
a given transverse mode TEm,p , different axial modes exist (mode number q), of which on the
right half of Fig. 1.6 the axial profiles of the two lowest-order axial modes are shown.
The transverse modes in the cavity are distinguished in positive or negative azimuthal index,
which specifies the direction of rotation of the transverse mode. Refering to the electron-cyclo-
tron motion, the modes are labeled co-rotating and counter-rotating modes (positive / negative
m).
While the transverse field profile is assumed to be unchanged by the presence of the electrons
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[28], the axial profile can be strongly influenced by the interaction with the electron beam.

1.6 The beam-wave interaction

In this section, the general concept of the beam-wave interaction in a gyrotron cavity is intro-
duced.
As mentioned in section 1.4, the interaction between an annular cross-section electron beam
and a self-consistently created RF-field in the cavity arises from the ECM-instability. This in-
stability, also called ’negative mass instability’, is manifested by a bunching of the electrons in
their gyro-phase, which is the azimuthal phase of their cyclotron motion. The mechanism of
this bunching and the resulting conversion of orbital kinetic energy to wave energy will be ex-
plained in the following.
The bunching effect is illustrated in Fig. 1.7, showing the rotating electron orbital velocity and

a) b)

Figure 1.7: a) Snapshot of electrons and RF-field in electron velocity-space. The electron velocity
rotates with approximately the same angular frequency as the oscillation of the RF-electric field
vector (ω for field at electron position, Ωc /γ for electrons). b) Concept of snapshots at integer
multiple of field period. In this view, the field direction stays fixed and the bunch forms at the
top of the graph. From: [20].

the oscillating RF-electric field.The graph shows the field experienced by the electrons, which
oscillates at an angular frequency ω=ωRF −k||vz .
If the orbital velocity of the electrons is resonant with the RF-field, Ωc

γ = ω, the electric field is
for half of the electrons always in the same direction as the velocity, while for the other half it
is always opposed to the motion. This means that half of the electrons are decelerated and the
other half accelerated.
For a better view of the gyro-phase with respect to the field of the electric field phase, Fig. 1.7b)
introduces the concept of snapshots taken at integer multiples of the field period. Here, the elec-
tric field always stays in the same direction and the electron gyro-phase Φ has been replaced by
the slow effective phase, which is the phase-difference between electrons and field. Here, the
electrons which are accelerated are on the left half and those decelerated on the right.
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The accelerated electrons increase in their relativistic factor and thus decrease in electron cy-
clotron frequency, Ωc

γ , whereas the frequency of the decelerated electrons increases. This leads
to a slower gyration in the left half of Fig. 1.7b) and a faster rotation in the right half, so that both
in the left half and in the right half, electrons move towards the positive ey -axis. This leads to a
bunching of the electrons at this position.
With an exact resonance, Ωc

γ =ω, the bunching process itself does not yet effectively extract en-
ergy from the electrons, since half of the electrons gain energy, while the other half loses energy.
Additionally, the RF-frequency is required to be slightly larger than the electron cyclotron fre-
quency. This way, the bunch dephases with respect to the electric field and moves as a whole
into the decelerating phase (right half in Fig. 1.7b) ). Because then the majority of the electrons
are gathered for some time in the gyro-phase where they loose energy, a large fraction of the
electron orbital kinetic energy is converted into RF-field energy.

The entire bunching mechanism, including the non-linear phase of the interaction, is illus-

Figure 1.8: Typical interaction efficiency and snapshots of the bunching process as a function
of the field phase ωt , following the electrons along their trajectory. The snapshots are taken at
integer multiples of the field phase, so that the field direction is always in ex -direction. A detun-
ing between field frequency and gyration-frequency makes the bunch gather in the decelerating
phase. From: [20].

trated in Fig. 1.8. The figure shows the interaction efficiency (fraction of orbital kinetic energy
converted to RF-energy) and velocity-space snapshots (as in Fig. 1.7b) ) for electrons along the
interaction region. In the second snapshot of the electron phase space, it is observed, how the
electrons bunch towards the vy -axis, but a detuning between wave frequency and gyro-motion
makes the bunch move to the decelerating phase (to positive vx ).
The resulting energy extraction continues, until a significant fraction of the bunch moves back
into accelerating phase section, which happens in the fourth snapshot. At this point, the effi-
ciency is at its maximum and generally gyrotron cavities are designed in such a way, that at this
point the interaction is interrupted, because the advancing electrons reach the uptaper-region.
Here, the parallel wavenumber k|| changes due to the changing wall radius, so that the (approx-
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imate) resonance between field and electron-gyration is lost (ωRF −k||vz �= Ωc
γ ). If however the

interaction continues as in Fig. 1.8, a so-called overbunching occurs, in which a large fraction
of the electrons move back to the accelerating phase section, where they gain back a part of the
previously lost energy. This then leads to a decreased interaction efficiency, as it is observed in
the top-half of Fig. 1.8.

The most fundamental equations that describe the interaction are the electron equations of
motion with the Lorentz-force together with the wave-equation, derived from Maxwell’s equa-
tions and including a source term:

Eqs. of motion:
dp j

d t
=−e

(
E+v j × (B0 +B)

)
(1.3a)

Wave equation:
1

c2

∂2E

∂t 2 −∇2E =−μ0
∂J

∂t
− 1

ε0
∇ρe . (1.3b)

Here, p j , v j and e are the momentum, velocity and charge of an individual electron, E and B
are the wave electric and magnetic field, B0 the external magnetic field and c, μ0 and ε0 are the
vacuum speed of light, permeability and permittivity respectively. The current density J and
charge density ρe are defined as:

J =∑
j
−e ·v j ·δ(r− r j ) (1.4a)

ρe =
∑

j
−e ·δ(r− r j ). (1.4b)

The RF-electric and magnetic fields in Eqs. (1.3) act as a force on the electron motion in the right
hand side (r.h.s.) of the equations of motion. The electrons for their part act on the fields via the
source term (r.h.s.) in the wave equation.
The profile, frequency and power of the RF-field are determined by Eqs. (1.3)-(1.4), subject to
the appropriate boundary conditions of the field in the interaction region. An example of the
eigenmodes, that result from the transverse and axial boundary-conditions in the wave-equation
was shown in Fig. 1.6, where no coupling to the electron beam was included.

In the description above, it was mentioned that an efficient bunching of the electrons in the
decelerating phase requires an RF-frequency which is very close to resonance with the cyclotron
frequency. This resonance can be illustrated with the uncoupled dispersion relations of the elec-
tron beam-mode and of the RF-field in a circular cross-section waveguide, shown on an exam-
ple in Fig. 1.9. Here the uncoupled dispersion relations of the beam and circular cross-section
waveguide are described by [28]

ωbeam =Ωc

γ
+ vz k|| (1.5a)

ωcavity =
√
ω2

co + (ck||)2, (1.5b)

where ωco is the cutoff angular frequency of the waveguide for the considerd TEm,p -mode for the
mode of interest.
In this representation, an intersection of the two dispersion relations shows, that the electron
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Figure 1.9: Uncoupled dispersion relations (frequency versus parallel wavenumber) for elec-
tron beam (two examples with different cyclotron frequencies) and of cylindrical waveguide
TE-mode. An intersection of the dispersion relations (red points) shows a synchronism be-
tween wave and particle with possible interaction. An interaction with an intersection at positive
wavenumbers is called forward-interaction and occurs for ωRF >Ωc /γ while backward interac-
tion means k|| < 0 and ωRF <Ωc /γ.

gyration is in synchronism with the cavity-eigenmode and that thus a resonant interaction can
lead to an instability.
If the interaction occurs with the RF-frequency exceeding the cyclotron frequency, i.e. ωRF >
Ωc /γ, the intersection occurs at positive wavenumbers and the interaction occurs mainly with
the forward-component of the RF-field [31], so that this is called the forward-regime. In the
backward-regime, withωRF <Ωc /γ, the electrons interact mainly with the backward-propagating
component of the RF-field. As it will be described in the following chapters, the behavior be-
tween the forward- and backward regime is fundamentally different. The highest power and
the operating points of high-power gyrotrons are located in the forward-region, whilst a large
frequency-tuning is obtained in the backward-region [29]. The backward-interaction interac-
tion is exploited in gyro-Backward-Wave Oscillators (BWOs), where the radiated RF is usually
extracted in the direction towards the cathode.

If the condition of beam-wave synchronism is fulfilled, one does not necessarily observe an
instability with emitted RF-power. For a given interaction structure and operating parameters,
the power provided by the electron beam for RF-excitation has to exceed a certain threshold
for achieving the excitation of the operating mode with RF-emission [20]. This threshold is ex-
pressed in the form of a minimum current, the starting current.
The starting current can be calculated using a linear theory, which treats the beam-wave inter-
action in the limit of small RF-field amplitude and which describes the initial start-up phase of

14 Falk Braunmueller, SPC, EPFL



1.7. CHALLENGES IN MODERN GYROTRON DEVELOPMENT

the interaction. In the general case however, the interaction is strongly non-linear and the gy-
rotron operates in a saturated interaction. For complete picture of this non-linear self-consistent
interaction, numerical modeling is necessary.

1.7 Challenges in modern gyrotron development

1.7.1 High-power gyrotrons for plasma heating

Because the gyrotron development since its beginning is mainly aimed at producing gyrotrons
with high power and efficiencies for plasma-heating, it is necessary to introduce in this section
shortly the challenges and developments of this type of gyrotrons.
When achieving the high RF-powers and efficiencies required in plasma-heating, one has to take
measures to keep the density of Ohmic losses dissipated in the cavity wall at an acceptable level
for the available cooling techniques, which is typically <2kW/cm2 [32]. The reduction of the
density of Ohmic losses is achieved by the use of large oversized cavities with high-order trans-
verse operating modes. This is made possible by a precise mode-selection through cavity design
and gyrotron control [27].
An implication of the higher and higher transverse mode numbers is a more and more compli-
cated suppression of unwanted transverse modes [33, 34, 35], because the number of possible
competing modes is strongly increased. At the same time, also the development of mode con-
verters [36] and of the high-power handling, e.g. in the collector becomes more complicated.
Presently, Megawatt-power levels PRF ≥ 1MW in pulses of seconds to continuous wave (CW)-
operation have been achieved in a series of gyrotrons [37, 38, 39, 40, 41]. The highest power to
date PRF = 2.3MW [42] has been achieved in short pulses in a coaxial gyrotron developed by the
European Gyrotron Consortium (EGYC).
To achieve the operation with highest possible efficiency, high-power gyrotrons can be oper-
ated in the hard-excitation region, an operating region in the forward-regime, where due to a
hysteresis-effect the oscillation can only be sustained, if it is accessed already with a sufficient
power.
The gyrotron efficiency could be increased to � 50% by the use of a depressed collector, which
reduces the remaining energy after the interaction in a voltage depression [43, 42, 44, 38]. Ad-
ditionally, for obtaining a higher flexibility for plasma heating, the state-of-the-art development
are multi-frequency gyrotrons, that can operate at several operating transverse modes for achiev-
ing high power at several ECRH-relevant frequencies [43, 45, 46].

1.7.2 Frequency-tunability

In gyrotrons, two kinds of frequency-tunability exist, step-wise and continuous frequency-tuna-
bility. Step-wise frequency tunability is achieved by changing the operating transverse mode in
the cavity. This way, the frequency changes in discrete steps of the order of several GHz between
the transverse modes. This step-tunability can achieve a very wide range, of > 100GHz [46, 47].
For continuous frequency-tuning however, the frequency is tuned while remaining on the same
operating mode by changing the operating parameters. This kind of frequency-tuning is nec-
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essary for an application of the gyrotron in spectroscopy, as it is the case for the DNP-gyrotron
in this thesis, because there a certain frequency-range is scanned for identifying generally nar-
row resonances. The tuning in a single transverse mode requires a relatively low-order transverse
mode for having less/no competing transverse modes, and allows a change of the frequency over
∼ 1−2GHz.
For both methods of frequency-tuning, the cavity magnetic field, the electron energy or the elec-
tron pitch-angle (ratio of perpendicular to parallel velocity) can be adjusted [48].

1.7.3 Non-stationary oscillation in gyrotrons

In the common gyrotron interaction, the beam-wave interaction occurs in a saturated state, for
which the radiated power is constant in time and the RF-spectrum is mono-frequency. However,
it was found, that for certain operating parameters, the interaction changes from this stationary
operating regime to a non-stationary regime, characterized by a multi-frequency or broadband
RF-spectrum with a bandwidth of typically less than 3GHz and a power which fluctuates in time.
The typical dominant timescale of this fluctuation is of the order of nanoseconds. As it will be
explained in chapter 5, such a non-stationary regime has been observed in the DNP-gyrotron
described here.
Non-stationary oscillations in gyrotrons have been described for the first time in detail in the
late 1980’s [49, 50, 51]. Since then, this phenomenon has been the subject of many publications
[29, 20], both in gyrotrons and in devices with a similar interaction mechanism. It has been ob-
served, that the non-stationary regime includes both a self-modulation regime, where additional
discrete frequencies appear in the RF-spectrum, and a chaotic regime where the spectrum ob-
tains a broadband-component.
Experimental studies of the non-stationary regime in ordinary gyrotrons are few and little de-
tailed (e.g. [52]), whereas a larger number of simulation studies was performed. It will be shown
in this thesis, that many of these studies used a model with a questionable validity.
In many of the simulation studies, also an attempt was presented for explaining the basic mech-
anism of non-stationary interaction. However, no agreement could be found to date for the rea-
son of the excitation of non-stationary oscillations.
This lack of general understanding of non-stationary oscillations was the motivation for a de-
tailed study of this phenomenon in this thesis.
A better understanding of non-stationary oscillations would be of importance especially for the
development and operation of continuously frequency-tunable gyrotrons. In these devices, avoid-
ing non-stationary oscillations can be a limiting factor for the tunability [53]. Furthermore, the
non-stationary oscillation might also have applications on its own. One possibility would be
the use of RF-pulses with a well-defined pulse width, repetition rate and frequency for ESR-
spectroscopy [6].

1.8 Goal of the thesis

The goal of this thesis is to increase the understanding of the gyrotron beam-wave interaction
on a single transverse mode. For this, the operation of the DNP-gyrotron is characterized and
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attempted to be explained, covering all the appearing operating regimes. This is achieved by
comparing the results of a detailed experimental characterization with modeling. In order to
achieve this, new modeling tools had to be developed within the frame of this thesis.
The most important aspect of beam-wave interaction that is investigated in this thesis is the
non-stationary oscillation. The lack of understanding of this phenomenon, combined with its
importance e.g. for achieving frequency-tunability within a single transverse mode, was the mo-
tivation to pursue a detailed analysis of this regime.
The ultimate goal of this investigation would be to obtain a complete understanding of all as-
pects of non-stationary oscillation, which would allow to predict the operating parameters where
it appears for any gyrotron and which would possibly allow to tune the non-stationary oscilla-
tion such as to make the RF compatible with possible applications.
The first step in this direction, which is presented in this thesis, is to for the first time charac-
terize all the details of the non-stationary regime. A second step, which is also attempted in this
thesis, is explaining the mechanism and origin of the details of non-stationary oscillation, that
have been described in the characterization. This is performed with theory and modeling.
With these two steps being for the first presented in this thesis, an important step towards a
complete understanding of non-stationary oscillations is presented in this thesis.

1.9 Outline of the thesis

A brief introduction to gyrotrons with their background, concept and applications was presented.
The scientific background and technological challenges, which are relevant for the DNP-gyrotron,
were discussed.

• In chapter 2, the experimental setup of the DNP-gyrotron is presented. The design pa-
rameters and the composition of the gyrotron is presented with its sub-components and
operating parameters. Its present integration and configuration for DNP-experiments are
described, as well as the RF-diagnostics.

• Chapter 3 introduces the relevant models and simulation codes. In the course of this the-
sis, a significant progress has been accomplished in the modelling of the gyrotron beam-
wave interaction. These advancements are based on the code TWANG and its basic model,
which will be described first. Thereafter, the newly developed model and code TWANG-
PIC is introduced, that allows an appropriate modeling of non-stationary oscillations. Fur-
thermore, the new linear self-consistent model of TWANGLIN is described, which includes
most of the spatial inhomogeneities of a real experiment and therefore allows direct inter-
pretation of experimental data.

• Chapter 4 characterizes the behavior of the DNP-gyrotron in the stationary regime. It is
described, how this regime has been optimized for the DNP-application. The experimen-
tal characterization of the starting current, a fast and slow RF-frequency tuning and the
achievable RF-power are shown, as well as their analysis with simulations. Furthermore,
the stability of RF-parameters and a pulsed operation are presented in view of the DNP-
application.
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• In chapter 5 the non-stationary operating regime is introduced and characterized in detail,
including many novelties. The observed types of non-stationary oscillations sorted into
major categories, of which the chaotic regime and the sideband regime are analyzed in
depth. It will be shown, that simulations with the new code, that is appropriate to non-
stationary oscillations, can reproduce the main dependencies and results and especially
that they allow an interpretation and explanation for important characteristics of the non-
stationary regime. The source of the non-stationary oscillations will be shown to be closely
related to a competition between different modes with different axial profiles of the RF-
field.

• Finally, chapter 6 summarizes the main results and conclusions of the document.

The variables are generally introduced, where they appear first in the document, but a summary
of all the symbols for quantities, parameters and constants can also be found in Appendix B.
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Chapter 2

Experimental Setup

2.1 Design and setup of the DNP-NMR gyrotron

The gyrotron prototype used in the frame of this thesis was designed at SPC whereas its manu-
facturing was carried out by the French company Thales Electron Devices. The purpose of the
gyrotron - DNP-enhanced NMR spectroscopy - defined its design parameters.
An important feature of the gyrotron design is its modular concept, allowing an exchange of cer-
tain sub-elements, simplified by the use of high temperature bakable vacuum CF-flanges. For
instance, an exchange of the cavity and mode-converter would allow the adaption of the tube
frequency for a use on other NMR spectrometers.
In its present configuration, it was designed to be integrated into an existing 400MHz NMR-
spectrometer operated at Laboratoire de Physique des Matériaux Nanostructurés (LPMN) at
École Polytechnique Fédérale de Lausanne (EPFL). This task led to the design specification of
the RF-parameters listed in table 2.1 [54].

A 3D-cut of the gyrotron inserted in the superconducting magnet is shown in Fig. 2.1, and its

Nominal frequency 263.64GHz
Frequency tuning > 800MHz
Line width < 1MHz
Long term stability < 20MHz / 8h
Output power > 10W
Output power stability < 0.5%
Operation type CW
Output mode Gaussian
RF-output lateral

Table 2.1: Design specifications of the DNP-gyrotron.

sub-assemblies will be described in the following (see also [55, 56]).
The gyrotron tube is inserted into a 10T liquid Helium-free superconducting magnet with a
warm-bore diameter of 75mm, manufactured by Cryogenic Ltd. (London,UK). It consists of a
liquid He-free cryostat [57] with a nominal operating temperature of the NbTi superconducting
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Figure 2.1: Schematic view of gyrotron setup with the main components. The approximate size
is shown by the scale on the left.

solenoid at 3.7K. In the region of the cathode, an additional control of the magnetic field and its
derivative along the gyrotron axis is made possible by two uncooled copper gun coils.
Inside the warm-bore of the magnet, the gyrotron position can be optimized by moving the en-
tire gyrotron tube with the help of an x-y alignment table, on which the tube is mounted. The
position in both directions can be adjusted precisely with the help of micrometer-screws. The
initial setup of the tube was greatly eased by this design feature, which allowed a simple opti-
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2.1. DESIGN AND SETUP OF THE DNP-NMR GYROTRON

mization of gyrotron power by fine tuning the x-y position.
The choice of the operating mode, made possible by the relatively low RF-power requirements,
was driven by the fact that a single TEm,p -mode should be excited over the entire frequency tun-
ing range 800MHz, to avoid frequency jumps. Therefore, the density of transverse modes in
frequency has to be small enough, such to avoid transverse mode competition with neighbor-
ing modes when the required frequency-tuning is obtained via a magnetic field tuning. Thus,
the relatively low-order transverse mode TE7,2 is used. The resulting density of TE-modes in
frequency is shown in Fig. 2.2. One observes, that the next mode with a higher frequency, that
might interfere in the frequency-tuning, is the counter-rotating mode TE−2,4 (field azimuthally
counter-rotating w.r.t. electron gyration) at 265.4GHz.
A direct consequence of the combined high-frequency and low-order mode of operation is that
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Figure 2.2: Density of transverse modes in frequency and their coupling factors for the DNP-
gyrotron. The red and blue dots correspond to co- and counter-rotating modes respectively,
which are separated only for clarity.

the fraction of Ohmic losses in the cavity to the output power is large (of the order of 1) [55].
This is however not a concern since the tube efficiency is not an issue and the total amount of
Ohmic losses to be dissipated remains small (<200W), while their density on the wall is below
100W/cm2.
The gyrotron design includes a triode-magnetron injection gun (MIG), shown in the schematic

of Fig. 2.3 with the corresponding reference voltages and an example of the beam propagation.
In a triode configuration (as opposed to a diode configuration widely used in gyrotrons), the
electric field at the cathode emitter-surface can be changed by an independent voltage-control
of both anode and cathode, both referenced to ground. The control of the anode-voltage al-
lows an independent adjustment of the electron pitch-angle over a wide range, as well as a fast
frequency-tuning and a pulsed operation. The independently controlled anode also allows a
precise determination of the threshold for appearance of reflected electrons. Furthermore, the
triode MIG gun design gives also sufficient flexibility for a possible operation at the second har-
monic instead of the fundamental of the cyclotron frequency.
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Figure 2.3: Schematic view of the triode-Magnetron Injection Gun (MIG) with an example of
beam propagation and the applied voltages. Vfil defines the voltage driving the filament current
Ifil for heating the cathode emitter, Vc is the cathode voltage and Va the anode-voltage.

The used emitter is of an S-type f[55] with an average radius of 8mm, 1mm thickness and an
angle (with respect to the z-axis) of 25°. The cathode is operated in the so-called temperature-
limited regime. A heater filament, embedded below the emitter surface, is used to reach the
working temperature. The voltage of the cathode is set using a TECHNIX High-Voltage Power
Supply (HVPS) (Model: SR-20-F-3000, 0 - 20kV / 0 - 150mA) whereas for the anode voltage a
TREK High-Voltage amplifier has been used (Model: 20/20C-H-CE-EX ±20kV, ±20mA, slew-rate
> 350V/μs).
The beam-duct (i.e. the drift region between the cathode and the cavity) is made of stainless
steel. In order to minimize the possible growth of unwanted oscillation that could be detrimen-
tal to the operation of the tube, the last section before the cavity entrance is machined on its
internal surface such to obtain a random surface with an equivalent surface roughness of ap-
proximately λ/8 where λ is the free-space wavelength at 260GHz.
The cavity and adjacent uptapers have been manufactured with a technique based on electro-
deposition of copper on an aluminum mandrel. The copper conductivity considered in the nu-
merical simulations is 1/2 of the ideal copper conductivity σCu = 5.8 ·107 S/m, to account for the
surface roughness and temperature effects. An active water cooling coaxial jacket surrounds the
cavity with a nominal flow of 5l/min.
During the gyrotron characterization, a frequency of fRF = 260.5GHz was measured at the opti-
mum operating point. The 3.1GHz difference with respect to the design frequency of 263.6GHz
is attributed to a 30μm deviation in cavity wall radius during the manufacturing process.
The Vlasov launcher and the two following mirrors are made of Oxygen-Free High thermal con-
ductivity Copper (OFHC). The Vlasov launcher has been designed for the nominal operating
TE7,2 co-rotating mode. The neighboring possible TE-modes have significantly different caus-
tic radii and therefore exhibit a poor coupling to the TEM0,0 free-space Gaussian mode [58].
The sapphire window was designed to have minimum losses at the frequency of 263.5GHz and
has a thickness of 4λ/2 = 0.74mm, where λ is the wavelength in the sapphire at this frequency
(Relative permittivity εr = 9.394, loss tangent tanδ = 4.5 ·10−4) [55]. At the measured frequency
of 260.5GHz, the power reflection and absorption coefficients are 3.7% and 1%, respectively. For
minimizing the possible reflection back to the cavity, the window has been mounted with a 1.5°
tilt with respect to the CF-flange-normal on which the window is brazed.
The collector is electrically isolated via an insulation ceramic at the connecting flange and is
water cooled with a nominal flow of 10l/min. The electrical isolation permits to have a mea-
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2.1. DESIGN AND SETUP OF THE DNP-NMR GYROTRON

surement of the collector current, which is very useful for verifying the full transmission of the
electron beam from cathode to collector. Moreover, the isolated collector could allow the gy-
rotron to be operated in a depressed collector configuration. A 2l/min ion vacuum pump is
connected to the gyrotron tube at the collector and allows a monitoring of the gyrotron vacuum.

2.1.1 Cavity geometry and RF-properties

The wall profile of the interaction structure (cylindrical cavity resonator and subsequent upta-
per) of the gyrotron is shown in Fig. 2.4, together with a profile of the external magnetic field.
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Figure 2.4: Axial profile of cavity wall radius (blue) and of magnetic field B0 (green).

The constant-radius section has a length of L = 22mm. This represents a relatively long cavity-
length, since it leads to a normalized interaction length μ̂= 22 (discussed in section 2.1.3) and a
Fresnel-parameter CF = 19, following the descriptions in [59, 60] and [61] respectively, which is
higher than the typical values for high-power gyrotrons mentioned therein. Including the above-
mentioned 30μm-deviation of the cavity-wall radius, the cavity wall radius in the constant-radius
section is Rw = 2.3691mm. This leads to a cutoff frequency for the TE7,2 mode in the constant-
radius section of fco = 260.45GHz.
The after-cavity uptaper starts with a 10mm section having a small uptaper-angle of 0.85°, fol-
lowed by a non-linear uptaper section which ends in an output waveguide radius Rw = 5mm.

For this cavity profile, the cold-cavity eigenfrequencies for the first three axial modes are listed
in table 2.2 together with their diffractive and total quality factors (in cold-cavity approximation:

Qtot = ωcold
2ωi

and Qtot = 1
Q−1

diff+Q−1
ohm

, where Qohm = Rw
δsk

(
1− m2

ν2
mp

)
, ωcold and ωi the real and imaginary

part of the cold-cavity angular frequency, Rw the flat-section wall radius, δsk the skin depth, m
the azimuthal mode number, νmp the pth zero of Bessel-derivative J ′m(x)) . The quality factors
underline the fact, that for the operating mode TE7,2, the Ohmic losses in the q=1-axial mode are
equivalent to the diffractive output. For the higher order axial modes, the ratio of Ohmic losses
to the diffraction output is much smaller.
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TE7,2,q fcold [GHz]: Qdiff/Qtot

σ=∞ / σ= 2.9 ·107 S/m
1 260.521 / 260.507 11860 / 5160
2 260.713 / 260.699 2950 / 2230
3 261.034 / 261.020 1310 / 1150

Table 2.2: Cold cavity frequencies and quality factors of the first 3 axial modes (q=1-3) of the
nominal transverse mode TE7,2 both with and without Ohmic losses. A copper conductivity,
σ=σCu/2 = 2.9 ·107 S/m corresponding to half of the ideal conductivity has been considered for
calculating the Ohmic losses.

2.1.2 Operating parameters

The attainable region of operating points where the TE7,2-mode is excited is determined by the
above-described cavity-design and by the limitations of the auxiliaries. A summary of this region
of operating points is shown in table 2.3, giving the typical range of operating parameters used
in experiment.
A change of the RF-characteristics is performed by tuning these parameters, where the beam-

Transverse mode TE7,2 co-rotating
Magnetic field B0 9.49−9.70T
Beam current Ib < 120mA
Cathode voltage Vc 15.5kV
Anode voltage Va 7.8−11kV
Electron pitch-angle α 1−2.5
Guiding center radius Rg 1.394mm

Table 2.3: Experimental operating parameters in the usual operating region of the DNP-
gyrotron. Rg and α are derived quantities, that are controlled mainly by the anode-voltage and
the current in the gun coils.

current is controlled indirectly via the cathode heating current. Here, Vc and Va are in fact neg-
ative voltages referred to ground, but throughout this manuscript they will be defined by their
absolute value.
When comparing experimental results with simulations, the best fit is obtained, when a system-
atic shift in the magnetic field of ΔB0 = 0.05T is considered (B0,sim = B0,exp +ΔB0) between the
value in simulations, B0,sim, and the one in experiment, B0,exp. Since this shift is observed con-
sistently for all simulations, it is concluded that the true magnetic field corresponds to B0,sim,
so that the offset ΔB0 = 0.05T has been added to the experimental magnetic field value in all
experimental results throughout this document.

In table 2.3, the pitch-angle and guiding center radius are mainly controlled by the anode-
voltage and the two gun coil currents. The values of these quantities at the entrance of the inter-
action region are necessary input parameters for simulations of the beam-wave interaction and
are calculated using the electron-optics code DAPHNE [62].
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The pitch-angle and its spread (root mean square (RMS) of individual pitch-angles) from these
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Figure 2.5: Average pitch-angle α and relative spread Δα versus the anode voltage Va for dif-
ferent cavity magnetic field values, cold-cavity values from DAPHNE. Note that α is decreased
by increasing Va. Beam-current Ib = 100mA (unless indicated differently), for other parameters
see table 2.3. Here, the gun-coil currents Igc,top = −1A for the top coil and Igc,bot = −2A for the
bottom coil were used.

simulations are shown in Fig. 2.5, using the operating parameters of table 2.3. Here it should
be mentioned that in the DAPHNE-results shown in [55] a mistake in the gun-coil currents was
identified and corrected in the results shown in Fig. 2.5. The results show that the pitch-angle
is essentially controlled by the anode voltage with a weak dependence on the cavity magnetic
field. Furthermore, it shows, that the operating pitch-angle in this DNP-gyrotron can be high in
comparison with common values in fusion gyrotrons (typically α= 1.0−1.5), but also compared
to other low-power gyrotrons.

Also the additional magnetic field of the gun coils has a strong influence on the pitch-angle.
This is illustrated in Fig. 2.6, which shows the average pitch-angle and its spread as a function of
the gun coil current. In all results shown in this manuscript, the gun coil currents were chosen
as Igc,top =−1A and Igc,bot =−2A.
In addition to the pitch-angle, the DAPHNE-simulations also determine the electron guiding
center radius in the cavity Rg (see table 2.3) and the relativistic factor of the electrons at the
cavity entry γ0. This value can be different from the value obtained from the cathode-voltage
because of space-charge effects. In this gyrotron however, this influence is negligible, so that the
cathode-voltage can be directly used as beam-voltage Vb ≈Vc.

The operating parameters that have to be used in experiment are also strongly determined by
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Figure 2.6: Average pitch-angle α (blue) and relative spread (green) versus gun coil currents.
Igun coil in the x-axis shows the average of the two gun coils for a fixed difference Igc,top− Igc,bot =
1A, cold-cavity values from DAPHNE. Generally, in this document the operating point with the
average value Igc = −1.5 A was used. Va = 8.8kV , B0 = 9.51T, Ib = 100mA, for other parameters
see table 2.3.

the starting current of the operating mode. During the design phase, the starting current curves
have been calculated using a non-self consistent model based on a fixed-field profile [28], which
gives a rough idea of the available operating region. Results of this non-self-consistent calcula-
tion are presented in Fig. 2.7, showing the starting current of different axial modes, determined
using their cold-cavity field profiles. Here, the top x-axis shows the normalized detuning Δ0 be-
tween the cold-cavity frequency and the electron-cyclotron frequency, whereas the right y-axis
shows the normalized current Î , which both will be introduced in the next subsection 2.1.3. It
shows, that by changing the magnetic field, the gyrotron can operate either in the forward regime
with positive detuning (gyro-TWT-like regime) or in the backward regime with negative detun-
ing (gyro-BWO-like regime). The limit between these regimes, the point with Δ0 = 0, is located at
the magnetic field B0 = 9.589T.
It is observed, that the minimum starting current is only of the order of several milli-Ampère and
that different axial modes can be excited when tuning the magnetic field.

2.1.3 Normalized parameters

In this document, generally physical quantities are used instead of the normalized quantities,
that are common in gyrotron literature [59, 29, 28]. These normalized quantities include the
normalized detuning Δ̂, the normalized current Î and the normalized interaction length μ̂. In

26 Falk Braunmueller, SPC, EPFL



2.1. DESIGN AND SETUP OF THE DNP-NMR GYROTRON

9.5 9.52 9.54 9.56 9.58 9.6 9.62 9.64 9.66 9.68 9.7
0

20

40

60

80

100

B[T]

I be
am

[m
A

]

axial mode q=1
axial mode q=2
axial mode q=3
axial mode q=4

−0.08−0.06−0.04−0.0200.020.040.060.08

Δ0

0

1

2

3

4

5

6

7

8

x 10−3

Î

Figure 2.7: Starting currents as a function of the magnetic field, calculated with Eq. (5.40) in [28],
using the fixed field profiles of the cold-cavity eigenmodes with axial mode number q=1 to q=4.
The normalized detuning Δ0 and the normalized beam-current Î are shown as top-axis and right
vertical axis. Zero-detuning at B0 = 9.589T. Pitch-angle: α= 1.7.

order to allow a comparison to gyrotron literature, here the definitions for these quantities will
be presented, as well as their magnitude for the DNP-gyrotron.
The normalized detuning, which is included in several graphs in this document, is the one from
the model used in the TWANG-code package, calculated at the entrance of the cavity. It is de-
fined as

Δ0 =
γ0 − s Ωc

ω0

p̂z,0
, (2.1)

where γ0 is the electron relativistic factor, s is the cyclotron harmonic number and p̂z,0 = pz,0

me c the
normalized parallel momentum (with parallel electron momentum pz,0, electron mass me and
speed of light c) at the cavity input, Ωc is the non-relativistic cyclotron angular frequency and
ω0 is a reference angular frequency, for which the cold-cavity angular frequency of the q=1-axial
mode is used.
This expression should be compared to the expression of the normalized detuning, that is used
e.g. in [63, 59, 29, 28, 64]

Δ̂= 2

β2
⊥,0

(1− sΩc

γ0 ω0
), (2.2)

where β⊥,0 = v⊥,0/c is the normalized perpendicular electron velocity at the cavity input. Be-
cause this frequency changes self-consistently, it is set to the cold-cavity frequency (ωRF = ω0)
as in equation 2.1. The magnitude of both expressions of the detuning is presented for typical
operating parameters of the DNP-gyrotron in Fig. 2.8.
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Figure 2.8: Normalized detuning Δ0 as in Eq. (2.1) and Δ̂ as in Eq. (2.2) for typical values of mag-
netic field and pitch-angle for the DNP-gyrotron. Beam voltage: Vb = 15.5kV.

For the normalized beam current of a TEm,p -mode, different expressions are used in literature.
Here we will show the expression given in [63, 64, 55] for non-fixed field profiles:

Î = 16e

πε0me c3

Ibβ∥,0β
2(s−4)
⊥,0

γ0

(
ss

2s s!

)2 J 2
m±s(k⊥Rg)

(ν2
mp −m2)J 2

m(νmp )
, (2.3)

where e and ε0 are the electron charge and vacuum permittivity, respectively. The normalized
parallel velocity at the cavity entrance is given by β∥,0 and the electron beam radius is Rg. The

constant νmp is the pth zero of the derivative of the Bessel-function J
′
m(x) and the perpendicular

wave vector is k⊥. For modes co-rotating with the electrons, the Bessel-function Jm−s is used
in Eq. (2.3), and for counter-rotating modes Jm+s . Equation (2.3) shows, that the normalized
current depends linearly on the beam current and strongly non-linearly on the perpendicular
velocity. This dependence is presented in Fig. 2.9a), showing the normalized current of the DNP-
gyrotron as a function of the pitch-angle. An example of the typical range of the normalized
parameters is equally shown in Fig. 2.7, where the normalized detuning Δ0, is shown on the top
x-axis and the normalized current Î on the right y-axis.
The normalized interaction length is given by [63]

μ̂=
β2
⊥,0ω0

2β∥,0c
Leff, (2.4)

where Leff is the effective interaction length, which is well defined for a fixed profile such as a
gaussian profile [59, 29]. In this document, the effective interaction length has been determined
on the q=1-axial mode cold-cavity profile shown in Fig. 1.6 as the width of an equivalent gaussian
profile, giving Leff = 20 mm. The normalized interaction length determined with this value and
its dependency on the pitch-angle α is shown in Fig. 2.9b).
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Figure 2.9: Dependence of a) normalized beam current Î and b) normalized interaction length
μ̂ on the pitch-angle for DNP-gyrotron with parameters as described in subsection 2.1.2. In part
a), a beam current of Ib = 100mA was used and in b) an effective length Leff = 20mm was used.

2.2 Setup in LPMN-laboratory

After manufacturing, a first characterization of the DNP-gyrotron was performed at SPC, after
which the gyrotron was moved to the LPMN laboratory, where it is presently used for its desig-
nated application of DNP-NMR spectroscopy.
Its present integration in the NMR-experiment is shown in Fig. 2.10. The gyrotron (on right side
of the image) is placed inside its superconducting magnet, which is fixed by a support-structure.
The emitted RF-output from the RF-window is coupled into the waveguide by the matching op-
tics unit (MOU), composed of a plane mirror, a polarizer mirror with λ/4-corrugations, a fo-
cusing mirror, and a λ/8 polarizer mirror, which are designed for maximizing the coupling of
the RF-beam from the gyrotron into the HE1,1 mode of the corrugated waveguide [65, 17]. The
two corrugated polarizer mirrors in the MOU allow a transformation of the linearly polarized gy-
rotron output to a circular or elliptical polarization.
The low-loss waveguide was developed by the SPC-spin-off company Swissto12 [66]. Inside the
NMR-spectrometer, the RF is coupled into the NMR-sample using a DNP-NMR-probe, com-
posed of an open corrugated waveguide and radiating into a sample placed inside an NMR res-
onator circuit [17].
The rack, which accomodates the entire gyrotron control and protection system as well as all the
auxiliary power supplies is shown in Fig. 2.11.

2.3 Gyrotron control system

The gyrotron control and protection system was designed and developed at EPFL and is based
on a National Instruments Field-Programmable Gate Array (FPGA) (NI CompactRIO) with a Lab-
view (National Instruments Inc.) interface.
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NMR-magnet
Low-loss waveguide with support

MOU Collector with ion pump

10T SC-Magnet
with cryostat

MIG-gun 
with gun coils

RF-window

Rack with 
gyrotron auxiliaries

Figure 2.10: Integration of DNP-gyrotron (on the right) in its present environment for use in
DNP-NMR experiments.

Both FPGA and the controlling computer are included into the rack shown in Fig. 2.11. All in-
terlock signals acting on the different power supplies are handled by the control and protection
system, that is described in the following.

2.3.1 Labview control system

The control and protection system has been designed such as to guarantee human and hardware
protection, but also to allow a non-gyrotron specialist to take advantage of the wide operational
flexibility of this gyrotron needed for advanced DNP-experiments.
The interface of the gyrotron control is implemented in a Labview-program, from where all the
main parameters can be adjusted and monitored. Two different versions of the program have
been developed: One ’gyrotron experts’ and one ’DNP-experts’ interface.
In the first, the user has basically the complete freedom of operating the gyrotron and the control
over all the independant parameters. A screenshot of the user interface of this Labview-program
(’gyrotron experts’ mode) is shown in Fig. 2.12. On the right half of the window, the control-
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Anode-voltage PS

Cathode PS

Electrically insulated
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Cryostat temperature 
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Figure 2.11: Rack with power supplies (PSs) and other auxiliaries for gyrotron operation.

Figure 2.12: Interface in Labview-program for gyrotron control, screenshot of version for gy-
rotron experts. The white (active) number fields on the right show the control parameters,
whereas the grey fields show indications and the red fields show limitations. The main parame-
ters are monitored as time-traces on the window on the left.
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parameters are: the super-conducting magnet magnetic field, the cathode voltage, the anode-
voltage, the cathode heating filament current and the current in both gun coils. At the same
time, the program monitors many parameters, namely all the mentioned control parameters,
the cathode current and the collector current, the cooling water flow through cavity and collec-
tor, the current in the ion pump (proportional to the vacuum pressure), the current from the
anode and temperatures at gun coils and internal mirror. Additionally, the power-measurement
from the calorimeter and from a Schottky-diode can be monitored as well.
An arbitrary selection of these parameters can be observed in continuously updated time-traces
included in the interface (see Fig. 2.12). This is extremely helpful for operating the gyrotron, es-
pecially in the the case of unexpected events which can then be inspected as time-traces after
the event. Another important feature of the Labview-control is that all important system param-
eters are automatically acquired and written in a text-file to keep a record of the entire operation.
The acquisition-rate for this log-file can be set in the program and is typically 1s. This feature is
equally useful for debugging the system.
For many of the control parameters there are limitations set by the program which however can
be changed manually in case of need. If one of these limitations is exceeded, the control program
automatically stops the gyrotron operation. In several default cases, only the electron beam is
switched off via the anode voltage by a fast setting of its value to a voltage 500V more negative
than the cathode voltage. For major errors however, the operation is stopped entirely by decreas-
ing both cathode and anode-voltage immediately to zero.
The main protection strategy of the gyrotron is associated with the vacuum level inside the gy-
rotron (slow interlock) and possible arcing events. The arc-detection is included into the cathode
HVPS and into the FPGA, by identifying a sudden increase in cathode current or anode-current.
Furthermore, an interlock has been implemented which shuts down the electron beam when-
ever a possible electron beam interception is detected by a significant difference between the
cathode and collector current.
For the start of the gyrotron operation, a time sequence (which is included in the time-traces
in Fig. 2.13) has been implemented which rises first the anode-voltage and then the cathode-
voltage, where the cathode-voltage is set to its nominal value and the anode-voltage 500 V higher
in order not to extract any beam-current. For stopping operation, the anode-voltage is first in-
creased above the cathode-voltage to block the beam, after which the two voltages are decreased
simultaneously keeping the beam blocked.
The Labview-control also includes the possibility of applying pulses on the anode-voltage for
creating RF-pulses, which will be shown in section 4.5.

In summary, with the presented version of the Labview-program the user has complete freedom
in changing all possible control-parameters. Even though the gyrotron system is well protected,
in the ’gyrotron-expert’ mode, it is possible to operate the gyrotron in a strange situation. This
was the motivation for creating the mode ’DNP-expert’ of the control-program for the gyrotron’s
use in DNP-NMR. There, the utilization has been strongly facilitated, but also restricted, so that
any user who is not familiar with the details of gyrotron control or gyrotron physics can operate
the gyrotron with this interface.
The Labview-interface of this version is presented in Fig. 2.13. Here, it can be seen that the
amount of adjustable parameters is strongly decreased, because practically the entire gyrotron
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Figure 2.13: Interface of Labview-program for gyrotron control, version for application in DNP-
spectroscopy. The gyrotron is essentially controlled by the buttons, which trigger a sequence for
gyrotron start or stopping, together with external triggering.

control is automatized. In this operational mode, the user can choose between a list of operat-
ing points with pre-determined RF-power and frequency. These operating points usually allow
external triggering of RF, but can also be assigned for CW-operation or with predefined pulses.
After choosing the operating point, as soon as the system has arrived at the the nominal mag-
netic field and filament current, the interface of Fig. 2.13 appears. As shown in the time-trace
on the chart, the start-up of voltages, which is triggered just by the button ’Start HV’, follows the
same sequence as described above. Then, via the button ’Electron beam ON’, the anode-voltage
is decreased close to the excitation limit. From there, the RF is triggered by the button ’Start
pulse’ and by applying an external trigger. For stopping the operation, it suffices to press ’Stop
HV’, which initiates the reversed sequence automatically.
Some operating points have also been assigned for including a fast frequency-sweep via an anode-
sweep, that will be described later on.
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In the ’DNP-expert’ configuration, the gyrotron is currently operated since 2014 on a daily ba-
sis by students and scientists performing DNP-experiments. The overall system behaves very
reliably and has demonstrated a high level of flexibility for testing advanced DNP experiment
scenarios.

2.3.2 Beam-current stabilization

Originally, the beam-current is controlled indirectly via the heating-filament current in the ca-
thode-emitter. This filament current controls the emitter-temperature, which in turn determines
the electron beam current via the Richardson-Dushman equation for thermionic emission. Via
the Schottky-effect, the beam current is also influenced by the field at the emitter-surface, deter-
mined by the difference between the anode and the cathode voltage.
With identical operating parameters, the beam current can drift over time due to long- and short-
term heat equilibration processes of the emitter with surrounding gyrotron components. An-
other reason for an Ib-drift can be the conditioning of the cathode surface, where the surface
can degrade from long-term operation (or non-operation) or also improve emission due to a
cleaning effect of the emitter surface, resulting in change of the emitter work function. An exam-

Figure 2.14: Long-term drift of beam current with a fixed operating parameters (fixed filament
heating current). This shows, that a feedback control for the current is necessary.

ple of such a beam-current drift with fixed operating parameters is shown in Fig. 2.14, where the
beam current changes over ∼ 14% while the gyrotron is left operating for nearly one hour.
For preventing such drifts in beam-current, a feedback-control was implemented in the gyrotron
control system on the FPGA. This feedback-controller sets the beam-current to a chosen value
by acting on the filament heating current. For this, a Proportional-Integral (PI)-controller was
chosen, for which Fig. 2.15 shows the reaction of the feedback-controller to steps of the Ib set-
value. With the implemented parameters of the controller, it is observed, that even for relatively
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large steps the beam-current arrives at the set-value within a few seconds with only a small over-
shoot. In the time where the set value is unchanged, the beam current remains very close to this
set value, which can be sustained over an arbitrary time.

Because pulsed operation with oscillations in anode-voltage can lead to an instability of the
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Figure 2.15: Reaction of feedback-controller on application of steps of Ib set-value. a) Mea-
sured Ib (red) compared to set value (blue). b) Filament heating current, adapted by feedback-
controller to act on beam-current.

feedback-controller, in operation with RF-pulses the current-controller acts only during the off-
time.
Similar feedback-controller have been described in other experiments for power-stabilization
and/or frequency-stabilization [67, 19, 68]. In section 4.6, it will be illustrated that also in the
case of the DNP-gyrotron this feedback-control of the beam-current was necessary for a stabi-
lization of the RF-characteristics.

2.4 The RF-beam profile

The RF-beam pattern of the DNP-gyrotron was analysed in a detailed measurement series based
on an inverse method [69] in which the phase information is recovered from amplitude profile
measurements taken at predetermined distances along the RF-wave propagation axis. The am-
plitude profile measurements have been taken using a dielectric target placed in the beam path
and measuring the temperature profile with an InfraRed (IR) camera due to dielectric absorp-
tion.
At this point we only present the major results of the analysis, which are also included in [70, 71].

An example for measured beam profiles is shown in Fig. 2.16, which has been acquired at a
distance of z = 90mm from the window plane and post-processed. In this logarithmic power-
scaling, small deviations from a gaussian beam become apparent. In particular, an astigmatism
is visible, corresponding to a different waist of the gaussian profile in x- and y-direction. In an
estimation by a fit of a Gaussian to the beam-profile, the content of the fundamental (astigmatic)
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Figure 2.16: Beam profile at a distance z = 90mm from window, from perspective-corrected,
centered and filtered temperature-profile measurement with the help of an IR-camera. Methods
described in [69].

Gaussian mode in the beam was evaluated to be of the order of ≥ 85.5%.
Three such beam-profiles from different distances were used for reconstructing the field phase
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Figure 2.17: Measured (perspective-corrected) beam amplitude profile (left, at z = 120mm),
compared to beam amplitude and phase profile from phase-reconstruction, propagated to a dis-
tance z = 120mm from window. Methods described in [69].

profile on these planes. With the help of this beam reconstruction, the beam electric field pro-
file can be propagated to any distance from the window. This is illustrated in the amplitude
and phase profile in Fig. 2.17, where the beam has been numerically propagated to a distance
z = 120mm from the window plane (middle and right inlet). The amplitude from the recon-
struction can be compared to the measured beam profile (left inlet).
In addition to the beam shape, also its position and direction had to be determined. This infor-

mation was used for designing the quadratic optics in the MOU [65], in order to maximize the
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Figure 2.18: a) Displacement of center of gravity of the RF-beam as a function of the distance
from the window, x-direction (positive=right, looking onto window): original (red) from un-
shifted IR-camera images and after alignment of images onto straight line (blue). b) center of
gravity, y-direction (positive=up). c) Evolution of spot size in x- and y-direction as function of
distance from window.

coupling of the RF-beam into the HE1,1 mode of the corrugated waveguide towards the NMR-
spectrometer.
For this, Figs. 2.18 a) and b) show the position of the beam center of gravity for all the mea-
sured planes along the z-axis in the perspective corrected images, together with a fit that is used
to align these images. The beam is (looking onto the window) located on the lower right side
of the window axis, moving up and to the right. Part c) shows the beam waist in the two di-
rections, plotted against the propagated distance from the window. This shows again, that the
beam is astigmatic, with a smaller waist in horizontal direction. The waists from this analysis are
w0,x = 2.6mm at z = 28mm and w0,y = 4.3mm at z = 36mm.
The Vlasov converter together with the internal optical system ensures the high gaussian mode

content shown above of the RF-beam at the RF-window. These components are however de-
signed for the radiation of the TE7,2-mode and an operation at 263GHz, so that the field profile
and emission direction can be different for the neighboring TE-modes. This is illustrated in Fig.
2.19, which shows the beam-pattern directly after the window-plane for the mode TE2,4, for a
magnetic field of B0 = 9.75T and a frequency of 265GHz. It is observed, that the strongly astig-
matic beam exits the gyrotron close to the edge of the RF-window.

2.5 Diagnostics

A picture of the diagnostic setup generally used to measure the RF-characteristics (frequency
spectrum and power) of the gyrotron is presented on Fig. 2.20, and the corresponding schematic
view on Fig. 2.21.

By using either a polarizing wire-grid or a rotatable mirror in front of the gyrotron window,
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Figure 2.19: Beam pattern (blackened spot) of TE2,4-mode, captured with temperature-sensitive
paper directly in front of the window. The window circumference is indicated by a line. Operating
point at B0 = 9.75T.

Waveguide 
to NMR-magnet

Gyrotron
RF-window

Figure 2.20: Diagnostic setup (left) and its context in LPMN-laboratory (right, compare Fig.
2.10). The RF is directed into the overmoded waveguide and from there distributed to the diag-
nostics by the beam splitters.

the RF-beam (or a part of it) can be directed into the overmoded waveguide connected to the
detection setup. As shown in the sketch in Fig. 2.21, two beam-splitters divide the signal into
three measurement branches, where usually most of the power is transmitted straight from the
waveguide into the calorimeter for an absolute power measurement, and smaller fractions of
the power are directed towards both a heterodyne receiver and a Schottky-diode. The beam-
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Figure 2.21: Schematic view of diagnostic setup, shown as a photograph in Fig. 2.20.

splitter transmission and reflection were adapted to the needs by using different beam-splitter
foil materials (Mylar/PET, sometimes metallized).
The essential diagnostic for measuring the RF-frequency consists in a heterodyne receiver from
Virginia Diodes Inc. (VDI), shown in Fig. 2.22. This device creates an Intermediate Frequency

PC-control
Frequency-
multiplyer

chain

f =10-12GHzLO
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   ≤ 4GHz

f ≈260GHzRF
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Figure 2.22: VDI-heterodyne receiver: photograph and schematic.

(IF)-signal, which contains all the information of the RF-signal, but which is moved to a lower
frequency.
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The heterodyne receiver works as illustrated in the schematic view in Fig. 2.22: A phase-locked
Local Oscillator (LO) creates a signal with a well-defined frequency fLO in the range 10−12GHz.
It consists in a step-tunable synthesizer (step size: 500kHz, phase noise: −110dBc/Hz at 100 kHz
offset) with a digital frequency-control. It is then frequency-multiplied in a frequency-multiplier
chain and subsequently mixed in a (second-harmonic) mixer with the RF-signal, creating the IF-
signal (nominal conversion loss< 6dB). In the mixer, the n = 24th harmonic is used as a reference
signal, which results in an IF-signal at the frequency

fIF = ∣∣ fRF −24 · fLO
∣∣ . (2.5)

By setting the reference frequency fref = 24 · fLO close to the RF-frequency, the IF-signal can be
adjusted to be in the range of e.g. DC-4GHz. The situations of fRF > fref or fRF < fref can be
discriminated by analysing the dependency fIF( fLO) for a given fRF (same for possibly appearing
IF-signal of other LO-harmonics).
The nominal bandwidth of the heterodyne receiver is fRF = 255−270GHz for the RF-signal and
fIF = 0−21GHz for the IF-signal. Generally, the mixer was operated with fLO = 10.65−10.8GHz.

The IF-signal is then acquired with a fast oscilloscope or with a spectrum analyzer (see schematic
Fig. 2.21), with a large-enough bandwidth (BW) for directly analyzing the IF-signal.
During the gyrotron characterization, the IF-signal was analyzed with a spectrum analyzer, that
consists of a modular analogue system of the Hewlett-Packard (HP) 71000 series. This system ac-
quires the spectra by measuring the spectral amplitude in a scan over the frequency-span. The
minimum acquisition time of a spectrum with this system is of the order of 30ms, which makes
it a slow measurement. A full description of this system can be found in [72], Appendix C.
Alternatively, the IF-signal of the heterodyne receiver was analysed with a fast oscilloscope. Here,
for most measurements, a 4GHz-bandwidth Tektronix oscilloscope was used (model TDS7404),
with a sampling rate of fsample ≤ 20GHz in single-channel operation and an input impedance of
50Ω.
For some measurements, a higher bandwidth was desired. In this case, a 13GHz analogue band-
width oscilloscope from Teledyne LeCroy (model WaveMaster 813Zi-A) was used. On this device,
the maximum sampling frequency reaches fsample = 40GHz.

The absolute measurement of RF-power relied on a Scientech Laser Calorimeter (Model 360401,
100mm diameter, PRF < 100W). Its absorbing plate is covered with a 3M Nextel coating for
maximizing the RF-absorption, resulting in a power-absorption of ∼ 97% at the relevant fre-
quencies (from measurements with a Vector Network-Analyzer (VNA)). The time constant of
this calorimeter is of the order of 50s, so that it could be used for a slow, integrated power-
measurement. The signal from the calorimeter is acquired with a NI-DAQ board (National In-
struments Data Acquisition) and is included in the monitoring of the Labview-control program.
The instantaneous RF-power level was monitored using one of two available Schottky diodes
from VDI (Model: WR-3.4 Zero-Bias Detector, 220-325 GHz). One of these Schottky diodes has
been specifically developed by VDI and has a bandwidth of DC−20GHz, so that the instanta-
neous power of fast power pulses can be measured. This signal was acquired by one of the fast
oscilloscopes (4GHz or 13GHz analogue BW) in order to register fast power-variations.
The signal of the Schottky-diode with the slower reaction time was either acquired with the NI-
DAQ board and included in the monitoring of the Labview-control program, or acquired by a
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350MHz-bandwidth oscilloscope (Keysight, model DSO-X 3034A).

As described above in section 2.3.1, for further diagnostics simultaneously to this measurement
of RF-power and frequency, all the important system parameters are acquired automatically in a
log-file of the Labview-control program.

2.6 Data Analysis Tools

For evaluating the RF spectral characteristics, a time-resolved spectral analysis is performed by
producing spectrograms, which show a color-coded spectral amplitude in the parameter-plane
of frequency and time. This is illustrated in the example of Fig. 2.23, which shows the change
of RF-frequency during an RF-startup of the DNP-gyrotron. Here, each column of color-coded

Figure 2.23: Example for spectrogram, showing the change of frequency during an RF-startup
in the DNP-gyrotron. Here, the IF-signal amplitude on the oscilloscope was approximately
3.5mVRMS.

pixels in the spectrogram corresponds to a spectrum from an Fast Fourier Transform (FFT) of
the IF-signal over a time-window of 2.5μs. In a spectrogram the basic temporal and frequency-
resolution are connected as Δ f = 1

Δt , leading to a resolution of Δ f = 4MHz in the shown spectro-
gram. The temporal resolution is however increased by choosing an overlap between neighbor-
ing FFT-windows, where for all the shown spectrograms an overlap of Δt/2 with the neighboring
windows is chosen, which effectively doubles the temporal resolution.
The color-coding of the spectrogram corresponds to the power spectral density ([V2/Hz]), with
a logarithmic scale ([dB]). Because the importance is usually given to the frequency-position
of the RF and not to its absolute amplitude, the colorbar is generally omitted. For the FFT, a
Hammersley-windowing is used. Finally, instead of showing the intermediate frequency, gener-
ally the RF-frequency is calculated as fRF = 24 · fLO + fIF and shown on the frequency axis.
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Chapter 3

Gyrotron Modeling

The complexity of modern gyrotrons makes it indispensable to perform numerical simulations
for in gyrotron design prior to construction, as well as for understanding and interpreting exper-
imental observations, that may be caused by complex dynamics.
In this chapter, we will introduce the most important models used for studying the physics of
gyrotrons.
Besides the modeling of the beam-wave interaction through the ECM-instability, gyrotron mod-
eling includes several other important fields of research, that treat different subcomponents and
functionalities based on separate models, numerically implemented in simulation codes. A sum-
mary of the most important models include:

• ’Cold-cavity’ models, solving a Helmholtz-equation for calculating the field profile and
quality factors of the resonator eigenmodes without any influence from an electron beam
(no source term in the wave-equation). In this calculation, the axial profile for a given TE-
eigenmode is purely determined by the adiabatically varying cavity wall-profile and the
corresponding boundary conditions.

• Models describing the radiation generation from the self-consistent beam-wave interac-
tion through the ECM-instability, transferring the gyration energy of the electrons towards
the RF-field. This includes:

– Linear models for findng the excitation conditions for both the desired cavity-mode
and for possible ’parasitic’ modes, that can be excited in the central cavity region, in
the preceding beam-duct or in the following uptaper and launcher sections.

– Non-linear models in order to determine the detailed characteristics of the radiation
generation in and around the cavity interaction region, where a reduced version of
Eq. (1.3) has to be solved. For this, a large variety of approaches exists, spanning from
very restrictive non-self-consistent simulations with a fixed field profile all the way to
full-wave full-PIC models.

• Electron-optics models, determining the electron beam properties in the static electric
and magnetic fields from the cathode up to the collector. These simulations also deter-
mine the electron beam properties at the cavity entrance.
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• In order to design the radiation extraction following the interaction region, field propa-
gation simulations are essential. The models that are implemented for this task use a va-
riety of approaches, based on different approximations of the wave equation such as the
Huygens-Fresnel principle or ray-tracing methods. They are employed for designing the
launcher - including its mode converter - and the following mirrors for coupling the cre-
ated RF-radiation out of the cavity waveguide structure and out of the gyrotron window.

• Thermo-mechanical models for determining stress and deformation on different compo-
nents as well as the heat transport and deposition.

The following sections describe in detail the domains of validity and application of the simula-
tion codes as they are used at SPC, the covering the first three bullets of the above-mentioned
simulation tasks. Because this chapter is focused on the modeling of beam-wave interaction in
the cavity, the electron-optics modeling is only described very briefly in subsection 3.0.1.
Section 3.1 will introduce the cold-cavity models on the example of the model implemented in
the code-package CAVITY.
The modeling of the non-linear beam-wave interaction will then be introduced in section 3.2,
which gives an overview of the different approaches that exist to describe the non-linear inter-
action. At SPC, two different non-linear models are implemented in simulation codes, into the
codes TWANG and TWANG-PIC. The first, TWANG, will be introduced in section 3.3, where
also a detailed description of the model is included. TWANG-PIC and its model are then de-
scribed in the following section 3.4.
Also for the less-demanding linear simulations, several different simulation codes are available
at SPC, which will be described in section 3.5. The relatively basic code SC calculates the linear
starting-current based on a model with a fixed RF-field profile. The self-consistent linear codes
TWANGLIN and TWANGLIN-SPEC, on the other hand self-consistently find the correct RF-field
profiles as part of the simulations, as it will be described in these sections.

3.0.1 Electron-optics simulation: DAPHNE

For electron-optics modeling, the code DAPHNE is used at SPC, of which details can be found
in a publication [62]. It calculates the electron trajectories in the external electric and magnetic
fields from the cathode to the cavity region and determines their properties at the cavity en-
trance. This is performed by solving the two-dimensional (2D) cylindrical Poisson-equation in
a predefined electrostatic and magnetic field, including the space charge. Other codes for this
purpose elsewhere are e.g. the EGUN-code [73] and the more advanced code ARIADNE [74] at
Karlsruhe Institut für Technologie (KIT). The main output parameters of such simulations are
the electron beam radius Rg, the pitch-angle α, the beam-energy and their respective spreads in
the cavity region, that are then used as initial conditions for the beam-wave interaction simula-
tion.

44 Falk Braunmueller, SPC, EPFL



3.1. COLD-CAVITY CALCULATIONS

3.1 Cold-cavity calculations

The basic electromagnetic properties of the cavity resonator are described by the so-called cold-
cavity eigenmodes, i.e. without an electron beam. In general, the properties of the eigenmodes
have to be determined as a first step of gyrotron modeling. They are defined by the realistic
three-dimensional (3D)-boundary conditions of the cavity resonator.
The smoothly varying wall radius causes internal reflections along the cavity profile so that the
eigenmodes are provided with a standing wave field profile with a decay time, that is related to
the diffractive quality-factor Qdiff of the cavity as τdecay = 2Qdiff

ωRF
(ωRF being the mode’s angular

frequency).
The most basic equation describing the cold-cavity RF-field is the electromagnetic wave equa-
tion in vacuum, corresponding to the wave-equation in Eq. (1.3) without the source term:

1

c2

∂2E

∂t 2 −∇2E = 0. (3.1)

The axial direction and the transverse direction can be decoupled, if for the field a separation
ansatz is chosen as the following:

E = Re

(∑
m,p

F̂ (z)êmp e−iωcoldt

)
. (3.2)

Here, the transverse field is developed into different transverse eigenmodes with the azimuthal
and radial indices m and p and with an angular eigenfrequency ωcold, an axial profile of the field
amplitude F̂ (z) and a transverse profile of the field vector êmp .
As mentioned earlier, the transverse eigenmode of a uniform cylindrical waveguide corresponds
to TEm,p and TMm,p -modes, where in a gyrotron the electron beam interacts with a TEm,p -mode.
As described e.g. in [75, 28], if the cavity wall radius varies adiabatically, these transverse modes
can be regarded as uncoupled. The axial component of the wave equation can thus be solved for
a single transverse mode TEm,p , which results in the following Helmholtz-equation [75, 28]:

∂2

∂z2 F −k2
||F = 0, (3.3)

where the normalization for the RF-field

F (z) = e

me c2

ss

2s s!

F̂

k⊥
, (3.4)

is introduced, that is used in the model of the code CAVITY. The parallel wavenumber is given
by k2

|| = k2 − k2
⊥ = (ωcold

c

)2 − (ωco
c

)2, with k⊥ = ωco
c = νmp

Rw
being the perpendicular wavenumber

(Rw is the radius of the cavity wall and νmp is the pth root of the Bessel-derivative J ′m(x) = 0) of
the TEm,p -mode, ωco =ω⊥ being its cut-off angular frequency, and s is the cyclotron harmonics
number. In this equation the normalization factor of the field profile can be chosen arbitrarily.
In the axial direction, the open cavity has to be described with an outgoing-wave boundary con-
dition at the two ends of the interaction structure, as:

∂F

∂z

∣∣∣∣
zin/out

=±i

√
ω2

cold −ω2
co

c2 F (zin/out). (3.5)
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with ωco being the cutoff-frequency of the TE-eigenmode and where the signs ’+’ and ’-’ corre-
spond to the cavity entrance and exit correspondingly.
The equation Eq. (3.3) together with the boundary condition Eq. (3.5) can be expressed as an
eigenvalue problem with ωcold being the eigenvalue and the field profile F (z) being the eigen-
vector, the solutions of the problem. At SPC, the equations are solved by the package CAVITY

with its two functions COLD and EIGM.
Ohmic losses in the cavity wall are included self-consistently by replacing the parallel wavenum-
ber in Eq. (3.3) with a modified parallel wave-vector, which has been described in [76] and which
is expressed as:

κ2
∥0 = 1− k2

⊥
k2

[
1− (1+ i )

(
1+ m2

ν2
mp −m2

k2

k2
⊥

)
δsk

Rw

]
, (3.6)

where δsk =
√

2
ωcoldμ0σ

is the skin depth (μ0 being the vacuum permeability, σ the wall conduc-

tivity).
Because the boundary conditions (3.5) depend on the eigenvalue (eigenfrequency), CAVITY solves
the matrix, which expresses Eq. (3.3) and 3.5, iteratively. This is performed by calculating a first
approximate eigenfrequency with a scan in frequencies in the program COLD and refining this
result towards the true value in the program EIGM by using Müller’s method [77].
Solving Eq. (3.3), the code determines the eigenvector, which corresponds to the axial profile of
the complex RF-field, and the complex eigenvalue, which comprises the cold-cavity RF-frequency
and the decay rate of the mode.

The typical resulting field profiles of different axial modes are shown in Fig. 3.1. For this cal-
culation, the cavity profile corresponds to the one from the DNP-gyrotron. The frequencies and
quality-factors for these modes were listed in table 2.2.
The properties of these cold-cavity longitudinal eigenmodes, are of interest both in cavity de-
sign studies and as a starting point for further gyrotron simulations. There, the resulting field
profile is used for calculating gyrotron radiation properties with the fixed-field approach or as
the initial condition of the field profile (i.e. F (z, t = 0) = Fcold(z)) for fully self-consistent codes
as TWANG, TWANGLIN or TWANG-PIC, while the cold-cavity RF-frequency is usually used as
reference frequency in those codes.

3.2 Non-linear self-consistent beam-wave interaction

Self-consistent non-linear modeling is necessary to determine the transient and asymptotic prop-
erties of the generated RF-field in realistic conditions. As described earlier, this is described by
the physics of the interaction between a ring-shaped beam of gyrating electrons and the self-
consistently created field profile inside the cavity. The most fundamental equations describing
this situation is the intricate set of Eqs. (1.3), consisting of the relativistic equations of motion
of electrons undergoing the Lorentz force and the electromagnetic wave equation with a source
term, derived from Maxwell’s equations.
Solving this set of equations leads to numerically extremely heavy simulations, since both the
timescales, outlined in Fig. 3.2, and the spatial scales that have to be resolved span many or-
ders of magnitude. Here, the smallest time- and spatial scale is that of the electron gyro-motion,
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Figure 3.1: Cold-cavity axial eigenmodes for the TE7,2-mode in the DNP-gyrotron: a) Cavity wall-
profile. b) Cold-cavity field amplitude profile for different axial modes (for colors and line-styles
see legend) from code package CAVITY, normalized to output value. c) Cold-cavity field phase
profiles. Frequencies and quality-factors: see table 2.2. Here, for the Ohmic losses, a wall con-
ductivity of σ=σCu/2 = 2.9 ·107 S/m was used.

while the largest spatial scale is the entire volume of an overmoded cavity and uptaper and the
largest temporal scale is that of the development of a non-linearly saturated or asymptotic state
of interaction.
Nonetheless, this type of first principle simulations are sometimes employed for gyrotron beam-
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Figure 3.2: Sketch of the relevant time-scales in gyrotron interaction and in gyrotron modeling.
The positions of the different time-scales apply to the here-described DNP-gyrotron and are dif-
ferent in other gyrotrons.

wave interaction calculations. This is possible with so-called full-PIC / full-wave codes, that usu-
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ally include a 2.5-dimensional (e.g. 3-D velocity, 2-D spatial) or 3-D description of the particle
motion and a full-wave approach for the RF-field. Members of this group include the commer-
cial software packages CST Microwave Studio [78] and MAGIC [79] as well as several other codes
[51, 80, 81, 82]. Because of the very demanding computational resources, they are mostly used
only for verification of results or in some cases for gaining a better understanding of certain phe-
nomena [80, 83, 84, 85]. Even in this case, sometimes a down-scaled version of the real cavity
and eigenmode have to be used for preventing inhibitingly large computation times [86].
Because of these drawbacks, reduced models are developed, in which the equations of motion
and the wave-equation have been simplified by applying several well-chosen restrictions and
approximations [87].
The introduced modifications consist in an averaging of the fast time scales describe only the
global evolution of the beam-wave interaction, so that the necessary time-step is increased by
a large factor. At the same time the spatial description can be reduced to one spatial coordi-
nate. The resulting model can be implemented in numerically very fast codes, which are suitable
for large simulation studies covering many operating points in parameter scans. These mod-
els include multimode-models, describing the interaction with several transverse modes, and
monomode models, describing the interaction with a single transverse mode.
A commonly used model is implemented into the SPC-code TWANG and will be introduced in
more detail in section 3.3. It describes the time-dependent self-consistent wave-particle interac-
tion equations for a given transverse cavity eigenmode TEm,p and is based on the slow-timescale
formulation (i.e. averaged description). The approach assumes that changes of the RF-field pro-
file occur on a time scale significantly longer than the electron transit time, i.e. the electron time
of flight through the interaction region.
This assumption generally restricts the fastest variation of the field profile to ∼ 10ns (see Fig.
3.2), which means that the approximation can fail in the case of fast field variations due to non-
stationary oscillations.
Therefore, a novel simulation model and code has been developed, in which the restriction of
a time-scale separation between field and electron transit is relaxed. For this development, de-
scribed in section 3.4, the model of the TWANG-code was adapted from a trajectory-like ap-
proach towards a gyro-averaged 1D PIC approach (spatially 1D).

3.3 Trajectory-approach: The TWANG-model

The kind of model, which is implemented into the code TWANG, was first introduced by Fliflet
et al. [88], but also described in detail e.g. by S. Kern [89], E. Borie [75], K.R. Chu et al. [76] and A.R.
Choudhury [90]. At SPC, such a model is implemented into the self-consistent, time-dependent
code TWANG, but similar models are implemented in most gyrotron simulation codes, such
as for example in the KIT-codes SELFT [89] and EURIDICE [91], the code MAGY [92] or the codes
at the Institute of Applied Physics (Nizhny Novgorod) [93]. For a complete description of the
derivation, the reader can refer to one of these publications.

In the following, it will be briefly summarized, which are the approximations and restrictions
included in the model, and when / why they are justified. The approximations will be described,
that are used for deriving the reduced model from the original equations of motion and the wave
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equation (as in Eqs. (1.3) ).
AC-space charge effects can be neglected [82] for the beam-wave interaction in gyrotrons, be-
cause no influence of space charge instabilities is expected, if the beam density stays below a
certain threshold, and because the interaction mechanism intrinsically does not include density
fluctuations. The non-negligible DC-effect of space charge voltage depression [94, 95] can be
taken into account à posteriori by adapting the beam energy.
Another simplification that is justified in most cases consists in neglecting the coupling between
transverse modes, reducing the field description to a single TEm,p -mode [28].
Similarly to the cold-cavity description of section 3.1, the electric field is described by an ansatz
with a fixed transverse profile and a z-dependent amplitude. The temporal evolution is sepa-
rated into a fast reference oscillation (close to RF-frequency) and a (in comparison) slowly vary-
ing field amplitude::

E = Re
(
F̂ (z, t ) êmp (r,ϕ) e−iω0t

)
, (3.7)

where F̂ (z, t ) represents the axially varying complex amplitude of the transverse field, and
êmp (r,ϕ) is the fixed normalized transverse field profile of the TEm,p -mode, that is assumed not
to be modified by the interaction. By integrating the field contribution over the cylindrical cross
section, an average is taken over the transverse field profile, so that the spatial dependence of the
field is reduced to the field at the particle position and the field envelope F̂ (z, t ).
The arbitrary reference frequency ω0 for the mode TEm,p is chosen close to the actual oscillation
frequency, so that the profile F̂ (z, t ) includes a variation, that is slow compared to ω0:

∂F̂ /∂t

F̂
�ω0. (3.8)

Therefore, the term with the second order time derivative ∂2F̂
∂t 2 that appears in the wave-equation

can be neglected and one obtains a parabolic wave equation, with a first-order time derivative
and a second-order derivative in the axial variable z.
The transverse field vector is replaced by the radial and azimuthal transverse fields of TEmp -
eigenmodes in a cylindrical conducting surface waveguide, which is expressed in Bessel-functions
[96]. The evaluation of the interaction term is strongly simplified by moving the origin of the co-
ordinates from cylindrical coordinates with the center on the cavity-axis to an origin at the center
of gyro-motion (using Graf’s theorem [97]).
In order not to have the electron motion expressed in a Bessel-function, which is more compli-
cated to solve numerically, one uses the approximation of small Larmor-radius k⊥rL � 1, which
is true for not strongly relativistic electrons ([75]: Vbeam < 250kV) and which allows the use of a
Taylor-development for expressing the motion without temporally varying Bessel-functions.

In the trajectory-approach, the electron equations of motion are not solved in the time-domain,
but instead in the spatial domain by replacing the temporal derivative with a spatial derivative
as:

d

d t
−→ d

d z

d z

d t
= vz

d

d z
= p̂z c

γ

d

d z
(3.9)

This modification is combined with the approximation, that the field profile is practically un-
changed during the electron transit through the entire interaction region, which is equivalent
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to

ΔωF ∼ 1

|F |
∣∣∣∣∂F

∂t

∣∣∣∣� vz

L
∼Δωib, (3.10)

where vz is the electron axial velocity, the quantity ΔωF is the characteristic frequency band-
width of the excited RF-field and Δωib = 1

τel
is the characteristic instability bandwidth and the

inverse of the electron transit time.
This condition, meaning that the electrons interact with a constant field envelope, is satisfied for
stationary (single-frequency) regimes or in non-stationary regimes as long as its bandwidth ΔωF

is small enough.
Under the condition of timescale separation in Eq. (3.10), the resulting equations of motion can
then be solved along the entire interaction region between each time step of the wave equation,
using the full field profile obtained in the wave equation in the previous time step.
All these manipulations and approximations allow obtaining the following model used in TWANG,
where the equations of motion (2×Ninj Ordinary Differential Equations (ODEs) for Ninj macro-
electrons) in perpendicular direction are:

dP

d ẑ
=
(
−iΔ+ s

2

d(lnB0)

d ẑ

)
P + s

(−γF∗ + i p̂z F ′∗)C0
p̂2s−2
⊥
p̂z

. (3.11)

The parallel components of the equations of motion are:

d p̂z

d ẑ
=−C0

p̂z
Im(F ′P )− 1

2

p̂2
⊥

p̂z

d(lnB0)

d ẑ
. (3.12)

The self-consistent model is completed by the time-dependent parabolic wave equation for the
wave electric field envelope F (ẑ, t ):

(
2i

ω0

∂

∂t
+ ∂2

∂ẑ2 +κ2
||0

)
F = i I

〈
C0

P ∗

p̂z

〉
. (3.13)

Here, the dynamic variable of the slow-timescale perpendicular electron momentum has been
introduced as:

P = p̂ s
⊥e−iΨ, (3.14)

expressed with the slow-timescale electron gyro-phase Ψ and with the perpendicular momen-
tum, which is normalized like the parallel one:

p̂⊥ = p⊥
me c

and p̂z = pz

me c
. (3.15)

Furthermore, the relativistic factor of the macro-electron γ j is included and in the equations of
motion the index of the macro-electron has been omitted.
The field envelope has been normalized by:

F = e

me c2

ss

2s s!

F̂

k⊥
, (3.16)

50 Falk Braunmueller, SPC, EPFL



3.3. TRAJECTORY-APPROACH: THE TWANG-MODEL

with the axial derivative of the field as F ′ = ∂F
∂ẑ , and the axial variable was normalized as:

ẑ = k0z = ω0

c
z. (3.17)

Furthermore, the following normalized, dimensionless quantities have been used:

Detuning:

Δ=
γ− s Ωc

ω0

p̂z
(3.18a)

Normalized beam current:

I ≡ e Z0

me c2

Ib

Cmp

(
ss

2s s!

)2

, (3.18b)

Parallel wavenumber with Ohmic losses:

κ2
∥0 =1− k2

⊥
k2

0

[
1− (1+ i )

(
1+ m2

ν2
mp −m2

k2
0

k2
⊥

)
δsk

Rw

]
, (3.18c)

Coupling factor:

C0 ≡
(

k⊥
k0

)s ( sΩc

ω0

)1−s

Jm−s(k⊥Rg), (3.18d)

Normalizing constant for TEm,p -mode :

Cmp =π

2
(ν2

mp −m2)J 2
m(νmp ), (3.18e)

where, as in the case of the cold-cavity description (section 3.1), the normalized complex ax-
ial wavenumber κ||0 takes into account the Ohmic wall losses self-consistently [76]. In the wave

equation the averaging of the source term has been defined as: 〈V 〉 = 1
Ninj

∑Ninj

j=1 Vj for Ninj elec-

trons at a given ẑ and t , where V is standing for any phase space quantity. A summary of all the
remaining standard variables that have been introduced in Eqs. 3.11-3.13 and Eqs. 3.18 is pre-
sented in table 3.1.
In Eqs. 3.11 and 3.14, the condition that the electron motion is represented in the slow-timescale

representation with the slow gyro-phase Ψ, imposes that the reference frequency (defined close
to RF-frequency) also has to be close to the harmonic of the self-consistently changing cyclotron
frequency:

1

|P |
∣∣∣∣dP

d t

∣∣∣∣� 1 ⇐⇒ ω0 ≈ s
Ωc

γ
. (3.19)

In order to clarify the meaning of these equations, the significance of each of the relevant terms
in the TWANG-equations (Eqs. (3.11)-(3.13)) will be rapidly introduced at this point.
In the perpendicular equations of motion Eq. (3.11), the detuningΔbetween reference frequency
and the harmonic of the actual gyro-frequency s Ωc

γ leads to an oscillatory behavior of the per-
pendicular momentum P during the advancing of the electrons. The second term takes into
account the conservation of magnetic moment, including a transfer of kinetic energy between
parallel and perpendicular motion due to an adiabatically changing guiding magnetic field with
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Beam current Ib [A]
Magnetic field B0 [T]
Azimuthal mode number m
Radial mode number p
Bessel-function of order m Jm(x)
Bessel-zero νmp pth root of J ′m(x) = 0
Cyclotron harmonic number s

Non-relativistic angular cyclotron frequency Ωc = eB0
me

[rad/s]

Electron mass me [kg]
Electron charge e [C]
Vacuum impedance Z0 [Ω]]
Speed of light c [m/s]
Reference wavenumber k0 = ω0

c [1/m]
Perpendicular wavenumber k⊥ = ωco

c , = νmp

Rg
[1/m]

Reference parallel wavenumber k||,0 k2
||,0 = k2

0 −k2
⊥ [1/m]

Guiding center radius Rg [m]
Cavity wall radius Rw [m]

Skin depth δsk =
√

2
μ0ωσ

[m]

Cavity wall conductivity σ [S/m]
Vacuum permeability μ0 [Vs/Am]
No. of electrons Ninj

Table 3.1: Summary of standard constants and quantities used in this section. Other quantities
are defined in the text and can be found in Appendix B.

the normalized gradient dB0/d z
B0

= d
d z ln(B0).

The latter half of the right-hand side of Eq. (3.11) represents the actual action of the RF-field onto
the perpendicular momentum, with the term proportional to F∗ arising from the RF-electric
field and the term with the axial derivative F ′∗ from the RF-magnetic field.
Equivalently, in the parallel equations of motion Eq. (3.12), the first term on the right-hand side
accounts for the action of the RF-magnetic field and the second term arises from the conserva-
tion of magnetic moment.
In the wave-equation (Eq. (3.13), the term with the reference axial wavenumber κ2

||0 represents

the expected RF-field variation at the reference frequency, arising from k2
||,0 = ω2

0

c2 − k2
⊥ and in-

cluding a change in field amplitude due to Ohmic losses. Thus, the first and second term on the
left-hand side describe the temporal and axial variation of the RF-field, that is not included in
the reference axial wavenumber, but in the slow-timescale field envelope. As mentioned earlier,
the term on the right-hand side of the wave equation represents the source term of the RF-field,
accounting for the action of the electrons onto the field.
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Equations of motion:
p (zin), pz(zin), F(z, t i)

 
p (z), pz(z)

Wave equation:

       F(z, t i), J(z)  +  B.C.
 
 

F(z, t i+1)

e- - trajectories 
source profile

Field 
profile

Advance electrons in z 
inside known field profile

Calculate field profile of 
next time-step with 
Source profile

Time-scale separation: 

E >> electron

TWANG

Figure 3.3: Algorithm for solving the system of equations in the code TWANG. The equations
of motion are advanced over the entire interaction region using a 4th-order Runge-Kutta method
and the field profile is updated in the parabolic wave equation by using a combination of a finite-
difference predictor-corrector approach in time-domain with a finite-element approach in spa-
tial domain.

3.3.1 Numerical Approach and applications

The algorithm used in TWANG for solving the system of equations Eqs. (3.11)-(3.13) is shown
schematically in Fig. 3.3 and works in the following way. In the equations of motion (ODEs
in Eqs. 3.11-3.12), at each time-step the field profile F (ẑ, ti ) together with the initial momenta
P (ẑin) and p̂z (ẑin) are used to calculate the electron momenta along the entire interaction re-
gion. The obtained trajectories P (ẑ) and p̂z (ẑ) are then used in the source term of the wave
equation (right-hand side of Eq. 3.13) in order to advance the field in time, calculating F (ẑ, ti+1).
The equations of motion Eqs. (3.11)-(3.12) for Ninj electrons are solved using a 4th order Runge-
Kutta method and the time-dependent envelope wave equation, Eq. (3.13), is solved using a finite
element method (FEM) scheme based on B-splines of any order in spatial domain as well as a
finite difference method with a predictor-corrector method in the time domain. The details of
the numerical implementation of the wave-equation have been included in Appendix A.
At the boundaries of the interaction space, radiation boundary conditions are considered, which,
with the Finite Element Method (FEM) numerical scheme, are natural conditions. The radiation
boundary conditions (for any t ) are defined as:

∂F

∂ẑ
(t )

∣∣∣∣
ẑin/out

=±i
k||0
k0

F (ẑin/out, t ). (3.20)
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Here, k2
||0 = k2

0 − k2
⊥(ẑin/out) = ω2

0−ω2
co(ẑin/out)
c2 is the axial wavenumber without the loss term and

’+’ and ’−’ correspond, respectively, to the boundary conditions at the beginning (ẑ = ẑin) and
output (ẑ = ẑout) of the considered interaction region. With this boundary condition, exact zero
reflection is obtained at the reference frequency ω0, which however might be different from the
wave frequency. In order to obtain zero reflections for the case of an oscillation with a single-
frequency spectrum, the reference frequencyω0 needs to be iteratively matched to the computed
self-consistent oscillation frequency. However, in the case of a multi-frequency or broadband-
spectrum, where the reference frequency cannot be matched to a single oscillation frequency,
part of the oscillation frequencies might undergo stronger reflections from the boundary condi-
tions. Because of this, instead of the boundary condition Eq. (3.20) an integro-differential type
boundary condition [98, 99] can be chosen at the cavity ends, which yields negligible reflections
for all implied frequencies.
As initial condition for the field profile, a cold-cavity field profile is used (by default q=1 axial
mode), that was previously calculated with the code CAVITY (see Fig. 3.1). As an initial condi-
tion of the electron variables in the equations of motion, at the cavity entrance normally the
quantities are used, that have been obtained by simulations with the code DAPHNE. The Ninj

electrons, for which the equations of motion are calculated, are distributed uniformly in the ini-
tial slow gyrophase at the interaction space entrance and in case of simulations with spread they
are additionally distributed uniformly in guiding center radius and/or with a gaussian distribu-
tion in pitch-angle and/or relativistic factor γ. For all these distributions, a quiet-start algorithm
is used, based on a Hammersley-sequence [100, 101].
The program TWANG is written in the language FORTRAN90 and has been parallelized for solv-
ing the equations of motion using MPI (Message Passing Interface) for rapid execution on mul-
tiple cores of a cluster or of a single processor [102].

3.4 1D-Particle-In-Cell approach: TWANG-PIC

As it was described in section 3.2, the model described above and implemented in TWANG is
well-suited for simulating stationary regimes, in which case the field profile is constant in time
after a transient phase of the simulation, or for narrow-bandwidth non-stationary regimes for
which Eq. (3.10) is valid. Whenever the self-consistent oscillation in the cavity is non-stationary,
the field profile may change during the electron transit, therefore violating the assumption de-
scribed by Eq. (3.10). One example are the non-stationary oscillation on a single transverse
mode, that are observed experimentally on the DNP-gyrotron. As will be described in the fol-
lowing chapter 5, on this gyrotron, nanosecond-pulses were observed [103, 55, 104], that result
in a fast variation of the RF-power and therefore also of the cavity field profile. Another situa-
tion, in which the model of TWANG is no longer valid is the appearance of dynamic After-Cavity
Interaction (ACI) [105, 106, 107], for which it remains unclear, whether it is the cause of experi-
mentally observed parasitic frequencies [108, 109]. In both these examples, the timescale of field
profile variation is of the same order as the electron transit time (or faster):

τF ∼ τel, (3.21)
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where the timescale of field variation is defined as τF = 1
ΔωF

(ΔωF defined in Eq. (3.10)) and the
electron transit time is defined as τel = L/vz (L being the interaction length and ).
In order to be able to simulate these situations realistically, one has to relax the time-scale sepa-
ration (3.10), that was introduced in the model of TWANG with the trajectory-approach.
Therefore, the model and the related numerical algorithm for solving the equations has to be
modified in order to reliably simulate a rapid variation of the field profile. Because the field pro-
file is now allowed to vary faster than the electron transit, it is no longer possible to calculate the
full electron trajectory at each time step with a fixed field profile. This means that the equations
of motion have to include the temporal variation of the field envelope.
For the model of TWANG-PIC, the equations of motion were moved back from spatial domain
to the time domain, so that electrons are advanced in temporal and spatial steps, resulting in
a 1D/3D-reduced PIC-approach (1D spatially, 3D in velocity space). The details of this model
and code have been published in [110] and at conferences [111, 112] and will be described in the
following subsections.

3.4.1 TWANG-PIC model

During the introduction of the model of TWANG, it was described how the trajectory approach
was included into the model by replacing the temporal derivative by a spatial derivative (in Eq.
(3.9) ). For allowing a faster variation of the field profile, the main modification is to step back
from the replacement of the derivative:

d

d t
←− d

d z

d z

d t
= vz

d

d z
= p̂z c

γ

d

d z
(3.22)

The resulting equations in a PIC-approach, which describe the equations of motion in the tem-
poral domain, are implemeted into the code TWANG-PIC in the following form:

dP

dτ
=
(
−iΔ+ s

2

p̂z

γ
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d ẑ

)
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(3.23a)
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d ẑ
(3.23b)
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∥

)
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1

Ninj

Ninj∑
j=1

C0 j P
∗
j

γ j
Δτ δ(ẑ − ẑ j ), (3.23d)

where, in addition to the dynamic variables, coefficients and normalizations described in the
section 3.3, the normalized time τ=ω0t and the simulation time-step Δτ have been introduced.
As a part of moving the equations of motion back to time-space, the source term was modified
as:

Δt

Δz
= 1

vz
= γ

p̂z c
−→ Δt ·δ(z − z j ). (3.24)
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The same motivation also caused the introduction of Eq. (3.23c), coupling the spatial and tem-
poral advance of the electrons.
A similar model has been described e.g. in the code Gyrodyne [113]. Different approaches for in-
cluding the possibility of a rapidly changing field profile as in relation (3.21) have been described
in [114], as well as in [115, 116] and applied e.g. in [117].

3.4.2 Numerical Approach and Applications

No Time-scale 
separation:

E~ electronEquations of motion:
p , (t i), pz, (t i), z (t i), F(z ,t i)

 
p , (t i+1), pz, (t i+1), z (t i+1)

Wave equation:
       F(z, t i), J(z)  +  B.C.

 
 

F(z, t i+1)

Advance electrons 
by one step in t and z

Advance field profile in time

Current 
assignment:
p , , pz, , z J(zj)

Field at e–-position:
F(z) F(z )

TWANG-PIC

Figure 3.4: PIC-algorithm for solving the system of equations in the code TWANG-PIC. The
equations of motion are advanced in time using a 4th-order Runge-Kutta method and the field
profile is updated in the parabolic wave equation using a combination of a finite-difference
predictor-corrector numerical scheme in time-domain with a finite-element scheme in spatial
domain.

In comparison to the description of the numerical approach used in TWANG (section 3.3.1),
the equations of motion of TWANG-PIC are solved in the time-domain and the field equation is
re-evaluated between each Runge-Kutta step of the electrons.
The algorithm, that is used in TWANG-PIC to solve the system of Eqs. (3.23a-3.23d), and that
corresponds to a typical Particle-In-Cell (PIC)-algorithm, is shown schematically in Fig. 3.4. The
field experienced by the electrons (which are not necessarily on the grid points any more) is ob-
tained using interpolation [101], while the source term of the wave equation is calculated on the
grid points, using a grid deposition scheme [101], both using B-splines of any order. The equa-
tions of motion are now solved in time by a 4th order Runge-Kutta method, while for the wave
equation a finite difference method in time is combined with a finite element scheme in the spa-
tial domain, as in TWANG.
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At the first time-step, the simulation is initiated with a filled cavity, where electrons are dis-
tributed in z-direction with initial parameters, that include the effect of the non-uniform mag-
netic field.
The numerical algorithm for pushing of the electrons has been described in detail in [118] and
is done in the following way. At each time step, a set of Ninj electrons is injected at the beginning
of the interaction region with a set of predefined parameters. In particular, by varying the initial
phase of the injected electrons in-between time steps, the effective number of represented par-
ticles can be increased, because a larger number of discrete initial gyro-phase values can partic-
ipate in the interaction. The interacting electrons are then handled in a single array of memory.
At the end of the interaction region, the exiting electrons are removed from the storage array and
holes in the array are re-filled by injected particles and by compacting the array. Energy, velocity
and/or guiding center spreads are simulated by a quiet-start particle loading scheme [101].
In TWANG-PIC, again either the single-frequency boundary condition Eq. (3.20) or the broad-
band non-reflecting boundary condition [98, 119] can be chosen in the wave equation. The
equations of the model described in section 3.4.1 were implemented in FORTRAN into the new
code TWANG-PIC.
This code is an intermediate approach between fast codes with reduced physics (such as TWANG)
and the numerically very demanding 2.5-D or 3-D PIC-codes, that mostly include the full-wave
physics, such as the commercial software packages CST Microwave Studio [78] and MAGIC [79]
as well as several other codes [51, 80, 81, 82]. Due to the described approximations included in
the TWANG-PIC-model, it is less generally valid, but has the advantage of requiring acceptable
computation resources.
The required numerical resources were analyzed and are summarized in table 3.2 for the typ-
ical simulation parameters as: Number of points in z: nz = 500, Ninj = 64 injected particles at
each time step, leading to approximately 25000 simultaneously simulated electrons, time step
Δt = 4.3ps and simulated time span tmax = 100ns. The non-perfect speedup with increasing
number of cores is mainly caused by global MPI communication.

The required numerical resources represent a significant increase in comparison to the code

Number Intel Haswell i7-4770 2 Intel-Sandy Bridge
of quad-core processor 8-core processors
cores combined, 2.2GHz
1 1650sec 1899sec
2 870sec 985sec
4 510sec 528sec
8 308sec
16 173sec

Table 3.2: TWANG-PIC runtime on two different compute nodes, using a different number of
processor-cores. The speedup with increasing number of cores is not perfect because of MPI-
communication.

TWANG, where for the same case the typical input parameters Δt = 60ps, Ninj = 512 and tmax =
100ns result in a run-time of about 91seconds on the four cores of the above-mentioned Intel
Haswell i7 quad-core processor. Nevertheless, this kind of computational requirements allows
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one to use the code for parameter-scans in gyrotron design studies or in experiment interpreta-
tion, which is usually not the case for full-PIC simulation codes [80]. Considering the increased
regime of validity with respect to the trajectory-codes as TWANG, this shows, that the code has
advantages both with respect to these trajectory-based codes and to the full-PIC codes.
The maximum time step in TWANG-PIC is limited by a numerical instability, that appears, if the
axial step of the electrons during a time step exceeds the spatial discretization, so if Δz < vzΔt .
This limitation could be slightly relaxed by smoothing short-range spatial fluctuations of the
source term in the wave equation at each time step. It might be related to the numerical Cerenkov
Instability and the Courant-Friedrich-Levy condition [120, 121].

3.4.3 Calculation of RF-parameters

In this subsection, it will be briefly described how the physical quantities of the RF-parameters
are deduced from the simulation parameters.
The RF-power, is calculated as follows:

PRF = Cmp

Z0

1

k0

∣∣∣∣ F̂

k⊥

∣∣∣∣
2

Im

(
1

F̂

∂F̂

∂z

)∣∣∣zout

zi n

(3.25)

and the total dissipated power in the cavity wall is calculated as:

Pdissp = Cmp

Z0

1

k0

∫zout

zi n

d z
δsk

Rw

(
1+ m2

ν2
mp −m2

)
|F̂ |2, (3.26)

The integrated field energy in the interaction region corresponds to:

WRF = Cmp

Z0

k

ω0

∫zout

zin

d z

∣∣∣∣ F̂

k⊥

∣∣∣∣
2

. (3.27)

The electron efficiency is deduced from the powers, assuming numerical energy conservation:

ηel = (PRF +Pdiss +dWRF/d t )/(Ib ·Vb) (3.28)

Alternatively, the efficiency can also be calculated directly from the changing electron energy be-
tween the time-steps. This is done in the TWANG-code, where the trajectory-approach allows to
directly compare the electron-energy at the cavity entrance and output for each electron. Finally,
the time-dependent loaded diffractive quality-factor is calculated as:

Qdiff =ω0WRF/PRF. (3.29)

3.4.4 Benchmarking and confirmation of necessity for PIC-model

As a first step of code validation, the code TWANG-PIC was benchmarked against the original
code TWANG. For this study, the case of the DNP-gyrotron was used.
The geometry of the cavity interaction region together with the inhomogeneous magnetic field
profile were presented in Fig. 2.4. The typical system parameters for simulations describing the
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Transverse mode TE7,2

Magnetic field B0 9.45−9.70T
Pitch-angle α 1−2.4
Beam current Ib 5−140mA
Guiding center radius Rg 1.394mm
Beam energy Vb 15.5kV
Wall conductivity σ 2.9 ·109 S/m
Time step (TWANG-PIC) Δt 1.8ps= 3/ω0

Time step (TWANG) Δt 63ps= 0.01 ·2Q/ω0

Injected particles (TWANG-PIC) Ninj 32
Injected particles (TWANG) Ninj 256
No. of time steps (TWANG-PIC) Nt 240000
No. of time steps (TWANG) Nt 10000
No. of points in z Nz 500-2113
Pitch-angle spread Δα 0%
Energy spread Δγ 0%
Rg-spread ΔRg 0%

Table 3.3: Typically used simulation parameters for simulations on the DNP-gyrotron.

wave-particle interaction are listed in table 3.3.
For this gyrotron, the operating region in the (B0 − Ib)-parameter plane has been shown in Fig.

2.7 in chapter 2. As described there, the forward-interaction region in the DNP-gyrotron is given
by the region of magnetic field with B0 < 9.589T.
For a first comparison, a stationary operating point in the forward-wave regime was chosen, us-
ing the operating parameters B0 = 9.535T, Ib = 20mA and α= 1.9. For this operating point, Fig.
3.5 shows a comparison of the field amplitude and phase in the cavity between TWANG-PIC and
TWANG. It is observed, that for both the amplitude and phase profile the result of the two codes
matches very closely. The field profile corresponds to a stationary field profile, which is close to
that of the cold-cavity axial mode q=1, shown in Fig. 3.1.
The same agreement is found for the particle evolution in energy and slow gyro-phase Ψ versus
z, as it can be seen in Fig. 3.6. For TWANG, the electron distribution at the end of the simulation
time is shown as lines, because the electron properties are calculated as trajectories of the in-
jected electrons for each time step. In the PIC-version, the electron distribution is more uniform
both in energy/phase and along the axial direction, since the electrons are no longer located on
the grid points. However, the particle density in energy and phase over the interaction region
is observed to be the same, so that the obtained bunching matches very well between the two
codes. This clearly shows that the TWANG-PIC code is correctly simulating the beam-wave in-
teraction for this considered cavity geometry and operating point.
In order to have a more complete comparison between the two codes, their behavior has been
analysed not only for a single operating point, but over a range of parameters. Thus, the output
parameters of the above-mentioned gyrotron were analysed at different values of the normalized
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Figure 3.5: Top: Profile of the cavity wall radius as a function of the axial coordinate, as used
in the simulations. Bottom: Self-consistent axial profile of the absolute value and phase of the
electric field along the cavity. The profiles are a snapshot at the same instant from TWANG-
PIC (red lines) and from TWANG (blue crosses). For a better visibility, only a certain number of
points from TWANG are displayed and the offset of the field phase has been substracted for both
cases. The simulation parameters are B0 = 9.535T, Ib = 20mA, α= 1.9, Vb = 15.5kV.

detuning

Δ0 =
γ0 − s Ωc

ω0

p̂z,0
, (3.30)

which corresponds to the definition in Eq. (3.18a) using the initial relativistic factor γ0 = γ(zin)
and parallel momentum p̂z,0 = p̂z (zin), as well as the angular reference-frequencyω0 (set to cold-
cavity frequency of the q=1-axial mode). The scan in detuning was performed by varying the
cavity magnetic field with a fixed beam current of Ib = 20mA and a pitch-angle α= 1.9.
The results of these simulations are presented in Fig. 3.7, showing the power (part a) ) and the
self-consistent oscillation frequency (part b) ) as a function of the cavity magnetic field (bottom
x-axis) and of the normalized detuning (top x-axis). At first, the reference frequency is chosen
as the cold-cavity eigenmode frequency with the axial mode number q=1 (TWANG-PIC in blue,
TWANG in red/dashed). For these simulations the results of TWANG and TWANG-PIC match
very well in the forward-wave region. In the backward-wave region (detuning Δ0 < 0, higher B0)
however, the difference between the two codes is relatively large. If the reference frequency then
is adjusted iteratively to the self-consistent oscillation frequency, it is observed, that both power
and frequency of the TWANG-simulations (magenta/dotted line) converge towards the value
from TWANG-PIC (green/dash-dotted line). The result of the latter code on the other hand stays
nearly unchanged when changing the reference frequency towards the self-consistent oscillation
frequency. This observation is independent of the chosen boundary condition.
The result shows, that the PIC-code is much less sensitive to the arbitrary choice of the reference
frequency for stationary oscillation points. Recently the dependence of the simulation results
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Figure 3.6: Instantaneous particle distribution in the relativistic γ-factor, corresponding to the
particle energy, and in the slow gyro-phase Ψ along the interaction region. The snapshots are
taken at the same simulation time as in Fig. 3.5 and for both codes Ninj = 64 particles were
used. For the TWANG-simulation (blue lines) the electron trajectories are shown as lines. For
TWANG-PIC (red points) however, for one simulation time only the instantaneous position, en-
ergy and phase are known and displayed. In the lower plot, again a constant phase offset between
the result of the two codes has been substracted.

on the reference frequency in the frame of the trajectory-approach has been studied in [122]. As
suggested in [122], the reason for the dependency on the reference frequency is that the tempo-
ral variation of the field phase profile, which is present, if the reference frequency is not equal
to the self-consistent RF-frequency, is not included in the equations of motion of TWANG. As it
was described above in section 3.3, there the field profile (amplitude and phase) is supposed to
be fixed during the electron transit time. If the reference frequency however matches exactly the
oscillation frequency, the phase profile is constant in time, so that the field phase experienced
by the electrons along the trajectory is the true phase.
Thus, the temporal variation of the field phase is expected to be stronger, if the self-consistent
frequency deviates more from the reference frequency. By choosing the reference frequency
equal to the cold-cavity frequency of the q=1 mode, the condition fRF = f0 is approximately ful-
filled in the forward-wave region. In the backward-region however, where the self-consistent
effects are dominant, this condition is no longer satisfied. This results in a deviation of the from
TWANG-result from the correct result in the backward-region, if the reference frequency is not
iteratively adjusted towards the self-consistent oscillation frequency.
Once the iterative frequency-adjustment in TWANG is converged, there is no significant differ-
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Figure 3.7: Radiated power (a) ) and self-consistent oscillation frequency (b) ) as a function
of the cavity magnetic field (bottom x-axis) and of the normalized detuning (top x-axis). The
red, dashed line (’+’) corresponds to the radiation as simulated in TWANG with a reference
frequency f0 = 260.507GHz, that corresponds to the cold-cavity eigenfrequency for the TE7,2,1-
mode. The results from TWANG-PIC with the same input parameters are shown in blue (solid,
diamonds). The TWANG-result with the reference frequency iteratively adapted to the RF-
frequency is represented by the magenta/dotted line (’x’) and the same for TWANG-PIC is shown
as the green/dash-dotted line (circles). In the backward-region (higher B0), the TWANG-result
with a fixed f0 deviates from the other results. In the hard-excitation-region (low B0), only the
result with a fixed f0 is shown.

ence between the two results for such a case of mono-frequency oscillation.

Influence of reference frequency on non-stationary oscillations

Non-stationary regimes are associated with a multi-frequency or broadband spectrum. Because
of this, the result of the previous paragraph is important for simulating non-stationary regimes.
If in a broadband spectrum the reference frequency is chosen as the one corresponding to the
dominant peak of the obtained spectrum, it might be well separated from the other relevant
frequencies present in the oscillation, so that these frequency-components are not represented
properly in TWANG. This means that there are two restrictions for simulating non-stationary
regimes with a code as TWANG, based on the trajectory-approach. Firstly, the model assump-
tion of time-scale separation is violated as explained in section 3.4.1 and secondly, in practice
the reference frequency cannot be iteratively adjusted towards the oscillation frequency. Both
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these restrictions are removed when moving towards a (reduced) PIC approach. In the previ-
ous subsection, it was already shown, that for single-frequency operating points the result of
TWANG-PIC is much less sensitive to the reference frequency.
This is also the case for a non-stationary operating point, as it will be demonstrated here. The
details and extent of the non-stationary regime in the discussed gyrotron will be discussed ex-
tensively in chapter 5, but at this point we will already use one of the operating points inside the
non-stationary regime for demonstrating the necessity of the PIC-model for non-stationary os-
cillations. This is shown in Fig. 3.8 a) and b), which shows the spectrum obtained with TWANG-
PIC (Fig. 3.8 a)) and TWANG (Fig. 3.8 b)) for the operating point B0 = 9.60T, Ib = 67mA, α= 1.9
with the cavity-geometry and parameters as above. The different colors and line styles corre-
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Figure 3.8: Spectra from TWANG-PIC (top part) and TWANG (bottom part) for the non-
stationary operating point B0 = 9.60T, Ib = 67mA, α = 1.9. The different line styles and colors
correspond to different reference frequencies (see legend).

spond to different reference frequencies, varied over the range of frequencies, that is present in
the spectrum.
Again, the obtained spectrum is practically independent of the reference frequency for TWANG-
PIC, but changes completely for TWANG-simulations, including a transition from nearly equal-
amplitude sidebands (e.g. f0 = 260.25GHz) to stationary, mono-frequency oscillation (e.g. f0 =
261.0GHz). Unlike for stationary oscillations with a single RF-frequency, in this situation the
reference frequency cannot be adjusted towards the oscillation frequency and there is no good
choice of reference frequency, so that the simulation results are not reliable. The impossibil-
ity of choosing a correct reference frequency was observed to be a practical implication of the
more abstract concern, that an inappropriate model is used for the beam-wave interaction. This
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figure shows indeed that the model of the TWANG-code is inappropriate for simulating a multi-
frequency oscillation and that in such a case the change towards a Particle-In-Cell approach is
necessary.

3.5 Linear model and starting current calculations

The linear interaction model describes the beam-wave interaction in the limit of a small RF-field
amplitude. The sign of the linear growth rate determines, whether a certain mode can grow from
noise or would decay, if excited. The instability limit, where the change of sign occurs, depends
on the parameters of the electron beam and is represented by the starting current. The linear
analysis, and in particular the calculation of the starting current, plays a major role in gyrotron
research [123, 124, 20]. However, this field is still being explored and has been subject to recent
publications [125, 126, 127, 128, 129, 130].
The lowest order estimation for a linear model is that the profiles of the RF-mode are unchanged
by the presence of the electron beam, which is supposed to only influence the field amplitude.
If in addition to this assumption, the cold-cavity axial field profile is considered to interact with
the beam inside a uniform-radius interaction structure, then an analytic solution exists for the
calculation of the starting current. At SPC, this calculation is performed in the MATLAB-function
SC by solving the equation, that is described in [28] (Eq. (5.40)), where the starting current Ist is
explicitly expressed as:

1
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= −
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8γ0me c2

)(
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0 F̂q (z)eiΔs z d z
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Here, the detuning is defined as Δs = ωcold,q

vz0

(
1− sΩc (z)

ωcold,qγ0

)
and the beam-wave coupling term is

Gmp = (±1)s J (k⊥Rg) (with ± for co-
counter- rotating mode) and F̂q (z) is the fixed normalized field

axial profile of the cold-cavity mode q . Additionally, λ expresses the vacuum wavelength and
βz0 = vz (zin)

c and β⊥0 are the parallel and perpendicular component of the normalized initial ve-
locity.
This way, the starting current for different longitudinal modes is calculated separately by using
their axial profile from cold-cavity calculations performed by the code package CAVITY, described
in section 3.1. This approach of first calculating a given eigenmode of the cold-cavity (i.e with-
out electron beam) and using this solution for determining the starting current conditions is very
commonly used in gyrotron modeling [131, 130, 129]. The non-self-consistent approach is satis-
factory for situations in which the self-consistent effects are not dominant. This is often the case
on the normal operating points of high power gyrotrons, where the RF-frequency is close to the
cut-off frequency and the radiation properties are dominated by the cavity-geometry. Already in
these situations, self-consistent effects start to be relevant for low quality factor gyrotron cavities
[132].
For all other situations which are dominated by self-consistent effects the starting current calcu-
lations based on the cold-cavity RF-field profile fail to give a usable result. Especially in the gyro-
BWO operating regime characterized by a negative detuning, it is known that the calculation of
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the starting current should be performed self-consistently [133, 134, 135, 136]. In this operating
regime, the RF-field-profile in the cavity resonator develops fully self-consistently by an intrin-
sic coupling between the forward-moving electrons and the backward-moving wave, so that it
strongly deviates from the cold-cavity RF-field profile [88, 127]. The linear self-consistent field
profile should also be taken into account for the starting current calculation in gyrotron oscilla-
tors and/or the onset conditions of instabilities in gyro-amplifiers or beam-ducts [137, 138, 139].
Knowledge of the starting-current in the gyro-BWO regime is important for example for the de-
velopment of low-power gyrotrons with continuous frequency-tunability, where the operation
point is placed into the gyro-backward-wave regime suitable for performing the frequency tun-
ing [31].
Also if the excitation of unwanted (’parasitic’) modes outside the flat cavity section is studied, the
self-consistent effects have to be included, because these modes may be excited in backward-
interaction and/or because their RF-field profile is often strongly influenced by the presence of
the electron beam. This is true both for parasitic instabilities in beam-ducts and for ACI in the
after-cavity section [140, 141, 125].
When a linear self-consistent model is not available, a commonly applied method is the use of
non-linear self-consistent models for the analysis of the linear behavior of a gyrotron [128, 126].
This can be problematic, firstly because, in contrast to linear simulations, the result of non-linear
simulations depends on the initial conditions of the simulation [35] (of importance e.g. in the
hard-excitation region), secondly because a non-linear code often fails to reach the required nu-
merical accuracy necessary for modeling the linear regime.
Because of the above-described obvious need for self-consistent linear modeling, a new linear
self-consistent beam-wave interaction model has been developed in the frame of this thesis and
implemented in the code TWANGLIN. This approach for determining the linear behaviour and
self-excitation conditions of a gyrotron oscillator represents an improvement with respect to the
commonly used method for the calculation of starting currents [142, 124, 134, 133, 131] and is
of importance both for the development of high power gyrotrons, as used for electron cyclotron
resonance heating (ECRH) of magnetically confined plasmas, but also for the development of
medium-power gyrotrons for other applications. This same approach can be used for studying
absolute instabilities in gyro-amplifiers [143].
The simplified model, which is derived from the non-linear model described in section 3.3, and
its resulting simulation code have been published in a journal article [99] and in a conference
contribution [144] and will be described in detail in the following subsections.

3.5.1 TWANGLIN-model

Linearization of TWANG-model

In the following paragraphs, it will be shown how the linear model is obtained from a lineariza-
tion of the self-consistent non-linear time-dependent equations of the TWANG-code with re-
spect to a small amplitude of the RF-field.
The model of TWANG has been described in section 3.3, but for coherence we repeat the model
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Eqs. (3.11)-(3.13) at this point:
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d ẑ
=
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d ẑ

)
P + s

(−γF∗ + i p̂z F ′∗)C0
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, (3.32)
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These equations are linearized by considering the amplitude of the RF-field, F , as a first-order
perturbation on the electron motion. The zero-order equations are obtained by neglecting the
influence of the electric field on the electron motion, i.e. setting F = 0:

d

d ẑ
P0 =

(
−i

γ0 − s Ωc
ω0

p̂z0
+ s

2

d(lnB0)

d ẑ

)
P0

(3.35)
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= −1

2
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d(lnB0)

d ẑ
(3.36)

In these equations we can identify the conservation of magnetic moment in the real part of the
0th-order perpendicular equation of motion (Eq. (3.35)) and the conservation of kinetic energy
in the 0th-order parallel equation of motion (Eq. (3.36)):

d

d ẑ

p̂2
⊥0

B0
= 0 (3.37)

d

d ẑ

(
p̂2

z0 + p̂2
⊥0

) = 0, (3.38)

where Eq. (3.37) has been used for deriving Eq. (3.38).
The imaginary part of the perpendicular equation (Eq. (3.35)) describes the axial dependence
of the zero-order slow-timescale phase due to the mismatch between the electromagnetic wave
and cyclotron angular frequencies:

dΨ0(ẑ)

d ẑ
=Δz0 =

γ0 − s Ωc (ẑ)
ω0

p̂z0(ẑ)
, (3.39)

where the zero-order, z-dependent normalized detuning Δz0 has been introduced.
Treating the electric field F as a first order perturbation, we obtain the following set of linearized
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first-order equations (linear perturbations indexed by 1):
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In these equations, the first-order perturbations γ1 and p⊥1 are obtained as:

γ1 = 1

sγ0p̂ s−2
⊥0

Re(P1eiΨ0 )+ p̂z0

γ0
p̂z1,

p̂⊥1 = 1

sp̂s−1
⊥0

Re(P1eiΨ0 ).
(3.43)

This system of zero-order and first-order equations (Eqs. (3.37)-(3.39) and Eqs. (3.33)-(3.34),
solved for N electrons) represents a general self-consistent linear model, describing the gyrotron
monomode dynamics in the linear regime.

Moment equations

Including these assumptions, the following sections will present the reduction of the electron
equations of motion for N electrons to only two complex field-equations describing the wave-
particle interaction dynamics as in a continuous medium by using a moment approach. The set
of linearized Eqs. (3.33)-(3.34) can be reduced to a system of only 3 complex Partial Differential
Equations (PDEs) under the approximations outlined below.
In the following, in the electron equations of motion no spread in velocity or guiding center
radius is considered and the RF-magnetic field (terms including F ′) is neglected (this is justified
for gyrotrons, since usually k|| <<ω/c). Under these assumptions, the wave-particle interaction
is dominated by the electron perpendicular motion and, in the following, we will neglect the
perturbed parallel momentum by setting:

p̂z1 = 0. (3.44)
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The wave equation depending only on the averaged perpendicular motion, we intend to average
the remaining perpendicular equations of motion over the electron distribution. After replacing
γ1 and p̂⊥1 (as given in Eq. (3.43)) in Eq. (3.33) and using the above-mentioned assumptions, the
electron motion in Eqs.(3.33)-(3.34) reduces to the following N complex equations:
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d ẑ
=(−iΔz0 +δ)P1 −

i p̂2
⊥0

2sγ0p̂z0
(P1 +P ∗

1 e−2iΨ0 )
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⊥0

p̂z0
F∗,

where δ= s

2

d

d ẑ
lnB0.

(3.45)

In this linearized model, the dynamics of the electrons is completely described by the 2 dynamic
variables P1 and Ψ0. The electron phase-space distribution function can thus be defined by
F =F (P1,Ψ0, z). With this, the average of any function G (P1,Ψ0), introduced in Eq. (3.34), can
be defined as:

〈G 〉 (z) = 1

N

�
F (P1,Ψ0, z) G (P1,Ψ0)dP1dΨ0, (3.46)

where the F is normalized to N =�
FdP1dΨ0, the total number of electrons.

Considering now the average of P ∗
1 and P1e2iΨ0 , using Eq. (3.45) and Eq. (3.39) together with〈

dG

d ẑ

〉
= ∂

∂ẑ
〈G 〉 , (3.47)

derived in [99], one can readily obtain the following closed system of equations for the two com-
plex moments

π1 =
〈
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1

〉
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〉
(3.48)

and for the complex field F (from Eq. (3.34)):
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∂ẑ2 +κ2
||

)
F = iC3C0π1.

(3.49)

The additional dimensionless parameters in these equations are:
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p̂2
⊥0
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2s s!
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.

(3.50)

Unlike the linearized model described by Eqs. (3.33)-(3.34), in which the equations of motion
have to be solved for N electrons separately at each time step, the complete electron behavior
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is now included in the field-variables π1 and π2 and only three complex equations need to be
solved for π1,π2 and F .
In contrast to the self-consistent linear model described in [125], this model is time-dependent
and expresses the electron motion by moments of the distribution function. Such a moment-
based description for the linear electron response was used already in other works, such as in
[142], but then with a greatly simplified model for the interaction region.
This set of equations can easily be implemented and is rapidly solved numerically, strongly re-
ducing the numerical effort with respect to the solution of Eqs. (3.33)-(3.34). It has been imple-
mented in the new code TWANGLIN, using the same numerical methods as for the non-linear
code TWANG, which were described in section 3.3.1.
TWANGLIN-simulations give the self-consistent linear dynamics of the linearly most unstable
mode. The temporal growth rate, the starting current, the linear self-consistent quality factor
and the self-consistent frequency can also be calculated. This method is illustrated in the fol-
lowing, where the code is applied to the case of a gyrotron cavity, for which a comparison with
experiment is possible.
In the frame of the master thesis by Jérémy Genoud[145], this model has been developed fur-
ther in order to solve the (modified) equations in the frequency-domain instead of in the time-
domain. This way, the spectral model, that has been implemented into the code TWANGLIN-
SPEC [146], allows obtaining directly the linear properties of all relevant modes instead of only
the most unstable mode as in TWANGLIN.

3.5.2 TWANGLIN-benchmarking

A benchmarking of the new code TWANGLIN, solving this simplified set of linear equations, was
performed by simulating the linear behavior of the DNP-gyrotron. The details of the interaction
structure as well as the typical operating parameters have been mentioned in section 3.4.4 and
in chapter 2.
As a first part of the benchmarking, for a specific operating point (B0 = 9.57T, Ib = 9mA, α= 1.7)

the results of the linear code TWANGLIN and the non-linear version, TWANG, are compared.
The simulated temporal behavior of the RF-field amplitude at the exit of the interaction space,
|E(ẑout, t )| is shown in Fig. 3.9. It is observed, that the evolution of the field amplitude predicted
by TWANGLIN corresponds to the initial phase of the non-linear gyrotron dynamics predicted by
TWANG. The bottom figure shows the temporal evolution of the field amplitude in the transient
phase in the beginning of both simulations. In this phase, several axial modes can coexist, of
which then only the most unstable one will persist. The growth time of the field amplitude E
calculated with TWANGLIN (τTWANGlin = 12.8ns) does well reproduce the one obtained with the
initial linear phase of TWANG (τTWANG = 11.9ns), and the obtained self-consistent frequency in
the linear phase is in both cases f = 260.523GHz.
By determining the growth rate of E as a function of the beam current Ib, one can directly obtain
the linear self-consistent starting current by finding the current, at which the growth rate changes
sign. To illustrate this, the simulated growth rate Γ is represented as a function of the beam
current in Fig. 3.10. For beam currents close to the starting current, the growth rate increases
linearly with the beam current, as described for instance in [28].
These two results decribed above already show the proper functioning of the code TWANGLIN,
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Figure 3.9: Comparison of temporal behavior in the initial phase of TWANG (in blue/ dashed)
with the result of TWANGLIN (black). (Parameters: B0 = 9.57T, Ib = 9mA, α= 1.7). (a) Exponen-
tial growth of the absolute value of the RF-field at the output of the interaction region up to the
saturated phase of the non-linear simulation, (b) Zoom of the transient phase of the simulation.

since it reproduces the behaviour of the benchmarked non-linear code TWANG and it shows the
expected dependence of the growth rate on the beam current. A further validation of the code
will be presented later on by a comparison of the starting current obtained with TWANGLIN with
experimental results.

3.6 Summary of modeling

In this chapter, the available models and simulation codes at SPC have been introduced. It was
shown, that within this thesis the available simulation tools were significantly extended. Based
on the non-linear code TWANG and the model on which it is based, the codes TWANG-PIC and
TWANGLIN were developed.
The code TWANG-PIC extends the applicability of the simulations to regimes with non-stationary
oscillations, in which the field profile can vary on a time-scale, that is fast compared to the elec-
tron motion. For this, the equations and the numerical approach are changed from a trajectory-
approach to a (reduced) PIC-approach. Due to the one-dimensional (3-D momentum) gyro-
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Figure 3.10: Growth rate of the field amplitude obtained from TWANGLIN (black) for a mag-
netic field of B0 = 9.55T versus the beam current. The point, where the growth rate reaches zero
corresponds to the linear starting current

averaged description, this code remains numerically fast. It was demonstrated, that this modi-
fication was indeed necessary for simulating the non-stationary oscillations that appear in the
DNP-gyrotron.
The code TWANGLIN introduces a fundamentally new approach for the linear beam-wave in-
teraction. It is based on the linearized TWANG-model, expressed in a moment-approach with
only two dynamic moment-variables describing the electron-motion. It represents a major ad-
vancement with respect to non-self-consistent calculations of the starting-current.
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Chapter 4

The Stationary Gyrotron Operation
Regime

In this chapter, the linear behavior and the stationary operating regime are described for the
DNP-gyrotron. The linear behavior of the gyrotron includes the linear dispersion relation, the
interaction start-up and the excitation limits which are described by the starting current.
The stationary regime is characterized by a saturated interaction exhibiting a radiation with a
single RF-frequency (monomode) and a constant RF-power. Because this kind of operation is
required for the gyrotron’s basic application in DNP-enhanced NMR-spectroscopy, the station-
ary operation of the gyrotron was optimized in view of the requirements on this application. In
particular the gyrotron operation is optimized, as desired for DNP [19, 147], for a fast or slow
frequency-tuning over a maximum possible frequency-range, in combination with a sufficient
RF-power (∼ several Watts). Additionally, the stability of RF-frequency and power as well as the
achievable spectral purity are addressed.
The above-mentioned aspects of both the linear behavior and the stationary operating regime of
the gyrotron will be characterized based on experimental measurements. The experimental re-
sults will then be analyzed and interpreted with numerical simulations using the modeling tools
that were described in chapter 3.
The chapter is structured in the following way: first, in the linear analysis of section 4.1, the main
attention is given to the starting current analysis. Section 4.2 is dedicated to a description of
two phenomena close to the starting current in the forward and backward-region. After this,
a detailed analysis of the different frequency tuning capabilities of the gyrotron is presented in
section 4.3, together with a discussion of the microwave output power and a comparison of both
frequency and power with simulations. The influence of the pitch-angle on oscillations and its
correct value are discussed in section 4.4. Finally, the operation with pulsed microwave, via an
external control of the system parameters, and the stability of the RF-frequency are discussed in
sections 4.5 and 4.6 respectively.
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4.1 Linear analysis

As a first very basic study, the RF-excitation of the gyrotron can be analyzed with the help of dis-
persion relations of the cavity field eigenmode and the beam mode. The lowest-order investiga-
tion consists in the analysis of the uncoupled dispersion relations in the cold-cavity description,
as it was described in section 1.6.
A slightly more evolved estimate can be obtained from an examination of the coupled linear dis-
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Figure 4.1: Uncoupled and coupled dispersion relations of an infinite system composed of a
circular waveguide and an annular electron beam, shown in the plane of frequency and parallel
wavenumber. The coupled dispersion relation si calculated as in [20] (Eq. (65) ) and in [29] (Eq.
(6.3) ). In the coupled dispersion relation ( b) / c) and e) / f), Ib = 65mA), the beam-wave inter-
action is supposed to occur at the parallel wavenumber, where the maximum growth rate occurs
(black point). Here, the lines of different colors represent the different branches of the disper-
sion relation, where for the complex branch the real and imaginary part is shown. The points
show the basic estimation for axial modes k|| = ± qπ

Leff
on the uncoupled dispersion relation (q =

axial index, Leff = interaction length, ’+’ for forward-propagation (blue points) / ’-’ for backward
(orange points)).
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persion relation in an approach describing the beam-wave interaction occurring in an infinitely
long, longitudinally homogeneous system with circular cross-section. The equation for the re-
sulting dispersion relations are described e.g. by Chu [20] (Eq. (65) ) and by Nusinovich [29] (Eq.
(6.3) ).
Both the coupled and uncoupled dispersion relations have been analyzed for a cylindrical waveg-
uide and a magnetized annular electron beam for the designated operating mode TE7,2 in the
DNP-gyrotron. The obtained dispersion relations are shown in Fig. 4.1, calculated in the forward-
regime (B0 = 9.50T) and in the backward-regime (B0 = 9.65T), with a pitch-angle α = 2.3 and
with a current of Ib = 65mA for the linear dispersion relation.
It shows that for the magnetic field B0 = 9.50T (top row) the uncoupled dispersion relation (Fig.
4.1a) ) does not show any intersection, but with a linear coupling a region with positive growth
rate appears (Fig. 4.1c) ). A growing mode is expected from this calculation at k|| ≈ 530m−1 (max-
imum growth rate) / f = 261.35GHz (same k||, on dispersion relation). For B0 = 9.65T, the un-
coupled dispersion relations intersect at a negative wavenumber, which indicates a backward-
interaction, and also the coupled dispersion relation indicates an interaction at a negative k||.

4.1.1 Starting current analysis

The first step of the gyrotron characterization is to measure the excitation limits of the desig-
nated transverse mode. This starting current was determined for the operating mode TE7,2 in
the DNP-gyrotron, and is shown in Fig. 4.2 as a function of magnetic field / detuning Δ0 (see Eq.
(3.30)) with the other parameters fixed as in table 2.3.
Here, the experimentally measured starting current is compared to simulation results from TWAN-
GLIN and to the starting current from linear analysis based on the cold-cavity field profiles of
different axial modes calculated as from equation 3.31. Furthermore, the no-oscillation current
is included, which defines the lower threshold of the hard-excitation region.
In Fig. 4.2 it is observed, that the starting current in the forward-region (B0 < 9.59T) approxi-
mately follows the typical shape of the cold-cavity starting currents, but in the backward-region
remains at low values over the entire operating range of magnetic field. A good agreement is
found between the experimentally measured value and the one predicted by the linear self-
consistent model (see section 3.5.1) used in the code TWANGLIN. In contrast, one clearly ob-
serves in Fig. 4.2, that the starting current based on the fixed-field approach fails to predict the
correct values on many points across the considered magnetic field range. This is particularly
true for operating points in the backward regime which is dominated by self-consistent effects.

From an inspection of the field profile in TWANGLIN-simulation close to the starting current
one can determine, which linear axial mode is excited first at the starting current. A selection
of these RF-electric field profiles (both amplitude and phase) is displayed in Fig. 4.3, where the
field profiles are compared between TWANGLIN (solid lines) and the profiles of cold-cavity axial
modes (dashed) for three magnetic field values, in the forward regime, close to zero-detuning
and in the backward regime (compare Fig.4.2). It shows, that the field profiles from TWAN-
GLIN do resemble the ones from the cold-cavity calculations, but with a strongly modified pro-
file shape, both in amplitude and phase. In particular, the phase profile close to (Fig. 4.3 b) ) and
inside the backward region (Fig. 4.3 c) ) clearly shows a backward-propagating behavior in the
TWANGLIN-phase profiles, but not in the cold-cavity profiles.
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Figure 4.2: Starting current Ist for TE7,2-mode from experiment (red / dashed), TWANGLIN-
simulations (black / solid) and linear analysis based on fixed-field calculations (thin solid) for
axial modes q=1 (blue), q=2 (blue) and q=3 (red). The top x-axis shows the detuning Δ0 (see Eq.
(3.30)). The hard-excitation region from experiment is situated between the no-oscillation cur-
rent (pink/solid) and the red / dashed and curve. The experimental system parameters are given
in table 2.3, the anode-voltage is fixed at Va = 8.8kV, corresponding to a pitch-angle α≈ 1.8−2.0
(see Fig. 2.5). Simulation parameters: see table 3.3, with α= 1.7.

A further analysis of such field profiles from TWANGLIN showed, that the field profile for each
value of magnetic field resembles the cold-cavity field-profile of the mode with the lowest start-
ing current in the fixed-field calculation (thin lines in Fig. 4.2). Thus, the field profile along the
starting current changes in the sequence of linear axial modes q=2 → q=1 → q=2 → q=3 with
increasing magnetic field. Here, the transition q=2 → q=1 around B0 = 9.53T (see Fig. 4.2) cor-
responds to a sudden change from the field profile in Fig. 4.3 a) to the one in Fig. 4.3 b). The
transition of the field profile q=1 → q=2 and q=2 → q=3 at higher magnetic field values however
appears as a smooth transition between linear axial modes with a gradually changing field pro-
file for an increasing magnetic field. This smooth transition between the modes leads to the field
profile appearing in Fig. 4.3 c) from the region of transition between the linear modes q=2 →
q=3. Here only a smaller third maximum appears in the field amplitude, so that the field profile
does neither completely resemble the cold-cavity profile of q=2 nor from q=3, due to the gradual
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Figure 4.3: Normalized amplitudes (blue, left y-axis) and phases (red / fine line, right y-axis) of
the electric field from TWANGLIN along the cavity axis for three different values of the magnetic
field, at a current slightly exceeding the starting current (compare Fig.4.2). As a comparison,
the amplitude (green/dashed) and phase (red/dashed) profiles of the corresponding cold-cavity
modes has been added. a) B0 = 9.505T, forward regime, b) B0 = 9.57T, detuning close to zero, c)
B0 = 9.65T, backward regime.

change of the field profile.
Comparing the TWANGLIN-starting current with the above-described electric field profiles, it
shows, that the starting current shows a local minimum, where the field profile clearly corre-
sponds to that of a certain linear axial mode (B0 ≈ 9.57T, B0 ≈ 9.62T and B0 ≈ 9.67T), while the
starting current has local maxima during the gradual transition of the field profile between these
modes (B0 ≈ 9.595T and B0 ≈ 9.64T)
In earlier measurements, that have been included in publications [55, 99], the starting current
in the backward-region was significantly higher than the one shown here (up to Ist = 54.6mA at
B0 = 9.65T). This difference was caused by the measurement method, that did not recognize the
RF-output of very low powers (PRF � 20mW), that is emitted in the region of high magnetic fields
and low currents, as it will be described in section 4.2.2.

In addition to this characterization of the designated transverse mode TE7,2, also the starting
current of the neighboring counter-rotating modes TE−4,3 (lower magnetic fields) and TE−2,4

(higher magnetic fields) was characterized experimentally. The results of this study are shown
in Fig. 4.4. These measurements show that the starting currents of the other transverse modes
are slightly higher, but of the same order as the starting current of TE7,2. At the same time the
overall shape of the starting current is similar for the different transverse modes.

4.2 Behavior close to starting current

4.2.1 Linear versus non-linear phase of interaction in forward-regime

In this section, the interaction will be analyzed in the the transition between the linear and the
non-linear phase of the RF-startup at the starting current , comparing simulation with experi-
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Figure 4.4: Experimental starting current versus magnetic field for designated operating trans-
verse mode TE7,2 (red) together with neighboring counter-rotating modes TE−4,3 (blue) and
TE−2,4 (black). Parameters as in section 2.1.2, with Va = 8.8kV.

ment.
The presented analysis of linear axial modes based on the axial field profiles can be completed
with the help of the self-consistent frequency in the linear regime from TWANGLIN-simulations.
This RF-frequency from TWANGLIN is shown in Fig. 4.5, together the RF-frequency in the non-
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Figure 4.5: Self-consistent RF-frequency obtained from TWANGLIN (linear interaction) and
TWANG-PIC (non-linear saturated regime) for a beam-current close to the starting current
(compare Fig. 4.2), as a function of the magnetic field. Simulation parameters from table 3.3,
(αtwanglin = 1.7, αtwangpic = 1.89).

linear regime predicted by TWANG-PIC for a current close to the starting current, versus the
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magnetic field.
In the region of higher magnetic fields (backward regime), where the field profiles in Fig. 4.3b)-c)
showed a change between linear axial modes, a smooth behavior of the TWANGLIN-frequency is
observed. This confirms the above-mentioned smooth transition between linear axial modes in
the backward-regime. In the forward-region however, the frequency from TWANGLIN shows a
step transition between the higher frequency of the linear q=2-axial mode and lower frequency of
the linear q=1 mode. This demonstrates the step-transition between these modes in the forward-
region that was also described for the field profiles in Fig. 4.3a)-b).
The RF-frequency in the non-linear, stationary regime from TWANG-PIC generally slightly ex-
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Figure 4.6: Longitudinal mode competition observed in TWANG-PIC-simulations for the op-
erating point (B0 = 9.505T / Ib = 75mA / α = 1.67): ,a) evolution of RF-power and dissipated
power, b) electron efficiency, c) instantaneous RF-frequency (from field phase derivative at out-
put) and the corresponding field profiles (inlets) taken at times t = 103ns (linear interaction)
and at t = 213ns (non-linear stationary regime). The q=2-mode is observed in the phase of lin-
ear interaction (exponential growth) and in the short saturation phase (t ∼ 130ns), whereas the
non-linear q=1-mode develops in the final stationary phase.

ceeds the frequency for linear interaction from TWANGLIN, except in the forward-region, where
the frequency from TWANG-PIC does not show a step discontinuity. This illustrates, that in
the non-linear, saturated phase of the interaction the q=1-mode remains dominant also in the
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forward-region.
The evolution from the linear phase of interaction to the non-linear phase is illustrated in Fig. 4.6.
Here the TWANG-PIC-simulation close to the starting current in the forward-region shows, how
the mode non-linearly evolves from the q=2 to the q=1-mode. In the phase of linear interaction
with exponential growth, a q=2-mode appears with a frequency corresponding to the one from
TWANGLIN in Fig. 4.5. In the short phase of saturation around t ∼ 130ns (with PRF = 280W) the
interaction remains with a q=2-like profile, whereas the frequency is slightly increased to the fre-
quency of a saturated non-linear q=2-mode. The interaction then non-linearly evolves towards
a non-linear q=1-axial mode with an RF-power PRF = 220W. This non-linear q=1-mode shows a
smaller RF-power than the non-linear q=2-mode, but a higher electron efficiency, which is due
to the elevated ohmic losses associated to a higher quality factor.
In experiment, it has been investigated whether such a transition from linear q=2 to non-linear

Figure 4.7: Experimental RF start-up on the IF-signal of the heterodyne receiver (top: raw signal
on oscilloscope, bottom: spectrogram) for the operating point B = 9.505T / Ib = 75mA ( slightly
exceeding the starting current) / Va = 9.05kV (expected pitch-angle from DAPHNE: α ≈ 1.69,
from Fig. 2.5). For these measurements, the oscillation was excited with a beam current crossing
the starting current, keeping other parameters fixed.

q=1-mode is also observable. A result of this study is shown in Fig. 4.7, where the RF-startup
(same operating point as for TWANG-PIC above) is shown on the IF-signal of the heterodyne
receiver, displayed as the raw signal and in a spectrogram. The spectrogram shows how the fre-
quency changes in the process of saturation from fRF,lin ≈ 260.40GHz to fRF,sat ≈ 260.47GHz. This
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resembles the evolution from linear q=2-mode to non-linear q=2-mode observed in Fig. 4.6 (up
to t ∼ 135ns). Such a frequency-increase of a similar amplitude is consistently observed in the
transition from linear to non-linear phase for any RF-start-up without change of axial mode, in
simulation and experiment. Thus, an evolution from the linear q=1-mode to a non-linear q=1-
mode is observed, in contrast to the transition from linear q=2-mode to non-linear q=1-mode
that was observed simulation.
The origin of this discrepancy is unknown. Either the linearly unstable mode in this region in
experiment is the q=1-axial mode instead of the q=2-mode, or the growth in fact becomes non-
linear very early in the start-up, with a transition q=2 → q=1 at very small powers that are not
measured here.

4.2.2 Behavior in backward-region: regime with low RF-power

In this subsection it will be shown, that in experiment a regime with very small RF-power and in-
creased RF-frequency is measured in the backward-regime, that does not appear in simulations.

Fig. 4.8 shows the RF-frequency that has been measured experimentally in the non-linear,
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Figure 4.8: RF-frequency from experiment (red) and TWANG-PIC (pink, same as in Fig. 4.5) for
currents slightly higher than the starting current versus magnetic field. Experimental parame-
ters: table 2.3, Va = 8.8kV, simulation parameters: table 3.3, α= 1.89

saturated regime close to the starting current versus the magnetic field. Here again the fre-
quency from TWANG-PIC is shown for comparison. It is observed that in the forward-region
(B0 < 9.59T) the frequency close to the starting current depends only very slightly on the mag-
netic field. Here, the frequencies from experiment and from TWANG-PIC-simulations are in
close agreement. In the backward-regime however, the frequency from simulation remains at
much smaller values than the experimental frequency, which increases up to fRF = 263.7GHz at
B0 = 9.69T. In this measurement close to the starting current, the RF-power was extremely small
(PRF < 16mW, less than the minimum power that can be reliably quantified with the present
calorimeter-setup).
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However, at a higher current, a threshold occurs where the power is abruptly increased to several
100 mW and the frequency is decreased. The threshold current separating these regimes is illus-
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Figure 4.9: Threshold current (purple / dashed) for a transition to significant power and lower
frequency in purple / dashed, together with starting current Ist in experiment (red / solid). The
transition between the two regimes is illustrated in Fig. 4.10 in a scan in Ib along the green dashed
line at B0 = 9.63T. The top x-axis shows the detuning Δ0.

trated in Fig. 4.9 together with the starting current.
The transition between the different regimes below and above the threshold current is shown in
Fig. 4.10, which shows the RF-frequency and power for a scan in beam-current (trajectory indi-
cated in Fig. 4.9). It is observed, how the power is increased in a step at the threshold current
from marginal power (where the exact values for PRF are unreliable) to PRF ≈ 0.5W , whereas the
frequency is decreased in a step by over 0.7GHz.
The RF-frequency and power from TWANG-PIC close to the starting current, that are included in
Fig. 4.10, are relatively close to the experimental values above the threshold current, whereas they
are far from the experimental values at the same beam current. In the simulations, no thresh-
old behavior with a step in power and frequency is observed with increasing current (not shown
here). Therefore, the low-power / high-frequency mode from experiment below the threshold
current is not observed in simulations, and the agreement between simulation and experiment
above the threshold current, shown later on, is much better than the agreement close to starting
current, shown in Figs. 4.8 and 4.10.
It has been investigated, whether in simulation such a low-power / higher-frequency regime can
be reproduced with a deformed cavity, as for example from an iris in the constant-radius sec-
tion, but without conclusive results. The reason for this discrepancy thus remains unknown and
should be further investigated in the future. The fact that the discrepancy appears only in the
backward-region may be due to the fact that there, the RF-properties are dominated by self-
consistent effects [148, 20].

The marginally small power in the region of high magnetic fields and low currents was not de-
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Figure 4.10: Experimentally measured RF-power (blue / left y-axis, logarithmic scale) and fre-
quency (pink / right y-axis) versus beam current, showing the transition in RF-characteristics
between the two regimes shown in Fig. 4.9 in the backward-regime (B0 = 9.63T). For compari-
son, the RF-frequency from TWANG-PIC has been added close to the starting current (symbol
’*’).

tected in earlier measurements, such that the threshold current in Fig. 4.9 (purple) was mistaken
as the starting current, as it was mentioned earlier.
The extremely low RF-power in the region below the threshold current was regarded to be in-
sufficient for an application in DNP-experiments. Therefore, in the next section 4.3, where the
frequency tuning in view of the DNP-application is presented, this operating region is not in-
cluded.

In the course of the measurement of the starting currents of the neighboring transverse modes,
described earlier (Fig. 4.4), also the RF-frequency for currents close to the starting current was
measured for these modes. This measurement (not shown here) confirmed the behavior as dis-
cussed above for the TE7,2-mode, equally showing a frequency that varies over several GHz with
a very low power in the backward-interaction region. Therefore, the behavior of the other trans-
verse modes is consistent with the one of the TE7,2-mode.

4.3 RF-Frequency and RF-power for DNP

In this section, the characteristics of the gyrotron frequency-tuning capabilities and the achiev-
able RF-power will be described in detail in view of the application in DNP-enhanced NMR-
spectroscopy.The experimental results are compared to simulation and interpreted with their
help.

4.3.1 Frequency - tuning and RF-power: experimental results

During the gyrotron characterization the frequency tuning versus the magnetic field was maxi-
mized inside the stationary operating regime, which is a crucial feature of the gyrotron operation
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for the application of DNP-NMR spectroscopy.
As already described in [70, 55], in the course of this measurement the power was maximized for
each value of magnetic field. For this, a beam current of Ib = 100mA close to the maximum beam
current was chosen and the anode-voltage was varied (changing the pitch-angle) for finding the
anode-voltage with maximum RF-power. The adjustment of the anode-voltage was however not
only useful for maximizing the power but also necessary in order to avoid non-stationary oscil-
lations, which restrained the available range of anode-voltage. Previously, e.g. Barnes et al. [149]
equally showed an enhanced frequency-tuning by varying several operating parameters simul-
taneously.
The obtained frequency as a function of the magnetic field is shown in Fig. 4.11 together with
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Figure 4.11: Experimental values for RF-frequency (blue, left y-axis) versus the cavity magnetic
field, while varying the anode-voltage (green / dashed, right y-axis) for optimizing the power in
stationary operation at each magnetic field. The beam current is Ib = 100mA and the anode
voltage Va is adapted for maximum power in stationary operation (Va > Va,nonstat). The corre-
sponding RF-power is shown in Fig. 4.12.

the adjusted anode-voltage. A frequency tuning of Δ fRF ≈ 1.17GHz over the range of fRF =
260.49−261.66GHz has been obtained with maximized power, for the magnetic field in the range
of B0 = 9.50−9.69T.
The corresponding maximized RF-power is shown in Fig. 4.12. It is observed, that a maximum
power of PRF,max = 150W can be achieved at the lower end of the magnetic field, where a fre-
quency of fRF ≈ 260.49GHz is obtained in Fig. 4.11. For higher values of magnetic field, the
maximum achievable power is lower and in the minimum equals PRF = 1.5W, which is still ad-
equate for application in DNP-NMR spectroscopy. Comparing the frequency-tuning and the
corresponding RF-power (Figs. 4.11 and 4.12), it is observed that the achievable power is at
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Figure 4.12: Experimental values for rf-power (blue, left y-axis) versus the cavity magnetic field,
while varying the anode-voltage (green / dashed, right y-axis) for optimizing the power in sta-
tionary operation at each magnetic field. The beam current is Ib = 100mA. Here, the measured
power is increased by 10% as a correction for diffraction losses in the measurement and non-
perfect absorption in the calorimeter.

its minimum, where step discontinuities are observed in the frequency-tuning (B0 = 9.63T and
B0 = 9.68T).
It has to be stressed, that the available frequencies for DNP cover the entire range of 1.17GHz,
without gaps. If the desired frequency is in-between the steps shown in the frequency tuning
graph (Fig. 4.11), stationary operating points can also be found for these frequencies. However,
then the power of these operating points does not correspond to the maximized power and is
lower than the one shown at B0 = 9.63T and B0 = 9.68T in Fig. 4.12.

4.3.2 Frequency - tuning and RF-power: experiment-theory comparison

The experimentally obtained frequency-tuning and the associated RF-power have been inter-
preted using TWANG-PIC. Since these simulations concern the stationary regime, also TWANG-
simulations would give the same result. For this, the change in anode-voltage shown in Figs. 4.11
and 4.12 was translated to a change in pitch-angle using the DAPHNE-simulation results (Fig.
2.5).
In Fig. 4.13 the results of these simulations are compared to the experimental frequency-tuning,

while the corresponding RF-powers are compared in Fig. 4.14. In both graphs, the variation of
the pitch-angle has been included. It is observed that the frequency-tuning from simulation is
slightly smaller than the experimental one, but qualitatively in good agreement. The simulation
reproduces the two steps in frequency of the experimental results.
For the RF-power however, it can be observed in Fig. 4.14, that the power is largely over-estimated
by the simulations. The results for the predicted power from simulation is higher than the results
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Figure 4.13: RF-frequency (left y-axis) from TWANG-PIC (red) and experiment (blue) versus the
cavity magnetic field. The pitch-angle (pink / dashed, right y-axis) in simulation has been var-
ied for reproducing approximately the anode-voltage dependence in the experimental measure-
ments (see Fig. 4.11) and to avoid non-stationary oscillations. The beam current is Ib = 100mA.

shown in [55], because in [55] a very low pitch-angle of α= 1.12 was used. In the region of lower
magnetic field, the power from simulations represents approximately the double of the experi-
mental power, and in the backward-region the discrepancy is even larger.
The reason for this large discrepancy might be a combination of several factors. An obvious
possibility is, that the systematic underestimate in the measurement is not taken into account
sufficiently. The RF-power is decreased on its path from the cavity output (simulation) to the
calorimeter (measurement) in the mode-conversion by the Vlasov-launcher, by diffraction losses
at the internal mirrors, by reflection and absorption in the RF-window (4.7%, [55]), by diffraction
losses on the beam path to the calorimeter and by reflection and absorption on the beam-splitter
that was included during the measurements. Additionally the surface of the calorimeter is not
perfectly absorbing in the present frequency-range (∼ 3% reflection, see section 2.5). Some of
these effects, such as the Vlasov-converter, are frequency-dependent which can be responsible
for a part of the forward-backward difference in experiment-simulation discrepancy. Another
possibility is that the interaction structure is not perfectly modeled. The cavity radius, which in-
cludes a 30μm-deviation from manufacturing, might also be manufactured not completely flat,
because of which the field formation would be not perfectly modeled. At powers higher than
tens of watts, the formation of an iris is probable, as it has been discussed in [55]. Furthermore,
some of the simulation parameters might deviate from reality, such as the wall-conductivity that
has been estimated to σ=σCU/2 (see section 2.1.2).
Nevertheless, the power shows the same qualitative behavior as the experimental curve with
three local minima. Just as for the experimental results, the minima of RF-power for the TWANG-
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Figure 4.14: RF-power (left y-axis) from TWANG-PIC (red) and experiment (blue) versus the cav-
ity magnetic field. The pitch-angle (pink / dashed, right y-axis) in simulation has been varied for
reproducing approximately the anode-voltage dependence in the experimental measurements
(see Fig. 4.12) and to avoid non-stationary oscillations. The beam current is Ib = 100mA.

PIC-results (B0 = 9.63T and B0 = 9.68T) are located at the same magnetic field values as the steps
in frequency-tuning.
The simulation results can help understanding the origin of these steps. For this, Fig. 4.15 shows
a selection of electric field profiles (amplitude and phase), where each profile was chosen from
another section of the step-wise increasing frequency of Fig. 4.13. These field profiles confirm,
that the observed behavior of the frequency is the result of a gradual change of axial mode in the
backward-region. At the magnetic field values, where the field profile changes from one non-
linear axial mode to another, the achievable power is lowest and the frequency-tuning shows a
step.
Similar characteristics for continuous frequency-tuning and RF-power, with an associated change
of non-linear axial mode, have been described previously e.g. in [149, 150, 151, 152]. One may
note, that for example in [151], the discrepancy between experimental power and prediction
from simulation is comparable to the one shown above.

4.3.3 Frequency-modulation for DNP-spectroscopy

In the previous subsections the tuning of the RF-frequency was obtained via a variation of the
magnetic field.
A fast modulation can be achieved by sweeping the anode-voltage over a relatively large range
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Figure 4.15: Selection of field profiles from simulations of which the frequency was shown in Fig.
4.13. a) Cavity wall profile, b) Amplitude profile of RF -field, c) Phase profile of RF -field. For the
operating points, see legend in c).

and making use of the influence of the electron pitch-angle on the gyrotron frequency. The max-
imum modulation frequency of this approach is defined by the speed of the gyrotron control
(program on FPGA and DACs), by anode-voltage power supply characteristics (slew rate, see
section 2.1), by the effects associated to wiring of the anode and by the different internal capaci-
tances and self-inductances of the triode-gun.
This kind of fast frequency modulation is illustrated in Fig. 4.16, showing the variation of the an-

ode voltage set value and the time-dependent frequency on a spectrogram. Here, the currently
fastest frequency-modulation is shown, sweeping over a frequency range Δ fRF,fast ≈ 110MHz on
the minimum time scale of ∼ 30μs. It is observed that on this operating point a sweep over
Δ fRF,fast ≈ 110MHz requires a variation of the anode voltage by ΔVa ≈ 640V, which is changed
with a rate of ΔVa/Va ∼ 20V/μs. During this sweep of the frequency however also the power is
affected by the changing pitch-angle and varies in the range PRF = 0.4−1.6W.
A similar fast modulation of the gyrotron frequency via a sweep of the anode-voltage and with
the goal of an application in DNP-NMR spectroscopy has been described in [153, 147].
In DNP-spectroscopy experiments at LPMN it was demonstrated for the first time by a change of
the modulation frequency, that this frequency-modulation indeed has an increasing effect on the
enhancement of the NMR-signal via the DNP process. A first description of the results obtained
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Figure 4.16: Time-dependent rf-spectrum (bottom) and set-value of anode voltage control (top)
with fast frequency modulation ( fsweep = 14.5kHz, Δ fRF,fast ≈ 110MHz).

with the gyrotron’s novel features have been published recently in [17], from where a summariz-
ing graph has been included in the Introduction in Fig. 1.4b). It clearly demonstrates that the
enhancement of the NMR-signal through DNP can be significantly increased by applying the
implemented frequency-modulation in spectroscopy.

4.4 Influence of pitch-angle

In section 2.1.2 it was described that the electron pitch-angle calculated by DAPHNE, which is
also used in simulations presented above, corresponds to α ≈ 1.82−2.02 for Va = 8.8kV with a
spread around 3%. However, additional experimental indications, presented below, suggest that
this value is smaller than the one in experiment.
The pitch-angle in experiment is increased by decreasing the anode-voltage. However, with de-
creasing Va, a limit Va,lim exists at which the first electrons reach an infinite pitch-angle and are
reflected from the cavity-region in direction towards the cathode by the magnetic mirroring ef-
fect. Because some of the reflected electrons arrive at the anode, this effect can be detected by
a precise measurement of the current delivered by the anode voltage power supply, also referred
to as a ’body current’.
With this method, the limit Va,lim for the appearance of reflected electrons was determined for
different values of magnetic field and beam current, which is shown in Fig. 4.17. These results
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Figure 4.17: Anode voltage limit Va,lim, below which reflected electrons are detected via an anode
current, for different cavity magnetic field values. The blue line corresponds to a beam current
of Ib = 100mA, the red ’x’ correspond to Ib = 75mA and the pink star to Ib = 32mA . For other
parameters see table 2.3. The pitch-angle scales inversely with the anode-voltage, meaning that
at higher Ib and lower B0 the achievable pitch-angle is lower (because of a higher spread) or the
pitch-angle is higher.

demonstrate that the usual operating point with Va = 8.8kV is very close to the voltage threshold
at which the first reflected electrons appear. This is not consistent with the values from DAPHNE
α(Va=8.8kV)� 2 and Δα∼ 3%, for which no electrons are expected to reach infinite pitch-angle.
Therefore it is concluded, that the pitch-angle and (possibly also) its spread in experiment are
higher than the value from DAPHNE. For this reason, in simulations of non-stationary oscilla-
tions presented in the next chapter, a slightly higher pitch-angle is used.

Furthermore, the measurements show, that at a higher beam current reflected electrons already
appear at a higher anode-voltage. This means that a higher Ib decreases the achievable pitch-
angle because of an increased spread, or that it increases directly the overall pitch-angle. This
can be explained by increased DC-space charge fields at higher Ib, which decreases the electron
axial velocity and increases the α-spread. Also the influence of the beam-wave interaction on the
parallel electron momentum can play a role (increasing Δα in the region before B0-maximum).
According to simulations with DAPHNE for the space-charge effects and with TWANG-PIC for
the effect of interaction, both of these effects are expected to be small, but could lead to the
mirroring of some electrons that already have a very high pitch-angle.

4.4.1 Pitch-angle variation from Anode-voltage fluctuation

As described earlier, the pitch-angle is essentially controlled by the anode-voltage.
During the gyrotron characterization it was realized that the anode voltage power supply consis-
tently exhibits a periodic fluctuation with a peak-to-peak amplitude of approximately ΔVa ≈ 30V
(ΔVa

Va
≈ 30V

8800V ∼ 0.3%) and a period T ≈ 33μs. From DAPHNE-simulations (Fig. 2.5), this volt-
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4.4. INFLUENCE OF PITCH-ANGLE

age fluctuation can be translated to a pitch-angle fluctuation with a peak-to-peak variation of
∼ 3%. In the monomode regime, this pitch-angle fluctuation causes a slight fluctuation of the
RF-frequency.

This is illustrated in Fig. 4.18, which shows the variation of the anode-voltage from the high-

Figure 4.18: a) Fluctuation of rf-frequency with time in the monomode-regime, caused by anode-
voltage fluctuation. From IF of heterodyne receiver. b) Fluctuation of anode-voltage, from front
panel of anode-voltage power supply, numerically noise-filtered (−3dB at ∼ 7MHz). c) RF-
spectrum, FFT of same signal as in a), over entire shown time window. IF-signal and Va syn-
chronously acquired on 13GHz analogue bandwidth LeCroy-oscilloscope (see section 2.5).

voltage power supply in Fig. 4.18b), the resulting frequency-variation in time in Fig. 4.18a) and a
spectrum in Fig. 4.18c). It has to be mentioned, that the spikes in the anode-voltage time trace
are probably a voltage-fluctuation appearing only on the Va-monitoring value, which is created
internally in the anode voltage power supply. They cannot be actual Va-fluctuations, because the
self-inductance of the system would not allow for such rapid voltage variations in the anode. In
the next subsection, additionally it will be shown, that these fluctuations do not have an influ-
ence on the RF-emission.
It is observed, that the temporal variation of the RF-frequency is correlated to the fluctuation of
the anode-voltage. In the shown case, the consequence of the Va-fluctuation is a variation of the
monomode frequency over 3.5MHz. If the FFT is taken over a time that is longer than the Va-
fluctuation time-scale, the peak in the frequency-spectrum is broadened as shown in Fig. 4.18c).
Thus, the spectral purity in such spectra is determined by the fluctuation of a system parameter.
Such effects have also been studied in literature earlier [154, 29, 19], where it was found that the
instantaneous linewidth of the gyrotron can be as low as 1kHz and smaller. In the DNP-gyrotron,
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the minimum linewidth due to the fluctuation is ∼ 1.4MHz, as shown in Fig. 4.19. However, the

Figure 4.19: Spectrogram and time-averaged spectrum (windowing over longer time) of IF-signal
from heterodyne receiver, showing the fluctuation due to anode voltage fluctuation. On this
stationary operating point (B = 9.54T / Ib = 20mA / Va = 8.80kV) the frequency fluctuation in a)
and the spectral width in b) were among the smallest observed of all operating points.

importance of the frequency-fluctuation depends strongly on the operating point. because both
the influence of the anode-voltage on the pitch-angle and the influence of the pitch-angle on
the RF-frequency depend on the operating point. In monomode-operation the measured excur-
sion of the RF-frequency due to the anode-voltage fluctuation was approximately in the range of
1.4−20MHz.

4.5 Pulsed operation

For the application of the gyrotron in DNP-enhanced NMR spectroscopy, in most cases mi-
crowave pulses are requested instead of CW-operation. Due to this, a pulsed mode has been im-
plemented in the gyrotron control program, that allows arbitrary pulse lengths and duty-cycles
of microwave. In contrast to the nanosecond-pulsed regime, which will be introduced in sec-
tion 5.7.1 and where pulses are created self-consistently from the interaction, the principle of
this pulsed mode is a triggering of the microwave emission via the anode-voltage. For this, in
the off-mode the pitch-angle is decreased by an increase in anode-voltage enough to suppress
the RF-emission (equivalent to decreasing current below starting current). Then, for pulsing the
microwave a negative pulse is applied to the anode voltage.
This mode of pulsed operation allows fast microwave pulses, where the minimum pulse length
is given by the fastest possible sweep of anode-voltage, with the same limitations as described
in section 4.3.3 for the frequency-modulation. The fastest pulses that were achieved with this
method are of the order of 30μs, which is presented in Fig. 4.20, showing the instantaneous
power level from a Schottky-diode and the simultaneously measured anode-voltage.
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Here again spikes are observed on the anode-voltage signal. The fact, that these spikes have
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Figure 4.20: Fast microwave-pulses via anode-voltage pulses: Signal from fast Schottky-diode
(blue, left y-axis) and from anode-voltage (red, right y-axis) on 300MHz Agilent oscilloscope.
The negative Schottky-signal corresponds to the instantaneous RF-power.

no influences on the instantaneous RF-power confirms, that they are not present on the anode-
voltage inside the gyrotron. A real spike of the anode-voltage with the shown amplitude would
have been measured as a spike in instantaneous RF-power, since both the beam-wave interac-
tion and the diagnostics have a faster reaction time than the ∼ 0.5μs-duration of the Va-spikes.
During the short 30μs Va-pulses, the RF-power is already influenced by an anode-voltage. Such
pulses can be obtained with an arbitrary duty cycle.

4.6 Frequency and power stabilization

In section 2.3.2, it has been described, that the beam current is stabilized through a feedback
loop acting on the heating current of the cathode filament, in order to counteract the variation
of the cathode emission over time. Naturally, a non-stable beam current also influences the
RF-characteristics. In Fig. 4.21 it is illustrated, that the beam current stabilization was in fact
necessary in order to stabilize the RF-frequency and RF-power.
The graph shows the evolution of frequency-position of the RF spectral peak both without a cur-

rent feedback-control (keeping filament heating current constant) and with a feedback-control,
as well as the RF-power without controller, for an operation of nearly one hour. The shown fre-
quency corresponds to the drift in frequency of a ∼ 3MHz wide peak as the one that has been
shown in Fig. 4.18c). It shows, that without a current feedback-control the frequency peak shows
a drift of 6.5MHz due to a drift of the beam-current. At the same time the RF-power varies over
∼ 17%. With the current feedback-control on the other hand, both frequency and RF-power (not
shown here) are very stable over the time-scale of one hour and longer.
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Figure 4.21: Effect of current stabilization on RF-frequency (blue and red, left y-axis) and power
(pink, right axis) stability during CW-operation of one hour. The displayed frequency-drift cor-
responds to the change of frequency-position of a peak with ∼ 3MHz spectral width (see section
4.4.1). The RF-frequency without current-control (red), which has been acquired on a slightly
different operating point than the blue curve, has been shifted by 32MHz for better comparison.

4.7 Summary of characterization of stationary operating regime

In this chapter, a detailed characterization of the stationary gyrotron operating regime has been
presented. It is shown, that the starting current can be accurately predicted with the help of the
new simulation code TWANGLIN. These simulations can also be used to interpret the details of
the starting current. A detailed analysis of the RF-startup allows a theory-experiment compari-
son of the of the mode that is linearly excited first at the starting current and of its evolution to
the non-linear phase of the interaction.
It is shown, that the DNP-gyrotron is well-designed, characterized and prepared for matching
and outmatching all necessary requirements for the application in DNP-NMR spectroscopy. A
frequency-tuning over Δ fRF ∼ 1.2GHz is achieved via a magnetic field sweep with sufficient RF-
power over the entire frequency-range. Additionally, the innovative feature of a fast frequency-
modulation via a sweep in anode-voltage has been implemented and proofed its capabilities in
DNP-experiments.
The broadening of the frequency-peak over >1MHz is explained as being caused by a fluctuating
instantaneous frequency due to a fluctuation of anode-voltage. Additionally, the possibility to
create pulses as short as 30μs has been implemented. A well-performing stabilization of the RF-
frequency and power over long operation times is achieved via a feedback-control of the beam
current.
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In the presented characterization of the stationary operating regime, the results could be in-
terpreted using simulations. The simulations can explain details in the starting current, the
frequency-tuning and the power-dependency, as being caused by a smooth transition between
different axial modes in the backward-region, both in the linear and in the non-linear interac-
tion.
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Chapter 5

Analysis of the non-stationary regime

In the DNP-gyrotron it was observed, that for a certain range of operating points, a regime
of non-stationary oscillation is observed. As mentioned earlier, this non-stationary regime is
characterized by a multi-frequency or broadband RF-spectrum with a bandwidth of typically
less than 3GHz and a power which fluctuates self-consistently in time. The typical dominant
timescale of this fluctuation is of the order of 4−5ns, corresponding to a typical oscillation fre-
quency of 200−250MHz.
In this chapter, this experimentally observed non-stationary regime will be introduced and an-
alyzed in detail. The experimental results will be compared to results from theoretical modeling
and interpreted with their help.
The chapter is structured as follows: First, in section 5.1 the non-stationary oscillations will be in-
troduced as opposed to stationary oscillations by describing the thresholds of the non-stationary
regime. Then, in section 5.2 the observed variety of non-stationary oscillations will be catego-
rized into the major types.
Non-stationary simulations with their peculiarities and the important simulation parameters are
introduced in section 5.3. Here, also a comparison between the experimental categorization and
a categorization of simulation results is included, followed by a comparison between the ob-
served dependencies of RF-power and frequency in section 5.4
After this general overview, the attention is given to different specific operating points. In section
5.5 the effect of the experimentally observed anode-voltage fluctuation on the non-stationary
oscillation is illustrated. The chaotic regime will be introduced in section 5.6, including a de-
scription of the observed route(s) to chaos. In section 5.7 a specific dynamical regime with a
spectrum composed of sidebands will be studied in depth, including the first experimental ob-
servation of a nanosecond pulsed regime.
Finally, section 5.9 presents an attempt for interpreting the origin of the non-stationary regime.
The experimental and numerical results of this chapter will be discussed with respect to previ-
ously published results. It will be shown that some general properties of non-stationary regimes
need to be reconsidered in the light of the new results.
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CHAPTER 5. ANALYSIS OF THE NON-STATIONARY REGIME

5.1 The non-stationary regime: Operational domain

In this section, the threshold will be characterized, where the RF-emission in experiment passes
from the stationary regime, where the RF-power is constant over time and the RF-spectrum is
monochromatic, towards the non-stationary regime, which is characterized by fast-varying RF-
power and a multi-frequency or broadband RF-spectrum.
The commonly used operating parameters of the DNP-gyrotron were presented in section 2.1.2
(table 2.3). Compared to the stationary regime described in chapter 4, the non-stationary regime
was observed in a region of higher beam-current and lower anode-voltage Va = 8.8kV, leading to
a higher pitch-angle. In particular, the elevated pitch-angle α∼ 1.9−2.5 is close to the limit given
by reflected electrons (see section 4.4) and plays an important role in the non-stationary regime
dynamics.
The operating region, in which non-stationary oscillations are observed in this configuration is
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Figure 5.1: Starting current (red) and non-stationary onset current (blue). The non-stationary
regime is observed above the solid blue line and below the dashed blue line. Above the dashed
threshold current, a second stationary regime is observed.

presented in Fig. 5.1, showing the beam current thresholds distinguishing the different dynami-
cal regimes in the (Ib-B0)-parameter space. The lower limit of stationary/monomode operation
corresponds to the starting current, above which the lower limit of the non-stationary region is
displayed. For high beam currents, a second transition to stationary oscillation appears, limited
by a second threshold current (blue/dashed). The regime changed mostly via a hard transition,
with a sudden appearance of other frequency-components in the RF-spectrum.
It can be observed, that the non-stationary oscillations appear already for a current that is rel-
atively close to the starting current, as for example in the forward-region for B0 = 9.51− 9.52T
where the non-stationary onset current is less than twice the starting-current.
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The detailed measurements of the non-stationary operating region is a very important result.
To our knowledge, this is the first time that in a gyrotron oscillator, a second stationary region
(above dashed blue in Fig. 5.1) was experimentally observed. It is unclear, if the alternating sta-
tionary and non-stationary operating points described for a B0-scan on a gyro-BWO in [53] and
[155] are a signature of such a second stationary regime. Similar alternating regions of the sta-
tionary and non-stationary regime have only been described experimentally on devices, where
a feedback mechanism has been added specifically for producing non-stationary oscillations
[156, 157]. In simulation however, such alternating stationary and non-stationary regions have
been predicted and described in a quite large series of publications [158, 159, 60, 160, 53, 117],
which will be further discussed in section 5.3.1.

5.2 Categorization of non-stationary oscillations

Within the non-stationary regime the details of the RF-characteristics can vary strongly between
different operating points.
The large variety of non-stationary oscillations that were observed on the parameter space de-

scribed in the previous section was characterized and categorized, and is presented in Fig. 5.2.
Here, the oscillation types are shown via color-coding with a characteristic spectrum shown for
each category. The oscillations were categorized by visual inspection of the spectra measured
with a spectrum analyzer (see section 2.5). Because of its limited acquisition rate (� 30Hz) these
measurements cannot include possible faster variations in the RF-spectrum.
It has to be stressed that the method of visual inspection of spectra only gives an approximate
categorization, since the transition between different categories is generally smooth and the
choice of a specific category based on the spectrum is sometimes ambiguous, as it will be il-
lustrated later on.

5.2.1 Sideband category

The most common non-stationary category, which is also always excited first when the non-
stationary onset-current is exceeded, is the regime where equidistant sidebands appear in the
RF-spectrum. An example of the corresponding spectrum for this oscillation type is shown in Fig.
5.2c) and a typical example of the corresponding time-trace of the power is shown in Fig. 5.3a).
The appearance of such equidistant peaks in the spectrum corresponds to a temporal evolution
of the power in which a fluctuation with mostly a single periodicity appears. The relative height
of the sidebands, which depends on the operating point, influences the modulation depth of the
power fluctuation.

5.2.2 Period doubling category

If starting from the sideband regime at the non-stationary onset current the system is driven
more strongly by an increase in beam current or pitch-angle, the system on some occasions fol-
lows a route of transition towards chaotic oscillation.
The first step towards chaos is often a transition to a regime characterized by period doubling,
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Figure 5.2: Categorization of non-stationary oscillation on plane of beam current and magnetic
field, for other experimental parameters fixed (Va = 8.8kV −→ DAPHNE: α ≈ 1.8−2 ). The cat-
egorization is obtained by visual inspection of spectra measured with the spectrum analyzer, as
they are shown in the insets b)-g).

defined by the appearance of an intermediate frequency peak at the central position between
each two adjacent sidebands in the RF-spectrum, as shown in Fig. 5.2d). In the temporal trajec-
tory of the power, shown on an example in Fig. 5.3b), the oscillation passes from a one-period
oscillation to a two-period oscillation by the appearance of a further local maximum inside each
period.

5.2.3 Period tripling category

For certain operating points, the period tripling type was observed, appearing in Fig. 5.2a) and
e). This type of period tripling is related to the simultaneous appearance of two intermediate
peaks between the sideband peaks in the spectrum, coupled to the appearance of (mostly) two
additional periodicities in the the power oscillation in addition to the dominant oscillation from
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Figure 5.3: Examples of power time-traces, measured with fast Schottky-diode on fast oscillo-
scope (categories indicated in each inlet). The measurements are short excerpts of situations, in
which the corresponding category was present, from longer acquisitions. It is observed, how the
power is not constant in the non-stationary regime, with a single fluctuation periodicity in the
sideband category, a double and triple periodicity in period doubling and tripling. In the chaotic
time-trace then, the strict periodicity is broken.

the sidebands, as suggested by the power evolution shown in Fig. 5.3c).

5.2.4 Chaotic category

If the beam-current is increased beyond the period-doubling / tripling regime, the oscillation of-
ten changes its behavior towards chaotic oscillation. In this category, the RF-spectrum acquires
a continuous broadband component, on top of which mostly distinct peaks persist (e.g. Fig.
5.2f). As shown in Fig. 5.3d), this spectrum is caused by a power oscillation, in which the main
oscillation still persists, but the strict periodicity of the oscillation is broken.
With a further increase of the beam-current, the chaotic regime is generally followed by a tran-
sition back to a more stable oscillation with period doubling, period tripling or sidebands. In
the region B0 = 9.53−9.56T, the system even returns to stationary oscillation with a monomode
rf-spectrum and constant power for an elevated beam current (Ib ≥ 66mA at B0 = 9.55T).
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5.2.5 Broad sideband category

In addition to the non-stationary types described so far, the category of broad sidebands appears
in the categorization of Fig. 5.2. This category, for which a typical spectrum is included into
Fig. 5.2g), is characterized by broadened sideband peaks in the RF-spectrum with an increased
broadening for the peaks further away from the dominant peak. The origin of this category,
which is actually part of the sideband category, will be explained in section 5.4.

5.3 Simulation of non-stationary oscillations

In this section, the simulation of non-stationary oscillations will be introduced with an investiga-
tion of the adequate simulation parameters. As discussed in chapter 3, the model of TWANG-PIC

is adequate for simulating the non-stationary regime and therefore will be used throughout this
chapter.
For reducing the simulation run times with the PIC-code, the cavity in simulations was short-
ened to the wall profile and B0-profile in Fig. 5.4 with a flattened cavity output in order to match
the radiation boundary condition. It was verified, that the behavior on a non-stationary operat-
ing point is unchanged with the shortened cavity.

Most of the simulation parameters that will be used throughout this chapter have been pre-
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Figure 5.4: Cavity wall radius (blue, left y-axis) and magnetic field profile (green, right y-axis) as
used in TWANG-PIC-simulations.

sented in table 3.3.
As described in section 4.4, the pitch-angle α, which is a derived quantity, was not exactly known
for a given configuration of anode-voltage, cathode-voltage and magnetic field. The threshold
for the appearance of a leakage current to the anode suggests that the true pitch-angle is slightly
higher than the values from DAPHNE-simulation shown in Fig. 2.5 (corresponding to α= 1.939
for B0 = 9.54T). Thus, the pitch-angle to be used in the TWANG-PIC-simulations was deter-
mined by comparing the range of beam-current, where the non-stationary regime is observed
experimentally, to the Ib-range predicted by simulations.

The results of this study (B0 = 9.54T) are shown in Fig. 5.5, representing the frequency of the
peak with highest amplitude in the RF-spectrum, and indicating the non-stationary regime by
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(highest amplitude in spectrum) for Ib-scan at B0 = 9.54T. In TWANG-PIC, the pitch-angle α

is varied between α = 1.94 (value from DAPHNE) and α = 2.35. The best match of the non-
stationary regions is achieved forα= 2.3 (thicker dashed line), since forα= 2.35 a non-stationary
zone re-appears at Ib ≥ 100mA. See pointers (only selected lines) and legend for different colors
and line styles.

a different color. Based on these results, the best match of the non-stationary range is obtained
for α= 2.3, because with α= 2.35 the non-stationary regime reappears for Ib ≥ 100mA. The fre-
quency jump in this graph occurs, where one sideband achieves a slightly higher amplitude than
the previously dominant peak, so that the exact location of this jump should not be taken as ref-
erence for matching the correct pitch-angle.
The pitch-angle dependence on magnetic field as shown in Fig. 2.5 has been included in the
TWANG-PIC simulations by multiplying the pitch-angle that was obtained from DAPHNE by a

constant factor as αoptim(B0) = αoptim(B0=9.54T)
αdaphne(B0=9.54T) ·αdaphne(B0) = 2.3

1.94 ·αdaphne(B0), leading to values

ranging between αoptim(B0 = 9.50T) = 2.365 and αoptim(B0 = 9.65T) = 2.134.
In further simulations, the effect of pitch-angle spread in simulations was investigated, pre-
sented in Fig. 5.6. Here, a comparison between simulations with (Δα= 5%, exceeding DAPHNE-
predictions of Fig. 2.5) and without α-spread is shown for RF-power and RF-frequency as well as
the region of non-stationary oscillation, for an Ib-scan. It is observed that the inclusion of a re-
alistic pitch-angle spread changes only minor details such as the exact transition point to the
higher-power oscillation mode at Ib = 80mA and Ib = 130mA, but neither the overall behavior
nor the range of beam-current, where the non-stationary regime appears. The weak influence of
Δα on the non-stationary regime is consistent with the results of Airila et al. [60].
In addition to the influence of velocity-spread, also the influence of a spread in guiding center
radius and the influence of the wall conductivity have been tested. The results are summarized
in Fig. 5.7. Here, an exaggerated velocity-spread (in this case defined by the axial momentum) of
Δpz = 10% and a (according to DAPHNE) realistic guiding center radius spread of ΔRg = 2% are
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spread Δα= 5%.
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Figure 5.7: Influence of spread in velocity and guiding center radius and of the wall conductivity
on TWANG-PIC results. The time-averaged RF-power is shown for Ib-scan at B0 = 9.65T, with
α = 2.05. Other parameters as in table 3.3. The non-stationary regime is shown by a different
color. For different colors and line styles see legend.

used. It is observed, that the influence of the spreads is only minor, since even in this non-
stationary simulation in the backward-region, the power is only deviating by a maximum of
� 12% and since the non-stationary oscillation appears approximately at the same threshold.
Because the spreads in pitch-angle and guiding center radius have only minor influence on the
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results, both spreads are not included in any of the following non-stationary simulations, in or-
der to facilitate the analysis of the occurring beam-wave interaction. A doubling of the wall resis-
tance with respect to the usual value leads to exactly the same behaviour but with a power that
is reduced by ∼ 9%.
Previously, several publications were dedicated to the effect of end reflections on non-stationary
oscillations in simulations [161, 162, 163] and also in experiment there were devices, where the
non-stationary oscillations were observed as a result of artificially increased reflections [157,
164]. Thus, it was investigated whether the result with the single-frequency Boundary Condi-
tions (B.C.) Eq. (3.20) is different from the result with the broadband non-reflecting B.C. (see
section 3.3.1). The simulated RF-power evolutions with these two B.C.s on a non-stationary op-
erating point are compared in Fig. 5.8. It shows that in contrast to the references above, the
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Figure 5.8: Influence of radiation boundary condition on non-stationary TWANG-PIC results.
The temporal evolution of the RF-power at the end of the simulation is shown for Ib = 65mA /
B0 = 9.54T / α = 2.3 with single-frequency boundary condition and broadband non-reflecting
boundary condition. It shows, that the result is independent of the choice of boundary condi-
tion.

oscillation is unchanged by using the broadband non-reflecting B.C., probably because also the
single-frequency B.C. provides very small reflections (< 1% ) over the bandwidth of the non-
stationary oscillations. Thus, it was decided to use the single-frequency B.C. in the following
simulations in order to facilitate the setup of the simulations and to reduce the runtime.
Finally, the influence of the magnetic field profile has been analyzed by comparing the results

for the generally used B0-profile with the case of an axially uniform magnetic field. The resulting
comparison of power and operating regimes is shown in Fig. 5.9. It can be observed, that the
simulations with uniform magnetic field show a small shift in the non-stationary Ib-range with
a slightly smaller power. The overall result however is similar to the one including the magnetic
field tapering.

5.3.1 Experiment-theory comparison of non-stationary regime categories

In order to compare the experimental categorization to simulations, a full parameter-scan has
been performed with TWANG-PIC, using the parameters described above (α(B0=9.50T) = 2.365
to α(B0=9.65T) = 2.134, elevated pitch angle with a constant anode voltage). In Fig. 5.10, the
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Figure 5.9: Influence of realistic magnetic field profile on TWANG-PIC results. The time-
averaged RF-power is shown for Ib-scan at B0 = 9.54T, with α= 2.3 for the usually used realistic
B0-profile (blue / red) and for a uniform magnetic field (green / magenta). The non-stationary
regime is shown by a different color.

main results of this simulation study are compared to the experimental results.
The conclusion from these simulations is that the same kinds of oscillation are observed as in ex-
periment, including sidebands, period doubling, period tripling etc. and chaos. In this case, the
thresholds of the non-stationary regime are relatively close to the measurements in the forward-
region, but match less well in the backward-region where the threshold is significantly lower in
simulations. This comparison suggests also, that the exact shift for matching the experimental
magnetic field could be slightly smaller than the value of ΔB0 = 0.05T that was added in this
graph.
Also the overall pattern of the non-stationary types is reproduced, although the exact location
of each category is different in simulations. In particular, like in experiment the category which
appears first above the non-stationary threshold is always the sideband regime. Furthermore,
the chaotic region in the central part of the operating plane is relatively well reproduced in simu-
lation. Also the stationary region above a non-stationary region at lower B0 values is reproduced,
although the re-appearance of non-stationary oscillations above this second stationary regime
has not yet been observed in experiment.
Thus, we can conclude, that the simulations with the appropriate PIC-model can well reproduce
all the details of oscillation that appear within the non-stationary regime. The weaker agreement
in the backward-interaction region is a well-known behaviour of both the codes at SPC and else-
where (see e.g. [31]), which still needs further investigation in the future.
As mentioned earlier, the regions of the stationary and non-stationary regimes on a plane of op-
erating parameters have been the subject of a series of publications [117, 53, 158, 159, 60, 160].
Most of these simulations however used a model based on the time-scale separation between
field and particle (Eq. (3.10)) as well as a strongly simplified cavity. Here we showed that, like
these earlier publications, the TWANG-PIC-simulations show the appearance of alternating sta-

106 Falk Braunmueller, SPC, EPFL



5.3. SIMULATION OF NON-STATIONARY OSCILLATIONS

9.5 9.55 9.6 9.65
0

20

40

60

80

100

120

140

B0 [T]

I be
am

 [m
A

]

monomode
side-band
broad side-band
period doubling
period tripling
chaotic + peaks

9.5 9.55 9.6 9.65
0

20

40

60

80

100

120

140

B0 [T]

I be
am

 [m
A

]

monomode
sidebands
period doubling
period tripling
chaotic
period quadr./
 quintupling

Figure 5.10: Comparison of the categorization of the occuring type of RF-oscillation from exper-
iment (left) and TWANG-PIC-simulation. In simulations, the same non-stationary oscillation
types appeared as in experiment. For the PIC-simulations, the pitch-angle was chosen to vary
between α = 2.365 ( B0 = 9.50T) and α = 2.134 (B0 = 9.65T) in the same way as in DAPHNE-
results for a constant anode-voltage.

tionary and non-stationary regions in the (B0−Ib)-plane. However, in this work, for the first time
such simulations results could be compared directly to experimental results, and this compari-
son proved to be successful.
Despite the disagreement in some details when comparing the simulation results with experi-
ment, these simulations already show a considerable improvement with respect to previously
published theoretical results by other authors. In this context we compare our results with the
relatively general study of the non-stationary regime that was performed by Airila [64]. In this
work, the appearance of different non-stationary categories was studied while again using a
model based on the usual time-scale separation between field and particle (Eq. (3.10)) as well
as a simplified geometry of a uniform cavity wall radius with artificial reflections in the radiation
B.C.. The parameters of this study are normalized variables, where the dependency on the pitch-
angle is included into the three independent normalized parameters Δ, I and μ.
The main results, that have been published e.g. in [60] are shown in Fig. 5.11, where the detun-

ing in this study is defined as Δ= 2
β2
⊥

(
1− Ωc

ω0

)
. Here, on top of Airila’s results, the non-stationary

threshold current measured in the DNP-gyrotron is included (as in Fig. 5.1). For this, the no-
oscillation current from Airila’s results is approximately reproduced (blue curve) and shown in
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Measured threshold 
to non-stationary

regime

Figure 5.11: From Airila et al. [60]: Map of operating regimes in the plane of detuning and nor-
malized current. Remark, that the non-stationary onset current corresponds to at least ten times
the no-oscillation current (far backward-region). The red curve shows the non-stationary thresh-
old current measured in the DNP-gyrotron, included by fitting the measured no-oscillation cur-
rent to the one in the graph (blue, Ino-osc) and reproducing the fraction of non-stationary thresh-
old current over no-oscillation current as Ino-osc = (Inonst/Ino-osc)exp · Ino-osc.

an axis with the same dimensions as the original figure. Then, a current is displayed that is the
same ratio above the no-oscillation current as in our experimental results (red).
It can be seen that in the general study of Airila, the non-stationary regime is predicted to appear
at a current that is by a large factor above the no-oscillation current. In the range of detuning
values relevant for our case, the minimum non-stationary threshold current is a factor 100 above
the starting current. As opposed to these studies, our simulations showed, in agreement with the
experiment, that non-stationary oscillations can appear at a current that exceeds the starting
current by less than a factor two (less than factor 2.5 above no-oscillation current).
None of the previously published simulations on gyrotrons have predicted a non-stationary
threshold as low as observed in our case both in experiment and simulation, although for a gyro-
BWO such a low threshold was presented in [155, 53]. This is a very important result since it
shows the capabilities of the newly developed simulation model and because it shows that non-
stationary oscillations can play a more important role in gyrotron operation than previously re-
ported.
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5.4 Dependency of rf-characteristics on operating parameters

Complementary to the comparison of the non-stationary categories, the dependency of the RF-
characteristics on the operating point is compared between experiment and simulation.
In Fig. 5.12, the time-averaged RF-power and the dominant RF-frequency (highest peak in RF-
spectrum) are analyzed as a function of the beam-current. The parameters are the ones, that
were used in section 5.3 for finding the optimum α (B0 = 9.54T, α = 2.3, other parameters as
in table 3.3). For the power-comparison in Fig. 5.12a) the time-average of a fluctuating power
is shown on the non-stationary operating points. Furthermore, the experimental power-values
have been doubled for an easier comparison. In order to interpret the frequency-dependence
shown in Fig. 5.12 b), the cavity-field profiles of three specific beam current values are shown in
part c) with the corresponding beam-currents indicated in part b).

The power-dependence in TWANG-PIC reproduces roughly the characteristics of the experi-
mental results. Both curves show an initial increase of power with current, the following plateau
of the power with increasing Ib around the first non-stationary region (experiment: Ib = 32−
76mA, simulation: Ib = 45−80mA) and a following power-increase at the end of this non-sta-
tionary region. The experimental current-dependence is probably smeared out by a pitch-angle
fluctuation, that will be explained in more detail in the next section 5.5, so that no discrete jump
in power is observed there.
Regarding the power in the first non-stationary region, one might get the impression that with
the appearance of non-stationary oscillation the efficiency is strongly degraded. This however
is contradicted by the strongly non-stationary operating point (pulses with 97% power modu-
lation) at Ib = 140mA, where simulations predict a time-averaged (< · >t ) power of < PRF >t=
336W ( out of the limits of the graph ) and an average electronic efficiency of < ηel >t= 23.5%
(against e.g. ηel ≈ 14% at Ib =95mA). In experiment, this region of currents has not yet been
explored, because the maximum current has been limited to Ib,max ∼ 115mA. Because of this
high-efficiency non-stationary operating point, no simple conclusion can be made regarding
the influence of the non-stationary regime on RF-power and efficiency.
Also the overall dependency of the dominant RF-frequency can be reproduced by TWANG-PIC,
as shown in Fig. 5.12b). In both simulation and experiment, a jump of this frequency can be
observed inside the non-stationary region. In this step the position of maximum amplitude in
the spectrum changes from one sideband to the neighboring one. The exact position within the
non-stationary region, at which the sideband peak with the higher frequency becomes domi-
nant, is however different for simulation. The step in frequency can be further explained using
field profiles from the simulation results.
Such instantaneous field profiles are shown in Fig. 5.12c), for beam currents in the lower station-
ary region (Ib = 30mA), in the first non-stationary region (Ib = 65mA, snapshot of oscillating pro-
file) and in the second stationary region (Ib = 100mA). Comparing these amplitude and phase
profiles, one can clearly identify a change of the non-linear axial mode within the non-stationary
region, from a field-profile with a single maximum, resembling the cold-cavity q=1-axial mode
towards a q=2-like mode with two amplitude maxima inside the cavity. Thus, the frequency be-
fore the step (lower Ib) can be identified as the one belonging to the q=1-like mode, while the
frequency after the step is corresponds to the frequency of the q=2-like mode. For beam cur-
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Figure 5.12: Comparison between experiment (solid) and TWANG-PIC (dashed) for a scan in
beam current on B0 = 9.54T /α = 2.3. a) Time-averaged RF-power versus Ib with experimental
value doubled. PRF,pic(Ib = 140mA) = 336W. b) Dominant RF-frequency versus Ib with indica-
tions of the current values at which the profiles are analysed. c) Snapshot of field amplitude at
the end of the simulation time (solid, left y-axis) and phase profiles (dashed, right y-axis) from
TWANG-PIC, for the currents indicated by the same color in part b). Stationary / Non-stationary
regime in blue / red, respectively.

rents in the range 45mA< Ib < 80mA exhibiting a non-stationary oscillation, the axial profile of
the wave electric field oscillates between the two modes.

In order to analyze the field profile oscillation on a non-stationary operating point, a series of
snapshots has been created in order to represent a full cycle of the non-stationary oscillation.
This evolution is shown in Fig. 5.13, showing in 6 graphs the evolution of the field amplitude and
phase profile inside the cavity profile. In each graph the field profile passes from one point of
time (dashed lines) to the next instant (solid lines) in the oscillation cycle. It is observed, how
from Fig. 5.13 e) the field amplitude increases strongly while the shape of the profile resembles
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Figure 5.13: Evolution of field profile on non-stationary operating point at Ib = 65mA / B0 =
9.54T, α= 2.3 over an entire oscillation cycle. Field amplitude (blue, left y-axis) and phase (green,
right y-axis) inside the cavity profile (black, normalized) from previous point of time (dashed
lines) to the next instant (solid lines). The minimum and maximum amplitude value at each
axial position are shown by pink lines.

a cold-cavity q=1-profile and the maximum moves towards the cavity entrance in a contraction
of the field profile. In the following evolution series f) to c) the large maximum at the entrance
decays and the profile resembles more and more a q=2-profile where in the end the second max-
imum along z, exceeds the first. From this small-amplitude q=2-like profile, in part d) the field
again tends towards a q=1-like profile that grows and contracts.
Such a forward-and backward bouncing field amplitude maximum has also been presented in
[51] in the energy equilibration process in the RF-startup. Therein it was also described, that
this equilibration process eventually transforms into the non-stationary oscillation at higher cur-
rents. This cycle of field profile oscillation not only shows the oscillation between q=1 / q=2-like
profiles, but can also be used in order to extract information about the underlying mechanism
of non-stationary oscillation, which will be done in more detail in section 5.9.

In summary, we can conclude that the PIC-simulations can qualitatively reproduce the overall
complex dynamics of the measurements for this scan in beam-current and that they confirm a
competition between two longitudinal modes. Furthermore, as shown in Fig. 5.12, simulations
predict the existence of a second region exhibiting non-stationary oscillations at high beam-
currents with a strongly increased power inside the non-stationary region.
In order to explore, what is expected for much higher beam currents, a continuation of the above-
shown Ib-scan has been performed in TWANG-PIC-simulations. The result of this study is pre-
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Figure 5.14: Continuation of Fig. 5.12 at high beam current (TWANG-PIC, B0 = 9.54T /α = 2.3).
a) Time-averaged RF-power versus Ib. Here, the category of non-stationary oscillation has been
added as circles around the power-markers with the colors defined in Fig. 5.10. b) Time-averaged
electronic efficiency. c) Dominant RF-frequency versus Ib. The first two Ib-values corresponds
to the last two Ib’s in Fig. 5.12.

sented in Fig. 5.14, showing the time-averaged RF-power, the time-averaged electronic efficiency
and the dominant RF-frequency for operating points up to Ib = 500mA. Additionally, in inlet
a) for a comparison with the categorization of Fig. 5.10, the color of the corresponding non-
stationary category has been added as rings around the markers of each operating point. It is
observed, that no more stationary operating point is observed, but that the non-stationary cat-
egory varies, with mainly sideband and chaotic category. The RF-power remains at the elevated
level of the last Ib-value in Fig. 5.12, which also results in an elevated efficiency.
In addition to the discrete frequency-jump at Ib = 80mA in the previous graph, here another dis-
crete frequency-jump is observed at Ib = 330mA, between the two regions with sidebands. This
again indicates a change of mode around this region, which is also observed in the correspond-
ing field profiles (not shown here).

5.5 Temporal variation of spectra induced by anode voltage fluctua-
tions

In the following it will be shown that different dynamical regimes (sideband, chaotic, etc.), that
were described above for different operating points, can even be observed sequentially in time
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for a fixed operating point. This is due to the ∼ 30kHz anode-voltage fluctuation described in
section 4.4 (ΔVa

Va
≈ 30V

8800V ), which induces a fluctuation of the electron pitch-angle, and thus of
the RF-properties. This Va-fluctuation has a large effect on the non-stationary regime.
An example of the consequences of this anode-voltage fluctuation on the frequency spectrum in

Figure 5.15: a) Fluctuation of RF-frequencies with time in the sideband-regime, caused by
anode-voltage fluctuation. b) Fluctuation of anode-voltage from power supply, numerically
noise-filtered (−3dB at ∼ 7MHz). c) Spectrum from FFT of heterodyne IF-signal over entire
time window. In c), additional artificial peaks become visible (e.g. at fIF = 2.5GHz), apparent
as single-pixel peaks, that are not affected by the Va-fluctuation.

the sideband-regime can be seen in the spectrogram shown in Fig. 5.15, for which the IF-signal
of the heterodyne system (see section 2.5) has been acquired simultaneously with the measure-
ment of the anode-voltage on the fast LeCroy-oscilloscope (13GHz analogue bandwidth).
On the displayed operating point, the sidebands frequency variations are synchronous with the
anode-voltage fluctuation (Fig. 5.15b) ). As it has been mentioned in section 4.4.1, the spikes
in the anode-voltage time trace are probably not a measurement of actual Va-fluctuations. As
shown in Fig. 5.15c), in a spectral analysis of this oscillation over a longer time-window this fluc-
tuation of the sideband-frequencies causes a slight broadening of the sidebands on the low-
frequency side. Here, for the RF-spectrum an FFT-window of the entire displayed acquisition
time was chosen.

An example of spectrum-variation due to Va-fluctuation for a partly chaotic operating point is
shown in Fig. 5.16. Again, the fluctuation of the spectrum follows the fluctuation of the anode-
voltage, which confirms the correlation between the two phenomena. In the spectrogram it
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Figure 5.16: a) Fluctuation of RF-frequencies with time on an operating point, where the spec-
trum shows transitions between period doubling and chaotic oscillation, caused by anode-
voltage fluctuation. b) Fluctuation of anode-voltage from power supply, numerically noise-
filtered (−3dB at ∼ 7MHz). c) RF-pectrum from FFT of heterodyne IF-signal over entire time
window.

is observed, that the system oscillates between strongly time-varying sidebands and a chaotic
broadband oscillation with the period of the voltage fluctuation. This combination of the two
regimes causes a superposition of distinct peaks in the spectrum on top of a broadband back-
ground, as it is shown in Fig. 5.16 c).
These two examples show, that the spectra that were analyzed for the categorization in Fig. 5.2 do
only include part of the information of the non-stationary oscillation type, that appears on each
operating point. The spectrum only represents a superposition of the various spectra that se-
quentially appear during the Va-fluctuation. The system often changes between different types
of non-stationary oscillation during the fluctuation, whereas the spectrum had to be categorized
into a single type. Such is the case for Fig. 5.16, which is categorized into chaotic oscillation be-
cause of the broadband spectral background.
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5.6 Analysis of chaotic regime and the route towards chaos

The chaotic regime was already shortly introduced during the categorization of non-stationary
oscillation in section 5.2. As it could be seen in Figs. 5.2f) and 5.3d), the chaotic oscillation is
characterized by a broadband-spectrum, that is continuous over some frequency-range, and a
power-evolution that is irregular.
This irregularity was expressed in the power-evolutions in Fig. 5.3 by the fact, that for all regimes
except the chaotic regime, the power-evolution at any point of time recurs in the same way at
a later instance of the time-trace. The irregular temporal behavior in the final asymptotic state
fundamentally distinguishes the chaos from all the other types of oscillation. The non-recurrent
behavior is illustrated here on the chaotic power-evolution, but in the chaotic regime this is a
general property of any trajectory of a variable or state in phase-space.
Chaos and the transition to chaos has been observed and analyzed in many fields of physics [165,
166, 167] and have also been analyzed in publications by several research groups in gyrotrons
[168, 60, 169, 170]. Here, we will analyze several aspects of the experimentally observed chaotic
regime, in particular we will classify the route(s) to the chaotic state and determine the dominant
chaotic timescale.

5.6.1 Routes to Chaos

The route to chaos in gyrotrons has been analyzed in a series of earlier publications on gyrotrons
and similar devices. A period-doubling route to chaos was observed in numerical simulations
for instance in [51, 158], sometimes classed as the Ruelle-Takens route, in which chaos appears
after a finite number of bifurcations (period multiplications), whereas the Feigenbaum period
doubling sequence has an infinite number of bifurcation. Also an experimental investigation of
non-stationary oscillation in a gyro-BWO [52], a transition from sidebands to stochastic behav-
ior (continuous spectrum) via period multiplication was observed with increasing beam current.
The subject has then been studied in detail both by a group at Saratov University [168, 171] and
by Airila et al. [60]. These publications are purely based on numerical simulations, in which the
underlying assumption of time-scale separation between the electron transit time and RF-wave
evolution (see Eq. (3.10)) is marginally violated. Despite this inconsistency, the authors agree
on the observation of two types of the route towards chaos, of which the more common is the
above-mentioned transition to chaos via a period-doubling bifurcation series, also known as the
Feigenbaum period-doubling cascade [172, 167]. For larger positive detuning [168], the transi-
tion to chaos was classified as intermittency, where a nearly periodic system shows irregularly
spaced bursts of chaos [173].

The categorization of the non-stationary oscillations in experiment and simulation (Figs. 5.2
and 5.10) showed the period doubling type in vicinity of the chaotic region, suggesting the pe-
riod doubling route to chaos.
The period doubling sequence can be observed even more clearly by analyzing the transition
towards chaos directly as a temporal evolution during the anode-voltage fluctuations. The thus
induced fluctuation of the pitch-angle creates a sequence of changes between different non-
stationary categories and often shows part or the entire sequence of transition towards chaos.
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A particularly clear case is shown in the spectrogram of Fig. 5.17, showing a transition from

Figure 5.17: Spectrogram for an operating point, where during the anode-voltage fluctuation a
transition from the sideband regime to the period-doubling regime and then towards chaos is
observed. A short period-tripling phase is observed starting at 60μs.

the sideband regime to the period-doubling regime and then towards chaos, where some of
the sideband-peaks are still present in the chaotic section. Later in the spectrogram (around
t = 45μs), this sequence is reversed to go back towards a sideband oscillation. Thus, in this case
the transition towards chaos can be classified as the period-doubling bifurcation type, as pre-
dicted in the above-mentioned theoretical publications.
For a full period-doubling route to chaos one would however expect more steps of period multi-
plication than only sideband - period doubling - chaos. Such higher orders of period multiplica-
tion are also observed in the DNP-gyrotron, but as it will be shown in the following, the transition
towards chaos usually doesn’t strictly follow the even ordering of the period bifurcation sequence
(doubling, quadrupling, etc. ). This circumstance is illustrated in the more typical spectrogram
with a transition to chaos shown in Fig. 5.18, where the dominant peak and the sidebands are
indicated by arrows in order to distinguish them from intermediate peaks.
In this spectrogram, the non-stationary regimes follow the sequence of period doubling (Δ fSB ≈

140MHz) - period quadrupling - chaos - period quintupling - chaos - period tripling - chaos -
period doubling. The fact, that period tripling and quintupling appears in the sequence, is quite
untypical since it represents an odd number of intermediate frequencies between sidebands,
which is not included in the Feigenbaum period-doubling sequence [166]. It has however been
observed on other physical systems and was in a general way described for anharmonic oscilla-
tors [174, 175, 176].
The most common type of odd period multiplication is the period tripling regime. Interestingly,
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Figure 5.18: Spectrogram for an operating point, where during the anode-voltage fluctuation a
transition from the sideband regime to the period-doubling regime and then towards chaos is
observed.

the period-tripling regime can appear both with equidistant peaks in the spectrum and with
non-equidistant intermediate peaks. This character is illustrated in Fig. 5.19, where the system
passes from period-doubling to tripling in a continuous splitting of the intermediate peak. This
shows, that the intermediate sidebands cannot be equidistant at all instances of the shown spec-
trogram. The performance of the TWANG-PIC-simulation is underlined by the fact, that also in
simulations a period tripling appears, that is mostly but not always equidistant. A spectrum with
such a non-equidistant period tripling from PIC simulations is shown in Fig. 5.20 for the operat-
ing point B0 = 9.62T /Ib = 80mA / α= 2.178.
Other typical examples for the routes to chaos are included in Fig. 5.21. The route to chaos often

follows the sequence sidebands - period doubling - period tripling - chaos, such as it is observed
in Fig. 5.21b). However, the system also shows a sidebands to chaos such as in Fig. 5.21a) (also
including period doubling → chaos).
Thus, one can conclude, that in experiment, the period doubling bifurcation-type of transition

to chaos is confirmed, but that it doesn’t follow the strict sequence of doubling the number of
intermediates peaks each time. As indicated above, this can be reproduced from TWANG-PIC

simulation, where in the categorization map in Fig. 5.10 all three types of sidebands, period dou-
bling and period tripling appear in direct vicinity of the chaotic type.
Here, it has to be stressed, that the entire sequences of non-stationary oscillation types in the
spectrograms are caused by a fluctuation of the anode voltage of only ΔVa/Va ∼ 0.3%, corre-
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Figure 5.19: Spectrogram showing a continuous transition from period doubling to period-
tripling with non-equidistant intermediate frequency peaks.
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Figure 5.20: RF-spectrum showing non-equidistant period-tripling from FFT on TWANG-PIC

simulations at the operating point B0 = 9.62T /Ib = 80mA / α= 2.178 .

sponding to a fluctuation in pitch-angle of Δα/α ∼ 3%. This emphasizes the fact that, close to
the chaotic state, systems are very sensitive to the external parameters, which is a characteristic
property of a chaotic system.
In addition to this characterization of the period doubling type of transition to chaos, it has been

investigated, if also the intermittency-type of transition to chaos is observed in our experiment.
Although there were no clear evidences for this regime, the chaotic state was sometimes ob-
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Figure 5.21: Spectrograms with different routes to chaos: a) sidebands-chaos and sidebands -
period doubling - chaos and b) sidebands - period doubling - period tripling - chaos.

served in an intermittent way. In order to demonstrate this observation, a new analysis method
of a bifurcation diagram is introduced. Following the analysis used in [60] and [177], extrema
of the power-evolution are used in order to analyse the transition to chaos. For this, the tem-
poral evolution of the power amplitude Vschott(t ) from the fast Schottky-diode (see section 2.5)
is analysed, as it is illustrated in the small time-window with slightly chaotic power-evolution
of Fig. 5.22b). Here, the extrema of the power-evolution (where dVschott

d t (t ) = 0) are detected (red

crosses) and their amplitude Vschott

(
dVschott

d t (t ) = 0
)

is then displayed as points in the temporal bi-

furcation diagram shown in Fig. 5.22 a). In this graph, a stationary oscillation would correspond
to a constant power and thus a single horizontal line, while sidebands correlate (mostly) with an
ordinary power-oscillation having one maximum and one minima with always the same ampli-
tude position and thus two lines.
A comparison of Fig. 5.22a) with the corresponding spectrogram for the same time section in
part c) shows, how the bifurcation at 24μs is due to the appearance of period doubling. The pe-
riod doubling / tripling sections can be well distinguished from the chaotic section, where the
extrema are randomly distributed within a certain range of values. The transitions that appear
in this bifurcation diagram should be compared with the different categories of routes to chaos,
that have been described in earlier publications.
Fig. 5.23 presents examples of such a diagram from [64], displaying bifurcation diagrams as a
function of the beam current and of the detuning, as examples of a period doubling route to
chaos and of the intermittency route to chaos. A comparison with our results show that there
the second transition to chaos at t ∼ 57μs is identified as the period-doubling type, since the
transition is initiated by an unstable period-doubling oscillation. The first transition at t ∼ 42μs
appears to be a combination of intermittency and the period doubling type, since the system
passes from the sideband-regime to the chaotic regime by a transition, which seems to include
the intermittent bursts of chaotic oscillation.
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Figure 5.22: a) Temporal bifurcation diagram: Temporal evolution of extrema amplitude

V
(

dV
d t (t ) = 0

)
in measured time-trace of fast Schottky-diode, corresponding to instantaneous

power. b) Illustration of method how extrema (red points) are obtained from power time trace
inside a slightly chaotic section (see t = 42.65μs in part a) ). c) Spectrogram of same oscillation
of which temporal bifurcation diagram is shown part a).

Another example, which includes elements of the intermittency-type transition to chaos is
shown in Fig. 5.24. This bifurcation diagram includes sections of sidebands, period doubling,
period tripling and chaos and the transitions to chaos around t = 25μs and around t = 55μs re-
semble the transitions of the intermittent type from [64] in Fig. 5.23b). Nevertheless, it cannot be
decided with certainty, if any of the bursts of chaos are inherent from the system or come from
the anode-voltage fluctuation.
It can thus be concluded, that the transition to chaos in experiment is governed by a modi-
fied period-doubling bifurcation route to chaos, in which elements of intermittency seem to be
present.

5.6.2 Calculation of the Lyapunov-exponent

After this analysis of the transition route towards chaos, the attention will be devoted to the
chaotic oscillation itself. One important method for describing the behavior of a system within
the chaotic regime is based on the fact, that if the system is initiated at two neighboring points
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Figure 5.23: Airila [64]: Bifurcation diagrams from extrema in RF-power evolution, using numer-
ical simulations. Left: period-doubling route to chaos, Right: intermittency-type route to chaos.
To be compared with Fig. 5.22.
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of instantaneous power).

Here, the appearance of chaos seems to include elements of intermittency.

in phase space (setting all system properties), the following phase-space trajectories diverge ex-
ponentially from each other [165, 166].
This is expressed by the spectrum of Lyapunov-exponents, which are a measure of the temporal
growth of a given volume in the phase space of the considered system [178]. A system has as
many Lyapunov-exponents λi as dimensions in phase space, each of which describing the evo-
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lution of the corresponding dimension in phase space. The gyrotron being a system with an infi-
nite number of degrees of freedom, there exists also an infinite number of Lyapunov-exponents
[160].
For a given phase space dimension, the Lyapunov-exponent gives the average rate at which two
points, that initially start infinitesimally close to each other, diverge (exponentially) in time.
The mathematical definition can be expressed as [178]:

λi = lim
t→∞

1

t
log

li (t )

r (t = 0)
, (5.1)

from an exponential divergence li (t ) = r (t = 0)eλi t , where r (t = 0) represents an initial reference
volume and li (t ) is the length of the i th dimension in phase space of this volume element at time
t .
If the system is of purely oscillatory nature (not necessarily sinusoidal oscillation), the Lyapunov-
exponents equal zero λi = 0, and they are negative, λi < 0 for a dissipative system, where trajec-
tories converge to a single point in phase space.
The system exhibits chaos already, if there is one positive Lyapunov-exponent. Because, by
convention, Lyapunov-exponents are ordered by their magnitude as λ1 > λ2 > λ3 > ..., this is
equivalent to the condition λ1 > 0. This means that the largest Lyapunov-exponent determines,
whether the system is chaotic or not: λ1 measures, how quickly linear distances in phase space
grow, meaning that the average distance of two initially neighboring points evolves as l (t ) =
εeλ1t , with an initially infinitesimally close distance, ε.
If there is more than one positive Lyapunov-exponent, the state of the system is called hyper-
chaos. It was found with self-consistent simulations [168], however based on the separation of
time-scale between particles and field (Eq. (3.10)), that both weak chaos (only λ1 > 0) and hyper-
chaos can be present in a gyrotron.

The largest Lyapunov-exponent λ1, which determines the dominant chaotic timescale, was cal-
culated for the experimentally observed chaotic regime in the DNP-gyrotron. Much of this study
has been described in [179, 104].
The method that was used to obtain the Lyaponov-exponent was described by Rosenstein et al.
[180]. In this method a time trace of Nsample points is analyzed, as it will be illustrated in Fig. 5.25
on a chaotic power-evolution acquired with the fast Schottky-diode. Within this time trace, two
neighboring points in phase space are represented by two time intervals with very similar signal
evolution from different places in the time trace. This can be seen in Fig. 5.25, where the signal
inside the shaded areas is close to identical.

These similar signal sections are represented by an m-tuple of points X j=1,..,m and X̂ j=1,..,m ,
shown in the figure by the three connected blue points (m = 3). One can see, that the difference
d(0) between the two 3-tuples is very small, so that these two trajectories can be considered as
nearest neighbors. Now, the m-tuples X and X̂ are in parallel advanced in time, calculating the
temporal evolution of the difference between the two vectors

d(t ) = ||X(t )− X̂(t )||. (5.2)

Initially, this difference is expected to grow exponentially and the exponent of this growth gives
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Figure 5.25: Illustration of method for calculation of largest Lyapunov-exponent: Two similar
signal trajectories (encircled regions) are represented by m = 3 points X j=1,2,3 and X̂ j=1,2,3 sep-
arated by a properly chosen delay (t (X2)− t (X1), corresponding to J points in the time-trace).
Then these 3-tuples are advanced in time and the temporal growth of the initially small distance
between X and X̂ is used to obtain the Lyapunov-exponent.

the largest Lyapunov-exponent:

d(t ) = d(0)eλ1t

=⇒λ1 = d

d t

(
ln

d(t )

d(0)

)
. (5.3a)

Thus, the Lyapunov exponent is obtained as the linear slope of the logarithm of the difference
between the initially similar vectors.
In this method, several parameters have to be chosen carefully in order to obtain a valid result
for the Lyapunov-exponent, such as the delay (J points in time-trace in interval t (X j )− t (X j−1))
between two neighboring points in the m-tuple. With a delay that is too small, two neighboring
points in the tuple will always have similar values, while with a too large delay the m-tuple is not
representative for the signal section (see Fig. 5.25: with a larger delay, the 3-tuple could not rep-
resent the similar signal section in the shaded area). Here, a robust criterion was used, defining
the optimum delay with the help of the autocorrelation function as described in [181, 182].
Additionally, m has to be chosen, the number of elements in the m-tuple (m = 3 in Fig. 5.25).
Here, a larger number of points is preferable, since longer signal sections give a better represen-
tation of the position of the system in phase space.
Thus, a random segment of signal section is chosen, represented by an m-tuple of points each
separated by the delay J . Matching to this m-tuple, a similar section is found (finding the sec-
ond, matching 3-tuple in Fig. 5.25) by the ’closest neighbor’ criterion, namely by finding within
all other possible m-tuples (separated from the reference tuple by a minimum distance) the one
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with the minimum difference:
d(0) = min

all X̂′s
||X− X̂||, (5.4)

This procedure is executed for many reference trajectories, resulting in many pairs of closest
neighbors. The Lyapunov-exponent is then obtained from the average temporal evolution of the
difference of all these pairs of m-tuples.

This procedure is shown in Fig. 5.26, where the logarithm of the average difference between
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Figure 5.26: Average value of logarithmic divergence between two initially similar signal trajecto-
ries over time. The analyzed signal was acquired with the fast Schottky-diode. For finding similar
signal trajectories, the number of points to represent this signal section was varied in the range
m = 2−9. With more points, the divergence shows a behavior that is more clearly exponential.
The slope of the fit to the traces with higher m gives the Lyapunov-exponent λ1 = 8.765 ·107 1

s .

two similar trajectories (m-tuples) is displayed for different m’s. It can be seen, that for the an-
alyzed power evolution at least m = 4 is necessary to properly represent the temporal evolution,
resulting in a linear behavior of the logarithm and a reliable Lyapunov-exponent. The result of
this analysis, obtained as the slope of the fit (red), is λ1 = 8.765 · 107 1

s . Thus, the time-scale,
over which similar signal trajectories diverge, is slightly larger than the timescale of the fluctua-
tion induced by the sidebands (∼ 250MHz = 25 ·107 1

s ). An important outcome of this analysis
is however, that the the behavior of the system in this case is indeed chaotic, since at least the
largest Lyapunov-exponent is positive.
This analysis was applied to several cases of chaotic oscillation, both from experimental data
(from fast Schottky-diode) and from TWANG-PIC-simulation. Within the analyzed cases, the
observed timescales were as follows:

experiment: τchaos =
1

λ1
≈ 7.7−56ns (5.5a)

simulation: τchaos =
1

λ1
≈ 9−70ns. (5.5b)
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Thus, a good agreement between experiment and simulation is observed, with a slightly shorter
chaotic timescale from experimental time-traces than from measurements. To our knowledge,
this is the first quantitative experiment-theory comparison for the chaotic behavior in gyrotrons.
Although the spectrum of Lyapunov-exponents was analysed in the study by Blokhina et al.
[183, 168, 184, 160], the highest Lyapunov-exponent could not be retrieved from these studies
in physical quantities, for comparison with the results shown here.

5.7 Analysis of the sideband-regime

The categorization, shown in section 5.2, showed that the most common type of non-stationary
oscillation is that of frequency-equidistant sidebands, which results in a fast power modulation,
having (mostly) a single periodicity. In this section, this category will be analyzed in more detail.
In the previous sections it was mentioned, that the sidebands appear to be equidistant in the
spectra, whereas section 5.5 also showed that the sideband spectrum can vary in time due to an
anode-voltage fluctuation. With the help of the fluctuation, the equidistance of the sidebands
can be further verified, as it will be shown in the following.

The spectrogram in Fig. 5.27 shows the time-varying spectrum on an operating point, where
the sideband frequencies vary strongly in time due to the Va-fluctuation, resulting in the same
periodicity as this fluctuation. Here one observes, that the frequency variation is symmetric
with respect to the dominant frequency (highest peak amplitude at fmax = 260.791GHz), with a
higher sideband amplitude towards the lower frequencies. The frequency oscillation becomes
the larger the further the sideband is away from the dominant peak, because the sidebands re-
main frequency-equidistant with a varying frequency-separation.
To illustrate this, the frequency separation between the sidebands has been measured in the
spectrogram by a peak detection method for two points of time and included into the figure at
the corresponding times in-between the corresponding sidebands. This quantitatively demon-
strates the continuous frequency-equidistance of the sidebands for the case of temporally vary-
ing sideband-frequencies, within the frequency-resolution (1MHz) of the spectrogram. The strict
equidistance in frequency leads to the question, whether the sideband modes are phase-locked,
which will be investigated later on.
As mentioned earlier, if the RF-frequencies are shown in a spectrum that covers a time longer
than the Va-fluctuation period, the fluctuating frequencies in Fig. 5.27 are observed as sideband
peaks that are broadened in frequency. This is illustrated in the spectrum in Fig. 5.28 showing
the same oscillation as the spectrogram, measured with the spectrum analyzer (acquisition time
� 30ms, see section 2.5). Such spectra have been classed into the category of ’broad sidebands’
in the categorization of Fig. 5.2, so that this category shows the region, where sideband frequen-
cies are more prone to the pitch-angle fluctuation. If most of the peaks overlap in the spectrum,
as they do for the lower frequency end in Fig. 5.28, the broadband spectrum leads to the some-
what unprecise categorization into the chaotic type.
The oscillation of the sideband frequencies can be very large. An extreme case of such a sideband
fluctuation is shown in the spectrogram of Fig. 5.29, where the sideband separation varies in the
range Δ fSB ≈ 25−135MHz.
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Figure 5.27: Demonstration of sideband-equidistance: Spectrogram showing temporal fluctu-
ation of rf-frequencies (due to Va-fluctuation) on an operating point, where the the sideband
frequencies vary strongly. For highlighting the equidistance at each point of time, the frequency
separation between neighbouring sidebands has been added as numbers (unit [MHz]) for the
times t1 = 1.41 ·10−5 and t2 = 2.40 ·10−5 s. The equidistance is confirmed within the spectrogram
resolution of 1MHz.

5.7.1 Nanosecond power pulses in non-stationary oscillation

Within the sideband-regime, the temporal evolution of the power and the relative height of the
sidebands strongly depends on the operating point. For certain operating points, a nanosecond-
pulsed regime is observed, which is characterized by a deep power-modulation and by the ap-
pearance of several dominant sidebands of comparable amplitude in the spectrum. This kind
of oscillation was analyzed in [103] with an explanation of the phenomenon through a so-called
Self-consistent Q-Switch (SQS) mechanism, that will be elaborated in the following.
The spectrogram of a typical operating point for this regime (B0 = 9.59T, Ib = 75mA, Va = 8.8kV
→ α ≈ 2.2) is shown in Fig. 5.30. The oscillation was analyzed in more detail for two points in
time, namely for t1 = 58μs and t2 = 65μs, indicated in the spectrogram by the blue and black
line respectively. The details of the oscillation at these moments are shown in Fig. 5.31, showing
the time-trace of the instantaneous power from the fast Schottky-diode, together with the simul-
taneously acquired IF-signal (on oscilloscope) from the heterodyne system in the top half and
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Figure 5.28: Broadened sidebands: RF-spectrum from spectrum analyzer, corresponding a mea-
surement of the temporally varying spectrum shown in Fig. 5.27 over a longer acquisition time.

Figure 5.29: Spectrogram with very strong variation of sideband-frequency.

the spectrum for a small time-window around t1 and t2 in the bottom half.
The instantaneous power is strongly pulsed, with a Full Width Half Maximum (FWHM) of

∼ 1.2ns and a repetition period of 4.2ns, corresponding to the inverse of the frequency distance
between the sidebands. The average power on this point is < PRF > = 1.2W and from the mod-
ulation depth of 90% and the duty cycle it can be inferred that the peak power is approximately
5W .

Such nanosecond-pulses of the power with a large modulation depth are observed on dif-
ferent other operating points distributed over the non-stationary region. A second example
(B0 = 9.575T, Ib = 100mA, Va = 8.8kV) is shown in Fig. 5.32, showing again the spectrogram and
the instantaneous power together with the IF-signal, at the time that is indicated in the spectro-
gram. Here, the nanosecond-pulses show to be even narrower and more pronounced than on
the operating point shown above.

For interpreting the measurements, the same operating point as in Fig. 5.30-5.31 has also been
analyzed in TWANG-PIC simulations. These simulation results are presented in Fig. 5.33, show-
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Figure 5.30: Spectrogram for nanosecond-pulsed regime. Indicating times, at which time-traces
and spectras are taken for the following figures (t1=58μs in blue and t2=65μs in black)
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Figure 5.31: Nanosecond-pulses: Details of oscillation corresponding to t1=58μs ( a) and b) )
and t2=65μs ( c) and d) ) in the spectrogram shown in Fig. 5.30. a)/c) Instantaneous RF-power,
experimentally measured with fast Schottky-diode and compared to IF-signal from heterodyne
system on fast oscilloscope. b)/d) Spectrum from FFT in a time-window around the same time
as the time-trace in a)/c)
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Figure 5.32: Nanosecond-pulses: a) Spectrogram for typical point where nanosecond-pulsed
power was observed (B0 = 9.575T, Ib = 100mA, Va = 8.8kV, Vc = 15.5kV) and b) Signal from fast
Schottky-diode (negative) and heterodyne-system (plus offset) at the time t1=58μs marked by
the blue line in the spectrogram. There is a time-delay between the two time-traces, caused by
different signal path lengths.

ing the integrated field energy WRF, the electron efficiency ηel , the output power PRF and the
loaded diffractive quality factor Qdiff (all calculated as in section 3.4.3).
The temporal behavior of the RF-power is very similar to the one observed in experiment. Al-
though the power-level is not comparable to experiment, the power from simulations repro-
duces nanosecond-pulses with very deep modulation, with a FWHM of ∼ 0.6ns and a repetition
period of ∼ 4.6ns. The fact, that subsequent pulses have a slightly different shape indicates, that
the oscillation is on the verge of the chaotic regime, just as in experiment (see spectrogram Fig.
5.30).
A characteristic phenomenon of the nanosecond-pulses in simulations is, that the electron ef-
ficiency is negative for periods of time during the oscillation, corresponding to re-absorption of
energy by the beam from the field.
It is also observed, that the diffractive quality factor varies self-consistently over three orders of
magnitude, with a close correlation to the creation of the nanosecond-pulses, since the tem-
porarily lowered quality factor allows the sudden release of the wave energy in a pulse of RF-
output. This did lead to the terminology of Self-Consistent Q-Switch (SQS) regime as an expla-
nation of the pulsed regime [103].
These results show, that nanosecond-pulses of RF-power with a large modulation depth can be
created by equidistant sidebands of similar amplitude. According to a theoretical work by Mc-
Curdy [185], nanosecond-pulses can be created in a gyrotron by modes that are equidistant in
frequency, if they are locked in phase. In [185] the sideband modes corresponded to the cold-
cavity axial modes, which satisfy an equidistance in frequency-separation by a specific cavity
design. In [185] it is then proposed to phase-lock these eigenmodes by modulating the beam cur-
rent with a modulation frequency equal to the intermediate frequency between the modes. Per-
forming this in a real experiment is however by far not evident, since the electron beam should
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Figure 5.33: Nanosecond-pulses in TWANG-PIC simulation: Results for operating point corre-
sponding to experimentally measured nanosecond-pulses in Fig. 5.31 (B0 = 9.60T / Ib = 70mA /
α= 2.208). a) Temporal variation of RF-energy stored in field inside cavity b) electron interaction
efficieny c) radiated RF-power at end of interaction region d) diffractive quality-factor, calculated
from field profile.

be modulated at 250MHz.
A very similar approach was studied by Denisov et al. [186] on a slow-wave BWO between two
mirrors. Therein the axial modes are locked by Q-switching via a modulation of the reflection
of a mirror with a modulation frequency corresponding to the frequency-separation of the axial
modes. In [186] it is explained, that the artificial modulation can lock the axial modes in order
to achieve a superposition of the modes to super-radiant pulses, where the peak power of the
pulse can exceed the power of the operating electron beam. Such super-radiant pulses can also
be created in a gyrotron with very fast start-up [187].
In the following it will be tested, whether a correspondence can be made between such the-
oretical ideas and the here-described self-consistently created pulses. Therefore, firstly, it is
investigated whether the sideband modes that are observed in the DNP-gyrotron are phase-
locked. Secondly, in section 5.7.4, it is analyzed, whether also in the DNP-gyrotron the equidis-
tant sideband modes can be identified as axial modes, even if their cold-cavity frequencies are
not frequency-equidistant.
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5.7.2 Analysis of phase relation between sidebands

The phase-relation between the spectral components of two different sidebands has been deter-
mined using a numerical homodyne receiver.
In the analysis, it was assumed that the signal of the two relevant frequencies within the experi-
mental IF-signal from the heterodyne system can be written as:

S(t ) = A1cos(ω1t +ϕ1(t ))+ A2cos(ω2t +ϕ2(t )), (5.6)

where the subscripts ’1’ and ’2’ refer to two chosen sidebands and where the phases ϕ1 and ϕ2

of the two components are assumed to vary slowly with respect to ω1 and ω2.
The squared signal can be written as:

S2(t ) =A2
1cos2(ω1t +ϕ1)+2A1 A2cos(ω1t +ϕ1)cos(ω2t +ϕ2)+ A2

2cos2(ω2t +ϕ2) (5.7a)

= A2
1

2

(
1+cos(2ω1t +2ϕ1)

)+ A2
2

2

(
1+cos(2ω2t +2ϕ2)

)
(5.7b)

+ A1 A2
[
cos

(
(ω1 +ω2)t +ϕ1 +ϕ2

)+cos
(
(ω1 −ω2)t +ϕ1 −ϕ2

)]
, (5.7c)

Here, one is interested in the phase difference ϕ1(t )−ϕ2(t ) between the two modes, which ap-
pears in the term that oscillates with the frequency ω1 −ω2. This phase difference can be ex-
tracted by multiplying S2(t ) by a numerical test signal of the form

x(t ) = Bcos((ω1 −ω2)t ) . (5.8)

One then obtains the new signal:

S1(t ) = S2(t ) · x(t ) (5.9a)

= A2
1B

2

[
cos((ω1 −ω2)t )+cos(2ω1t +2ϕ1)cos((ω1 −ω2)t )

]
(5.9b)

+ A2
2B

2

[
cos((ω1 −ω2)t )+cos(2ω2t +2ϕ2)cos((ω1 −ω2)t )

]
(5.9c)

+ A1 A2B
[
cos

(
(ω1 +ω2)t +ϕ1 +ϕ2

)
cos((ω1 −ω2)t )

+ cos
(
(ω1 −ω2)t +ϕ1 −ϕ2

)
cos((ω1 −ω2)t )

]
(5.9d)

= A2
1B

4

[
2cos((ω1 −ω2)t )+cos

(
(3ω1 −ω2)t +2ϕ1

)+cos
(
(ω1 +ω2)t +2ϕ1

)]
(5.9e)

+ A2
2B

4

[
2cos((ω1 −ω2)t )+cos

(
(ω1 +ω2)t +2ϕ1

)+cos
(
(3ω2 −ω1)t +2ϕ1

)]
(5.9f)

+ A1 A2B

2

[
cos

(
2ω1t +ϕ1 +ϕ2

)+cos
(
2ω2t +ϕ1 +ϕ2

)
+ cos

(
2(ω1 −ω2)t +ϕ1 −ϕ2

)+cos
(
ϕ1 −ϕ2

)]
(5.9g)

This shows, that the only term without an explicit time-dependence is the last term
A1 A2B

2 cos
(
ϕ1 −ϕ2

)
and that the slowest-oscillating terms with an explicit time-dependence,

A2
i B
2 cos((ω1 −ω2)t ) (with i = 1,2), have the time-dependence of the reference signal and do not
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include any phase-dependence. Thus, one can obtain the phase relation between the two side-
bands by low-pass filtering this signal, with a cut-off frequency below the sideband separation
frequency. Thus, a filtering-frequency of 150MHz was used. This allows detecting variations of
the phase difference slower than this frequency, which is sufficient to analyze, if the phase dif-
ference is constant or not.
The phase difference is then obtained by calculating

ϕ1(t )−ϕ2(t ) = arccos

(
2 · S̃1(t )

A1 A2

)
, (5.10)

using a reference signal with an amplitude B = 1 and where S̃1(t ) is the low-pass filtered signal
S1(t ). For this analysis, the amplitude of the two modes as well as the frequency difference are
retrieved from the spectrum. Due to the anode-voltage fluctuation, the distance between the
sidebands is never exactly constant in experiment. This causes the obtained phase difference to
be constant only over a certain period of time, because the frequency difference that is used in
the reference signal only fits for a certain time-window. Thus, the phase difference was calcu-
lated with this algorithm for several frequency differences in the reference signal.

An example of this analysis is shown in Fig. 5.34, showing a spectrogram of the signal with

Figure 5.34: Result of analysis of phase difference between sidebands. As it can be seen from
the spectrogram, the distance between the two analysed sidebands is slowly varying, so that the
phase difference is constant only for a certain period for each frequency difference in the refer-
ence. The result of the phase difference is shown with different offsets for different frequency
differences and is placed within the analysed time section of the spectrogram.

the two analysed sidebands and in an inlet the obtained phase difference, placed in the anal-
ysed time section. For the analysis, a time window with relatively little variation of the sideband
frequency separation was chosen. It is observed that at each instant, the phase difference of a
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certain reference frequency is practically constant, typically varying over less than ∼ 0.3rad ≈ 17
degrees over the time-scale of one or several microseconds. At each instant, this trace with a
nearly constant phase corresponds to the reference signal with the currently correct frequency
difference, while the sideband separation is varying from Δ f = 231.35MHz to 230.84MHz and
back to 231.84MHz. Thus, the entire variation of the phase difference between two sidebands
can be completely attributed to the variation of the frequency separation between the sidebands.
Therefore, this analysis confirms, that the sidebands are indeed locked in phase. Applying this
analysis to sidebands in simulations, where the frequency-separation does not vary, showed a
completely constant phase difference.

5.7.3 Dependence of sideband frequency separation on operating parameters

The frequency-distance between equidistant sidebands, Δ fSB, represents an important param-
eter for describing the non-stationary regime. It represents the (inverse of the ) period of power
oscillation in the sideband-regime and is therefore of practical importance for any potential ap-
plication of non-stationary oscillations.
It can also be used to gain understanding of the mechanisms and origins of the non-stationary
regime, and its scaling allows obtaining and testing theories on the basic principles of non-
stationary oscillations. For this reason, it has received considerable attention in previous publi-
cations on non-stationary oscillation. In this section, we will analyze the dependency of Δ fSB on
parameters and compare the results with some of the scaling laws from literature.
Chang et al. [52] presented a dependence of Δ fSB on the wave group velocity as Δ fSB = 1

2τw
= vgr

2L ,
where τw represents the wave transit time, vgr the wave group velocity and L the interaction
length. The origin of this scaling is an explanation of the sidebands as being caused by a wave
energy packet bouncing back and forth in the cavity over a length L. This expression was adopted
by Chu et al. [20] for the forward-interaction region (positive detuning), but extended by the ex-
pression Δ fSB = 1

τw+τel
for the backward region (τel electron transit time), because there the feed-

back loop of the energy bouncing is composed of a traveling wave packet in backward-direction
combined with the electron transit in forward-direction. Remarkably, in [188] a sideband sepa-
ration is mentioned that equals two third of this value for a slow-wave BWO.
The more recent publication on the gyro-BWO interaction by Chen et al. [189] proposes a scal-

ing with the maximum amplitude of the field profile as Δ fSB ∼
√
|F̂ |max (|F̂ |max obtained from

simulations). The explanation in [189] is that a secondary electron bunch forms at the end of the
cavity, with a relativistic factor that, with respect to its initial value γ0, is increased by the differ-

ence Δγ, proportional to
√
|F̂ |max. This secondary bunching is claimed to be responsible for the

creation of the sidebands and their frequency separation would be proportional to Δγ and thus

to
√
|F̂ |max.

Here it has to be stressed, that the interaction in a gyrotron is not the same as that in a gyro-BWO
(as in [189]) or in a slow-wave BWO (as [188]), but because there are many similarities, these
scaling laws could nevertheless be valid for gyrotrons.
The scaling on the field amplitude can be compared to the dependency of the sideband frequency-

separation on the beam current, which controls the interaction strength and thus has an impact
on the field amplitude. The Ib-dependency is summarized in Fig. 5.35, showing Δ fSB from both
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Figure 5.35: Distance between equidistant sidebands in RF-spectrum for Ib-scan at B0 = 9.54T
(simulation: α= 2.3). In experiment (red/light red), the sidebands become very strongly fluctu-
ating and the radiation nearly chaotic for Ib > 57mA, indicated by a dashed/light red line. The
experimental error bars show the range of fluctuation of sideband frequencies due to the Va-
fluctuation, those for simulation are due to an uncertainty in peak detection.

experiment and simulation, for the Ib-scan that has been analyzed in section 5.4. In the range of
Ib = 57−70mA, the sidebands in experiment were strongly fluctuating and unstable due to the
Va-fluctuation, which is shown as a light red/dashed line. This sideband-fluctuation is illustrated
in Fig. 5.36, which shows the spectrogram for one of the involved operating points at Ib = 61mA.
The simulation results show two non-stationary regimes around 50−75mA and at 120−140mA,
while the measurements can only show the lower of the two non-stationary regimes, because the
experimental current was limited to Ib < 115mA.
In the region of stable sidebands, the experimental result of the frequency separation shows only
a slight dependence on the current, but decreases monotonically. The results from TWANG-PIC

also show only a slight variation with current within the lower non-stationary region (Ib = 57−
70mA), first slightly increasing then decreasing. The upper non-stationary regime (120−140mA)
however shows a much higher sideband separation.

The scaling law Δ fSB ∼
√

|F̂ |max will be compared to these simulation results, for which the field
profile is known. In [189], a field profile from stationary simulation on a non-stationary operating
point was used for obtaining |F̂ |max. Instead of this, here for each Ib-value the temporally vary-
ing field profile (for non-stationary) was time-averaged to the profile < |F̂ | >t (z) =< |F̂ |(z, t ) >t

(time-averaging the amplitude on each point in z, over entire simulation time excluding tran-
sient; examples in Fig. 5.38), which is used for obtaining the maximum field amplitude. With the
maximum amplitude of each of these profiles, the scaling law can be tested against the results of
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Figure 5.36: Spectrogram to illustrate the strongly fluctuating sidebands that are shown in Fig.
5.35 in light red/dashed on the example of Ib = 61mA.

Δ fSB.

Fig. 5.37 displays the scaling, that would be expected from Δ fSB ∼
√
|F̂ |max with the maximum
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Figure 5.37: Sideband frequency-separation (TWANG-PIC): Scaling from maximum field ampli-

tude of time-averaged field profiles
√

|F̂ |max =
√

max(< |F̂ |(z, t ) >t ) (with factor 1/9), compared
to Δ fSB from RF-spectra. On operating points with B0 = 9.54T / α = 2.3 and varying beam cur-
rent. This shows that the scaling law in [189] is not consistent with our simulation-results.

field amplitudes from TWANG-PIC (
√

|F̂ |max rescaled with constant factor for a better com-
parison), compared to Δ fSB from the RF-spectra of the same simulations, as a function of the
beam-current. This shows that the scaling law from [189] can neither reproduce the behavior
inside the lower non-stationary region (Ib = 50−75mA) nor the jump in Δ fSB between the lower
(Ib = 50−75mA) and upper non-stationary regime (120−140mA).
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Regarding a comparison of the scaling law with the experimental sideband separation, only a
rough estimation is possible. In Fig. 5.12 it was shown, that the experimental power increases
in the region Ib = 32 − 48mA with current inside the non-stationary region. The maximum
field amplitude is related to the RF-power and should thus increase with the beam current, too.
Since the experimental frequency-separation decreases with Ib, it does thus probably not scale

as Δ fSB ∼
√

|F̂ |max in experiment either. This suggests, that the scaling law of the sideband fre-
quency separation proposed by Chen for a gyro-BWO, does not apply to the case of the DNP-
gyrotron, which is possibly because of the difference in interaction between a gyro-BWO and a
gyrotron.

Moreover, the sideband separation from TWANG-PIC in Fig. 5.35 shows a very different side-
band separation between the two regions of non-stationary oscillation. This difference in side-
band separation can be tentatively explained with an analysis of the field profiles in the described
Ib-scan.

Fig. 5.38 displays time-averaged profiles for four different beam currents located in each of
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Figure 5.38: Time-averaged field profiles from simulations for different beam currents from each
of the regions of stationary and non-stationary oscillation that were shown in the Ib-scan of Fig.
5.12 (B0 = 9.54T /α= 2.3 / Ib see legend). Amplitudes (left y-axis) are shown as solid lines, phases
(right y-axis) as dashed lines. The top part shows the cavity wall profile for a better coordination.

the regions of stationary and non-stationary oscillation that were shown in Fig. 5.12. As de-
scribed earlier, the field profile changes from one maximum (q=1-like) in the stationary region
with Ib ≤ 45mA to two maxima (q=2-like) in the upper stationary region (Ib = 80−120mA). Inside
the non-stationary region between these stationary regimes (Ib = 45−80mA), the time-varying
field profile (was shown in Fig. 5.13) oscillates between one and two maxima, leading to an inter-
mediate profile in the time-averaged profile of Fig. 5.38. The time-averaged profile at Ib = 140mA
then shows a change towards a third maximum inside the upper non-stationary region and the
time-varying profile in this region shows an oscillation between profiles with two and with three
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maxima (not shown here).
The change of field profile indicates, that inside the non-stationary regime a competition be-
tween two non-linear modes takes place. These non-linear modes have field profiles, that re-
semble the field profiles of cold-cavity / linear axial modes. As already in the mode-competition
during RF-startup and in the discussion of the frequency-tuning (sections 4.2.1 and 4.3.2), it may
thus be assumed, that these modes are the non-linear equivalent of the cold-cavity / linear axial
modes. Therefore, the non-linear modes can be identified as different non-linear axial modes.

The non-linear axial modes that are involved in the field profile oscillation inside the differ-
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Figure 5.39: Distance between equidistant sidebands from TWANG-PIC for Ib-scan at B0 =
9.54T (simulation: α = 2.3), compared to the frequency difference between the cold-cavity ax-
ial modes q=2/q=1 (190MHz) and q=3/q=2 (320MHz) as dashed/green lines, and to the fre-
quency separation from TWANGLIN-SPEC (pink diamonds), between the two most unstable
modes (q=2/q=1-like) for Ib = 50mA, and between the second and third most unstable modes
(q=3/q=2-like) for Ib = 130mA (same parameters as TWANG-PIC). Error bars are due to an un-
certainty in peak detection.

ent non-stationary regions are directly related to Δ fSB in these regions. This is shown in Fig.
5.39, comparing the dependency of Δ fSB on the beam current from TWANG-PIC-simulation
with the frequency separation between the corresponding cold-cavity / linear axial modes from
cold-cavity calculation (green horizontal lines) and from TWANGLIN-SPEC [146, 145] (magenta
diamonds), where the frequencies of all axial modes are obtained simultaneously in the linear
self-consistent regime. The cold-cavity frequencies, that were shown in Table 2.2 have a sepa-
ration of Δ fcold(q=1/q=2) ≈ 190MHz and Δ fcold(q=2/q=3) ≈ 320MHz. It becomes apparent,
that Δ fSB from TWANG-PIC in both upper and lower non-stationary region (Ib = 45−80mA and
Ib ≥ 120mA) is very close to the difference in cold-cavity frequency of the involved axial modes.
Because the linear axial modes from self-consistent linear simulations should represent the fre-
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quencies of axial modes more realistically than the cold-cavity frequencies, Fig. 5.39 includes
the frequency-difference Δ flin of the involved axial modes from TWANGLIN-SPEC simulations
for two representative values of Ib. A comparison of these values with the TWANG-PIC sideband
separation shows, that Δ fSB is between cold-cavity results Δ fcold and TWANGLIN-SPEC-results
Δ flin both in the lower non-stationary region with q=2/q=1 and for the upper non-stationary re-
gion with q=3/q=2. This is also true for experiment in the non-stationary region observed there
(compare Fig. 5.35).
This correlation between Δ fSB and the frequency-separation of axial modes (cold-cavity or lin-
ear) gives a very strong indication, that the interfering non-linear axial modes play an important
role for the formation of non-stationary oscillations and of the sidebands.

Additionally, also the dependence of the sideband frequency separation on the magnetic field
and therefore on the detuning was studied, which allows a comparison to the scaling laws of
Δ fSB with a dependence on the wave group velocity.

In Fig. 5.40, the sideband frequency separation as a function of the magnetic field is com-
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Figure 5.40: Distance between equidistant sidebands in RF-spectrum for B0-scan at Ib ∼ 65mA
(simulation: varying α, as described in section 5.3). The normalized detuning was added as
the top y-axis. The experimental error bars show the range of fluctuation of sideband frequen-
cies due to the Va-fluctuation, those for simulation an uncertainty in peak detection. Where
sidebands appeared in simulation on top of a chaotic spectrum, Δ fSB is shown in green. In
simulation, the oscillation on operating points in the range B0 = 9.58− 9.60T was chaotic. In
experiment, Δ fSB was extracted from spectrograms in temporal sections of the sideband-type.

pared between experimental measurements and TWANG-PIC simulation, for a current close to
Ib = 65mA. The results show a qualitative agreement between simulation and experiment for the
forward-interaction (B0 = 9.53−9.57T). In the backward-region however, the simulation results
show a sudden increase in sideband frequency separation, that does not appear in the experi-
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mental results.
An inspection of the corresponding field profiles in simulation shows, that the behavior with
changing magnetic field is similar to the one observed in the Ib-scan shown in Fig. 5.35 and Fig.
5.38. The field profile oscillates between ones that resemble the cold-cavity axial modes q=1 /
q=2 in the forward-region and the modes q=2 / q=3 in the backward-region (B0 = 9.63−9.64T).
As in the Ib-scan, the sideband frequency separation from TWANG-PIC is again close to the dif-
ference of the cold-cavity frequencies of the corresponding modes: Δ fcold(q=1/q=2) ≈ 190MHz
and Δ fcold(q=2/q=3) ≈ 320MHz.
In experiment, the sideband separation is also generally slightly larger in the backward-region
than in the forward-region, but the increase is smaller and not abrupt. This implies that the
experimental Δ fSB does not match the difference of cold-cavity frequencies of the q=2 / q=3-
modes in the backward-region. The reason for this discrepancy between experiment and TWANG-
PIC-simulation is unknown and it is thus unclear, if in experiment the non-stationary oscillation
in the backward region is still caused by q=1 / q=2-like profiles.
The observed behavior should be compared to the above-mentioned scaling laws by Chu et al.
[20], that include the group velocity: Δ fSB = 1

2τw
= vgr

2L in the forward-region and Δ fSB = 1
τw+τel

in
the backward-region. However, as discussed in [103], the results of these scaling laws strongly
depend on the evaluation method of both the group velocity vgr = ∂ω

∂k||
and of the length of the

interaction region. In fact, in the experimental results the sideband regime is most present in
the region around zero-detuning. Theoretically, from a cold-cavity approach at this point one
would expect a group velocity that approaches zero, which would result in Δ fSB of both scaling
laws tending to zero.
The group velocity was calculated from the cold-cavity dispersion relation for the operating
points B0 = 9.50T and B0 = 9.65T (with α = 2.3), on interaction points that have been obtained
from the linearly coupled dispersion relation in Fig. 4.1.
For the interaction length L two possibilities exist that give a very similar result L ≈ 20mm, choos-
ing either the width of the maximum in a q=1-like field profile or the entire length of the section
with constant wall radius.
A summary of these estimations and of the resulting sideband-separation is presented in table

Forward (B0 = 9.50T) Backward (B0 = 9.65T)
Group velocity vgr ∼ 2.9 ·107 m/s ∼ 1.6 ·107 m/s
Wave transit time τw = L

vgr
∼ 1.3ns ∼ 0.7ns

Electron transit time τel = L
vz,e−

∼ 0.7ns ∼ 0.7ns

Sideband frequency fSB ∼ 1
2τw

fSB ∼ 1
τw+τel

separation Δ fSB ∼ 400MHz ∼ 720MHz

Table 5.1: Results of sideband frequency separation from scaling in [20] with the help of the
cold-cavity dispersion relation (see Fig. 4.1).

5.1. It shows that this estimation gives a sideband frequency separation, that is at least a factor
2 larger than both the experimental values and the simulation results on the analyzed operating
points.
In summary, we can conclude that the scaling laws of the sideband frequency separation both by
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Chen and by Chang / Chu (established for gyro-BWO) do not agree with our observations from
experiment and simulation. However, the simulation results help to give a new interpretation of
the sideband separation as being close to the frequency separation (cold-cavity or linear) of the
non-linear axial modes, that are involved in the non-stationary field oscillation.

5.7.4 The axial profiles of sideband-modes

In the earlier subsections the question was raised, whether different sidebands can be identified
as a non-linear manifestation of different cold-cavity axial modes. In order to answer this ques-
tion, this section will present an analysis of the field profiles that can be assigned to each of the
sideband modes and which will be compared to the field profiles of the cold-cavity axial modes.
For this, the spectral components of the field profile have been analyzed using non-stationary
TWANG-PIC simulations. By Fourier-transforming the field-profile of these simulations, one
can assign a field profile to each frequency:

F̂ (z, t ) −−−−−−−−−−−−→
FFT

F̂ (z, f ) (5.11)

The frequency-position of the sidebands fSB, j (for j th sideband) can then be determined from
the RF-spectrum at the cavity output

∣∣F̂ ∣∣ (zout, f ), which allows us to determine the complex field
profile at the sideband-frequencies F̂ (z, fSB, j ).
For this analysis, the simulation results for the operating point (B0 = 9.54T / Ib = 65mA / α= 2.3)
(compare results shown in Fig. 5.13, Fig. 5.12 and Fig. 5.10) in the sideband-regime was chosen.
The RF-spectrum for determining the frequency-positions of the sidebands is shown in Fig. 5.41,
where the sidebands are labeled in the ordering of their peak amplitude and where the cutoff-
frequency in the flat-cavity section is indicated by a red / dashed vertical line. This labeling is
also used for the field profiles F̂ (z, fSB, j ) of the sidebands in Fig. 5.42. There, in addition to the
field amplitude and phase profiles, the flat-cavity section is indicated by a red bar at the bottom
of each graph and the diffractive quality-factor Qdiff = ω0WRF/PRF for each sideband profile is
included as text.

The figures show, that the sideband modes with frequencies below cutoff in the flat-cavity
section (peak number 3-4 and 6-8) have a fundamentally different profile from the ones lo-
cated above cutoff. The field profile of the sidebands above cutoff, especially the dominant
peak at fSB1 = 260.620GHz and peak number 2 at fSB2 = 260.814GHz, but also number 5 at
fSB5 = 261.016GHz, have field profiles that resemble those of the cold-cavity axial modes with
one, two and three maxima (compare Fig. 3.1), corresponding to q=1, q=2 and q=3, respectively.
This identification of the sidebands with cold-cavity axial modes cannot be sustained for the
sidebands below the cutoff frequency of the constant-radius section. With the exception of side-
band no. 4, that is located very close to the cutoff-frequency, the lower sidebands have their
maxima close to the start of the uptaper-section. The reason for this is that the field of the cor-
responding modes cannot penetrate into the constant-radius section, because their frequency
is below the corresponding cutoff frequency. The suppression of the high field amplitude in the
constant-radius section results in a reduction of the stored field energy in the cavity WRF and
thus in a smaller Qdiff for the sidebands with lower frequencies.
Because their maximum is pushed entirely outside the flat-cavity section, the presence of these
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Figure 5.41: RF-spectrum from end of interaction region with frequency peaks corresponding
to the field profiles shown in Fig. 5.42. The ordering in peak amplitude and the numbering cor-
responds to the order of the profiles.

sidebands shows, that the initial uptaper section (0.85°-taper) plays an important role in the for-
mation of the sidebands and of the non-stationary oscillations in general.

In the previous subsection 5.7.3, it was shown that the sideband frequency separation is close
to the difference in cold-cavity frequency of the non-linear axial modes that appear in the field
profile oscillation, which in the present case are the modes q=1 and q=2 (see Fig. 5.13). Due to
the field profiles in Fig. 5.42, these two non-linear axial modes can be identified as the two dom-
inant sideband modes. This would indicate, that the frequency-positions of all the equidistant
sidebands are determined by the frequency-position and separation of the two involved axial
modes.
The origin of the non-dominant sidebands can be illustrated on the case of nanosecond-pulses
of section 5.7.1. The non-sinusoidal variation of power implies that the radiation has to in-
clude other spectral components than the two dominant, original sideband modes. However,
the frequency-separation between these components is still determined by the pulse-frequency,
which corresponds to the frequency-separation of the two originally involved modes, thus lead-
ing to equidistant sidebands.
The frequency-position of the corresponding non-dominant sideband modes then may directly
determine also their field profile. In [190], a linear analysis was described, that assigns a field
profile for any frequency on a linear dispersion relation. At the frequencies of the linear axial
eigenmodes, the field profiles from this analysis match the field profiles of the modes, whereas
for intermediate frequencies the field profile shows a gradual transition. The field profiles that
are observed in this analysis resemble those assigned to the sidebands in Fig. 5.42.
In summary, the frequency location of all the sidebands is likely to be determined by the domi-
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Figure 5.42: Field profile for sidebands: Field amplitude (blue / left y-axis) and phase (green
/ right y-axis) profiles of different frequency-components in RF-output from TWANG-PIC on
operating point with sidebands Ib = 65mA / B0 = 9.54T / α= 2.3. The profiles correspond to the
height in the FFT of each spectral peak along the axial direction and the graphs are ordered by
the peak amplitude in the spectrum that is displayed in Fig. 5.41. The diffractive quality-factor
has been calculated for each profile and is included as text in the graph. The flat-cavity section
is indicated by a red bar at the bottom of the profiles. For the peak ordering and frequency of the
peak see figure titles.

nant sidebands, which would correspond to non-linear axial modes involved in the field-profile
oscillation. The frequency location would then determine the field profiles that were observed
in Fig. 5.42.

The field profiles of the sidebands shown above also impose the question, how the field profile
of the intermediate peaks are related to the field profile of cold-cavity axial modes in the regime
of period doubling, period tripling etc.. Therefore, the same analysis was repeated for the op-
erating point B0 = 9.58T / Ib = 55mA, that had been identified as a period doubling type. The
resulting field profiles are shown in Fig. 5.44 and the spectrum, that is used for identifying the
corresponding peak-frequencies, is shown in Fig. 5.43, where again the cutoff-frequency in the
flat-cavity section is indicated (red / dashed).
On this operating point, the highest peak corresponds to a q=2-like profile with two axial max-

ima, followed by a q=1-like and a q=3-like profile with their maximum close to the beginning of
the flat-cavity section. The sideband peaks no. 6, 7 and 8 on the lower-frequency side are similar
to the lower-frequency peaks shown previously in Fig. 5.42, with a maximum further towards the
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Figure 5.43: RF-spectrum for operating point with period-doubling, from end of interaction re-
gion with frequency peaks corresponding to the field profiles shown in Fig. 5.44. The ordering in
peak amplitude and the numbering corresponds to the order of the profiles.

end of the flat-cavity section for lower frequencies. Sideband no. 5 shows, that the field profiles
of the lateral sidebands do not necessarily resemble the profiles of successive cold-cavity axial
modes. This shows, that these sidebands do not correspond to successive axial modes and af-
firms that their profile is rather determined by their frequency-position.
The intermediate period-doubling peaks no. 4, no. 9 and no. 10 show, that the profiles of inter-
mediate peaks are close to the profiles of the adjacent sidebands, but pushed further towards the
end of the interaction region and with a much lower quality-factor than these sidebands.
In summary, the analysis on this second operating point confirms, that the dominant sidebands
show a field profile, that is close to that of the cold-cavity axial modes, while the other sidebands
and the intermediate peaks cannot be definitely related to any of these axial modes.

5.8 Non-stationary oscillations in high-power gyrotrons

In a brief simulation study it has been analyzed, whether the phenomenon of non-stationary os-
cillations described is also relevant for the operation of high-power gyrotrons. These gyrotrons
differ from the DNP-gyrotron substantially and in several aspects. An important aspect is, that
the available range of operating parameters is dictated by a competition between different trans-
verse modes and not by the characteristics of a single transverse mode. Therefore, the region
close to zero-detuning, where the majority of the non-stationary regime appears in the DNP-
gyrotron, can never be accessed in a high-power gyrotron, because it would result in the excita-
tion of a different transverse mode.
Thus, the relevance of the non-stationary oscillations for high-power gyrotrons was tested by in-
creasing the beam current, starting from the designated standard operating point in the forward-
region. The results for the cavity of European 1MW ITER gyrotron are presented in Fig. 5.45,
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Figure 5.44: Field profile for sidebands (period doubling): Field amplitude (blue / left y-axis)
and phase (green / right y-axis) profiles of different frequency-components in RF-output from
TWANG-PIC on operating point with period-doubling Ib = 55mA / B0 = 9.58T / α= 2.238. The
profiles correspond to the height in the FFT of each spectral peak along the axial direction and
the graphs are ordered by the peak amplitude in the spectrum that is displayed in Fig. 5.44. The
flat-cavity section is indicated by a red bar at the bottom of the profiles. The diffractive quality-
factor has been calculated for each profile and is included in the graph.

showing the RF-power evolution and RF-spectrum for beam-currents of approximately 3 times
(Ib = 100A) and 6 times (Ib = 200A) the no-oscillation current (lower limit of hard-excitation re-
gion). Notice that these are artificially high beam currents with the nominal beam current being
Ib = 40A.
The spectrum and power of the non-stationary oscillation at Ib = 200A shows a different behav-
ior from the one in the DNP-gyrotron, namely a single-frequency oscillation with a higher and
higher broadband background, leading to a chaotic power-modulation.
The current, where this non-stationary regime appears is about a factor Ib/Ino-osc ∼5-6 above the
no-oscillation current (detuning Δ0 ∼ 0.11), compared to a factor of 2.5 in the forward-region of
the DNP-gyrotron (Δ0 � 0.07). A similar analysis in the cavity of the 140GHz-gyrotron for Wen-
delstein 7-X did not show any significant non-stationary behavior up to even higher currents.
Thus, it can be concluded, that the phenomenon of non-stationary oscillation is probably not
relevant for the operation of high-power gyrotrons.
However, a direct comparison of high-power gyrotrons with the DNP-gyrotron is difficult. Some
of the most important differences are, that their operation is generally restricted to a small oper-
ating space in the forward-region, that the cavity-profile with a relatively short flat-cavity section
is designed for a low-Q field profile and that the pitch-angle is generally much smaller than the
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Figure 5.45: Non-stationary oscillation in cavity of European 1MW ITER gyrotron: RF-power
evolution (left) and RF-spectrum on operating points with approximately 3 times (blue, Ib =
100A) and 6 times (green, Ib = 200A) the no-oscillation current, with other parameters as on
the designated operating point: B0 = 6.78T, α=1.3, Vb = 79.5kV. With broadband non-reflecting
boundary conditions.

one in the DNP-gyrotron.

5.9 Interpretation of non-stationary oscillations with simulations

In this section, an investigation will be presented, trying to identify the basic mechanisms and
the source of the non-stationary regime observed in the DNP-gyrotron. For this, a survey of
literature is presented, showing attempts for explaining non-stationary oscillations published in
earlier works. Finally, merging the analysis presented in this chapter, a tentative interpretation
of the origin of non-stationary oscillations will be given and compared to the explanations found
in literature.

5.9.1 Possible interpretations from literature

Non-stationary oscillations as the ones described above have been investigated in gyrotron re-
search for almost 30 years.
As described earlier, a series of theoretical studies have put their attention on describing the re-
gions of the parameter-space, where the non-stationary regime appears [60, 158, 159, 60, 160,
53, 117], where most often the non-stationary threshold current is investigated. Additionally, the
chaotic regime and the transition to chaos have been investigated in detail in gyrotron simula-
tions [160, 60]. Nevertheless, although many different have been presented, it is still not fully
understood. In the following the most important publications will be presented, that include
attempts for explaining the mechanism responsible for the non-stationary oscillations, for gy-
rotrons and devices with a similar interaction mechanism, starting in chronological order.

The first detailed research work on non-stationary oscillations in gyrotrons was published by
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Nusinovich [49], Ginzburg et al. [50] and Lin et al. [51]. In [50], based on simulations the regimes
of periodic automodulation (sideband regime) and the stochastic regime (chaotic) were described,
however without an analysis of their origin. In [51] an interpretation of the non-stationary os-
cillations was attempted using a PIC-model, arguing that their origin is an uneven energy depo-
sition of the beam on the forward- and on the backward-components of the excited wave. The
energy deposition would be equilibrated through axial propagation and end reflections, explain-
ing the observed modulation period close to the bounce period.
In a publication on a slow-wave BWO, Levush et al. [188] extended this study and postulated the
existence of two non-stationary oscillation categories, of which one is caused by the so-called
self-modulation instability and the other is caused by a so-called cross-excitation instability. The
first mechanism is explained to be ’associated with overbunching of the electrons under the in-
fluence of a large electric field amplitude in the RF structure’. The cross-excitation instability
however is described as being caused by axial mode-competition, where the presence of one
growing mode triggers the excitation of another mode, which then cannot be sustained and de-
cays, so that an oscillatory behavior appears.
On a gyro-BWO, Nusinovich et al. [158] emitted the idea that self-modulation could be caused
by a competition between two modes with different axial field structure. Furthermore, it was
argued that in such gyro-BWOs the detailed geometry of the uptaper at the upstream end plays
a determining role in the formation of non-stationary oscillations. This study however included
artificially induced reflections for studying the effect of the uptaper.
Such reflections have been described later to play a dominant role in the origin of the non-
stationary regime [161, 162, 163]. In the DNP-gyrotron however one can conclude, that the ob-
served dynamics are not due to reflections, since the experimental results are well reproduced by
simulations, where the reflections are negligible and where a further reduction of the remaining
reflections has no influence on the results (see section 5.3).
Another hypothesis that could explain non-stationary oscillation in gyro-BWOs has been pub-
lished by Chang and Fang et al. It relies on the ’self-consistent non-linear contraction of the axial
field profile’ [155, 53, 148]. Due to the field profile contraction, a further interaction at a different
frequency occurs at the end of the interaction region, causing the appearance of a ’trailing field
structure’ [189] and at the same time causing the non-stationary oscillations. This phenomenon
is also closely related to the overbunching process, where the interaction at the end of the cavity
is important.
At this point it has to be underlined, that the vast majority of the mentioned theoretical publica-
tions were obtained with models based on the time-scale separation (Eq. (3.10)) between field
and electron transit, so that their applicability to non-stationary oscillations is questionable.
However, in the publications discussed above, some models were based on a more first-principle
set of equations solved using a PIC-approach [51, 162, 163]. Additionally, many of the publica-
tions were obtained with an unrealistic cavity, that only consists of a section with uniform wall
radius. Then, at the cavity output either a non-reflecting B.C. or some imposed reflections are
used. Such a cavity model however does not include the important role of the uptaper section
for the excitation of non-stationary oscillations.

Thus, the variety of interpretations of the non-stationary regime in gyrotrons and similar de-
vices shows, that there is not yet a single accepted explanation for the origin of non-stationary
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oscillations. This is also apparent in the failure of predicting regimes of non-stationary oscilla-
tion [20, 53].
An understanding and prediction of non-stationary regimes would be of great importance for
gyrotron development, e.g. for the development of continuously frequency-tunable gyrotrons
[155, 53, 191, 149].

5.9.2 Interpretation of observed non-stationary oscillation

Summarizing the results described in this chapter, a coherent picture can be obtained of the
characteristics, background and mechanism of the non-stationary regime in the DNP-gyrotron.
The dependencies of RF-frequency and power indicate a competition between non-linear modes
within the non-stationary region, both in experiment and simulation. A change of modes within
the non-stationary region is confirmed by an analysis of the field profiles in the stationary and
non-stationary regions, showing a transition between modes that resemble cold-cavity modes
(e.g. q=1 → q=2) and thus justifying an identification of the modes as non-linear axial modes.
Within the non-stationary regime, the temporally changing field profile suggests a competition
between these non-linear axial modes.
The analysis of the frequency-separation of sidebands at the same time shows a disagreement
with previously established scaling laws for gyro-BWOs and suggests that the frequency-sepa-
ration is dictated by the frequencies of the two non-linear axial modes, that are involved in the
mode-competition. The analysis of the field profile of the sideband modes shows, that these
two non-linear axial modes correspond to the dominant sidebands, while the other sidebands
cannot be clearly identified as axial modes.

In the analysis of the temporally varying field profile in Fig. 5.13 it has been observed, that the
non-stationary cycle can be summarized in two phases of the oscillating field profile. In the first
phase, the field amplitude increases strongly while resembling a cold-cavity q=1-profile, under-
going a field profile contraction. At the point of maximum field amplitude and field contraction,
the field profile starts resembling a cold-cavity q=2-profile. In this shape however, the field pro-
file decreases, during which the field contraction is reversed.
An interpretation of this cycle is, that the presence of a high-amplitude q=1-like oscillation trig-
gers a transition to a q=2-like mode, which would non-linearly dominate over the q=1-like mode.
Such a transition was also observed in the process of the saturation in the RF-startup (see section
4.2.1, with q=2→ q=1). This q=2-like mode however cannot sustain itself at this point, so that the
field profile decays, when the q=2-like mode is reached.
Such a situation of a mode, that would be the preferred state but that cannot yet sustain itself, re-
minds of the situation in the hard-excitation region, where the highest efficiency can be reached
[192]. In this region, the oscillation can only be sustained, if it is accessed already with a sufficient
power. In this case, the field in simulation decays when initiated with a small field amplitude, but
settles into a high-power oscillation when it is initiated with a high field amplitude (exceeding
the amplitude of stationary state).
It was thus tested, whether the q=2-like mode is in the same situation in the non-stationary
regime. Fig. 5.46 shows the evolution of the RF-power and the RF-spectrum for an operat-
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ing point (Ib = 70mA / B0 = 9.54T / α = 2.3) located inside the non-stationary region (Ib =
45 − 80mA) of the Ib-scan presented earlier (e.g. in Fig. 5.12). The shown curves are simula-
tions with identical parameters, but once initiated with a low-amplitude cold-cavity q=1-profile
(initial output-power P0 = 0.15W, as also in all other simulations in this document) and once ini-
tiated with a high-amplitude cold-cavity q=2-profile (P0 = 180W). Both the power and the spec-
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Figure 5.46: Hard-excitation of non-linear q=2-mode on non-stationary operating point: a) Tem-
poral evolution of RF-power and b) RF-spectrum on operating point Ib = 70mA / B0 = 9.54T /
α = 2.3 with different initial conditions. The simulation in red is initiated with a cold-cavity
q=1 field profile and a power P0 = 0.15W. The simulation in blue is initiated with high power
P0 = 180W and a field profile of the cold-cavity q=2-mode. An inlet shows the field amplitude
profile of the blue curves.

trum show, that instead of the non-stationary oscillation now a stable oscillation is obtained on
the mode that previously existed only for higher beam currents Ib ≥ 80mA. The fact, that a stable
monomode oscillation is achieved, if the simulation is initiated with a high-power (P0 = 180W)
q=2-mode shows, that this operating point indeed corresponds to a hard-excitation region of the
non-linear q=2 axial mode.
This important and new result strengthens the argumentation above, that this non-stationary
regime is caused by the situation, where the q=2-mode is dominant but not self-sustained. It
shows, that the non-stationary oscillation at least partly appears in a region, where the q=2-like
mode can exist and dominate over the q=1-like mode, but where it cannot be reached from a
lower-power q=1-like oscillation.
This hard-excitation leads to a hysteresis-effect, where the oscillation on a given operating point
depends on the previous oscillation or on preceding operating points. Such a hysteresis effect
could not be observed with varying beam-current experimentally on the DNP-gyrotron, prob-
ably because the Va-fluctuation leads to a premature transition towards the stationary or non-
stationary regime in each direction. In a publication by Pao et al. [191] however, such a hysteresis
effect between different axial modes has been described in a gyro-BWO for changing beam cur-
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rent.

This additional analysis further strengthens the reasoning above, that the non-stationary regime
in the DNP-gyrotron is caused by a competition of non-linear axial modes. As mentioned ear-
lier, this corresponds to the cross-excitation mechanism described by Levush et al. [188], but
also e.g. in [158, 53] a competition of modes with different axial structure is described in the
non-stationary regime.

For generating this competition of non-linear axial modes in the gyrotron, several other pa-
rameters play a role, that have been described as the dominating effect in other publications. A
non-linear contraction of the field profile is observed during the rise of the q=1-like field pro-
file in the non-stationary cycle. Also the initial uptaper-region, that was analyzed in [158] plays
an important role, as it was observed in the analysis of the field profiles assigned to sidebands.
Furthermore, also a strong overbunching, as described e.g. in [188, 189, 193] is observed in the
interaction during the non-stationary cycle.
This is shown in Fig. 5.47, which shows the time-averaged profiles of the (forward-directed) RF-
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Figure 5.47: Overbunching in non-stationary regime: Top: Cavity wall profile. Bottom: Axial
profile of (forward-directed) time-averaged RF-power from TWANG-PIC for operating points
with B0 = 9.54T / α = 2.3. A negative power means backward-propagation (initial small dip
at z ≈ 0.011− 0.015m), a decreasing power (with increasing z) shows energy re-absorption by
the electrons, due to overbunching. A stronger overbunching is observed in the non-stationary
region and a smaller one in the surrounding stationary regions.

power as a function of z, for different operating points in the Ib-scan analyzed earlier (e.g. in Fig.
5.12). This graph can be compared to Fig. 1.8 in the introduction, where the overbunching was
explained. An axially decreasing power means, that the electrons re-gain energy. It shows, that
the overbunching is relatively small for smaller currents (Ib = 20mA), large in the non-stationary
regime (Ib = 65mA), and again reduced for the stationary regime at higher currents (Ib = 80mA).
The correlation of this overbunching with the axial mode competition should be further investi-
gated in a future study.
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5.10 Summary and conclusions of non-stationary oscillations

In this chapter, the regime of non-stationary oscillations has been characterized in detail and
compared to simulations. Basically the entire chapter is composed of novel results, that either
represent the first analysis of this kind or are much more detailed than previously published re-
sults.
The characterization of the threshold between stationary and non-stationary regime showed a
stationary region surrounded by a non-stationary regime, as it has been predicted earlier in sim-
ulations, but never clearly shown in a gyrotron experiment. The categorization of experimentally
measured non-stationary oscillations showed for the first time a map of operating points with
different types, including the sideband regime, period multiplication (doubling, tripling, etc.)
and the chaotic regime.
The results are directly compared to simulations based on a model, that is appropriate for non-
stationary oscillations, with positive results.
Due to the fluctuation of the anode voltage, the variety of different regimes and the transition to
chaos can be directly observed as a temporal evolution in spectrograms. The transition to chaos
could be mainly identified as the period-doubling bifurcation route, but with an appearance of
period tripling and quintupling.
The analysis of the sideband regime, which allowed the first experimental observation of nano-
second-pulses in a gyrotron, also revealed new insights into the regime of non-stationary regime.
It showed, that the sidebands are strictly equidistant and that they appear to be locked in phase.
An analysis of their frequency-separation suggested them to be associated to the difference in
frequency of two axial modes. It was shown, that these two non-linear axial modes are also in-
volved in an oscillation of the field profile. Finally, a novel method of analyzing the field profile of
the sidebands suggested, that the non-linear axial modes can be identified as the two dominant
sidebands.
In summary, a combination of the simulation results allows the interpretation of the non-sta-
tionary regime as being caused and governed by the competition of two non-linear axial modes.
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Chapter 6

Summary and Conclusions

This thesis presented a complete characterization, analysis and interpretation of the phenom-
ena observed in a gyrotron designed for DNP-enhanced NMR-spectroscopy. In particular, the
characteristics of a non-stationary regime with self-consistently oscillating power and a multi-
frequency or broadband RF-spectrum have been described and investigated.

The gyrotron is designed for CW-operation on the TE7,2-mode and is currently routinely op-
erated on a 400MHz NMR-experiment. The characterization shows a maximum RF-power of
PRF = 150W at a frequency of fRF = 260.5GHz. A frequency-tuning over 1.2GHz with a mini-
mum power of 1.5W is obtained by changing the magnetic field, which determines the detun-
ing, and simultaneously optimizing the pitch-angle (via the anode-voltage). A careful compar-
ison with numerical simulations indicated that the features observed in this frequency-tuning
can be related to a gradual change of the axial field profile. Additionally, a frequency-modulation
over a frequency-range Δ fRF > 100MHz with a modulation frequency of ≤ 14.5kHz was imple-
mented and already proves an increase of the enhancement in DNP-experiments. For the DNP-
application, a feedback-controller on the beam current has been installed for stabilizing RF-
power and frequency. A pulsed operation (via pulses on anode-voltage) has been implemented
with a pulse-length � 30μs and an arbitrary duty-cycle.

In order to improve the modeling of the RF-characteristics of the DNP-gyrotron, new models
and simulation codes have been developed. A linear model has been developed by lineariz-
ing the model of the code TWANG and modifying it towards a novel moment-based approach.
In this model, implemented in the linear self-consistent time-dependent code TWANGLIN, the
electron equations of motion are reduced to only two complex moment-equations. It has been
shown, that in contrast to fixed-field calculations, TWANGLIN-simulations can accurately re-
produce the experimentally measured starting current of the DNP-gyrotron.
Also for modeling the observed non-stationary oscillations, a new model has been developed on
the basis of the model of TWANG. Here, a time-scale separation assuming a constant field during
the electron transit is removed. As a consequence, instead of the trajectory approach the model
is based on a (spatially) 1-D PIC-model, implemented in the code TWANG-PIC. In contrast to the
TWANG-code and to an entire group of gyrotron codes used elsewhere, the TWANG-PIC-results
are independent of the choice of the arbitrary reference frequency. This demonstrates, that the
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development of the PIC-model is indeed necessary for reliably simulating non-stationary oscil-
lations.

The thesis presents for the first time an extensive analysis and characterization of the non-
stationary regime. A novel detailed categorization of non-stationary oscillation types is pre-
sented on a plane of operating parameters, with the types of a sideband regime, period doubling,
tripling etc. as well as a chaotic type. In a categorization of TWANG-PIC-simulations, all impor-
tant features of the experimental categorization can be reproduced. It is shown, that the route
to chaos is generally that of the period doubling bifurcation type, modified by the appearance of
period tripling and quintupling, and that the chaotic time-scale is slightly larger than the time-
scale of power-oscillation in the sideband-regime.
Within the sideband-regime, nanosecond-pulses could be observed for the first time in a gy-
rotron experiment, where it is demonstrated that they are related to a strongly self-consistently
varying diffractive quality-factor. It is shown, that the sidebands are always strictly equidis-
tant and that they appear to be phase-locked. An analysis of the dependence of the sideband-
frequency separation shows a relatively small variation in experiment, whereas the dependence
from simulations can be used to relate the sideband separation with the separation of axial-mode
frequencies (linear/cold-cavity). The importance of axial modes is supported by a novel analysis
assigning a field profile to each sideband. In the study, the dominant sidebands are identified
as different non-linear axial modes. The correlation between the appearance of non-stationary
oscillations and a competition of two non-linear axial modes is also confirmed by an analysis of
the varying and averaged field profile in different stationary and non-stationary regions, by the
dependence of the dominant RF-frequency and the RF-power on the beam-current, as well as by
the existence of a hard-excitation region of the non-linear q=2-mode.
In summary, the results presented in this thesis represent a significant progress in the modeling
and the understanding of beam-wave interaction in a low-power gyrotron. For the first time, ex-
perimentally measured non-stationary oscillations have been compared directly to a model that
is appropriate for this simulation. At the same time, the results call into question the validity of
previously published simulation studies.

Nevertheless, several open issues would require to further pursue the presented study. Despite
the numerous presented strong indications for an origin of the non-stationary regime in a com-
petition of non-linear axial modes, the precise mechanism responsible for the phenomenon
still needs to be understood. In particular, the details of beam-wave interaction such as the
bunching-process should be further investigated in the non-stationary regime. It would be desir-
able to identify the term(s) in the equations responsible for the occurrence of the non-stationary
regime and to identify a threshold value for the transition between the stationary and non-
stationary regimes.
Additionally, some discrepancies between experiment and simulation should be further investi-
gated. Especially the differences in the backward-regime remain to be explained, as well as the
overestimated RF-power.
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Appendix A

Numerical Implementation of TWANG

This appendix is an excerpt of the SPC-internal report [194] and describes the details of the nu-
merical implementation that has been used in TWANG and TWANG-PIC for the solution of the
wave-equation, and that has been introduced in sections 3.4.2 and 3.3.1.

The TWANG-equations that have to be implemented are:
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with the definitions of section 3.3 and the time-normalization τ≡ ω0
2Q t .

A.1 Numerical discretization

A.1.1 Space discretization using Finite Elements

Multiplying the last equation of (A.1) by a test function g (z) and integrating yields:
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where we introduce the source term S defined as

S (z,τ) = 1
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Discretizing [zi n , zout ] using the grid [ẑ0, . . . , ẑN ] and setting

g (ẑ) = Λ
p
k (ẑ), k = 1, . . . N +p (A.3)

F (ẑ,τ) =
N+p∑
j=1

f j (τ)Λp
j (ẑ), (A.4)

where the B-splines Λp (ẑ) of order p are used as test functions and basis functions in the expan-
sion for the field F and finally using the boundary conditions
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we obtain the following linear system of ODEs for the unknowns f = ( f1, . . . fN+p )T :
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where the matrices M, N are given by:
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and the vector s computed from:

sk (τ) =
∫zout

zi n

d ẑS (ẑ,τ)Λp
k (ẑ) (A.10)

By pushing the particles, [the first 4 equations in (A.1)] using the field F (ẑ,τ) given by (A.4) and
a fourth order Runge-Kutta integrator (described in subsection below), the source term S(ẑ,τ)
can be computed on the grid points ẑ j , and thus can be written as an expansion of linear splines;

S (ẑ,τ) =
N+1∑
j=1

S j (τ)Λ1
j (ẑ). (A.11)

After integration:

sk (τ) =
N+1∑
j=1

M x
k j S j (τ), k = 1, . . . , N +p, (A.12)

where the cross mass matrix Mx is defined as

M x
k j =

∫
Λ

p
kΛ

1
j d ẑ. (A.13)

Note that Mx is a rectangular (N +p)×(N +1) matrix which reduces to the square mass matrix M
when linear splines are used to discretize the RF field.

154 Falk Braunmueller, SPC, EPFL



A.1. NUMERICAL DISCRETIZATION

A.1.2 Time integration

The second order time centered discretization applied to Eq.(A.7) on the interval [τn ,τn+1 = τn +
Δτ] yields:

i

Q
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Δτ
+N· fn+1 + fn

2
= iI

Q
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which reduces to (
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B

fn +IΔτ sn+1/2 (A.15)

This can be solved using the following Predictor-Corrector two steps procedure:

1. Predictor step

• Push particles using field fn and compute sn .

• Compute the predicted field f∗ from

Af∗ = Bfn +IΔτ sn (A.16)

2. Corrector step

• Push particles using field f∗ and compute sn+1.

• Compute the time centered coupling

sn+1/2 = sn +sn+1

2
(A.17)

• Compute the new field fn+1 from

Afn+1 = Bfn +IΔτ sn+1/2 (A.18)

The corrector step can be applied repeatedly by replacing f∗ with fn+1 that is just computed to
push the particles.

A.1.3 Implementation of equations of motion with 4th order Runge-Kutta method

The particles are advanced in z in the first 2 equations in (A.1) by using the field F (ẑ,τ), that was
obtained as described above and a fourth order Runge-Kutta integrator.
The equations to solve have the form d p/d z = f (z, p), where f stands for a function representing
the RHS of the first two equations in (A.1) being solved stepwise (in a loop iz=1:nz) along the
trajectory. The Runge-Kutta approach uses the approximation [195]

p(zi +1) = p(zi )+ 1
6 · (k1 +2k2 +2k3 +k4) (A.19)

with: (A.20)

k1 =Δz · f (zi , p(zi )) (A.21)

k2 =Δz · f (zcenter , p(zi )+ 1
2 k1) (A.22)

k3 =Δz · f (zcenter , p(zi )+ 1
2 k2) (A.23)

k4 =Δz · f (zi +1, p(zi )+k3) (A.24)

Gyrotron physics from linear to chaotic regimes: experiment and numerical modeling 155



APPENDIX A. NUMERICAL IMPLEMENTATION OF TWANG

For implementing this algorithm, a memory-saving approach was used.
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Appendix B

Symbol List

The following table summarizes all the symbols of quantities, parameters and constants that
were used in this document.

Imaginary unit (
�−1) i

Electron mass me [kg]
Electron charge e [C]
Vacuum impedance Z0 [Ω]
Speed of light c [m/s]
Vacuum permeability μ0 [N/A2]
Vacuum permittivity ε0 [F/m]
Time t [s]
Axial spatial variable z [m]
Normalized axial variable ẑ
Radial spatial variable r [m]
Azimuthal angle spatial variable ϕ [rad]
Normalized time τ

Time step Δt [s]
Normalized time step Δτ

Azimuthal mode number of transverse eigenmode m
Radial mode number of transverse eigenmode p
Bessel-zero( pth root of J ′m(x) = 0) νmp

Bessel-function of order m Jm(x)
Mode-number of axial mode q
Electron current density J [A/m2]
Electron charge density ρe [C/m3]
RF-electric field vector E [V/m]
RF-magnetic field vector B [T]
Transverse transverse field vector of TEm,p -mode, normalized êmp

Axial profile of the field amplitude F̂ (z) [V/m]
Normalized axial field amplitude profile F (z) [V/m]
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Normalized axial cold-cavity field amplitude profile Fcold(z)
Cyclotron harmonic number s
Vacuum wavelength λ [m]
Quality-factor, general Q
Diffractive Q-factor Qdiff

Ohmic quality factor Qohm

Total Q-factor Qtot

Angular frequency ω [rad/s]
Reference angular frequency ω0 [rad/s]
Imaginary angular frequency ωi [1/s]
Cold-cavity angular frequency ωcold [rad/s]
RF angular frequency ωRF [rad/s]
Cutoff-angular frequency / transverse angular eigenfrequency ωco [rad/s]
Non-relativistic angular cyclotron frequency Ωc [rad/s]
Reference frequency f0 [Hz]
Cold-cavity frequency fcold [Hz]
RF-frequency fRF [Hz]
RF-power PRF [W]
Dissipated power in cavity wall Pdi ssp [W]
Dissipated power in cavity wall Pdissp [W]
Efficiency η

Electron interaction efficiency ηel

Cutoff frequency / transverse eigenfrequency fco [Hz]
Guiding center radius Rg [m]
Cavity wall radius Rw [m]
Larmor-radius rL [m]
Skin depth δsk [m]
Cavity wall conductivity σ [S/m]
Wave number k [1/m]
Reference wavenumber k0 [1/m]
Perpendicular wavenumber k⊥ [1/m]
Parallel wave number k|| [1/m]
Reference parallel wavenumber k||,0 [1/m]
Phase-velocity vph [m/s]
Group velocity vgr [m/s]
Electron transit time τel [s]
Wave transit time τw [s]
Interaction length L [m]
Effective interaction length Leff [m]
Characteristic bandwidth of RF-field profile variation ΔωF [rad/s]
Characteristic instability bandwidth Δωib [rad/s]
Timescale of field profile variation τF [s]
Electron momentum vector p j [kg·m/s]
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Electron velocity vector v j [m/s]
Axial electron velocity vz [m/s]
Perpendicular electron velocity v⊥ [m/s]
Axial electron momentum pz [kg·m/s]
Perpendicular electron momentum p⊥ [kg·m/s]
Normalized axial electron velocity βz [m/s]
Normalized perpendicular electron velocity βz [m/s]
Normalized axial electron momentum p̂⊥
Normalized perpendicular electron momentum p̂⊥
Complex slow-timescale normalized perpendicular el. momentum P

Slow-timescale electron gyro-phase Ψ

Relativistic factor a macro-electron γ j

Axial position of entrance/output of interaction region zin/out [m]
No. of injected macro-electrons per time step (simulations) Ninj

Normalized detuning Δ

Normalized beam current I

Normalized complex axial wavenumber w. Ohmic losses κ2
∥0

Beam-wave coupling factor C0

Normalizing constant for TEm,p -mode Cmp

No. of time steps Nt

No. of points in z Nz

Pitch-angle spread Δα %
Energy spread Δγ %
Rg-spread ΔRg %
Spread of axial momentum Δpz %
First-order perturbation of electron relativistic factor γ1

Normalized moment of perpendicular electron motion in TWANGLIN π1

Normalized moment of perpendicular electron motion in TWANGLIN π2

Normalized quantity in TWANGLIN C1

Normalized quantity in TWANGLIN C2

Normalized quantity in TWANGLIN C3

In TWANGLIN: normalized variation of magnetic field δ

Normalized detuning at cavity entrance (w. reference-frequency) Δ0

Normalized interaction length μ̂

Fresnel-parameter CF

Normalized detuning from [63, 59] Δ̂

Detuning from [28] Δs

Normalized beam current from [63, 64, 55] Î
Beam-wave coupling term from [28] Gmp

Beam current Ib [A]
Beam-voltage / beam energy Vb [V]
External magnetic field B0 [T]
Anode voltage Va [V]

Gyrotron physics from linear to chaotic regimes: experiment and numerical modeling 159



APPENDIX B. SYMBOL LIST

Cathode voltage Vc [V]
Cathode filament heating current Igc [A]
Gun coil current Igc [A]
DNP-enhancement ε

Starting current Ist [A]
No-oscillation current (Ist or lower limit of hard excitation) Ino-osc [A]
Sideband frequency fSB [Hz]
Sideband frequency separation Δ fSB [Hz]
Relative permittivity εr [F/m]
Dielectric loss-tangent tanδ

RF-beam minimum waist horizontally / vertically w0,x / w0,y

Intermediate frequency between RF and reference frequency fIF [Hz]
Reference frequency fref [Hz]
Local oscillator frequency fLO [Hz]
Sampling frequency fsample [Hz]
Number of points in sample Nsample

Threshold-current to non-stationary regime Inonst [A]
Largest Lyapunov-exponent λ1 [1/s]
m-tuple for Lyapunov-exp. calculation (m �= mode number) X j=1,..,m

Integrated field eergy in interaction region WRF [J]
Output-power of initial field profile (simulations) P0 [W]

Table B.1: Summary of constants and quantities used in this the-
sis.
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