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Abstract
Substantial downscaling of the feature size in current CMOS technology has confronted

digital designers with serious challenges including short channel effect and high amount of

leakage power. To address these problems, emerging nano-devices, e.g., Silicon NanoWire FET

(SiNWFET), is being introduced by the research community. These devices keep on pursuing

Moore’s Law by improving channel electrostatic controllability, thereby reducing the Off -state

leakage current. In addition to the improvements in conventional device performances, recent

developments introduced devices with enhanced capabilities such as Controllable-Polarity

(CP) SiNWFETs. In particular, these transistors support in-field reconfiguration which makes

them very interesting for compact logic cell and arithmetic circuits.

At advanced technology nodes, fabrication-induced variations are expected to significantly

affect the yield of complex circuits. Indeed, the amount of physical controls, during the fabri-

cation process of nanometer devices, cannot be precisely determined because of technology

fluctuations. Consequently, the physical and structural parameters of fabricated circuits can

be significantly different from their nominal values. Moreover, giving an a-priori conclusion

on the variability of advanced technologies for emerging nanoscale devices, with novel geome-

tries and different fabrication process, is a difficult task and novel estimation methodologies

are required. This is a necessity to guarantee the performance and the reliability of future

integrated circuits.

Statistical analysis of process variation requires a great amount of numerical data for nanoscale

devices. This introduces a serious challenge for variability analysis of emerging technologies

due to the lack of fast simulation models. One the one hand, the development of accurate

compact models entails numerous tests and costly measurements on fabricated devices. On

the other hand, Technology Computer Aided Design (TCAD) simulations, that can provide

precise information about devices behavior, are too slow to timely generate large enough

data set. In this research, a fast methodology for generating data set for variability analysis is

introduced. This methodology combines the TCAD simulations with a learning algorithm to

alleviate the time complexity of data set generation for emerging nano-devices.

Another formidable challenge for variability analysis of the large circuits is growing number of

process variation sources in deeply nanoscale technologies. Utilizing parameterized models

is becoming a necessity for chip design and verification. However, the high dimensionality

of parameter space imposes a serious problem. Unfortunately, the available dimensionality

reduction techniques cannot be employed for three main reasons of lack of accuracy, dis-

tribution dependency of the data points, and finally incompatibility with device and circuit
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simulators. We propose a novel technique of parameter selection for modeling process and

performance variation. The proposed technique efficiently takes into account the nonlinearity

among process and performance parameters which is necessary for high precision variation

analysis.

Appropriate testing, to capture manufacturing defects, plays an important role on the quality

of integrated circuits. Compared to conventional CMOS, emerging nano-devices such as

CP-SiNWFETs have different fabrication process steps. Therefore, the type of defects for

these technologies is different from CMOS devices. In this case, current fault models must

be extended for defect detection of emerging technologies. In this research, we investigated

the inefficiency of the current CMOS fault models for detecting the fabrication defects of CP-

SiNWFET technology. Considering the fabrication steps, we extracted the possible fabrication

defects, and then proposed a fault model for this technology. We also provided a couple of

test methods for detecting the manufacturing defects in various types of CP-SiNWFET logic

gates. Finally, we used the obtained fault model to build fault tolerant arithmetic circuits with

a bunch of superior properties compared to their competitors.

Key words: Controllable-Polarity Silicon Nanowire, 3-D TCAD Simulation, Process Variation,

Statistical Analysis, Circuit Modeling, Fault Models, Arithmetic Circuits.
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Résumé
L’importante réduction de la taille aus la technologie CMOS actuelle a confronté les concep-

teurs numériques à de sérieux défis tels que l’effet de canal court, ainsi qu’une des transistors

à importante puissance de fuite. Pour résoudre ces problèmes, de nouveaux nanodispositifs,

p.ex., Nanofils de Silicium (SiNWFET), ont été présentés par la communauté de recherche. Ces

dispositifs continuent de suivre la loi de Moore tout en améliorant la contrôlabilité électrosta-

tique du canal, réduisant ainsi le courant de fuite à l’état ouvert. En plus des améliorations

de performances des dispositifs classiques, une évolution récente a introduit des dispositifs

qui sont dotés de fonctionnalités améliorées comme les SiNWFETs polarité contrôlable (CP).

En particulier, ces transistors supportent une reconfiguration dynamique ce qui les rendent

très intéressants pour la réalisation de cellules logique compactes, ainsi que pour les circuits

arithmétiques.

A des nœuds technologiques avancés, les variations induites par la fabrication devraient

affecter de manière significative le rendement des circuits complexes. En effet, la quantité

des contrôles physiques, durant le processus de fabrication des dispositifs nanométriques

ne peut être déterminée avec précision en raison des fluctuations de la technologie. Par

conséquent, les paramètres physiques et structurelles des circuits fabriqués peuvent être

sensiblement différents de leurs valeurs nominales. En outre, donner une conclusion a-priori

sur la variabilité des technologies de pointes utilisant de nouvelles géométries et des processus

de fabrication différents, est une tâche difficile et de nouvelles méthodes d’estimation sont

nécessaires. C’est une nécessité pour garantir les performances et la fiabilité des futurs circuits

intégrés.

L’analyse statistique des variations de fabrication pour les dispositifs nanométriques nécessite

une grande quantité de données à traiter. Ceci introduit un sérieux défi pour l’analyse de la va-

riabilité des technologies émergentes en raison de l’absence de modèles de simulation rapide.

D’une part, le développement de modèles compacts et précis implique de nombreux tests

et des characterisation coûteuses sur les dispositifs fabriqués. D’autre part, les simulations

de type TCAD, qui pourraient fournir des informations précises sur le comportement des

dispositifs sont trop lentes pour produire un ensemble de données suffisamment large. Dans

ces travaux de recherche, une méthode rapide de création de l’ensemble des données pour

l’analyse de la variabilité est introduite. Cette méthode combine les simulations TCAD avec un

algorithme d’apprentissage pour atténuer la complexité associée a la création de l’ensemble

des données adaptées aux nano-dispositifs émergents.

Un autre défi de taille pour l’analyse de la variabilité des grands circuits est le nombre croissant
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des sources de variation de fabrication dans les technologies nanométriques. Utiliser des

modèles paramétrés devient une nécessité pour la conception de puces et de vérification.

Toutefois, la grande dimensionnalité de l’espace des paramètres pose un sérieux problème.

Malheureusement, les techniques de réduction de l’espace de paramèters disponibles ne

peuvent être employées pour trois principales raisons : le manque d’exactitude, la dépendance

de distribution des points de données, et enfin l’incompatibilité avec les simulateurs de

dispositifs et de circuits. Nous proposons une nouvelle technique de sélection de paramètres

pour la modélisation du la variabilité. La technique proposée prend efficacement en compte

la nonlinéarité entre et les paramètres de performances qui est nécessaire pour l’analyse de

variation de haute précision.

Des tests appropriés pour capturer les défauts de fabrication jouent un rôle important sur la

qualité de circuits intégrés. Par rapport aux systèmes CMOS classiques, les nano-dispositifs

émergents tels que CP-SiNWFETs ont différentes étapes de fabrication. Par conséquent, le type

de défaut pour ces technologies est différent des dispositifs CMOS. Dans ce cas, des modèles

de faute adaptés doivent être employés pour la détection des défauts dans les technologies

émergentes. Dans cette recherche, nous avons identifié l’inefficacité des modèles de faute

CMOS actuels pour la détection des défauts de fabrication de la technologie CP-SiNWFET. En

considérant les étapes de fabrication, nous avons extrait les défauts de fabrication possibles, et

nous avons ensuite proposé un modèle de faute pour cette technologie. Nous avons également

fourni deux méthodes d’essai pour détecter les défauts de fabrication dans divers types de

portes logiques à base de CP-SiNWFET. Enfin, nous avons utilisé le modèle de faute obtenu

pour construire des circuits arithmétique insensibles aux défaillances avec beaucoup de

propriétés supérieures par rapport à leurs concurrents.

Mots cléfs : Transistors à Polarité Contrôlable à base de Nanofils de Silicium , Simulation 3-D

TCAD, Variabilité, Analyse Statistique, Modélisation du Circuit, Modèles de Faute, Circuits

arithmétiques.
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1 Introduction

Integrated Circuit (IC) industry has experienced a tremendous growth during the last few

decades. The demand for consumer electronic products has increased the market size of

semiconductor industry. Companies require keeping the cost of products low while trying to

add more functionality on a single chip. Over the past decades, this aim has been successful.

Indeed, the number of transistors per chip has increased exponentially, as well captured by

Moore’s law. The downscaling trend has enabled semiconductor industries to both put more

transistors on a constant chip area and boost the chip performance [1]. The capability of

employing more transistors allows us to perform designs that satisfy specific goals like low

power, high performance, and high memory capacity. As a result, the development of portable

multi-function products such as tablets and smart phones has become feasible.

As the shrinkage passed below 90nm over a decade ago, the scaling trend faced several chal-

lenges such as Short Channel Effect (SCE) [2], lithography wavelength limitation [3], random

dopant fluctuations [4]. SCE caused higher Off-state leakage currents of the devices, and

therefore prevented the higher integration of transistors on a single die. Various techniques

such as thinning gate oxide, using shallow source/drain junctions, and employing thin-film

SOI MOSFET proposed to alleviate this difficulty [2]. The light wavelength used for the pro-

jection of device dimensions on a die was also a serious challenge since it is much longer

than the actual dimensions of the device. Therefore, the projected device image was distorted,

which complicated the control of variability on the critical dimensions. Researchers proposed

various techniques to improve the lithography resolution, e.g., Optical Proximity Correction

(OPC) [5]. OPC enhances the impact of light distortion by shifting edges or adding further

polygons to the mask pattern. The challenge was successfully addressed through Double

Patterning Lithography (DPL) [6]. In DPL the dense lithography patterns are separated into

two sets, for which the exposure and the depth of focus is remarkably improved for each set.

As the technology downscaling pushed towards the 22nm node and beyond, the industry

moved away from the planar structures which had successfully used very well for several

decades [7]. The 14nm lithography is expected to heavily depend on DPL, Triple Pattern-

ing Lithography (TPL) [8], and even Quadruple Patterning Lithography (QPL) [9], as shown

1
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Figure 1.1: The complexity of lithography for 14nm scaling and beyond [7].

in Figure 1.1, due to the fact that the feature size is scaled faster than the wavelength of the

lithography light. The cumulative impacts of emerging device structures, performance require-

ments, manufacturability, and DPL, will impose significant challenges for the implementation

of efficient design solutions. Although some variability sources such as Random Dopant

Fluctuation (RDF) is expected to be improved by exploiting novel devices [10], new sources

of variability such as height variation in FinFET arises due to the complex geometry and

process of future devices [7]. Additionally, variability that originates from Line Edge Roughness

(LER) will become more challenging when the dimensions are decreased further. Moreover,

heavily exploiting of DPL leads to color-dependent systematic shifts capacitance because of

correlated/anti-correlated effects of miss-alignment [7].

As both device technology and lithography compete against scaling restrictions, the future

technology generation will continue massive changes in both transistor structure and lithogra-

phy procedures. In order to sustain the improving performance and efficiency trend according

to Moore’s law, some new alternative processing device and elements are being extensively

researched. These investigations are in progress for advanced and evolutionary devices, which

allows further scaling. The ever increasing complexity of structure and process for such de-

vices, along with performance, reliability, and yield requirements will result in many new

challenges for future circuit generations.

1.1 Evolution of Transistor Technologies

In this section, we briefly review a number of advanced and emerging devices, proposed by

VLSI community, which try to address the currents issues to continue scaling of transistors.
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1.1.1 CMOS Advanced Devices

FD-SOI Technology

Fully Depleted Silicon On Insulator (FD-SOI) is a promising technology that addresses the SCE

problem beyond 65 nm. FD-SOI transistors utilize an ultra thin channel deposited on a thin

layer of insulator so-called Buried Oxide (BOX). This technology provides a better electrostatic

control over the device channel and considerably reduces the leakage current when compared

to the bulk technology (Figure 1.3). Accordingly, it presents a more efficient body-biasing

control owing to no floating body. Thanks to the tiny height of the channel, the channel doping

is not required. This can reduce the variation of VT h as well. After all, the SOI technology

traditionally has been faced with the heat conduction from device channel to substrate due to

the very low thermal conduction of the buried oxide. The generated heat degrades the carrier

mobility leading to VT h shift.

FinFET Technology

As depicted in Figure 1.2, FinFETs employ vertical channels by which the leakage surface

area between Source and Drain is greatly reduced. Using spacer lithography process enables

Self-aligned gate deposition by which Thin-body (Fin width) devices is successfully fabri-

cated [11]. The obtained device therefore has lower Source/Drain parasitic capacitance and

better immunity to SCE. FinFET maintaining a steep subthreshold slope and represents good

matching due to low doping concentration in the channel [12].

(a) Top view of a FinFET transis-
tor [13].

(b) Cross view of a FinFET transis-
tor [13]

Figure 1.2: 3-D structure of a FinFET Transistor.

The quantization of transistor width in FinFET circuit design is completely different than

the continuous values of the planar technology. This property can significantly increase the

complexity of the design. Therefore, new CAD tools are required to consider device width

for custom circuit optimization. Indeed, this is a critical requirement for memory arrays and

analog circuits.
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Gate Gate
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(b) FD-SOI(a) Bulk MOSFET

Figure 1.3: Comparison of the of the carrier transportation in the channel: (a) bulk MOSFET,
and (b) FD-SOI [14].

Multi-Gate Technology

Improving carrier mobility can be accomplished either by exploiting materials with higher

mobility, i.e., GaAs or by modifying the device geometry to improve the electrostatic control

over the device channel. Utilizing more than one gate, i.e., Double-Gate (DG) FETs, provides

better channel modulation and reduces the SCE effects. Extra gate(s) can be used for VT h

adjustment and leakage current control; however, these significantly increase fabrication

complexity and requires introspection in circuit design and verification (Figure 1.4). However,

the complexity can be mitigated by going to FinFET structures.

Gate
Drain

Source

Gate
Drain

Source

Source

Drain

Gate

Source

Drain

Gate
DDDDDDDDDD

Bulk CMOS

Double Gate

FinFET

Silicon Nanowire

Figure 1.4: The increase of geometrical complexities for future nano-devices [11].
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1.1.2 Emerging Devices

Silicon Nanowire FETs

As a promising candidate of replacing current CMOS technology, Silicon Nanowire FET (SiN-

WFET) has received considerable attention. SiNWFET employs a very thin nanowire as the

device channel which fully covered by the gate. This Gate-All-Around (GAA) structure pro-

vides great electrostatic control and high device On/O f f current ratio, using the best feasible

control of the gate over the channel (Figure 1.4). Accordingly, it is cost effective and CMOS

compatible manufacturing process, promote it as high interest to continue scaling below

10 nm [15]. Because of the tiny dimensions of the channel, variability plays an important

role on the performance and the functionality of SiNWFETs. Various sources of variation,

i.e, LER, can cause carrier scattering, and therefore change the device characteristics such

as On-current (IOn) and VT h . Therefore, controlling the variability is an important feature to

make this technology achievable.

Carbon Nanotube FETs

Carbon Nanotube FET (CNTFET) possesses superior characteristics for future integrated

circuits, in terms of carrier mobility and heat conductivity. Carbon Nanotubes are rolled up

cylinders made of graphene. Depending on their physical configurations, CNTs can show

semiconductor properties. Thanks to the cylinder structure and strong covalent bound among

carbon atoms, CNTs have quasi-ballistic carrier transport, even for large distances [16]. They

have high thermal conductivity, along with no boundary scattering [17]. These properties

make them interesting for fabricating very fast switches. However, they suffer from several

challenges including lifetime degradation, complication of mass production, and reliability

issues [18].

Two-Dimensional Transistors

Two-dimensional materials are attractive to be exploited for future nano-devices because

fabrication of complex structures is simple [19]. Recently, graphene has been intensively

researched owing to its superior mobility. However, graphene does not have a bandgap which

is necessary for building semiconductor devices. Engineering a bandgap for graphene consid-

erably reduces its mobility and imposes fabrication complexity. It has been shown that for

other single-layer materials like MoS2, the fabricated device has either an acceptable bandgap

while it has superior mobility [20]. Similar to previous mentioned devices, graphene based

FETs suffer from the same fundamental problems, i.e., gate and source-to-drain tunneling,

variability, parasitic resistances/capacitances [19]. Figure 1.5 depicts the structure of a typical

MoS2 transistor and its channel structure.

Along with the several promising opportunities of emerging nanoscaled technologies for future

ICs, a number of problems such as process variation, manufacturing defects, and reliability
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(a) A typical MoS2 transistor [20]. (b) The channel structure of a typical MoS2 [20].

Figure 1.5: Three-dimensional structure of a typical MoS2 transistor and the channel structure.

remains as a serious challenge. In the following section, we briefly review the major technical

challenges of the emerging technologies from device fabrication level to system level.

1.2 Challenges of Emerging Technologies

Moving towards emerging nonascaled devices for mass production of ICs, manufacturers and

designers are confronted with many challenges for design, verification, and test. Manufac-

turing uncertainties and process variation along with fabrication irregularities and defects

adversely affect the circuit’s yield and dependability for deeply scaled technologies. To reach

high yield products, the issues of manufacturing process have to be considered from the early

steps of the design. These issues originate either form physical flaws, i.e., Gate Oxide Short

(GOS) or variability of the critical parameters, i.e., gate length. With the increasing fabrication

uncertainty for future ICs, the use of efficient statistical variability analysis for precise yield

estimation is inevitable. Moreover, developing precise defect models through the analysis of

manufacturing process is necessary for enhancing product test. In the following, we briefly

review the various sources of manufacturing imperfections and variations, which are relevant

to our variation and defect analysis.

1.2.1 Process Variation

Process Variation (PV) is referred to unwanted deviations from the nominal or expected values

of physical and structural parameters for fabricated transistors, i.e., gate length, VT h , gate

oxide thickness, and number of dopant atoms. PV therefore changes the performance or even

the functionality of the fabricated devices. Figure 1.6a depicts the impact of gate length/width

variations on the VT h of FinFET in 10 nm technology. The VT h sensitivity on length and

width shows a diverse trend. Such device variations then impact circuits’ performance or

functionality and lead to yield loss, as shown in Figure 1.6a.
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(a) The impact of gate length and width variations
on the VT h of 10 nm FinFET [21].
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Figure 1.6: The impact of parameter variation on the performance of a device and circuit.

(a) Corner rounding as a result of mask
restriction [23].
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(b) The impact of corner rounding on the gate length and tran-
sistor width variations.

Figure 1.7: Mask patterning restriction as a source of variation.

Variation Sources

Various sources of variation contribute to change the characteristics of the fabricated devices.

These sources either significantly impact the critical dimension of a transistor including Gate

Length (LG ), and Gate Oxide Thickness (TOx ) or affect the device physical properties like the

number of dopants in Source/Drain.

The main source of critical dimension variation consists of mask positioning and alinement,

photoresist effect, and chemical/mechanical polishing. Mask pattern restriction is a result

of low pass filter behavior of lithography lens, and can make a major difference between the

real layout and the printed image on die. This anomaly can be seen as corner rounding and

line end shortening (Figure 1.7). Both of these effects, can seriously impact the behavior of

the transistor. As illustrated by Figure 1.7b, the corner rounding can change the effective

width of the transistor (t1) leading to remarkable increase of transistor transistor leakage
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Figure 1.8: Mask patterning restriction causes rounding effect on the transistor gate and vastly
increases the leakage current in 65 nm technology [23].

(Figure 1.8) [23]. Beside, the effective LG is increased by the corner rounding for transistor

(t2). As another source of variation, chemical resist effect can adversely affect edge roughness

of the patterns. Chemical photoresist processing is a series of chemical reactions on the

wafer surface and it causes random variation on the edge of patterns so-called Line Edge

Roughness (LER). LER does not scale with the technology and becomes a serious barrier for

further scaling beyond 45 nm. Along with the mentioned variability sources, chemical and

mechanical polishing, which is used to remove excess parts of the device such as extra parts of

polysilicon and oxide, can change the effective width and length of the device.

On the other hand, there exist other sources of variation, such as Random Dopant Fluctuations

(RDF), which impact the physical properties of the transistors. RDF is generated by the vari-

ability on the number and location of dopant atoms in the device channel. This phenomenon

becomes crucial for deeply nanoscaled devices since the charge discreteness prevent reaching

a uniform doping concentration.

Types of Variations

Fabrication of the ICs involves usually many steps, in which several sources of variation affect

the final product. The variation may be caused by photolithography equipment fluctuation,

environmental variations, and material properties. Discovering all the actual variation sources

of each IC is almost impossible. In order to be able to analyze the performance and function-

ality of circuits, designers classify the various types of process variations to make the analysis

tractable.

Variations can be generally divided into two categories of inter-die and intra-die variations.
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Inter-die variations refer to common variations within the die and include different levels,

i.e., die to die, wafer to wafer, and lot to lot [24]. These variations can be taken into account

by assigning a random variable to each die, by which a deviation from nominal value for

a device parameter is represented. Fluctuations such as variation of critical dimensions,

owing to mask misalignment or unequal exposure time, are considered in this category. Here,

the number of necessary variables for inter-die variation modeling of a die is limited by the

number of variation parameters of a device. Intra-die variations, on the other way, refer to

random and spatial correlated variations within a die. These variations are becoming very

challenging at advanced technology node since the overall impact of fluctuations can result

in substantial yield loss. In contrast to inter-die variations, the number of required variables

for intra-die variation modeling can be equal to the total number of variation parameters in

a die. Consequently, high dimensional parameter space of large circuit makes the intra-die

variation modeling very challenging.

Variation Modeling

Measuring performance uncertainties, especially for inter-die variations, has been traditionally

performed by corner-based analysis. Corner models explore additional extra device models

such as fast and slow and estimate the boundary of performance deviation. The utilization

of this model for variability analysis of nanoscale technologies has become very limited.

This model simply assumes that the all components of a circuit are correlated and they

reach to worst-case at the same time. This can lead to pessimistic performance estimation.

Moreover, this model does not take to account the intra-die variations, for which it may

result in erroneous performance estimation. Although a number of modifications have been

proposed to incorporate intra-die variations into corner model, a huge number of corners are

necessary for precise performance analysis that makes it impractical for large circuits.

In contrast to the corner model, statistical methods are able to deal with intra-die variations,

on-chip spatial correlations and inter-die variations, and therefore they are widely used for

circuit performance analysis. Monte Carlo (MC) simulation is among the most important meth-

ods for statistical circuit analysis. MC numerically computes the distribution of the desired

performance parameter through repeated sampling. In each iteration, numerical samples of

the process parameters are randomly selected and injected to a device-level or circuit-level

simulator. The obtained values are then aggregated to form the probability distribution of

the desired performance parameter. One of the good points about MC simulation is that the

accuracy of the obtained result is independent of the problem dimension. As a result, we do

not need to increase the number of the input samples as the problem dimension increases.

The major drawback of this method is that reaching an acceptable precision requires a huge

number of sampling point. As the simulation time is a serious bottleneck in performance

analysis, the practical application of MC is limited to devices and small-size circuits.

To overcome such computational costs, two other classes of statistical performance analysis

are commonly utilized in VLSI community. First, response surface performance modeling
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which tries to reduce the problem complexity by estimating the desired performance using a

kernel (i.e., polynomial) regressor. Second, multivariate dimension reduction methods that

reduce the problem dimensions either by removing correlation among process parameters

or finding the most dominant process parameters. Although these methods can obtain the

statistical dependencies between device parameter variations and circuit performance, they

require an extensive revision to be applicable for future emerging nanotechnologies.

Variation Modeling Requirements for Emerging Technologies

To perform an efficient PV analysis for emerging nanotechnologies, the following requirements

for statistical methods are necessary to be considered.

• Simulation complexity: Precise circuit simulation in current CMOS technology is per-

formed through compact models. Due to the tiny dimension and complex geometry of

the future nano-devices, statistical compact models are inevitable for PV analysis. The

development and verification of these models requires both experimental data of the

fabricated devices and enormous amount of TCAD simulations. TCAD uses physical

equations of the target device, and find its characteristics through numerical solution

of the equations. This substantially increases the complexity of model computations

so that the TCAD simulation may take a couple of days or even months for a single

device. Therefore, methodologies that reduce the computational complexity of variation

analysis for emerging future devices are becoming very important.

• Nonlinearity between process and performance parameters: The process and perfor-

mance parameters have strong nonlinear dependencies. These dependencies and

correlations among these parameters are key factors to simplify variability models. The

correlations are generally divided into two types: intra-set correlations which refer to

the correlations among process parameters, and inter-set correlations which refer to

the correlations between process and performance parameters. Reducing complexity is

obtained by removing these correlations. Consequently, the nonlinear dependencies

of parameters should be taken to account for optimally reducing the complexities of

variability models.

• Statistical distributions: Most statistical variation analyses have strong assumptions on

the probability distribution of the process parameters. They assume that the distribu-

tions of the all parameters are Gaussian or Non-Gaussian to avoid more computational

complexities. Although these assumptions were acceptable for bulk CMOS, they are not

valid for emerging nano-devices. This can negatively impact the accuracy of such analy-

ses. Thus, statistical methods that can address a combination of different probability

distributions are highly required.
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1.2.2 Manufacturing Defects

Faulty fabrication can cause manufacturing defects, and finally lead to circuit failure. These

defects result in faulty circuits, where the behavior may differ from the correct one. As a result,

circuit testing is necessary to ensure that the functionalities of fabricated circuits are correct.

In order to develop high-coverage test, faults should be modeled based on their behavior. The

importance of fault modeling is highlighted by the fact that a defect may lead to a different

behavior in various technologies. For instance, an open defect in a bulk CMOS transistor

results in switching failure, while the same defect on the back gate of a Double-Gate transistor

only leads to delay and leakage variation. As emerging nano-devices have different geometrical

structures and dissimilar physics of operation rather than bulk CMOS technologies, they need

a precise defect and fault modeling for test.

The faults can be classified in two groups. The first group is parametric faults that originate

from process parameter variations which reviewed in the previous section. The second

group is defective faults that arise from unwanted connections or isolations in different

parts of a transistor due to the lack of control during manufacturing. The type of defective

faults, in a specific technology, depends on the different steps of fabrication along with the

materials used in each step. Both groups are becoming very challenging in deeply-nanoscaled

technologies, since the control on the physical and structural parameters of devices is reduced

by dimensional downscaling. Using cross section analysis to extract the characteristics of the

defects for fabricated circuits is very expensive, and sometimes is almost impossible. Therefore,

inductive fault analysis should be used for defect and fault modeling of the nano-devices.

The Need for Defect and Fault Modeling in Nano Era

Defect tolerant design for future technologies is faced by several challenges. Changing the

process flow and the materials can change the population and distribution of the defects.

Moreover, the different design of logic cells and functional components may change the

sensitivity of the design for a specific group of faults. Consequently, making progress in

reliable circuit design and test necessitates both to develop efficient fault models for emerging

technologies and to revise the current test method according to the related fault model models

and circuits sensitivities.

• Process and layout dependent defects: The impact of a manufacturing defect can be

influenced by the materials, structure of logic gates or circuits layout. The structure of

logic gates in various technologies such as FinFET, and Controllable-Polarity Silicon

Nanowire FETs (CP-SiNWFETs) are significantly different. This information is essential

for extracting the effects of physical failures on circuit functionality. Moreover, the spe-

cific faults for each technology can be ranked according to its importance or probability

of occurrence. We require this information for both increase the yield and keep the

overheads of fault-tolerant design as low as possible.
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Figure 1.9: The exponential increase of the number of transistor per IO pin for microprocessors
and ASICs as a challenge of test for future technologies [25].

• Test complexity: For many years, the aim of IC testing was to verify its functionality by the

minimum number of input test vectors to guarantee full fault coverage. Moving towards

nano era, test development needs to address several serious challenges. Accessing to

transistors on a chip becomes more complicated owing to the exponential growth of

the devices rather than the IO pins (Figure 1.9). Second, circuit sensitivity variation in

each technology can make a defect into a very aggressive one while it was negligible

in the past technologies. Moreover, the new manufacturing PVs that influence the

functionalities in each technology should be covered by test algorithms. Consequently,

all aspects of the test methodologies, including defect and fault modeling, input test

generation, and coverage evaluation should handle these problems.

1.3 Dealing with Process Variation and Fabrication Defects

The inadequacies in the traditional methodologies to deal with the manufacturing threats

in nanometer technologies, have led to advanced DFM techniques. As stated in [26], design

flows for nano-devices require tighter integration between design and manufacturing. Unlike

earlier technologies, design and manufacturing cannot remain independent of each other.

In order to address the aforementioned issues, statistical design approach has been investi-

gated as an effective method to ensure certain yield criteria [27]. In this approach, the design

space is explored to optimize performance parameters (such as power, reliability) to meet

timing and power requirements. However, most of these investigations cannot handle both

objectives simultaneously. Unfortunately, most of these method cannot be utilized for emerg-

ing technologies owing to the lack of fast simulation models like compact models for emerging

nano devices.

12



1.3. Dealing with Process Variation and Fabrication Defects

To increase the yield and fault tolerance, some methods also point towards adding extra

components on the chip, irrespective of fault detection, as a design based tolerance. This

is a pessimistic technique adding unnecessary area on chip. Despite the high redundancy

overhead, the nanocomputing community has proposed the use of T riple- and N−modular

redundancy techniques and shown that they provide high reliability even in the presence

of high device failure [28]. Such techniques increase the reliability of designs, but the main

assumption made in these redundancy techniques is that the voter block is free from the

same failures that the rest of the design is facing. While such assumption seems true for

designs based on traditional silicon technologies, this assumption will not hold for designs

based on nanotechnology hindering the applicability of T riple- and N−modular redundancy

techniques for nano era designs.

Figure 1.10 summarizes the main difficulties and hindrances have been highlighted in the

reports of International Technology Roadmap for Semiconductors (ITRS). Addressing these

challenges plays a key role on the performance and the yield of future circuits. A number of

these challenges are addressed in this thesis.

System Implementation

Design and verification of circuits & functional blocks 

• Improving the reliability of hardware and software

• Developing new methods for performance and power management 
• Characterizing new computational model for reliable and power efficient computations 

• Implementing reliable functional blocks with unreliable devices  

• Power and performance optimized functional cores for heterogeneous ICs

• Developing CAD tools for circuit design using emerging nonplanar devices
• Statistical variability analysis for yield and performance improvement

Device manufacturing

• Design and fabrication of  reliable devices with adequate control 
on variability of  critical parameters, i.e., threshold voltage

Power and performance optimized functional cores for heterogeneous ICs

• Developing novel devices with enhanced functionality for more 
efficient information processing

• Characterizing of new manufacturing defects and failure 
mechanisms corresponding to nonplanar devices 

• Process complexity and fabrication compatibility towardsProcess complexity and fabrication compatibility towards
heterogeneous integration

• Developing new CAD tools  for simulation and statistical 
analysis of emerging nanoscaled devices

• Improving test and verification methods

Figure 1.10: Challenges of emerging technologies for future integrated circuits.
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Chapter 1. Introduction

1.4 Thesis Contribution

The contribution of this thesis consists of five major parts:

• Robustness analysis for controllable-polarity silicon nanowires: this part of research

includes the detection of important source of variations, and impact of process parame-

ters variation on the performance of the device and logic gates. Here, we investigate the

variation of critical parameters of the nanowires, such as gate length, on the characteris-

tics of the device such as On-current, channel leakage current, threshold voltage and

subthreshold slope.

• Learning-based methodology to reduce the computational complexity for device level

PV analysis: Generating data set for variability analysis of novel devices is a difficult

task due to the lack of fast and precise compact model. To address this problem, we

combine TCAD simulations with a learning algorithm and propose a methodology to

speed up the data set generation for variability analysis.

• A statistical method for fast PV analysis of emerging technologies: The increasing

number of parameters for variability modeling of integrated circuits imposes a remark-

able computational complexity. We propose a parameter selection technique than

can effectively select the most important parameters of the target circuit for variability

analysis. Therefore, a considerable speed up is obtained.

• Inductive fault analysis: We perform inductive fault analysis on controllable-polarity

silicon nanowires to find an appropriate defect model that helps to test development for

this technology. We extract the possible defects from device manufacturing process steps

and analysis the impact of all extracted defects for the performance and functionality of

the device. Based on the results, we propose a guide line for test of the logic circuits in

this technology.

• Fault tolerant arithmetic circuit design: we exploit the obtained defective fault model

for designing fault tolerant arithmetic circuits. We investigate the behavior of adder

components in presence of fault and then we propose a fault tolerant novel structure

for carry-ripple adder.

1.5 Thesis Organization

The reminder of this thesis is organized as follows. In Chapter 2, an overview of the CP-

SiNWFETs as an emerging technology is presented. The promising characteristics of this

technology for device and logic circuit development are then outlined. The fabrication process,

simulation methodology, and the structure of logic gates are also reviewed. Finally the major

sources of variation in this technology are investigated and the results of variation on device

and logic cells are then represented.
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In Chapter 3, a learning based methodology that can substantially reduce the time complexity

and cost of variation analysis for emerging technologies is introduced. The components

of the proposed methodology such as a prediction module are then represented. Finally,

experimental results are presented that show the proposed methodology effectively accelerates

TCAD-based PV simulations close to compact-model-based simulations.

Chapter 4 introduces a feature selection method to reduce the circuit modeling complexity.

Next, the mathematical description of this method is explained in detail. The characteristics

of this feature selection for VLSI modeling and simulation is then discussed. Finally, the

application of this method is demonstrated in digital circuit timing analysis in both FinFET

and CP-SiNWFET technologies.

In Chapter 5, the possible manufacturing defects of CP-SiNWFET technology is explored

through analyzing the fabrication steps and the layout structure of logic gates. Afterwards, the

impacts of obtained defects are investigated on the performance and the functionality of CP-

SiNWFET logic gates. Out of the results, the current fault model is extended to a new a hybrid

model can be efficiently used to test the logic circuits in this technology. The inefficiency of

current CMOS test methods for covering all faults in CP-SiNWFET technology is then shown.

Finally, an appropriate test method to capture such faults is proposed as well.

Chapter 6 is dedicated to the intrinsic capability of fault tolerate in CP-SiNWFET technology.

Based on this result, a fault tolerant and scalable adder is introduced. Next, the robustness of

the proposed circuit is investigated, and finally, the efficiency of proposed circuit is verified

with experimental results.

Chapter 7 summarizes the contribution of this thesis and concludes it. In addition, a number

of ideas for future work are provided.

Overall, variability and fabrication defects are the two major challenges of the deeply scaled

integrated circuits. In this thesis, we investigate these two topics for CP-SiNWFETs as an

emerging technology for future logic circuits. The robustness of this technology is carefully

analyzed in presence of these difficulties. Then, several techniques to handle these problems

are proposed. The outcome of this thesis will help to achieve more dependable circuits in

nano era.
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2 Controllable-Polarity
Silicon Nanowire FET:
Background and Robustness Analysis

2.1 Introduction

Silicon NanoWires (SiNWs) have attracted growing interest as a promising candidate for future

ICs owing to their unique physical and electrical properties. SiNWs with Gate-All-Around

(GAA) structures [29] provide an even better electrostatic control over the channel (and reduce

leakage current) as compared to current technologies such as FinFET [30] and FDSOI [31].

Since short-channel effect and leakage power are the most significant challenges of further

feature-size scaling, SiNWs are very a promising technology to pursue the scaling trend

towards higher performance and functionality. In this chapter, we introduce the SiNWs with

Controllable-Polarity (CP) characteristics. We review the device characteristics, and then we

introduce our framework for device and circuit simulation in this technology. Next, we look at

fabrication process of these devices and then we investigate the structure of logic gates in this

technology. This is required for variability analysis, defect modeling and fault-tolerant circuit

design. Finally, we analysis the robustness of this technology in presence of manufacturing

variability.

Beyond 45 nm, many devices exhibit ambipolar characteristic at source and drain contacts

such as SiNWs [32], carbon nanotubes [33], and graphene [34]. These devices have ambipolar

behavior, i.e., they support the flow of both n-type and p-type carriers. While ambipolarity is

usually suppressed by fabrication process to provide unipolar devices [35], it can be used to

enhance the logic functionality, i.e., the capability of implementing more complex functions

using smaller number of transistors [36].

Ambipolar conduction of the nanoscaled devices can be controlled by adjusting the device po-

larity online. Such transistors with Controllable-Polarity have been successfully implemented

in Silicon NanoWires (SiNWs) [37, 38], Carbon Nanotube [39], graphene [40], and FinFET [41].

These devices have been successfully used for the fabrication of controllable-polarity logic

gates that provide compact hardware realization with remarkable circuit design flexibility. In
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such transistors, one electrode gate, the Control Gate (CG), works like conventional MOSFETs,

and provides the conduction by controlling potential barriers. At least one another electrode

gate, the Polarity Gate (PG), is needed to control the n-type or p-type characteristics of the

device. Indeed, the type of carriers that flow in the device channel is adjustable through

the applied voltage on PG . Among various materials used for CP transistors, SiNWs have a

CMOS-compatible fabrication process. Different architectures have been proposed for their

implementations [37, 38, 42, 43]. As an example, Figure 2.1 represents a Three-Independent-

Gate (TIG) SiNWFET with a CG and two PGs (PGS and PGD ). Here, the side regions (PGS

and PGD ) determine the majority carriers through adjusting the Schottky barrier height at

the source/drain junctions. Thus, the device can exhibit controllable n-type and p-type char-

acteristics. DG-SiNWFETs [37] exploit a similar structure than TIG-SiNWFETs where the two

polarity gates are connected together. Reconfigurable SiNW [42] is another example in which

only one polarity gate is utilized for configuration of transistor to desired polarity.

HfO2
NiSi NiSi

z
y x

P-Silicon Channel

Polarity Gate

HfO2

TOX

RNW

Drain

Source

PGD

CG

PGS

LPGD

LCG

LPGS

LCP

LCP

Control Gate Polarity Gate

Figure 2.1: The 3D structure of TIG-SiNWFET along with the corresponding geometrical
parameters.
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Control Gate

Polarity Gates

(a) The SEM figure of the fabricated DG-SiNWFET [37]. The red and purple
colors highlight the control and polarity gates respectively.
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(b) The 3D model of a DG-SiNWFET along with the geometrical parameters. Here,
the both polarity gate are connected to each other.

Figure 2.2: Vertically stacked DG-SiNWFET as a CP-SiNW.

2.2 Fabrication Process

The TIG-SiNWFET devices are fabricated in a top-down approach. Table 2.1 summarizes the

fabrications process of the device along with the outcome of each step. The Bosch etching

process [44] is utilized to form the nanowire stack. An high-κ gate dielectric is then deposited

over each patterned nanowire and provides a thin oxide layer (≤ 5nm) around the channel.
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Oxidation process is followed by a conformal metal deposition to shape the polarity gates

around the nanowires. Finally, the control gate structure is self-aligned to polarity gates. Thus,

a three-gate device is obtained in which polarity gates are electrically isolated by the controlled

deposition of the gate oxide.

2.3 Electrical Simulation

In order to first model the possible defects of this technology, and then to investigate their

impact on the performance and the functionality of logic gates, we need to setup a simulation

framework that brings together device and circuit simulators. Consequently, a two-step

simulation environment, that integrates the Sentaurus TCAD and HSPICE simulators into a

single framework, is used to facilitate high-level simulations. First, we build a TCAD model of

the TIG-SiNWFET, for which the I-V curves are calibrated with those of our fabricated devices.

The typical parameters of the TIG-SiNWFET, shown in the Figure 2.1, are listed in Table 2.1.

Table 2.1: TIG-SiNWFET structural and physical parameters.

Device Parameter Value

Leng th o f Contr ol Gate (LCG ) 22nm

Leng th o f Pol ar i t y Gates (LPGS , LPGD ) 22nm

Leng th o f Spacer (LC P ) 18nm

C hannel Doppi ng Concent ar ati on 1015cm−3

Schot tk y B ar r i er Hei g ht 0.41eV

Oxi de T hi ckness (TOx ) 5.1nm

Radi us o f N anoW i r e (RNW ) 7.5nm

Next, circuit level simulations are realized by a simple compact model in Verilog-A (Figure 2.3).

The result of the TCAD simulations from the previous step, makes a look-up table that charac-

terizes the channel conductivity as a function of the VCG , VPGS , and VPGD . A sample of such

table model is depicted by Figure 2.3. Moreover, it provides the value of the parasitic capac-

itance among various terminals and the access resistance corresponding to the source and

drain. This model is used in our simulations to efficiently implement the functional behavior

of the TIG-SiNWFET. The general flow of the circuit simulation is illustrated in Figure 2.4.
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Figure 2.3: The lumped model of the device and a sample of table model.
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Figure 2.4: Circuit simulation methodology for controllable-polarity silicon nanowire.
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Figure 2.5 illustrates the circuit symbol of TIG-SiNWFET and DG-SiNWFET. When the polarity

gate(s) is polarized to Vdd , the transistor can be replaced by a n-type device. Accordingly,

when the polarity gate(s) is polarized to GN D , the device can be substituted by a p-type one.

CG
PGS

CG

CG

PGD = 1, PGS = 1

D

D

D
S

S

SPGD

PGD = 0, PGS = 0
(a) TIG-SiNWFET circuit symbol

CG

PG

CG

CG

PG = 1

D

D

D
S

S

S

PG = 0
(b) DG-SiNWFET circuit symbol

Figure 2.5: The circuit symbols for various controllable-polarity transistors.

Figure 2.6 also represents how polarity gate bias can be utilized for realization of either n- or p-

type devices. In comparison with other unipolar technologies, this characteristic enriches this

technology to reach a very compact implementation of binate logic cells, as detailed in the

following.

I 
 (

A
)

V    (V)CG

D

Figure 2.6: I −V of a fabricated controllable-polarity silicon nanowire [37].
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2.4 Logic Gate Realization in CP-SiNWFET Technology

The CP transistors as configurable structures can be efficiently utilized to implement logic

gates. The polarity terminals are used to select the device polarity. According to the different

configuration of polarity gates, the CP logic gates are divided into two categories.

The first group, called Static Polarity (SP), is characterized by the PG gates directly connected

to either power supply (Vdd ) or ground (GN D) rails to provide the desired polarity. In SP

logic gates, the polarity of all devices remains the same during the whole device life-time.

Figure 2.7 illustrates the three examples of SP logic gates (INV, NAND, and NOR gates) realized

in TIG-SiNWFET technology.
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A B
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Vdd
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Inverter NOR

Out

A

A B
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t3 t4

Figure 2.7: Logic gate realization in TIG-SiNWFET. Inverter, NAND, and NOR gates are the
examples of the SP logic gates.
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Figure 2.8: Logic gate realization in TIG-SiNWFET. 2-input XOR, 3-input XOR and Majority
(MAJ) logic gates are those of DP logic structures.

The second group, called Dynamic Polarity (DP), consists of logic gates in which the polarity

gates are treated as an extra logic variable. Indeed, the polarity of transistors is dynamically

configured by a logic signal during the logic gate operation. Since the conductivity of CP
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transistors can be controlled by control and polarity gates, this property provides more flex-

ibility for compact realization of binate logic gates. The conductivity of a CP transistor is

possible when CG , PGs , and PGd have the same values (′1′ for the n-type and ′0′ for the

p-type. Similarly the transistor has no conductivity when CG ⊕ (PGS ·PGD ) = 1. This property

expresses the intrinsic XOR characteristics of the CP transistors, which has been used for the

compact realization of the binate functions such as XOR gate [36]. Figure 2.8 represents the

implementation of three DP logic gates (XOR, XOR-3, and MAJ) in TIG-SiNWFET technology.

The complementary pull-up and pull-down with parallel transistors leads to static full-swing

logic gates and prevents threshold drops in the output.

2.5 Variation Sources

In this technology, variations can affect the device during five major fabrication steps, namely:

• Nanowire patterning through e-beam lithography: Nanowire patterning is obtained

using Hydrogen SilsesQuioxane (HSQ) which is very sensitive to variation in electron

dose and temperature fluctuation [45]. Exposure to higher temperatures will cause the

HSQ to self-expose, thus reducing the necessary exposure electron dose and reducing

pattern sharpness. This directly translates into variations of the total length of the

nanowires (LNW ) and Line Edge Roughness (LER).

• Nanowire formation by Bosch process etching [46]: Variability, in the case of dry etching

with Bosch process, originates from various sources. One example is pattern sharpness.

Low pattern sharpness, in the case of HSQ, will lead to a tapered nanowire stack, in

which bottom nanowires are thicker than top nanowires. This influences the radius of

the nanowires (RNW ). As depicted in Figure 2.9, the iterative etching decrease the width

on the top of the stack more than bottom. Therefore, after oxidation step, the upper

nanowires will have radii lower than the others.

• Gate oxide formation and gate deposition: Variability in this case mainly refers to the

thickness of the grown oxide (TOX ) and the length of the deposited gates (LCG ). Gate

oxide thickness will be influenced by the presence of contaminants on the silicon surface

and its shape. This includes the surface roughness and nanowire radius. Moreover,

variation of the thickness can influence the time of the gate depositions, thus modifying

the gate lengths.

• Metal-gate deposition: The alignment of the polarity gates are the main target of vari-

ability in this process step. This phenomenon can alter the distances between polarity

gates and S/D regions, and finally impact the On-current of the SiNWs.
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2.5. Variation Sources

Figure 2.9: Variation on RNW due to the dry etching with Bosch process. In top of the stack,
nanowires have the smaller radius.

• Nickel silicide deposition: As the crystal structure of the Nickel is not similar to the Silicon,

the final arrangement of the obtained silicide after silicidation process determines the

characteristics of the Schottky contact like the barrier height. In this case, the properties

of the fabricated junctions may differ from device to device, finally lead to SiNWs with

dissimilar conductivity.

Table 2.2 summarizes the possible fabrication-induced variations for controllable-polarity

SiNWFETs. Figure 2.10 also represents an example of variation in nanowire radius and length

of polarity gates for a fabricated DG-SiNWFET. Extracting the possible variations of the target

device provides the opportunity of both (i) tuning the process technology early in the devel-

opment (and thus at low cost) and (ii) studying the device advantages compared to other

competitors.

25



Chapter 2. Controllable-Polarity Silicon Nanowire FET: Background and Robustness
Analysis

Table 2.2: Fabrication induced variations in controllable-polarity SiNWFET.

Controllable-polarity SiNWFET

Fabrication process Outcome Possible variations

1 HSQ-based nanowire
patterning

Initial pattern of
nanowires

• Variation in length of
nanowires

• Line edge roughness

2 Bosch process Nanowire formation • Variation in radius of
nanowires

3 Oxide deposition Dielectric formation • Variation in oxide thick-
ness

4 Metal-gate stack de-
position

Polarity and control
gates

• Variation in polarity
gates alignment

• Variation in length of
polarity and control gates

5 Nickel silicide deposi-
tion

Drain/Source forma-
tion

• Variation in barrier
height

Variation on radius 
of nanowires

Variation on length 
of polarity gates

Figure 2.10: An SEM figure of the fabricated DG-SiNWFET which clearly shows the variations
on radius of nanowire and length of polarity gates.
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2.6 Devices Robustness

In this section, we apply the proposed methodology to SiNWs and we investigate the role of

process variation for both Schottky-type and doped-type of SiNWFETs.

2.6.1 Experimental Setup and Simulation Results

The device robustness for DG-SiNWFET is evaluated and compared to an equivalent single-

gate 22nm CMOS technology. The selected CMOS device is SiNWFET with doped Source/Drain

contacts (doped SiNWFET). This technology has been chosen as ultimate extension of FinFETs.

Here, we only study the behavior of n-type devices to have a first insight about the variability

of geometrical parameters on the performance of the devices. The study for p-type devices

can be done easily by following the applied methodology.

The nominal voltage is 0.95V. Transistors are both n-type (doped S/D SiNWFETs are obtained

using Sb dopants, adapted from [47], while DG-SiNWFETs are polarized with VPG = VDD ).

Variations, with a standard deviation of 30% from the nominal value, are applied to the

structural parameters of the devices such as Nanowire Length (LNW - 107nm nominal for

the DG-SiNWFET and 58nm nominal for a doped SiNWFETs), the Nanowire Radius (RNW -

7.5nm nominal), the Oxide Thickness (TOX - 12nm nominal) and the Control Gate Length (LCG

- 22nm nominal). These parameters have been selected in order to represent the impact of

process steps on the characteristics of devices. The characteristics, that are investigated here,

are On-current (IOn), Off-current (IO f f ), Threshold Voltage (VT h) and Sub-threshold Slope

(SS). For each case study, 100 simulations runs were performed, and non-convergent runs

were discarded. The following section provides the numerical results of our study for both

DG-SiNWFET and doped SiNWFET.

Table 2.3: The characteristics of DG-SiNWFET and doped-SiNWFET devices in presence of
process variation on the structural parameters.

DG-SiNWFET Doped SiNWFET

LNW RNW TOX LCG LNW RNW TOX LCG

IOn
Mean (μA) 1.34 1.28 1.45 1.44 1.44 1.64 1.44 1.44

Std (n A) 193.0 528.7 48.7 0.5 21.1 789.4 0.2 15.7

IO f f
Mean ( f A) 0.70 0.90 0.730 0.72 6.61 9.59 6.07 7.08

Std ( f A) 0.06 0.53 0.02 0.006 2.13 8.06 0.43 2.58

VT h
Mean (mV ) 338 330 331 333 387 387 388 386

Std (mV ) 17 55 21 9 5 9 3 8

SS
Mean ( mV

dec ) 79 80 80 80 64 64 64 64

Std ( mV
dec ) 2.4 2.4 4.00 0.9 1.0 1.7 0.3 0.6
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The simulation results of the variation analysis for DG-SiNWFETs and doped S/D SiNWFETs

are summarized in Table 2.3. Looking at the characteristics of the devices, the DG-SiNWFET

demonstrates lower Io f f value than the doped S/D SiNWFET for the same IOn currents.

This means that the DG-SiNWFET exhibits superior IOn
IO f f

ratios. Therefore, this makes DG-

SiNWFETs extremely well suited for low power applications.

2.6.2 ION of DG-SiNWFET and Doped SiNWFET in Presence of Variation on Length
of Nanowires

Figure 2.11 depicts the ION alteration in presence of LNW , RNW , LCG and TOX variations. In

Figure 2.11a, we observe that LNW can affect ION of the DG-SiNWFET more than that of the

doped device (9.2x more). This can be the direct result of characteristic distinction between

the two switching mechanisms. The DG-SiNWFET is controlled by two Schottky barrier

contacts at the source/drain regions. An increase in LNW does not influence the amount of

carriers injected in the channel, however it creates undoped intrinsic regions between the

gates. This phenomenon starts to be critical for the DG-SiNWFET even after a variation of 8nm.

This confirms the importance for self-aligned structures that relax the constraints on mask

alignments for control gate deposition step. Mask alignments for polarity gate deposition

through lithography have a considerable impact on the conduction of the DG-SiNWFET. In

doped devices, an increase in the total length moves the carrier reservoirs away from the

control of gate, leading to the slight decrease in ION . A decrease in total length causes small

increase in ION of doped device thanks to the better electrostatic integrity, while there is no

remarkable change on that of the Schottky device.

Figure 2.11b represents the impact of RNW variation on the IOn of both SiNWFET types. Varia-

tion of IOn for the doped SiNWFET is almost linear with nanowire radius variations. In this

case, the growth of the nanowire radius corresponds to an increase in transistor width. How-

ever, the growth of RNW leads to an slight decrease in the IOn of the DG-SiNWFET. Here, the

carrier transport is more complex than for a doped SiNWFET owing to the added complication

of Schottky barriers at source and drain. Here, the control of injected carriers into and out of

the channel is critically depended upon the bias conditions of the source and drain. Indeed,

the transportation is obtained through a balance of thermionic emission and tunneling from

source to channel and drift and diffusion in the channel. Increasing RNW makes the control

of carrier less precise and fewer carriers are injected inside the channel. This highlights the

importance of process variation on channel sizing that can greatly impact the conduction of

Schottky device.
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Figure 2.11: Impact of parameter variations on IOn for both DG-SiNWFET and Doped SiN-
WFET.

Figure 2.11c illustrates the outcome of the TOX fluctuation on the IOn of DG-SiNWFET and

doped SiNWFET. Indeed, when the TOX increases, the IOn of doped devices is not affected

significantly, while it is heavily influenced for the DG-SiNWFETs. The TOX thickness changes

the active region volume of the device. Thus, it becomes more important in DG-SiNWFETs

where the number of carriers in the channel is much lower than that of its doped counterpart.

The effect of LCG variation on SS is depicted in Figure 2.11d. The variation on length of control

gate is not a dominant factor on the On-current of the DG-SiNWFETs. However, it causes a

linear increase in IOn for the doped SiNWFET. For the DG-SiNWFET, the gates simply control

the Schottky barriers, while in the doped SiNWFET, the gate creates the conductive channel.

Schottky barrier control is extremely localized; therefore small variations on the gate length

do not considerably influence their control (3× less).
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2.6.3 IO f f of DG-SiNWFET and Doped SiNWFET in Presence of Variation on Length
of Nanowires

Figure 2.12 provides several interesting facts about the IO f f properties of the nanowires.

Figure 2.12a represent the effect of LNW variation on the Off -current for both DG- and doped

devices. Based on the Schottky switching, a few number of carriers are able to leak into

the channel during the Off condition. Moreover, utilizing two extra gates over the channel

decreases the conductivity when the device is Off. However, the doped SiNWFET includes two

high-concentration doped regions. Therefore more carriers are prone to enter and pass the

channel, leading to higher value and variations on IO f f .
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Figure 2.12: Impact of parameter variations on IO f f for both DG-SiNWFET and Doped SiN-
WFET.
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Figure 2.12b demonstrates the effect of RNW variation on the Off -current for both DG-

and doped SiNWFETs. Fluctuations in nanowire radius slightly change the IO f f of the DG-

SiNWFET, while it can seriously affect the doped transistor (16× more). Increase in RNW leads

to an exponential increase in IO f f for the doped device. This is the direct result of a weaker

electrostatic control on the channel. On the other hand, IO f f of DG-SiNWFETs is less affected

by RNW as the carrier injection is blocked through barriers.

Figure 2.12c and Figure 2.12d also depict the influence of TOX and LCG variations on the

Off -current for both DG- and doped SiNWFETs respectively. The increase on TOX has a linear

impact on the Off -current of doped devices, while there is no considerable change on that

of DG-SiNWFETs. In case of LCG variation, the Off -current fluctuates considerably for the

doped device (more than 5×), while the variation has negligible impact on the Off -current

of the DG-SiNWFET. The conductivity of the channel in doped device mainly relies on the

electrostatic integrity obtained by the CG. Therefore, fluctuation on LCG can remarkably

change the amount of IO f f . On the contrary, the DG-SiNWFET exploits barrier height control

which make them less vulnerable to channel conductivity fluctuations when LCG varies.

2.6.4 VT h of DG-SiNWFET and Doped SiNWFET in Presence of Variation on Length
of Nanowires

The VT h is an important parameter that is necessary for some further analysis of a device.

VT h is defined as the gate voltage at which the inversion layer charge density is equal but

opposite the bulk charge density. However, Schottky devices introduce more complexity on

VT h definition due to the complex carrier injection from the S/D regions through the Schottky

barrier. It is possible to alter the VT h to a new value by fabricating through fabricating device

with smaller or larger barrier heights. For a large barrier height, the current flow from drain

to source is limited by the Schottky barrier and, therefore, the VT h is increased. Figure 2.14

provides a couple of interesting information about the VT h properties of nanowires. Basically,

the VT h fluctuations is larger in the DG-SiNWFET.

It is observed that VT h degrades under larger RNW and TOX due to the reduced field control-

lability (Fig. 2.13b and Fig. 2.13d). This results in reduced field emission and finally leads to

reduction of VT h . Moreover, the large increase of VT h under slight growth of LNW and LCG

also is the result of changes in DG-SiNWFETs tunneling mass. These facts are depicted in

Fig. 2.13a and Fig. 2.13c.
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Figure 2.13: Impact of parameter variations on VT h for both DG-SiNWFET and Doped SiN-
WFET.

2.6.5 Subthreshold Slope of DG-SiNWFET and Doped SiNWFET in Presence of
Variation on Length of Nanowires

The Subthreshold Slope (SS), as an important characteristic of a device, is defined as the slope

of drain current in log scale versus VGS . The subthreshold slope is an important characteristic

for two main reasons. First, it determines the maximum switching speed of the device. Second,

a great subthreshold slope allows a low threshold voltage device realization, which is highly

important for deeply scaled nano-devices.

Figure 2.14 represents the fluctuations of SS when the geometrical parameters of the both DG-

and doped SiNWFETs change. Principally, DG-SiNWFETs show worse Subthreshold-Slope

(avg = 80 mV /dec) while the doped devices have the smaller value (mean = 64 mV /dec). This

can be attributed to the barrier height of Schottky contacts. The variations on LNW and LCG

cause larger fluctuations on the SS value of the DG-SiNWFETs, which is shown by Figure 2.14a

and Figure 2.14c. The impact of RNW for both devices is almost the same, however increase in

32



2.7. Summary

the oxide thickness linearly degrades the S of DG-SiNWFETs (Figure 2.14b and Figure 2.14d).
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Figure 2.14: Impact of parameter variations on SS for both DG-SiNWFET and Doped SiNWFET.

In general, both polarity-controlled and doped devices show variations on the performance

parameters such as IOn , IO f f , VT h and SS when the value of each geometrical parameter of

the devices deviates form its nominal value. The simulation results clearly depicts that the

polarity-controlled SiNWFETs are very robust against the variation of IO f f . This vivdly shows

that the polarity-controlled devices are very robust against short channel effects. This would

be very important factor for scaling these devices into very tiny dimensions.

2.7 Summary

In this chapter, the controllable-polarity silicon nanowire technology is briefly introduced

as a promising candidate for future integrated circuits. The device and its characteristics

obtained from simulations are then reviewed. In order to perform the simulations, an efficient
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methodology for electrical simulation, using TCAD and Spice, is introduced. This methodology

utilizes TCAD for precise device level modeling. Utilizing the results of the device-level

simulations, we established an electrical simulation framework for circuit simulations. The

model of the device includes a table mode in Verilog-A. This model is then embedded into

Spice simulators for doing the circuit-level simulations in controllable-polarity SiNWFET

technology. We also briefly reviewed the structure of the logic gates for this technology. Two

two different category of the SP and DP logic gates are introduced. We also looked at the high

expressive power of compact realization of logic cells, i.e., 2-input XOR gate, in this technology.

We studied the robustness of the device in presence of variation on the structural parameters

of the device. Moreover, the process variation impacts for both polarity-controlled and doped

nanowires are comprehensively investigated. The device-level simulation results show that

the polarity-controlled SiNWFETs are more robust as compared to doped devices against the

variation of a number of structural parameters, such as 16 × smaller standard deviation of Off -

current on the variation of nanowire length. The simulation results revealed that these devices

are very robust against short channel effects and can be utilized for low-power applications.

Thus, this technology can be an suitable alternative one for future semiconductor technology.
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3 A Fast Methodology for Variation
Analysis of Emerging Nano-Devices

3.1 Introduction

As we have shown previously, Process Variations (PVs) and fabrication defects are largely domi-

nating the performance and reliability in advanced technology nodes. The use of compact-

models no longer help, to get fast prediction of the device electrical behavior. Indeed, de-

veloping and verifying a dependable compact-model for emerging nano-devices is a costly

procedure, requiring mature device fabrication, test, and measurement. Therefore, the gener-

ation of statistical information for variability analysis is becoming a tough challenge for novel

semiconductor technologies.

With the lack of mature devices and compact-models availability, TCAD appears as the most

appropriate candidate for PV analysis of emerging technologies. However, the simulation

time requirements of potential TCAD-based PV analysis of nano-devices critically depends

on the complexity of the physical models, the size of parameter space, and the underlying

optimization algorithms [48, 49]. In addition, convergence of computations for small feature

size also represents a key limitation for commercial TCAD software. Current TCAD simulators

benefit from different types of optimization techniques at the various level of simulation [50].

Nevertheless, long TCAD simulation time for nano-devices remains an important barrier,

preventing their use for fast PV analysis.

In this chapter, we propose a novel methodology intended to effectively speed up the variation

analysis for nano emerging devices and circuits. A prediction technique is proposed to estimate

the output of TCAD simulation. The technique is based on a “Feed Forward Neural Network"

(FFNN) and provides a multivariate non-linear regression method for faster transistor I-V

prediction as compared to TCAD simulations. This technique learns the fundamental relations

between device parameters and its functionality. In order to optimize the I-V curves fitting,

we modify the FFNN structure through adding a number of extra nodes called Control Nodes.

These nodes modify the weights of the network in a way that the predicted I-Vs have minimum

error value corresponding to On Current (IOn), Off Current (IO f f ), Threshold Voltage (VT h), and

Sub-threshold Slope (S). This methodology enables us to produce a large enough data set of a
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target device in presence of variations and handles the convergence issues related to complex

numerical models. To evaluate the capability of the developed methodology, Double-Gate

Silicon Nanowire FETs (DG-SiNWFETs) were used as a target device. Simulation results proved

that the proposed methodology makes the time complexity of device simulation comparable

to compact-model simulation. After training, the average runtime for I-V estimation of a

DG-SiNWFET is 0.12 ms which is considerably lower than TCAD simulation execution time.

3.2 Background and Motivation

3.2.1 Problem: Difficulty of Generating Statistical Information

Statistical information for transistors can be obtained by the three following ways: device

fabrication, TCAD simulation, and compact-model simulation. One important issue of nano-

devices fabrication, in addition to the lack of maturity, resides in the increase of processing

complexity. Moreover, the contribution of each device parameter to the functionality variation

cannot be determined through cross-section analysis. On the other side, reliance on device

compact-models is a hardly feasible solution since the development of accurate models mainly

depends on tests and extensive measurements on mature devices.

Thanks to their precise physical models, TCAD simulation provides comprehensive infor-

mation about devices behavior and alleviates expensive fabrication and inspection process.

Hence, TCAD simulations are an invaluable solution for the evaluation and minimization

of PV impacts, thus enabling technologists to early identify the main sources of parametric

yield loss in manufacturing. However, it suffers from several significant challenges such as

computational complexity of the DC/AC device simulations and convergence problem for

complex models. Thus, device-level Monte Carlo analysis of nano-structures using TCAD also

will result in prohibitive time complexity. Therefore, a fast methodology for PV analysis is

required, especially when new processes or devices are introduced. In the following, a novel

methodology which can be integrated with TCAD to enhance simulation performance of PV

analysis is introduced.

3.2.2 Previous Work

TCAD simulation are extensively exploited for evaluating the fabrication process and the

electrical behavior of semiconductors [51]. During the recent years, TCAD has been used

for the simulation of emerging nano-devices such as Multigate FETs [52] and CMOS/Flash

devices [53]. Moving towards deep submicron technologies, the process simulation and

physical model of devices becomes more complex. Hence, optimization technique have been

utilized for improving TCAD performance.

Process simulation requires geometrical information and mesh generation for the model

under test. Moreover, it accurately estimates structural layers and active dopant distributions
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at the end of a procedure run. Techniques to enhance process simulation precision and

complexity have been investigated in [54, 55].

Physical models are based on complex equations, describing the semiconductor conduc-

tion mechanisms. In order to reach desirable accuracy at advanced technology nodes, the

complexity of model keeps increasing. Due to computational complexity, several optimiza-

tion techniques such as cluster computation and gradient-based optimizations have been

proposed [56]. However, the downscaling of semiconductors are correlated to increasingly

complex models and therefore the efficiency of the mentioned techniques are counteracted.

Most recently, [57] proposed a methodology in which redundant physics computations are

removed for common parts of the model and accordingly repetitive 3-D simulations are dis-

carded for various parts of a circuits/layouts. This methodology accelerates TCAD simulations

and makes it reachable for analysis of small circuits and logic blocks. However, it is still very

limited for large layouts or for the repetitive simulations in the context of PV analysis. For

example, one TCAD simulation run of a 6T SRAM cell in FinFET technology takes more than

17 hours in this methodology.

3.3 Learning-based Methodology for Fast Process Variation Analy-

sis of Emerging Devices

In this section, we introduce the proposed methodology and its key component: a prediction

module. The prediction module is used, after training, to predict the device variations instead

of using TCAD simulator, thereby improving significantly the simulation process speed.

3.3.1 PV Analysis Using Neural Networks

To model the underlying relations of multivariate parameters in TCAD simulations, a precise

definition of the functional relations among the variables is required. These functional rela-

tions are based on solid-state physics and quantum-mechanics equations. Thus, the TCAD

simulation for only a single device is very slow (O(hour s)) [57], and also the simulation does

not converge for a non-negligible number of data points.

To overcome this issue, our method uses a predictor which learns how to approximate the

simulator results. The predictor is used for data generation and deal with the missing data

resulting from failed simulation runs. Without loss of generality, we will focus on single device

simulation in this work. Circuit-level modeling using this method is out of this paper’s scope.

Figure 3.1 represents the general flow of the mentioned methodology. First, our methodology

considers the TCAD model for the target device, using the nominal values of the device

parameters. This set of parameters is determined to precisely reproduce the normal I-V

characteristics of the target device. In the next step, the profile of model parameter variations
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such as gate length, channel length, and oxide thickness, is applied to the TCAD model

generator, and then a large data set of various device models is created. Only a small subset

of these TCAD models is randomly selected and simulated. The cardinality of this subset

represents the minimum necessary TCAD simulations for training the predictor. Predictor

uses the obtained I-V curves as a ground truth and learns the underlying relations between the

device parameters and its functionality. In order to speed up the estimation of I-V curves, the

prediction module uses a regression technique to prevent repetitive time-consuming TCAD

simulations. After training, the TCAD simulator can be replaced by the predictor, in order to

speed up the PV simulations. In the following subsections, we explain the predictor structure

and the training algorithm.
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Figure 3.1: Flowchart of the proposed methodology.
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3.3.2 Neural Network Structure

Among nonlinear regression techniques, Feed-Forward Neural Network (FFNN) [58] is mostly

used in practice. Compared to its competitors, such as Super Vector Regression (SVR) [59],

FFNN has smaller number of hyper parameters and smaller model-size. Moreover, FFNN

is fast while SVR becomes very slow when many support vectors are created. Although we

utilize FFNN for prediction purpose here, it should be noted that other non-linear regression

methods can also be applied to estimate the I −V values. The performance comparison for

these methods is out of this paper’s scope.

Figure 3.2 provides a graphical representation for the proposed three layer FFNN. The set of

device parameters such as Channel Length, Oxide Thickness, and Gate Length makes the FFNN

input vector (x = [x1, x2, · · · , x j ]). The set of h = [1,2, · · · ,h] also represents the hidden layer

nodes, where h is the size of hidden layer. The FFNN output vector (îd = [îd1, îd2, · · · , îd v ])

approximates the observed values of the I-V curves (sampled Drain Current id set) for the

given input. An estimated id v value (îd v ) for the given input is calculated by:

îd v (x) = b′
v +

h∑
m=1

w ′
mv ·φ(bm +

j∑
k=1

xk ·wkm)

where {b′,b} and {W′,W} are the network parameters and are called bias set and weight set

respectively. These parameters are learned during the training step. W ∈ R j×h is a matrix

which transforms the input data into the hidden space, and W′ ∈ Rh×v is a matrix which

transforms data from the hidden space to the output space. The activation function φ is

conventionally chosen as Sigmoid logistic function ( 1
1+e−x ) or hyperbolic tangent (t anh(x)) in

non-linear regression problems [60]. It is known that FFNN is a universal approximator, which

is expressed in the following theorem reported from [61].

Theorem 1: Let φ(.) be a bounded, and monotonically-increasing continuous function and Im

denote the m-dimensional unit hypercube [0,1]m . The space of continuous functions on Im is

denoted by C (Im). Then, given any function f ∈C (Im) and ε> 0, there exist an integer N and

real constants αi ,bi ∈ R and wi ∈ Rm , where 1 ≤ i ≤ N such that: F (x) =∑N
i=1αiφ(wT

i x +bi )

and we have |F (x)− f (x)| < ε.

The hidden space dimension, h, determines the learning capability of the network. An FFNN

with a sufficiently large single hidden layer can approximate the function showing the relations

among the parameters and their impact on device functionality. It should be noted that the

excessive number of hidden nodes makes networks more prone to learn noise and memorize

the training data. Therefore the prediction ability of the network is then reduced. In the next

section, we discuss how to determine the number of hidden units practically.

Control Nodes: Information obtained from I-V curves are not equally valuable and a number

of key statistical information such as IOn , IO f f , VT h , and S are more important. Therefore, we

introduce a set of control nodes within the output layer in order to approximate specifically
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Figure 3.2: Graphical representation of the FFNN for I-V curve regression

these valuable information. Note that this information is already presented in the output

vector, but we distinctively add control nodes to insist on the accuracy of I-V estimation

and modify the degree of fitting. By utilizing control nodes, the weights of the nodes which

contribute to estimate this information are modified in a way that they have more impact on

the regression. Control nodes prevent model from overfitting and reduce the impact of flat

data on the I-V prediction. Our experimental results verify that control nodes enhance the

performance of regression.

3.3.3 Training of the Neural Network

In order to make our ground truth for training purpose, the TCAD generated I-V curves

are discretized. The Gate Voltage (VG ) value is limited to [0,Vdd ] along a TCAD simulation.

This interval is divided to a number of equidistant subintervals, and then current values are

sampled at the end point of these subintervals. Since the VG values are alike for the whole

I-V curves, the correspondent id values have to be estimated through the prediction unit. Let

the set Tr = ((x1, id1), (x2, id2) · · · (xn , idn)) represents the training set which n is the number of

simulations used in the training set. The set of the device input parameters is xk and idk is

the observed values of the sampled id set for the given input. We minimize the loss function

which is defined as the least squares error between the approximation values and the observed

values, over the training set:

mi n l =∑
k

(
∑

j
(id j (xk )− îd j (xk ))2 + (wT (c(xk )− ĉ(xk )))2)
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where c(xk ) represents the vector of control nodes in output layer and w is a vector of size ‖c‖1

which shows the importance of each control nodes. The backpropagation training algorithm

plus Levenberg-Marquardt algorithm [62] is used to find the weights of the network.

Cross validation is a practical method to find the number of hidden units and prevent over-

fitting. To perform cross validation, a part of data set is randomly selected to test the gener-

alization of the network during learning process. The error value of cross validation can be

used a criterion for the number of training cycles and the network size. As the network size

increases, the error value on the training set becomes smaller. However, the error value on the

test set reach to a minimum value for the optimized network size and training iterations. In

the following section, we study the experimental results of the cross validation.

3.4 Result and Discussion

In this section, the experimental results are presented. First, the setup of the experiments is

explained and, then, the simulation results are discussed.

3.4.1 Setup of Experiments

As a case study, Double-Gate Silicon Nanowire FETs (DG-SiNWFETs) was used as a target

model in our experiments. Table 3.1 presents the main geometrical parameters of device and

their nominal values.

Table 3.1: DG-SiNWFET geometrical parameters.

Parameters Acronyms Nominal values (nm)

Length of Control Gate LCG 22
Length of Spacer LC P 18

Length of Polarity Gate LPG 22
Length of Drain/Pillar Extensions LX D 2.5

Length of Source/Pillar Extensions LX S 2.5
Radius of NW RNW 7.5

Polysilicon Thickness RPSI 2
Oxide Thickness TOX 12

For the sake of experiments, a 30% variation along normal distribution is used for each

geometrical parameters (σ= 30%), in order to show the impact of PVs involved in the device

fabrication. In our experiments, Sentaurus was used as the TCAD simulator. As a case study,

2300 TCAD simulations were performed to provide enough statistical information, and then

analytical metrics such as the On-current (IOn), the Off-current (IO f f ), the threshold voltage

(VT h) and the sub-threshold slope (S) were extracted through I-V curves post processing. In

order to find the minimum number of data points for training, we also trained the predictor

with the various sizes of a training set. Figure 3.3 depicts the training performance when the
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size of training set is increases. Our study revealed that almost 600 input data is enough for

training the predictor.

The proposed FFNN is implemented in MATLAB. In our experiments, all the input vectors are

applied to the FFNN in each iteration which is called epoch and then the estimation error is

computed. The new values of the weights are computed by applying gradient descent on the

error function. The learning method utilizes Mean Square Error (MSE) error function. In order

to validate the proposed prediction I-V module, we divided the data set, i.e., the outputs of

TCAD simulations into three parts: 75% for FFNN training, 15% for validation, and 15% for

test.
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Figure 3.3: Necessary number of data points for training the predictor.

Before the learning process, we need to determine the hyper parameters of the model such as

error function, activation function and the number of neurons in hidden layer. The selection of

the first two hyper parameters was discussed before. In order to find the optimum number of

nodes in the hidden layer, we performed the following procedure. The number of hidden nodes

is increased until the performance of the FFNN on the test set starts to decrease. Figure 3.4

depicts the error value of the network on the test and training sets. As shown in the figure, the

minimum error on the test set is achieved when hidden layer has 50 nodes. The figure clearly

depicts that how the performance of the larger networks are degraded on the validation set.
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Figure 3.5: Error distribution for the training of networks with and without control nodes.
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3.4.2 Experimental Results

In the following, the simulation results of the proposed methodology are represented. Preci-

sion and time complexity are the main aspects of our study.

Precision of Prediction

To show that the control nodes can enhance the results of regression and prevent overfitting

over the training set, we built two separate FFNNs: one with control nodes and the other one

without control nodes. Figure 3.5 illustrates the error distribution of the training for the two

FFNNs. Figure 3.6 also depicts the error distribution of the test for the two FFNNs. The best

performance of the FFNN with control nodes is bounded to the MSE of 4.3×10−4, while the

ordinary FFNN reaches the error bound of 6.0×10−4. Thus, the addition of control nodes,

controls the error bound of estimator.
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Figure 3.6: Error distribution for the test of networks with and without control nodes.
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Figure 3.7 depicts a sample of I-V regression for the ordinary and proposed FFNNs. The error

value of VT h and IOn are much smaller when control nodes are added to FFNN. Therefore,

control nodes enable the FFN to learn the shape of the output while, simultaneously, the error

of the important outputs is kept minimum. This approach of estimation can be useful for the

statistical analysis that use the information of post proceed I-Vs such as IOn , IO f f , VT h , and S

for the purpose of PV analysis.
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Figure 3.7: Two sample I-V regression through different FFNNs. Adding control nodes to
FFNNs results in more precise prediction.

In order to verify our methodology, we used it for PV study of DG-SiNWFET by applying a

30% Gaussian random variations for each studied parameters. The same experiments were

performed with TCAD simulations for comparison purpose. Table 3.2 represents the effect

of RNW ,TOX , and LCG variations on IOn , IO f f and VT h . Looking at the obtained values, our

methodology demonstrates a good correlation (average error of less than 2% in mean values

of IOn , IO f f and VT h) with the results of TCAD simulation.

Table 3.2: DG-SiNWFET PV analysis using TCAD and proposed methodology.

TCAD Proposed methodology

RNW Tox LCG RNW Tox LCG

IOn
mean (μA) 1.28 1.45 1.44 1.29 1.43 1.43

std (n A) 528.7 48.7 0.5 536.2 57.7 0.7

IO f f
mean ( f A) 0.90 0.73 0.72 0.88 0.76 0.72

std ( f A) 0.53 0.02 0.006 0.49 0.03 0.01

VT h
mean (mV ) 330 331 333 321 346 327

std (mV ) 55 21 9 59 18 12

Time Complexity

The runtime of the PV analysis for DG-SiNWFET through the proposed methodology is shown

in Table 3.3. The prediction methodology is clearly faster than TCAD simulation. The time

complexity of the FFNN predictor is related to the learning step which is done once. This
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methodology is useful when a large data set is needed. This is a common case for statistical

PV analysis. For example, consider a usual Monte Carlo method for variation analysis of

DG-SiNWFET in which 5000 data points is required. Only a small part of the data points

(nearly 12%) is necessary to reveal the variation distribution on the device output. In this

case, only 600 TCAD simulations can be performed to set up the predictor instead of 5000

overkilling simulations. In the next step, TCAD simulator is replaced by predictor which can

quickly produces the necessary data set in O(sec) for 4500 remaining simulation (with average

execution time of 0.12 ms per sample). Figure 3.8 compares the execution time of TCAD and

proposed methodology for PV analysis. After a number of TCAD simulation which is necessary

for the training, FFNN considerably accelerates the simulations runtime.
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Figure 3.8: Runtime comparison of the TCAD simulation with proposed methodology.

Table 3.3: Execution time comparison between TCAD-based and proposed learning-based I-V
curve estimators.

Method
Average execution time for one simulation
(CPU: Dual-Xeon X5650, Memory: 24 GB )

TCAD 19 min
Proposed methodology 1.23×10−4sec (Learning time: 18 min)

3.5 Summary

In this chapter, we introduced an efficient methodology for variation analysis of emerging

nano-devices. This methodology consists of a prediction module which can be added to

TCAD simulator to improve the time complexity of the PV analysis. The prediction module is

based on feed-forward neural network, which is capable of estimating the underlying relation

of device parameters and device functionality. Learning this relation enables us to replace

repetitive and time consuming TCAD simulation by a fast estimation methodology. Our

simulation results revealed that the proposed methodology can effectively be used for PV
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analysis, while reducing the time complexity of TCAD simulations of device to O(ms) with the

maximum error bound of 4.3×10−4.
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4 Parameter Selection for Nonlinear
Modeling of Process Variation

Process Variation (PV) analysis through simulation is the most realistic approach for the

comprehensive study of variation impact for both circuit static timing and leakage power.

Parametric variation analysis is performed by means of Monte Carlo (MC) simulation and is

widely used in microelectronics industries, even if it is extremely time-consuming for large

circuits. Considering the variety of local and global variations in device and circuit simulations

would need up to some thousands or millions of variation variables to represent the distri-

butions of the geometrical and physical parameter quantities [63]. Moreover, for practical

reasons circuits are usually characterized with relatively small number of parameters through

compact models. Scaling beyond 22nm forces a transition from bulk CMOS technologies

to others like FD-SOI, FinFET, or SiNW, for which statistical compact models are inevitable

for variability aware design. Statistical compact models exploit Technology Computer Aided

Design (TCAD) to predict the impact of fluctuations on device performance [64, 65]. The

results of TCAD simulation can be fed to SPICE-like simulator for MC simulations of circuits.

Nevertheless, the high dimensionality of the parameters space and the computational com-

plexity of TCAD simulation make the PV analysis very costly and even sometimes infeasible.

Therefore, new tools which speed up the variation analysis for deeply nano-scaled circuits are

required.

The efficiency of current methods for performance analysis, e.g., statistical timing verification

techniques, critically relies on the dimension of the parameter space [48, 66, 67]. Most of the

existing techniques such as Principal Component Analysis (PCA) and Independent Component

Analysis (ICA) use a linear transformation to reduce the number of input parameters by

decorrelating the input space [68], and [69]. In spite of their popularity, they are inherently

limited because they only consider the relations among the input parameters and ignore the

impact of each input on the circuit outputs. This limitation becomes important when either

some critical parameters, which significantly affect the output, are ignored or a large set of

transformed parameters may still be produced after redundancy removal. Moreover, although

statistical methods, such as Reduced Ranked Regression (RRR) and Canonical Correlation

Analysis (CCA), consider the correlation between the input parameters and the circuit outputs,
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they ignore the correlation among the input parameters [70]. Therefore, they may lead to a

large set of correlated parameters while the input space can be compressed by considering

inter-parameter correlation. Last but not least, the mentioned methods put strict assumptions

on the distribution of the model parameters such as Gaussian distribution which limits their

applicability to recently proposed nano-devices where parameters have mixed Gaussian and

non-Gaussian distributions.

In this chapter, we introduce a novel multi-objective parameter selection method capable

of addressing the aforementioned limitations. This method takes into account the inter-set

(among inputs) and intra-set (between input and output sets) correlations. The objective

function is modified to be distribution free and minimize the error of output estimation. The

major contributions of the method can be summarized as follows:

• High precision by considering nonlinear dependencies between inter-set and intra-set

parameters.

• Distribution-free feature selection which can be used for any model or parameter set

with unknown statistical distributions.

• Feature selection in the input parameter space which preserves the meaning of the

parameters and highlights the major contributors on device or circuit variability.

We show that such parameter selection approach leads to more feasible PV analysis of complex

design. Therefore, parameterized models are built with a smaller set of statistically significant

parameters.

To validate the technique, we performed two sets of experiments on two different target

technologies. First, we use FinFET 20nm technology as a contemporary integrated circuit

technology. Based on that, we analyzed the delay variation of the longest path for a couple of

ITC’99 and ISCAS benchmark circuits. Here, 5× speed up in Monte Carlo (MC) is obtained for

timing variation analysis with the average variance error of 4.1%.

We also applied the proposed technique on a ISCAS benchmark circuit in DG-SiNWFET

technology. The simulation results for timing analysis of the combinational logic ISCAS89

benchmark circuit s27 proved the performance of this technique for selecting relevant pa-

rameters. Indeed, up to 2.5× speed up in Monte Carlo (MC) is obtained for timing variation

analysis with the variance error of 11.7%.

4.1 Background and Motivation

In the nanoscale era, modeling and simulation of VLSI circuits have been facing a significant

challenge called “curse of dimensionality”. Due to the extra process complexity required

to build deeply scaled devices, the number of device parameters affected by inter-die and
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intra-die variations dramatically grows [71]. The variation modeling requires distinct variables

for each physical and structural parameter in order to represent the effect of PV. Exploiting

modeling techniques such as Response Surface Model (RSM) technique is not applicable

anymore because the complexity of the model is exponential with respect to the number of

parameters [72]. Fortunately, all of these parameters are not independent and therefore they

can be partitioned into several sets of correlated parameters. By considering the correlation

among parameters of each set and understanding the contribution of each set on the output,

it is possible to substantially reduce the model complexity by selecting the most statistically

significant parameters. Thus, new methodologies are required to reduce the number of

variables while keeping the estimation error fairly small.

4.1.1 Principal Component Analysis (PCA)

PCA has been widely used in the field of device compact modeling [68] and statistical static

timing analysis [73]. The PCA performs a linear transformation through the conversion of

correlated parameters into a smaller set of new uncorrelated parameters, called principal

components. Indeed, the parameter space is transformed to new coordinates in which the

largest variance of the data is projected to the first few principal components. Then, the

principal components, which have the maximum variations in the parameter space, are

selected as it follows.

Let us consider an n-dimensional input vector x = [x1, x2, · · · , xn]�, which has zero mean

and multivariate Gaussian distributions. Assume that the correlation of components in x is

represented by the covariance matrixΣ. Using eigen-decomposition procedure, PCA computes

Σ as:

Σ= E A E� (4.1)

where A ∈ Rn×n is a diagonal matrix of Σ eigenvalues, and E = [e1,e1, · · · ,en] contains the

corresponding orthogonal eigenvectors. Fig. 4.1 illustrates the projection of a multivariate

Gaussian distribution for which the vectors e1 and e2 are corresponding orthogonal eigen-

vectors computed by PCA. By including few eigenvectors of E that have the largest eigenvalues

into the projection matrix Er ed ∈ Rn×d (d � n), the new parameter set that has a smaller

dimension than that of the original set can be obtained by:

xr ed = E�
r ed x (4.2)

where xr ed is a d dimensional encoding of the x.

As a main limitation of the PCA, it only focuses on the correlation among the input parameters

and discards the dependency between the input parameters and the corresponding outputs.

Therefore, a set of parameters may be selected that have no considerable impact on the output

of the model. Moreover, when the underlying statistical information about the distribution of
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the input parameters is unknown, PCA fails to select the relevant parameters that contribute

to the model output. Last but not least, the maximum performance can be obtained when the

distribution of input parameters is Gaussian [74].

x1 x1

x2 x2
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2

1

2
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e2

PCA

Figure 4.1: The visual representation of the PCA. PCA finds the eigenvectors of the covariance
matrix Σ. The obtained orthogonal vectors represent the directions in which the variations of
input parameters are maximized.

4.1.2 Independent Component Analysis (ICA)

For a Gaussian distribution, uncorrelatedness implies statistical independence which means

that the principal components are also statistically independent. However, such a property

does not hold for general non-Gaussian distributions. In Equation (2), the random vector

x consists of correlated non-Gaussian random variables, and a PCA transformation would

not guarantee statistical independence for the components of the transformed input param-

eters. Since the PCA technique focuses only on second order statistics, it can only ensure

uncorrelatedness, and not the much stronger requirement of statistical independence.

ICA is a statistical technique that precisely transforms a set of non-Gaussian correlated pa-

rameters to a set of parameters that are statistically as independent as possible, through

a linear transformation. Given a linear mixture of n independent components such as

x = [x1, x2, · · · , xn]�, that are the correlated non-Gaussian parameters, the n statistically inde-

pendent components like s = [s1, s2, · · · , sn]� can be obtained as follows:

x = A s (4.3)

where A ∈Rn×n is a transformation matrix. Similar to PCA, the independent components of

vector s are mathematical abstractions that cannot be directly observed. The ICA technique

requires centering and whitening the vector x, and leads to variables with zero mean and unit

variance. The goal of ICA is to estimate the elements of unknown transformation matrix A,

and the samples of statistically independent components of vector s given only the samples of

the observed vector x. Equation (4.3) can also be written as:

s = W x : si = wi x =
n∑

j=1
wi j xi f or i = 1, · · · ,n (4.4)
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Here, W ∈Rn×n is the inverse of the unknown mixing matrix A. Figure 4.2 represents a hypo-

thetical multivariate distribution along with the corresponding independent components (s1

and s2). It is obvious that ICA has found the original components by relaxing the constraint

that all the identified directions have to be orthogonal. Algorithms for computing ICA estimate

the vectors wi that maximize the non-Gaussianity of wi x by solving a nonlinear optimization

problem. This can be performed by using kurtosis, neg-entropy, and mutual information as

typical methods measuring non-Gaussianity [75].

e1

e2

s1 s2
x1 x1

x2 x2

ICA

Figure 4.2: The visual representation of the ICA. ICA computes the independent components
like s1 and s2 which can be used for parameter selection of non-Gaussian distributions. Here,
the obtained components are not necessarily orthogonal.

In contrary to PCA, ICA is used for feature reduction of non-Gaussian parameters. When

more than two parameters follow the Gaussian distribution, ICA fails to find the constructive

components [76]. ICA like PCA is output ignorant which means that the parameters with

minor impacts on the outputs may be selected, and important information may be lost during

the dimensionality reduction.

4.1.3 Canonical Correlation Analysis (CCA)

As an output sensitive statistical method, CCA is capable of reducing the parameters which

have major impact on the output. Suppose that the relationship between model parameters

X = [x1,x2, · · · ,xn], and model outputs Y = [y1,y2, · · · ,ym], can be estimated by the following

regression:

Yk = Xk Ak +εk (4.5)

where Xk ∈ Rk×n and Yk ∈ Rk×m are matrices containing the samples of the x and the cor-

responding y, Ak ∈ Rn×m is a matrix to project the n-dimensional parameter space onto an

m-dimensional output space, and ε is a zero-mean random error of the regression. As we

assume that the components are correlated in the input space, CCA modifies the Equation (5)

to:

Yk = Xk Bk Ck +εk (4.6)
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where Bk ∈ Rn×r projects the input parameters to an r -dimensional space so that r ≤ n

and Ck ∈ Rr×m is the transforming matrix of regression for the projected input parameters.

Therefore, the dimensionality of the input parameter space is reduced from n to r and then a

smaller linear model relates the projected space to the output space. The problem is reduced

to the estimation projection matrix (Bk ), via the following objective function:

max
wi

b�
i X�

k Yk Y�
k Xi bi (4.7)

where Xi bi are the components of projected input parameters. Fig. 4.3 shows how CCA selects

a direction in the input space which has the maximum correlation with the projected output

space.
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Figure 4.3: The visual representation of the CCA. CCA considers the variation of output
parameters in the performance space and tries to find the components that have larger
impacts on the output variation. Indeed, CCA performs an output aware parameter reduction
using linear correlations.

Similar to previous methods, CCA strictly requires a Gaussian distribution of input variables

to significantly enhance the performance of feature reduction. However, variation analysis of

deeply nanometer scaled technologies has revealed that the distribution of several parameters,

such as Vth , does not follow a Gaussian distribution [77]. Thus, the performance of feature

selection may be considerably affected by the distribution of input parameters. Furthermore,

in CCA like other linear models input parameters are considered independent, while sev-

eral geometrical parameters of the transistor, e.g., gate length and Vth are correlated to one

another [76].

4.1.4 Sparse Linear Regression via �1-Norm Regularization

Sparsity via �1-norm regularization is a learning-based feature selection method [78]. This

method focuses on the cases where the number of samples is less than the number of coeffi-

cients. In this case, the solution (i.e., the model coefficients) is not unique, unless exploiting

several additional constraints. As a result, sparsity can be used to uniquely determine the
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values. For a vector of input parameters such as w, �1-norm regularization technique is used

to find the most important parameters subject to the following objective function:

mi n l = ‖wx−y‖2
2 +λ‖w‖1 (4.8)

where ‖·‖2 and ‖·‖1 represent the �2-norm and �1-norm of a vector, respectively. The �1-norm

(‖w‖1) gives us the sum of the absolute non-zero elements of the w. Indeed, it measures the

sparsity of w in the regression model. Therefore, �1-norm regularization attempts to find a

sparse solution that minimizes the least-square error. λ is a hyper parameter in Equation

(4.8) that controls the tradeoff between the sparsity of the input parameters and the minimal

value of the loss function ‖wx−y‖2
2. For example, a large λ value will result in a small error

function, but it will increase the number of non-zero elements in w. It is important to note

that a small error function does not necessarily mean a small modeling error. Although this

method can find linear dependencies between input and output parameters, it suffers from

lack of modeling nonlinear relations among parameters.

4.1.5 Parameter Reduction for PV Analysis

In order to handle the high dimensionality of the circuits’ models in presence of process

variation, parameter reduction is necessary to find the intrinsic dimensionality of the models.

The intrinsic dimensionality of the models is the minimum number of PV parameters needed

to account for variation analysis. In the framework of PV analysis, the applicable parameter

reduction method needs to capture the nonlinearity among process parameters and perfor-

mance parameters. The simple construction of process parameters from the reduced space is

necessary for experimental simulations. Last but not least, the reduction method should be

able to handle PV variables with different statistical distributions.

The methods mentioned above are linear. Considering nonlinear dependencies can remark-

ably increase the precision of parameter reduction. Many modifications [76] have been

proposed to alleviate this problem, e.g., Function Driven Component Analysis (FCA), quadratic

RRR, Kernel PCA, and Kernel ICA. Kernel-based methods try to address this issue by using

fixed nonlinear kernels, e.g., quadratic, polynomial, and exponential functions. They map the

input space to a higher dimensional space, and then linearly relate the model to the output

space. This has several limitations: it increases the dimensionality of problem before reducing

it, and, more importantly, it assumes a known nonlinear relationship between the input and

the output spaces.

Moreover, these methods perform dimensionality reduction, meaning that the problem is

transformed from an input parameter space to a reduced parameter space. Since these

transformations change the meaning of physical parameters, either we need to reconstruct

the original parameters from the reduced parameters, or modify the PV simulator to work with

the new set of parameters. Modifying device and process simulators like TCAD simulators is

very challenging. Moreover, due to the nonlinearity of these transformations, it is extremely
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costly to reconstruct the original parameters from the lower dimension space. While the

above nonlinear methods increase the precision, but they can not be used efficiently in our

applications. Therefore, a parameter selection method in the input space, that considers the

nonlinear relation between the input and the output spaces, is then proposed in the following

section. The method accelerates statistical PV analysis and addresses the major drawbacks of

the previous work.

4.2 Learning-based Parameter Reduction for Fast Variation Analy-

sis of Emerging Devices

In this section, we present a learning-based feature selection method adapted to VLSI model-

ing and simulation. We overview the framework of parameter selection, and then discuss the

method in detail.

4.2.1 Parameter Reduction towards Low Dimensional Device and Circuit Models

In order to achieve fast PV analysis for digital ICs, large designs have to be partitioned into a

set of logic cells. The size of each logic cell should be small enough such that the parameter

selection can be efficiently performed. After extracting the variation parameters, logic cells

are hierarchically clustered to form the initial large circuit. Then, the parameter selection can

be performed again on each cluster with the new reduced parameter set to completely cover

the targeted large circuit. In most cases, the circuits that we want to model are known to be

structured in the sense that their physical parameters are highly correlated and therefore the

associated models are compressible. Considering the correlation among parameters provides

an opportunity by which the circuit functionality can be estimated with smaller number of

parameters which leads to a lower computational complexity.

Fig. 4.4 illustrates the general flow of the proposed parameter reduction method for circuit

PV analysis. First, input and output parameter sets are selected according to the hierarchy

level at which the parameter reduction is performed. The input parameter set can be obtained

from three different sources: compact model parameters of the device, parameters of the

TCAD model, or measured characteristics of the fabricated devices such as Threshold Voltage

(VT h), IOn , IO f f , and Subthreshold Slope (SS). The output parameter set can also be selected

among delay, power consumption, or any other functionality criteria of the logic cells and

circuit blocks. In the next step, a learning-based statistical multivariate regression is used to

predict the relations among the input and output parameter sets. The objective function of

the regression is modified to minimize the error of the output prediction while discarding the

unnecessary parameters. Here, training the regressor under the constraint of a limited error

bound is the major step toward parameter reduction. Finally, the most significant parameters

are only considered for the PV analysis of the target circuit, whereby increasing the evaluation

speed.
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Figure 4.4: General flow of the parameter reduction towards a fast and efficient process
variation analysis.
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4.2.2 Nonlinear Regression via Feed Forward Neural Network

Feed Forward Neural Network (FFNN) is a powerful nonlinear regressor known to be a universal

approximator by increasing the size of hidden layer [61]. We adopt FFNN here as our regressor

to consider the nonlinear relations among the parameters. The regression model is formulated

as:

y = W′t anh(WxT )+ε (4.9)

where x ∈R1×m is a vector that represents a sample value of the input set. The vector y ∈R1×n ,

of length n, represents the corresponding output. W ∈ Rk×m is a transformation matrix in

which k is the size of the hidden layer. It transforms each input feature to a space formed

by hidden units. W′ ∈ Rn×k is a matrix that forms the output from the hidden layer. Vec-

tor ε represents the error of estimation in comparison with target objectives and t anh is a

nonlinear activation function that is chosen conventionally. In the case of multiple outputs,

(Y ∈Rr×n , r > 1), we handle each output independently.

To find the best fitting model we perform the following optimization over the objective func-

tion:

argmin
W,w′

L(W,W′) = 1

2

∥∥y−W′t anh(WxT )
∥∥2

2 (4.10)

The above optimization minimizes the prediction error of the model using all m parameters.

4.2.3 Learning Algorithm for Nonlinear Optimization

The Levenberg-Marquardt (LM) algorithm is used for learning the parameters of the FFNN [79].

LM benefits the Steepest Descent (SD) and Gauss-Newton (GN) algorithms to avoid finding

local optimums. The LM algorithm combines the SD and GN in the following manner:

xk = xk−1 − (J�k−1 Jk−1 +μI)−1 J�k−1 e (4.11)

where J is the Jacobian matrix which contains first derivatives of the FFNN errors, e is a

vector of FFNN errors in the last step, x is a vector of unknown parameters wi , j ,ki ,bi that are

obtained after training, and μ is a hyper parameter that offers a balance between SD and GN

during the learning iterations. The Jacobian matrix can be computed via back-propagation

technique that is much less complex than computing the Hessian matrix.

In Section 4.2.6, we design a function to reward sparsity over input parameters and add that

function to the above optimization. Thus, we can find the set of significant parameters that

can predict the output precisely.
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4.2.4 Validation via 10-fold Cross-Validation

Cross-Validation is a frequently used method to avoid overfitting on training set and improve

the quality of trained model [80]. In order to perform 10-fold cross validation, the training

set is randomly divided into 10 separate sub-sets of equal size. Then, training procedure is

performed 10 times, each time discarding one set as a test set, and the average error over all

the runs is computed. Finally, the trained model with the lowest error is selected. This has the

additional benefit of avoiding local optimums for the trained model.

4.2.5 Column-Wise Sparse Parameter Selection

Our proposed parameter reduction technique inspired by �1-norm regularization method. If

x represents one input sample, we can reformulate the �1-norm regularization loss function

as the following:

y = W′t anh(
m∑

i=1
Wi x�)+ε (4.12)

in which the vector Wi represents the column i of the matrix W. The contribution of each input

parameter corresponds to a column of the matrix W. To select few number of parameters, we

need to learn W as a column-wise sparse matrix. If the matrix is column-wise sparse, it means

that there are several columns of all zeros and the corresponding parameters do not have any

contribution in the model. Consequently, the significant parameters are the ones with the

corresponding non-zero columns.

To achieve the column-wise sparsity, we measure the sparsity on the vector consisting of the

maximum of the columns: ||max(W1) · · ·max(Wm)||0. If the entry with maximum value in a

column is pushed towards zero, we expect all the other values in a column become zeros. It is a

common practice to approximate norm-zero with norm-one to achieve a sparse answer while

making the optimization easier. But, still the optimization is almost impossible because of the

discrete max function applied on the columns. Large norm function provides a continuous

approximation of the maximum function (infinity norm is equal to max). Therefore, we

approximate the max function with the p-norm function (p ≥ 2):

‖v‖p = (
n∑

i=1
|vi |p )

1
p (4.13)

We choose p large enough that achieves a column-wise sparse answer on a held-out data

set. Similarly in group lasso [81] combination of norm 1 and 2 is used to achieve a linear

group-wise sparse model.

Fig. 4.5 schematically represents the concept of column-wise sparsity. The norm-p (p is

selected reasonably big) is applied to W in order to compute the maximum element of each

column. Then, norm-one is applied to the vector of obtained values to impose the sparsity.
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Thus, the column-wise sparsity is measured by ||||W1||p · · · ||Wm ||p ||1. In the following, we

present how the column-wise sparsity is applied on an FFNN regressor to form a feature

selector.

Full parameter set

Applying norm-p

Finding the maximum element of each column

Applying norm-1

Column-wise sparse weight matrix

0
0

0
0

Reduced parameter set

0

0

0

0

Figure 4.5: The role of norm-p regularization in weight matrix for feature selection.

4.2.6 Nonlinear Column-Wise Sparse Parameter Selection

In order to find the reduced input set, the sparsity objective function is added to the regres-

sor. Putting the FFNN regressor and column-wise sparsity together, the objective function

becomes:

argmin
W,W′

L(W,W′) = 1

2

∥∥y−W′t anh(WxT )
∥∥2

2 +λ||||W1||p · · · ||Wm ||p ||1

The first term of the objective function is called loss function and tries to minimize the error

of regression. The second term is called regularization term which controls the number of

parameters in regression.

Feature selection can be used whenever the values of the W and W′ are obtained. Algorithm 1

represents the steps of learning for the column-wise sparse feature selection method. In each
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iteration, the gradient of objective function is computed to update W and W′ (Algorithm 1

- l. 6). The algorithm continues either to reach the defined bound on the error or to end at

the maximum learning iterations (Algorithm 1 - l. 3). Thus W and W′ are learned during the

training process. The λ and p are model hyper parameters. The λ value controls the number

of parameters in the regression model. As the λ value increases, the objective function shrinks

the weights in W in a column-wise manner towards zero. Thus, the bigger λ value forces more

parameters toward zero and reduces the parameter space.

Algorithm 1: Nonlinear Multi-Objective Parameter Selection

input :xi = {Input vector}, yi = {Output vector}, ε= Error bound, λ= Regularization

parameter, M = Maximum number of iterations

output :W,W′ = Matrix of transition weights

1: Initialize W,W′;
2: I ter ←�, E ←�;

3: while |E | ≤ ε or I ter ≤ M do

4: E ←�;

5: for i=1:n do

6: Set the objective function L ← 1
2‖y−W′t anh(WxT )‖2

2 +λ‖‖Wi‖P‖1;

7: Compute the error (E ← 1
2‖y−W′t anh(WxT )‖2

2);

8: Calculate the gradient of objective function in order to update weights;

9: W,W′ ← Gradient-based optimization (W,W′, ∂L
∂W , ∂L

∂W ′ );

10: I ter ← I ter +1;

11: E ← E
n ;

12: return W;

4.3 Experimental Results

This section evaluates the proposed method by applying the column-wise feature selection to

a set of combinational and sequential logic benchmark circuits in the context of regular and

emerging technologies. The focus of our study is on the timing variation analysis. The use of

this method is motivated by the lack of intuition that a skilled designer may have to identify

the critical parameters of novel devices. We first look at FinFET as a cutting edge technology.

Design verification in FinFET technology is complex because of the novel three-dimensional

structure of the devices. We then look at a further interesting technology, silicon nanowires,

that are also three-dimensional structures with specific features.

4.3.1 PV analysis for FinFET Technology

In this section we present the application of described method for timing variation of FinFET-

based circuits.
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Chapter 4. Parameter Selection for Nonlinear Modeling of Process Variation

Setup of Experiments

To evaluate the proposed parameter selection technique, we exploit a number of combina-

tional and sequential logic circuits from ITC’99 and ISCAS benchmarks. We study the timing

variation of the longest path for each benchmark circuits. The longest path of each benchmark

circuit is extracted using Synopsys PrimeTime [82] as exemplified in Fig. 4.6. In our analysis,

the input parameter set includes the VT h of each transistor within the circuit. Here, VT hs are

selected as they can significantly reflect the variation of physical parameters of each transistor

on its performance. A transistor pool, which contains 5000 n-type and p-type transistors in

20nm FinFET technology, is generated by applying a 5% Gaussian variation on the VT h of each

transistor. To build each circuit instance, the transistors are randomly selected from the pool

and are added to the SPICE model of the target circuit. Using the obtained SPICE model, we

can assess the timing variation through MC simulations but require tremendous amount of

time. By applying the proposed parameter selection method, we show how this sampling

space can be limited to the most important input parameters that mainly impact the timing of

the circuits.

D
Q

Q

D
Q

Q
Clk

Clk

Longest path

Figure 4.6: Longest path in ITC’99 b03 benchmark.

Parameter Reduction and Simulation Speed-up

We performed 10,000 MC simulations to extract the distribution of the delay for each bench-

mark by applying variation on all the parameters (The total number of parameters are listed

in Table 4.1). We then trained our parameter selection method over 1,000 MC simulations

to pick out the 20% most important parameters from each benchmark. In our method, the

reduced set of input parameters is achievable through increasing the value of λ till reaching a

desirable balance between the performance estimation accuracy and the number of selected

input parameters. After extracting the important parameters, we perform 1,000 SPICE simula-

tions for each target benchmark by applying variations on the selected parameters. Table 4.1

demonstrates the mean and standard deviation of the longest path delay for each benchmark

before and after parameter reduction. The results reveal average errors of 1.2% and 3.2% on

the mean and the standard variation values respectively.
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4.3. Experimental Results

Table 4.1: Comparison of mean and variance of various ITC’99 and ISCAS benchmarks on the
delay variation of longest path before and after applying proposed parameter reduction.
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Chapter 4. Parameter Selection for Nonlinear Modeling of Process Variation

The distributions of the longest path delay for ITC b03 benchmark are depicted in Fig. 4.7

before and after parameter reduction. The distribution in Fig. 4.7a is obtained through 10,000

MC simulations over 88 variation parameters. We reduced the size of the input parameter

space using proposed parameter selection method, and two baselines �1-Norm regularization

and PCA. We did not perform our experiments using ICA and CCA baseline methods since

ICA failed to find the reduced input parameters having Gaussian distributions, and �1-norm

regularization surpasses the CCA method [83]. The distributions in Figs. 4.7b, 4.7c, and 4.7d

are attained through 1,000 MC simulations but using only 17 parameters selected by three

mentioned parameter selection methods. The variation sampling using the most relevant

parameters, obtained by our method, is capable of estimating the timing variation distribution

with a smaller error (σ = 3.68ps as compared to σ = 3.54ps) than �1-Norm regularization

((σ= 3.30ps as compared to σ= 3.54ps) and PCA ((σ= 1.48ps as compared to σ= 3.54ps).

Therefore, the proposed parameter selection can efficiently reproduce the timing variation

with a small subset of input parameters. The number of required MC simulations is reduced

by 5× (2,000 simulations for training and reproducing the distribution of timing variation vs.

10,000 MC simulations without parameter selection).
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(a) Distribution of longest path delay for benchmark
b03 using 10,000 MC simulations over 88 parameters.
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(b) Distributions of the longest path delay for benchmark
b03 using 1,000 MC simulations using 17 parameters ob-
tained by the proposed method (blue bars) vs. 10,000 MC
simulations using full parameter set (red bars).
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(c) Distributions of the longest path delay for bench-
mark b03 using 1,000 MC simulations using 17 param-
eters obtained by the �1-norm regularization method
(yellow bars) vs. 10,000 MC simulations using full pa-
rameter set (red bars).
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(d) Distributions of the longest path delay for benchmark
b03 using 1,000 MC simulations using 17 parameters ob-
tained by the PCA method (green bars) vs. 10,000 MC
simulations using full parameter set (red bars).

Figure 4.7: Distribution of longest path delay for benchmark b03 before and after parameter se-
lection: (a) full parameter set, (b) proposed method parameter set, (c) �1-norm regularization
parameter set, and (d) PCA parameter set.

4.3.2 PV analysis for Double-Gate Silicon Nanowire Technology

Finally, we demonstrate the result of parameter selection for the variation analysis of a bench-

mark circuit in double-gate silicon nanowire technology.

Double-Gate Silicon Nanowire Technology

To perform variation analysis, we first characterize a population of devices by TCAD simulation

using a 30% Gaussian variation on each geometrical parameter (σ= 30%). In our case study,
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Chapter 4. Parameter Selection for Nonlinear Modeling of Process Variation

2,500 3-D TCAD simulations were performed to provide statistical information of the DG-

SiNWFET device. Fig. 4.8 depicts the distinctive analytical metrics of the device such as

Ion , Io f f , VT h , and SS. Only the distribution of VT h can be approximated by a Gaussian

distribution contrary to the remaining metrics. This result highlights that the distributions of

all parameters are not necessarily Gaussian. Thus, the distribution free parameter reduction

techniques are required for future technologies.
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Figure 4.8: Distribution of VT h , Io f f , Ion , and SS for DG-SiNWFET (σ=30% for structural
parameters). Only the variation of VT h follows a Gaussian distribution.

Setup of Experiments

For evaluating the proposed parameter selection method, the small size benchmark circuit

ISCAS89-s27 is selected as a case study. Without loss of generality, the method can be used for

any other circuits. The main reason to select such a small size circuit is the long computation

time of the TCAD simulations to produce the DG-SiNWFET device data set due to the lack of

a mature compact model. In other technologies, compact models can be used to accelerate

the data set generation. The schematic of the circuit is shown in Fig. 4.9. All the gates use

DG-SiNWFET transistors. The PG of each transistor is appropriately configured to provide
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the correct functionality in the pull-up and pull-down of the gates. The considered circuit is

comprised of 30 transistors leading to 300 geometrical parameters. Normal MC simulation to

evaluate the performance variation requires tremendous amount of time, considering that

no intuitions on the fundamental parameters can be done in the context of unconventional

device mechanisms. By applying the proposed method, we show how this sampling space can

be restricted to the main parameters that considerably affect the performance of the circuit.

G1
G2

G3

G4

G5 G6 G7

Vdd

'0'

'1'

I1 O1

I1

I2

I3

I4

I5O1
O2

O3
O5 O6 O7

Vdd

'0'

'1'

'0'
O3

O3

O3

'1'
O3

O4

O4

M1

M2

M15 M16

M17

M18

(b)

Figure 4.9: ISCAS89 benchmark circuit s27 using DG-SiNWFET technology.

Among various performance metrics, we select the delay of circuit to form the output set.

For the sake of keeping a reasonable complexity for the experiments, a reduced subset of

geometrical parameters of the transistors (50 parameters) is randomly considered as the input

set. Here, the goal is to determine how much the parameter reduction can improve the circuit

performance evaluation, while the estimation error is bounded by a certain threshold.

To simulate the characteristics of the target circuit, the obtained I −V curve of the transistors,

are injected in a Verilog-A table model. This model is run with HSPICE to perform the MC

simulations for the timing analysis purpose.

Parameter Reduction and Simulation Speed-up

After applying column-wise sparse parameter selection, we can reduce the number of parame-

ters to improve the computational complexity of the simulations. Decreasing the number of

parameters can be obtained by increasing the λ value which results in larger delay estimation

error. In this case, the performance of the circuit can be evaluated with a smaller number of

parameters which really contribute to the MC simulations, but results in a higher performance

estimation error. The capability of bounding the error by changing the numbers of parameters

enables the designers to trade-off evaluation precision with computation complexity. In our

case study, reducing the number of parameters to 10 (from 50) is obtained with the variance of

delay estimation error of 11.7%.
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We compared the proposed technique with PCA as a well-known parameter reduction methods

for estimating the delay of ISCAS89-s27. For PCA, 20% of the new features were selected

according to their highest eigenvalues. To be able to perform the MC simulations without any

change in the underlying model or simulator, the reverse of these transformations are applied

to produce the exact values of the input space parameters. In our method, λ value was tuned

to select the same number of parameters in input space.Using reduced input parameter sets

obtained by PCA and the proposed method, we performed 1,000 MC simulations for each

set to estimate the delay distribution of ISCAS89-s27. The proposed method shows a better

performance as compared to its competitor with lower variance of delay estimation error

(11.7% vs. 13.5%).

To verify the accuracy and the performance improvement of doing such reduction, we evaluate

the delay of the target circuit in the presence of variations. We perform the MC simulations

in both cases of reduced and non-reduced input parameter set with 10 and 50 parameters

respectively. Fig. 4.10 represents the Probability Density Function (PDF) of the ISCAS89-s27

delay in both cases. The figure depicts a high correlation between two sets. We observe

that the proposed column-wise sparsity is able to estimate the major parameters for delay

variation analysis with tiny amount of error on each test samples (σ= 8.91ps as compared

to σ= 10.10ps leading to a variance error of 11.7%). Thus, the method is able to efficiently

evaluate the delay variation of the circuit, while reducing the number of parameters. A reduced

input set results in less MC simulations which is very critical in the case of execution time.

As we used 100 random samples for each parameter, the parameter reduction reduces the

number of required MC runs by 2.5× (5,000 simulations without feature selection vs. 2,000

simulations for training and feature selection).
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Figure 4.10: Delay distribution comparison of the full and the reduced parameter models.
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4.4 Summary

We introduced an efficient parameter selection method which can be used for performance

evaluation of the emerging technologies like FinFET and Silicon Nanowires. Using this method,

we are able to accurately evaluate the process variations while reducing the computation

complexity by utilizing the obtained reduced parameter set. This method is based on Feed

Forward Neural Network regression, and employs column-wise sparsity to reduce the size of

parameters space. Unlike the widely used feature reduction methods, this method is able to

take to account the mixed Gaussian and non-Gaussian parameters. Moreover, it considers

the nonlinear dependencies between input parameters and outputs which lead to effective

parameter reduction. We applied this method to a couple of FinFET-based combinational and

sequential benchmarks from ITC’99 and ISCAS to study the variation of delay of the longest

path for each circuit. In this case, experimental results show 5× speed up and estimate the

delay distribution with the average variance error of 4.1% in presence of 5% variation on

each parameter. Applied to ISCAS89-s27 benchmark exploiting DG-SiNWFET technology as

well, experimental results show 2.5× speed up in timing analysis and estimation of the delay

distribution with the variance error of 11.7% in presence of 30% variation on each parameter.
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5 Defect Analysis and Fault
Modeling for Controllable-Polarity
Silicon Nanowires
5.1 Introduction

Testing of integrated circuits has always been an important research area for researchers in

Very Large Scale Integration (VLSI) community. The test engineering methods to verify the

proper operation of manufactured circuits has been changed over the past decades. The

migration from one manufacturing process to another shrinking process induces new types

of failure mechanisms and fabrication defects which were unknown or even less important

ones in previous technologies. Consequently, improved or completely new defect models and

testing methods are inevitable for each technology.

To reveal fabrication defects and circuits malfunctioning, a number of structural fault models

for planar single-gate CMOS and FinFET technologies have been proposed and proved to be

efficient. For instance, stuck-at [84], delay [85], stuck-open [86], and bridging fault [87] are

among the most commonly-used models for CMOS technology. For FinFETs, a few number of

studies have been conducted in modeling defects such as floating gates and shorts [88, 89],

stuck-open/stuck-on [90, 91], and Gate Oxide Short (GOS) [92]. These studies revealed the

deficiency of current CMOS fault models for detecting all the defects in FinFET circuits, and

required the introduction of new fault models for test generation purpose.

In this chapter, we perform an inductive fault analysis to investigate the specific malfunctions

of CP-SiNWFETs. We used Three-Independent-Gate Silicon NanoWire FETs (TIG-SiNWFETs),

as were previously introduced in Chapter 2. For a new technology such as CP-SiNWFET, which

has different geometrical structure and physics of operation rather than CMOS technology, it

is not known a priori how the manufacturing defects will impact the device and logic circuits.

Considering the technology process, the possible defects that can change the functionality

of the CP-SiNWFETs and occur during fabrication process are modeled. Using the obtained

defect model, we investigate the functionality and the performance of various logic gates in

the presence of defects. Out of the obtained results for CP-SiNWFET technology, we extend

the current CMOS fault models to consider also stuck-at p-type and n-type. The results also

confirm the inefficiency of traditional test methods for covering the defects, such as open
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defects on polarity terminals of the device, in CP-SiNWFET technology.

5.2 Background and Motivation

In nano-scaled technologies, process variation negatively affects the driving current of transis-

tors and consequently results in delay faults. Moreover, undetected design rules violations

increase the chance of bridging faults as unintended resistive connections between two or

more conductive parts. Bridging faults could be efficiently diagnosed by supply current moni-

toring through IDDQ test [93] for bulk planar CMOS, but the test is becoming less effective

for the deeply nanoscaled technologies [94]. Line Edge Roughness (LER) is an inevitable

limitation of etching process and leads to non-homogeneous deposition of dielectrics when

the dielectric thickness goes beyond 5nm. This may result into the Gate Oxide Short (GOS) [95].

Last but not least, twin boundaries during forming the nanowires may strongly influence the

On current of the device that finally causes to channel break [96, 97].

Proper fault modeling for testing manufacturing defects plays a significant role for quality of

circuits and their correct functionality. Currently, few researches have been carried out on

fault modeling of the FinFET. The authors in [88, 89] investigated open and short faults on

FinFETs, and they showed that Stuck-Open Faults (SOFs) on the back gate of FinFET have a

unique effect on the leakage and delay. In [92], the GOS defect on the FinFET dielectric has

been studied. The amount of Saturation Drain Current (ID(S AT )) vastly increases with GOS at

the front gate dielectric. However, GOS occurrence in the back-gate dielectric causes much

lower carrier density in the device channel. The SOF, Stuck-on and GOS on different number

of Fins in a FinFET have been examined by [90, 91]. The results manifested that when the

number of faults is large enough, the defect can be captured by SOF or delay fault tests. In [86],

authors presented the problem of SOF detection for small nanometer technologies. They

proposed a new multiple test vector mechanism to enhance the probability of SOF detection.

While stuck-at, SOF, bridging, and delay faults efficiently model the defects in CMOS, FinFET,

and CNT devices, the particular structure of devices with controllable-polarity necessitates

further study to see whether these fault models can properly capture the manufacturing

defects. There is no available comprehensive fault model for circuits designed with these

devices. In the following, we analyze the possible manufacturing defects of CP transistors, and

then investigate their impact of the functionality of the various types of CP logic gates.

5.3 Manufacturing Defects of TIG-SiNWFETs: from Device to Logic

Cells

In this section, the possible defects of TIG-SiNWFETs are analyzed by considering major

manufacturing steps. The defect model then is used for inductive fault analysis. We follow

the device fabrication process and consider the layout structure of logic cells to provide the
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opportunity of finding the most probable possible defects. This defect model helps us to find

a realistic fault model for non-classical CMOS devices.

5.3.1 Device Manufacturing Defects

During the nanowire patterning and etching, variations along with LER contribute to lowering

the pattern sharpness that may lead to nanowire break. The defect can drastically limit the

driving current of the device or lead to a stuck-open fault. When the dielectric thickness

is scaled beyond the 5nm, the control for conformal oxide formation is reduced, and this

eventually leads to poor insulator coverage. Consequently, Gate Oxide Short (GOS) defects may

happen. GOS may degrade the performance of the device or even malfunctioning according

to the defect size. Finally, the similar mechanism may result in bridging defect between the

control gate and each adjacent polarity gate. These are the most possible defects during

TIG-SiNWFETs fabrication, which are also summarized in Table 5.1.

Table 5.1: TIG-SiNWFET fabrication process steps and related defect model.

Controllable-polarity SiNWFET

Fabrication process Outcome Possible defects

1 HSQ-based nanowire
patterning

Initial pattern of
nanowires

• Nanowire break

2 Bosch process Nanowire formation • Nanowire break

3 Oxide deposition Dielectric formation • Gate oxide short

4 Metal-gate stack de-
position

Polarity and control
gates

• Bridging among two or
more terminals

5 Metal layer(s) deposi-
tion

Interconnections • Bridging among inter-
connects

• Floating gates

5.3.2 Logic Cell Defects

Different sources of defects such as under/over polishing, poorly planarized surfaces, and

scratches contribute to a combination of open and bridging defects in logic cells during

polysilicon and metal deposition [98]. Open defects form floating regions that are very chal-

lenging for test in emerging technologies since they may affect either the performance or

the functionality of logic cells. Bridging defects cause unwanted cell-internal connections

between a logic cell input and the power rails (Vdd /Gnd) or any other adjacent inputs. Bridg-

ing defects similarly may have local impact (logic cell performance degradation) or global

impact (deteriorate the functionality of several logic cell) and become very challenging for

emerging technologies. The bridging defects are extracted by considering the proximity of
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interconnects in the layout of the logic cells. The logic cell defects then are added to the device

manufacturing defects to form our defect model for TIG-SiNWFET technology. Figure 5.1

represents the layouts of two TIG-based logic cells ((a) NOR gate and (b) 2-input XOR) with

some highlighted possible defects. Note that the presented layouts rely on the Sea-of-Tile

(SoT) physical design methodology presented in [99, 100].

Vdd

Vdd

Out

A

B

G
nd G
nd

(a) (b)

t3 t1

t2t4

Vdd

Vdd

Out

G
nd G
nd

t3 t1

t2 t4

B B

A

A

NanoWire break

Bridge defect between 
power rails and PGD/PGS 

Open defect  
(float PGD/PGS)

Bridge defect between 
PGD/PGS and CG

Gate oxide short  (GOS)

Open defect (float CG)

Figure 5.1: Layouts of the NOR (a) and 2-input XOR (b), based on the SoT method [99, 100],
with several possible defects.

5.4 Fault-Modeling in Controllable polarity Silicon Nanowire Cir-

cuits

In this section, we study the behavior of SP and DP TIG-SiNWFET logic gates in the presence

of fabrication defects, discussed in the previous section.

5.4.1 Gate Oxide Short in CP-SiNWFETs

We report the effect of Gate Oxide Short (GOS) occurrence in TIG-SiNWFETs. Then, we propose

a new model for GOS which enables us to inject circuit level faults, and finally we study the

effect of GOS on SP and DP dynamic logic circuits.

GOS in TIG-SiNWFETs

A GOS is a manufacturing defect happening in the oxide around the nanowire. The impact

of a GOS mainly depends on its size. The defect may considerably decrease the impedance

between the gate and the channel, and entirely change the electrical behavior of the transistor

for a big enough GOS. For the TIG-SiNWFET, three gates (PGS , CG , and PGD ) contribute to

the functionality of the device. Therefore, three locations are possible for the GOS defect. The
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defect injection on TCAD model of the device is accomplished through replacing a tiny cuboid

(10nm × 10nm) of the dielectric layer with the channel material. Thus, a conductive path is

created between the defective gate and the channel. The effects of GOS on the performance

of the TIG-SiNWFETs [101], and can be summarized as: 1) the parasitic current from the

defective gate to the drain/source, which is proportional to the gate-drain/gate-source voltage;

2) the degradation of transistor driving current (ID(S AT )) and the increase of Threshold Voltage

(VT h); 3) a sharp rise in the leakage current of the defective gate, which is proportional to the

gate voltage. Figures 5.2a–5.2c depict the behavior of n-type TIG-SiNWFETs in the presence

of GOS under PGS , CG , and PGD respectively. Here, GOS occurrence in PGS and CG results

in a significant reduction of ID(S AT ) similar to bulk CMOS. Moreover, the defect causes a

weak inversion and tightens the channel for carriers, that leads to a slight increase of VT h

(ΔVT h = 170mV and ΔVT h = 140mV for defective PGS and CG respectively). However, GOS

effect in PGD is negligible (Figure 5.2c). In the following, we propose an equivalent lumped

model for GOS defect.
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Figure 5.2: Behavior of defective n-type TIG-SiNWFETs in the presence of GOS: (a) GOS under
PGS , (b) GOS under CG , and (c) GOS under PGD .
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GOS Modeling in TIG-SiNWFET

The proposed GOS model for TIG-SiNWFETs consists of two nonlinear piecewise Voltage

Controlled Current Sources VCCSs (IGD , and IGS) that connect the faulty gate to the drain

and source respectively (Figure 5.3). These VCCSs might be followed by extra switches that

show the effect of other gates on the current flow. For example, the GOS in CG is modeled by

two extra switches that are controlled by the PGS and PGD (red blocks of Figure 5.3). These

switches highlight that the leakage current between CG and source/drain depends on the

polarity gate voltages. Here, we explain how the model is extracted for a GOS in CG . The same

procedure is then used for the modeling of the GOS in PGS and PGD respectively.

In the proposed model, the variation of IDS for a TIG-SiNWFET with and without GOS under

CG is used to model the current loss (Figure 5.4). Here, |Δ(ID )| represents the difference of IDS

for a faulty (GOS under CG) and non-faulty device, in which IDS depends on both VCG and

VDS values (|Δ(ID )| = |ID( f aul t y) − ID(non− f aul t y)|). In the proposed model, |Δ(ID )| determines

the amount of ICG ,D . For VDS >= 0.80 (Figure 5.4 (a)), |Δ(ID )| is VCG controlled and we use

a second-order polynomial of VCG to represent ICG ,D as shown in Eq. (5.1). For VDS < 0.80

(Figure 5.4 (b)), |Δ(ID )| shows a rapid increase when VCG is approaching Vdd . This behavior is

related to the negative ID(sat ) when VDS decreases. Thus, |Δ(ID )| is modeled by a third-order

polynomial of VCG to represent ICG ,D as shown in Eq. (5.1). In both cases, the impact of GOS

on the current loss is above VT h . For VCG <VT h , ICG ,D current is limited to the device leakage

as well as the drain-to-gate leakage when Vdd is high. Therefore, the ICG ,D is obtained by the

following equation:
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Figure 5.4: Difference of ID with and without GOS under CG versus VCG .

ICG ,D =

⎧⎪⎨
⎪⎩

a(VCG −b)2 : VDS ≥ 0.8

c(VCG )3 +d(VCG )2 +e(VCG )+ f : VDS < 0.8

(5.1)

where a, b, c, d , e, and f are the fitting parameters, which are all shown in Figure 5.5. All the

parameters in both equations are a function of VDS . Figures 5.5a–5.5c represent the relation of
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these parameters with VDS . All the parameters can be estimated by a second order polynomial

of VDS (The curves show the interpolation of the parameters with corresponding second-order

polynomial). The same procedure is utilized to find the ICG ,S model. We built this model in

Verilog-A and we used it for circuit simulations.
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Figure 5.5: Parameters of the GOS model estimator as a function of VDS . All the parameters
can be interpolated with second order polynomials.

GOS in SP and DP Logic Circuits

Here, we present a case study for circuit level GOS injection. We performed the circuit level

GOS simulations for SP (INV) and DP (2-input XOR) logic gates. Here, the defect is injected

under the CG gate. Figure 5.6 represents the transient simulation of an inverter with a defect on

the pull-down transistor. Note that we only depict the inverter response when its input changes

from 0 to 1, since the faulty n-type transistor affects the inverter response more significantly
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during this transition. The result demonstrates a significant reduction of noise margin (N ML).

A similar experiment is done on the pull-down transistor (t4) of a 2-input XOR. The result is

shown in Figure 5.7. Here, the GOS-impacted defect result in degraded logic levels that can

cause logic gate functionality failure during output low-to-high transition (AB = (00 → 01))

and noise margin reduction during output high-to-low transition (AB = (10 → 11)).
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Figure 5.6: GOS occurrence in CG of the pull-down transistor of an Inverter.
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Figure 5.7: GOS occurrence in CG of a pull-down transistor (t3) of an XOR.

5.4.2 Open CGs and PGs on the SP and DP logic gates

In this section, we investigate the impact of open defects on the functionality and the perfor-

mance of CP logic gates. When an open defect happens on a node, that should be treated as a

floating node. According to the capacitances that couple to the floating node, and transitions

that occur across the coupling capacitances, the floating node may acquire the intended
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original value, or vary dynamically. Due to the coupling effects, it is necessary to analyze the

logic gates for a range of possible voltages which may be exhibited on the floating node. The

voltage value for a floating node, VF l , is varied from VLo to VHi . (VLo , VHi ) is a subset of (GN D ,

Vdd ) in which the functionality of the logic gate under test is correct. We simulated SP (INV

and NAND) and DP (2-input XOR, 3-input XOR, and MAJ) logic gates with open faults on the

polarity gates of the pull-up and pull-down transistors. The defect-free PG biases are set to

their nominal values (for SP logic gates PGS = PGD = ′0′ and PGS = PGD = ′1′ for pull-up

and pull-down devices respectively, and for the DP gates PGS = PGD = appropriate input

signals).

Figures 5.8a and 5.8b illustrate the leakage-delay variation with respect to VF l for the polarity

gates of the pull-up and pull-down transistors in a inverter (INV) gate. Here, floating on

PGD , floating on PGS , and floating on both polarity gates are denoted by PGD , PGD , and

PGD respectively. In Figure 5.8a, the delays of PGD and PGS stay relatively constant up to

VF l = 0.3V . When VF l further increases to 0.50V , the delay of output low-to-high transition for

floating PGS rises exponentially (7×). However, the delay of PGD increases slightly, since PGD

plays a less important role in control of carrier concentrations. The leakage shows a drastical

increase for both cases (5×). This is due to the fact that, here, the leakage is dominated by

the p-type transistor. Finally, beyond VF l = 0.50, the p-type is always Off. Figure 5.8b also

shows a similar trend to pull-up transistor as discussed. Consequently, open defects on the

TIG-SiNWFETs in INV logic gates get along with several fault models, corresponding to the

voltage of VF l . For VF l below 0.50V , the pull-down transistor (t3) is polarized to n-type. Here,

the floating defect impacts the timing of the INV gate but does not change the functionality.

Beyond this threshold, the INV gate exhibits an incorrect functionality that can be captured by

the common Stuck-Open Fault (SOF) model.
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Figure 5.8: Leakage-delay variation with different biases on PGS and PGD of an Inverter gate
in TIG-SiNWFET technology.
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In Figures 5.9a, and 5.9b, the variation in leakage and delay of the pull-up (t1) and pull-down

(t3) transistors of the TIG-SiNWFET NAND are shown. A drastic increase in delay occurs as VF l

changes from its intended bias similar to what observed for the INV gate. For t3, the leakage

represents a relatively small variation . This is due to the fact that leakage of n-type device (t3)

is dominated by the other transistor (t4) of the pull-down in NAND gate. Therefore, the open

defect in TIG-SiNWFET NAND can be detected using the combination of delay fault and SOF.
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Figure 5.9: Leakage-delay variation with different biases on PGS and PGD of a Nand gate in
TIG-SiNWFET technology.

The leakage-delay characteristics of the 2-input XOR are illustrated in Figures 5.10a, and 5.10b.

Against the SP gates, here only the leakage represents a considerable variation (5 orders of

magnitude) for the various VF l (Figure 5.10a). Thus, the defect can be tested only with stuck-on

fault model. Figure 5.10b also represents the behavior of XOR when the open fault happens in

the pull-down transistor (t3). Here, the leakage variation (6 orders of magnitude) contributes

to detect the faulty device, while the delay represents a slight variation. Therefore, the test of

open defect for TIG-SiNWFET XOR requires a combination of SOF, and stuck-on fault models.

For the 3-input XOR and MAJ logic gates, there exists at least an input pattern that can reveal

the defective device. Thus, the SOF is enough for these logic gates.
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Figure 5.10: Leakage-delay variation with different biases on PGS and PGD of a XOR gate in
TIG-SiNWFET technology.

5.4.3 Bridging Defects Characterization in the SP and DP Logic Gates

Among various types of bridging defects, short between polarity terminals and supply voltage

is exclusive to CP logic gates. In SP logic gates, the bridging connection between polarity

controls and VDD in pull-up network changes the desired polarity of the device from p to n.

Similarly, bridging defect between polarity controls and GN D in pull-down network leads

to the polarity change from n-type to p-type. This defect in SP logic gates represents similar

behavior to channel break which can be easily covered by SOF. For the DP logic circuit, this

defect can be masked depending on the location of the faulty transistor in the circuit. As

polarity gates come from input signals, and polarity terminals are accessible from circuit

inputs, it is possible to define a logic level fault model for this defect to facilitate the test

process. We define the stuck-at n fault to represent the bridging defect in the pull-up network.

The stuck-at n defect can be applied on the circuits using Vstuck−at n = [PGD : ′1′ PGS : ′1′].
Similarly, the stuck-at p-type defect is defined by Vstuck−at p = [PGD : ′0′ PGS : ′0′].

In order to evaluate the performance of this model, we analyzed the TIG-SiNWFETs XOR by

exhaustive fault injection. If the faulty device is located in pull-down network, the wrong

output of the logic gate reveals the fault. For the pull-up network, the fault detection is only

possible by leakage observation. Here, the leakage variation is more than ×106. This variation

is high enough to be sensible by the IDDQ test.

5.4.4 Channel Break in the SP and DP Logic Gates

Channel break demonstrates a similar behavior like stuck-open faults in SP logic gates. The

detection of this defect requires to employ a two-pattern test. The first vector initializes
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the gate output and the second one evaluates the wrong output value in the presence of a

fault. For example, a NAND gate as a SP logic contains three vectors of two-pattern tests

(v1 = (11 → 01), v2 = (11 → 10), v3 = (00 → 11)), by which all the channel break defects for

the TIG-SiNWFET NAND can be detected. Although it is possible to detect all faults related

to the SP logic gates such as FinFET NAND gates, detection of open faults in DP logic gates

is non-trivial. When a channel break happens on a transistor of a DP TIG-SiNWFET gate,

the redundant structure of the transistors masks the impact of faulty transistor. Here, the

fault masking depends on the capacitances that couple to the output node and the polarity

of the fault free transistor. In order to simulate this situation, we performed fault injection

using vectors VPO f f = [CG: ′1′ PG: ′0′] (p-type off transistor) and VNO f f = [CG: ′0′ PG: ′1′]
(n-type off transistor). When the negated value of the CG signal is applied to PGs, the transistor

goes to the turn off mode. The vectors have been applied on the 2-input TIG-SiNWFET XOR

(FO4) to evaluate the channel break on the DP logic gates. Here, all the injected faults are

masked by the transistors in the pull-up and pull-down networks. Indeed, the channel break

defect does not change the logic gate functionality. The defect only affects the performance

parameters of the gate such as delay and leakage. Our simulation results on 2-input XOR

revealed that the variation of performance parameters are too low for the purpose of fault

detection (Δleakag e ≤ 100%, and Δdel ay ≤ 58%). The challenging part to reveal this defect

is limited access to the polarity terminals in DP logic gates, since they are utilized as logic gate

inputs. In the following, we propose a procedure which can be efficiently used for channel

break detection of DP logic gates.

Unlike the SP logic gates, the detection of channel break defects in DP logic gates requires

a pair of two-pattern test vectors. Suppose that we have a channel break defect in a pull-up

transistor (t1) of an 2-input XOR gate. In this case, the transmission gate structure that connects

the output to Vdd is degraded to a pass transistor (t2). The first vector, (v1 = (00 → 01)),

initializes the gate output to ′0′ and then connects the gate output to Vdd by polarizing

the fault-free device (t3) to a ON n-type transistor (Figure 5.11). The second vector, (v2 =
(00 → 10)), initializes the gate output to ′0′ again and then connect the gate output to Vdd by

oppositely polarizing the fault-free device (t3) to a ON p-type transistor (Figure 5.11). The

p-type transistor, in pull-up, passes a weak ′1′ that leads to a large delay penalty in the XOR

output to switch from ′0′ to VI H (The VI H value for this technology is 0.60V ). Here, we observe

a delay up to 10× for the XOR gate. In case of no channel break, an ON transmission gate in

pull-up network passes a strong ′1′ to the gate output for both test vectors without introducing

any extra delay. The same scenario can be utilized for channel break detection in pull-down

network as well. Therefore, the delay can be used a criteria for the detection of channel break.
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Figure 5.11: Nanowire break defect detection using a pair of two-pattern test.

5.5 Summary

Further scaling of the planar CMOS technology has been confronted with serious chal-

lenges such as increased leakage and process variation. Among the alternative technologies,

controllable-polarity silicon nanowires such as TIG-SiNWFETs are promising owing to their

lower leakage and great electrostatic control. Moreover, their reconfigurable structures provide

the opportunity of implementing logic gates with enhanced functionality, i.e., implementing

logic gates with fewer number of devices than that of the current technology. As one of the

necessary design steps, fault modeling is needed for this new technology. In this chapter, we

performed an inductive fault analysis on the TIG-SiNWFETs. According to the fabrication

process steps, a defect model was extracted. This model contains channel break, gate oxide

short, bridging and floating defects. We simulated the effect of these defects on various cate-

gories of CP circuits. Then, we extended the current CMOS fault model to a new hybrid model,

including stuck-at n-type and stuck-at p-type, which can be efficiently used for the detection

of defects in CP logic gates. The experimental results revealed that the gate oxide short and
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floatings on the polarity gates are detectable by analyzing the performance parameters like

delay and leakage. We also illustrated that the current CMOS test methods are not able to

capture all faults in CP logic gates, i.e., stuck- Open. Finally, we proposed an appropriate test

method to cover such faults.
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6 Design of a Fault Tolerant
Ripple-Carry Adder with
Controllable-Polarity Transistors
6.1 Introduction

All digital integrated circuits are susceptible to functionality failures. These failures are not

tolerable since they adversely affect the fabrication yield. Moreover, safety-critical applications

require a certain level of reliability. Therefore methods for increasing reliability and fault toler-

ant ability of such systems are inevitable. Fault tolerant can be achieved by using redundancy.

This can be in the form of hardware, time, information, software, and even system redundancy,

or any of their combinations.

In this chapter, we first perform an analysis on the effects of possible permanent faults affecting

a generic controllable-polarity device based on the inductive fault analysis that was presented

in Chapter 5. In order to take into account the specific characteristics of the controllable-

polarity devices, this analysis has to be performed at the transistor level. We propose a new

fault model that takes into account the specific characteristics of these devices, extending the

popular stuck-open/stuck-short fault model traditionally used at that level. Then, we analyze

the behavior of circuits based on controllable-polarity devices when permanent device faults

are present, and identify the conditions for their detection/masking. Results show that a high

number of faults are masked, thus making this new technology particularly interesting from a

reliability point of view. Performing this analysis at the transistor level allowed us to express

the behavior of each gate when any of the possible faults affecting each of its transistors arise.

We use this information to forecast the behavior of more complex circuits consisting of the

above gates, thereby achieving the same precision than a transistor level analysis but with

much lower computational complexity.

Based on the results of the previous analysis, we also propose a fault-tolerant ripple-carry

adder architecture exploiting XOR/MAJ logic gates built entirely with controllable-polarity

transistors. In order to guarantee a high degree of resiliency with respect to single and double

permanent faults in every single stage, we combine the intrinsic resiliency of the controllable-

polarity-based circuits with the usage of the Triple Modular Redundancy (TMR) architecture.

Although faster solutions are often adopted to implement adders, e.g., based on the Kogge-
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Stone architecture [102] and its fault tolerant version [103], the TMR version of the ripple-carry

adder still represents the reference to compare with, especially when the parallelism is limited

and power is not a major issue (in the latter case, solutions based on reversible logic are often

adopted [104]).

Experimental validation shows that the full-adder architecture we propose is able to tolerate all

possible single faults and a very high percentage of the double ones. In addition, it proves that

the proposed solution provides a 15%, 18% and 12% gain in area, performance and leakage

power with respect to similar architectures implemented in FinFET technology at 22-nm

technology node. Finally, the proposed architecture is significantly cheaper with respect to

solutions based on hardening the circuit at the transistor level, such as those proposed in [105],

whose area overhead 4× the unhardened circuit.

6.2 Background and Motivation

Adders are the necessary part of data processing systems in safety-critical applications [106].

They are commonly found in the critical path of arithmetic and logical units (ALUs) and

address generation units. Therefore, the design of adder structures with error detection and

correction capabilities is an important research topic.

Existing methods usually use the parity prediction technique in combination with a two-rail

code [107, 108]. In [107], the two-rail code is used for carries and the parity prediction is

used for the outputs. Both the parity prediction and checkers of two-rail codes decrease the

performance drastically, because both of them need XOR-tree structures. In [108], the parity

code is exploited to detect input operands error and the two-rail code is used for the output

error detection. In addition to these techniques, duplication with comparison [108] can also

be used. This technique has about 100% area and power overheads. All of the mentioned

techniques only detect errors and simply use re-execution, the most popular and simplest

correction technique. The re-execution cannot correct permanent faults, and it increases the

delay about two times. Furthermore, many single-bit errors cannot be detected in CLA adders,

which are checked by arithmetic codes [109]. An alternative to re-execution is TMR technique

which is an almost traditional technique to cope with error occurrence in all circuits as well

as the adders. This technique has high power consumption and area overheads; thus, a fault

tolerant adder is achieved at the cost of highly increasing the power consumption and the

area. Moreover, TMR is suffers from the problem of single point of failure for voting operation.

So, single-bit faults can also escape to other part of the system.

Using controllable-polarity devices, it is possible to build very compact arithmetic logic gates,

such as eXclusive OR (XOR) and MAJority (MAJ). This compactness can be leveraged in adder

implementations, as reported in Figure 6.1, where we show a full adder composed of only 8

controllable polarity transistors. This circuit exploits 3-input XOR and MAJ gates to implement

the sum and the carry, respectively. Note that the proposed cells exploit a transmission-gate

design. We will see, in the following, that this introduces a degree of redundancy at the gate
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level, that is beneficial from a robustness perspective. A self-checking ripple-carry adder

architecture, exploiting this adder structure, is proposed in [110]. This architecture is far

less expensive in terms of area than comparable CMOS architectures. Here, we make one

step forward with respect to [110]. In addition to exploit the reduced area cost offered by

controllable-polarity devices, we take into account their intrinsic capabilities in masking, i.e.,

tolerating, faults and use them to build a fault-tolerant adder.
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Figure 6.1: Realization of 1-bit Full adder in CP-SiNWFET technology.

6.3 Evaluating Controllable-Polarity Circuit Robustness

In this section, we introduce a new fault-model suited to controllable-polarity transistors,

study the robustness of operations for XOR and MAJ logic gates exploiting controllable-polarity

transistors, and extend the results of this analysis to circuits composed of different gates.

6.3.1 Fault Model for Functionality Evaluation

The robustness evaluation of circuits based on controllable-polarity devices cannot be per-

formed by relying on usual fault models and tools, e.g., working at the gate level [111]. Indeed,

when new technologies are introduced, it is common to envisage a lower-level approach, e.g.,

resorting to transistor-level fault models [112]. In such a case, the most common solution

lies in inductive fault analysis of the device as well as layout-based defect map extraction for

feasible fabrication shortcomings.

In this chapter, we only consider the defects that completely change the functionality, e.g.,

change the polarity of a transistor from p-type to n-type. Defects affecting the performance

but keeping the functionality untouched are not considered. These defects can be modeled

by generalizing bridge defects to the two gates composing our transistors. Therefore, we

introduce a new fault model that generalizes the stuck-at model for the mentioned bridge
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defects:

• stuck-at-0 on CG (CG/0), stuck-at-1 on CG (CG/1): This defect is similar to what happens

in the current technology. Depending on the polarity of the transistor, such defect will

lead to a Stuck-Open or Stuck-Short behavior of the device.

• stuck-at-0 on PG (PG/0), stuck-at-1 on PG (PG/1): This defect affects the polarity of the

device. The device will be either stuck-at-n or stuck-at-p, affecting the logic operation.

The new fault model straightforwardly extends the traditional transistor-level fault model,

where the gate can be either stuck-at-0 or stuck-at-1, and takes into account the specific

characteristics of controllable polarity transistors. Each of these faults corresponds to forcing

to 0 or 1 the value of the corresponding controllable-polarity transistor input signal. We denote

this fault model as CG/PG fault model.

6.3.2 XOR/MAJ Gates Robustness

In order to evaluate the robustness of a circuit implemented with controllable-polarity devices,

we need to evaluate the behavior of the basic logic primitives, when a CG/PG fault occurs in

any of the transistors of the gate.

Simulation of Logic Gates

The 3-input XOR and MAJ logic gates, shown in Figure 6.2 (repeated for reader convenience),

respectively, have been characterized using electrical simulations.

Out
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3-input XOR Majority (MAJ)
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t2t1

t3 t4
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Figure 6.2: 3-input XOR and Majority (MAJ) logic gates in CP-SiNWFET technology.

First, we identify the input voltage ranges associated to Boolean input 0 (VI L) and 1 (VI H ). This

is done by performing Spice simulation on the logic cells of our library, and then selecting the
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worst case. Figure 6.3 depicts two example for a 2-input XOR gate. Defining the input voltage

boundaries will help us to identify a faulty gate behavior in presence of a transistor-level fault.

We report the obtained points for the logic gates:

• VI H = 0.600V

• VI L = 0.540V

Therefore, the two logic gates will correctly behave when the output voltages for Boolean

output ′0′ (VOL) and ′1′ (VOH ) are in the following ranges:

• 0.600V < VOH < 1.2V

• 0V < VOL < 0.540V

(a) An example of transfer characteristic of a 2-input XOR in CP-SiNWFET technology (input
A=sweep from 0 to 1 and input B=1)

(b) An example of transfer characteristic of a 2-input XOR in CP-SiNWFET technology ((input
A=sweep from 0 to 1 and input B=0)

Figure 6.3: Transfer characteristic of a CP-SiNWFET 2-input XOR gate.
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The identified ranges are used to classify the output values of the different gates. Then, the

behavior of the logic gates under all possible CG/PG faults is computed by using DC operating

points analyses for all possible input conditions.

XOR/MAJ Gates Behavior under CG/PG Faults

Tables 6.1 and 6.2 report the simulated DC operating points of the 3-input XOR and MAJ gates,

respectively, when the gates are fault-free and when each of the CG/PG faults are injected

in the different transistors (t1 to t4).The CG/PG fault injection induces different behaviors

classified under three categories:

• Correct behavior (highlighted in green) when a CG/PG fault is not excited by the applied

input vector;

• Masked-fault behavior (highlighted in blue) when a CG/PG fault is excited and induces

a reduction of the noise margin at the output of the gate, but does not induce a faulty

gate behavior as the output voltage is still in the correct VOH and VOL range;

• Faulty behavior (highlighted in red) when a CG/PG fault induces an incorrect value at

the output of the gate.

Considering the 3-input XOR (Table 6.1), the results indicate that 8 CG/PG faults out of 16 lead

to a faulty gate behavior that is observable at the gate output for at least one input combination.

The remaining 8 CG/PG faults are always masked. Moreover, the 8 detectable faults produce

a faulty output when 4 out of 8 possible input values are applied ("001", "010", "100", and

"111"). With the other 4 input combinations ("000", "011", "101", and "110"), the circuit always

produces the correct output no matter the presence of a fault. Controllable-polarity transistors

have 4 different modes of operations: On n-type, Off n-type, On p-type and Off p-type. A

CG/PG fault restricts the number of operations of the device but does not fully lock it in a

unique mode. This property is unique to the class of controllable-polarity transistors and

unachievable with standard transistors. This has a positive impact on the fault tolerance of

the overall gate circuit. As an example, we can consider the PG/0 fault on t4 in the 3-input

XOR under input values "000". Under fault-free conditions, the bottom transmission-gate is

on, with t3 configured as p-type and t4 as n-type. In this case, t4 propagates properly the logic

0. However, when a PG/0 fault affects t4, t4 polarity switches to p-type. In this condition, the

logic 0 cannot be fully propagated, but is still transmitted with limited voltage degradation.

Such degradation reduces the noise margin of the gate, but does not induce a faulty behavior.
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Similarly, for the 3-input MAJ (Table 6.2), the results indicate that the number of faulty behav-

iors is very small:12 faults out of 16 are always masked. Moreover, the 4 faulty conditions do

produce a difference in the output voltage only when 2 of the 8 possible input combinations

are applied ("011" and "110"). For the 6 remaining input combinations, the CG/PG faults

never produce any output misbehavior.

Circuit-level Analysis

Based on the results of the detailed transistor-level analysis presented so far, we can describe

the behavior of each possible logic gate for each possible input combination and for each

possible fault affecting each of the internal transistors. Therefore, we build a detailed model

of the fault-free and faulty behavior of each gate. Using these models, we then determine

the fault-free and faulty behavior of a larger circuit composed of different gates working at

the logic level. This allows us to ignore the details of the underlying transistor-level structure,

without loosing accuracy. In the sequel, we develop VHDL models for each gate (with suitable

control signals to inject each possible fault), and combine them to extensively analyze the

behavior of larger circuits.

6.4 Fault-tolerant Ripple-carry Adder Architecture

Knowing the behavior of the 3-input XOR and MAJ gates exploiting controllable-polarity

transistors, and using the approach we just described, we now investigate the possibility to

implement a fault-tolerant ripple-carry adder architecture based on these primitives.

We consider the 1-bit adder circuit represented in Fig 6.4 and consisting of two 3-input XOR

gates for the sum generation and two 3-input MAJ gates for the carry generation. As compared

to the simpler adder with one 3-input XOR and a Majority, this circuit generates both the sum

and carry signals and their inverted versions in a unique logic level. This allows us to create

ripple-carry adder structures without adding any inverters to drive the next stage. Note that,

due to the transmission gates, buffers will be required every 4 stages.

Using the approach described in the previous section, we first create a logic model of the

proposed adder in VHDL combining the models of each composing gate, and use it to gather

simulation results for every one of the proposed faults during an exhaustive simulation. Results

show that most of the possible CG/PG faults (40 out of 64) are masked in this structure. In

order to make the adder fault-tolerant with respect to all the possible faults and under all the

input conditions, we propose a TMR-based 1-bit adder architecture, shown in Figure 6.5. Note

that, in this figure, the inverted input and internal signals are not represented.

The key characteristics of the proposed fault tolerant adder are:

• Each 1-bit adder of Figure 6.4 is triplicated and voted. In this way, any single fault
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Figure 6.4: 1-bit adder with generation of inverted sum and carry.

affecting a single adder can be tolerated and does not propagate to the following stages

of the adder.

• The inputs to each replica, labeled from 1 to 3, are permuted. In this way, even if the

same fault affects more than a single replica, this does not evolve into a common mode

fault, and the circuit behaves correctly.

• Each of the 3 output signals, i.e., the sum and the carry signals (regular and comple-

mented to cascade further stages) is voted. Since the majority voter has been shown

in the previous section to never fail with the "000" and "111" input combinations, the

voter never fails when the three 1-bit adders are fault-free. This guarantees that the 1-bit

adder never produces a faulty output in the presence of a single fault affecting an adder

or a voter.

• Given the above properties, one can easily build a ripple-carry adder out of the proposed

1-bit adder, knowing that fault effects cannot propagate from one stage to another.

The proposed architecture provides significant benefits in terms of fault tolerance. Thanks

to triplication, it can mask any single fault in the three 1-bit adders and in the voter, which is

never stimulated with an input value able to excite a fault inside it, unless another fault exists

in an adder. Clearly, faults on the inputs A and B of the single cell of the full adder cannot

be tolerated (unless they are in turn triplicated). Thanks to the input permutation and to

the robustness of the 1-bit adder, less than 1% of the possible 4,032 (64 × 63) double faults

affecting a couple of replicas produce a faulty behavior.
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Figure 6.5: (TMR)-based 1-bit adder architecture

6.5 Quantitative Analysis

In order to provide the reader with some more details about the performance and characteris-

tics of the proposed architecture, we first performed some experimental analysis, aimed at

checking its behavior in the presence of single and double faults.

Results of this analysis (performed by combining at the gate level the results reported in the

previous Sections) confirmed that all single faults are masked, either by the characteristics of

the controllable-polarity gate implementation, or by the TMR architecture.

From the circuit-level performance perspective, we compared the proposed circuit imple-

mented using SiNWFETs with its equivalent CMOS FinFET 20-nm LSTP counterpart using

electrical simulations. The load capacitance for the two circuits is set to 1fF. We consider the

area, the worst-case delay and the leakage power. The circuit-level results are summarized in

Table 6.3.

Table 6.3: Fault-tolerant 1-bit adder characteristics

20 nm node # of transistors Area (μm2) Delay (ps) Leakage power (nW )

FinFET LSTP 108 5.98 371 23.84
DG-SiNWFET 60 4.98 304 21.06

Gain 44% 15.5% 18.1% 11.6%

The proposed implementation requires 16 controllable-polarity transistors for each 1-bit

adder, plus 12 transistors for the 3 majority voters. Hence, 60 transistors are required for the

proposed fault-tolerant 1-bit adder. By applying the same design principles with transmission-

gate CMOS, we obtained 24 transistors for a 1-bit full adder. Note that the reference structure
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also generates all the inverted signals required to cascade the different adder stages. Smaller

implementations can be identified for both CMOS and controllable-polarity transistors if ded-

icated inverters are used to generate the inverted signals. Then, a TMR-based implementation

in CMOS technology would require 3 × 24 transistors, plus the cost for the majority voting

on the data output, accounting for 3 × 12 transistors. In total, 108 transistors would thus be

required. Hence, the proposed solution requires 44% fewer transistors. When considering the

area of the two adders, the proposed solution requires 4.98μm2 as compared to 5.89μm2 for

its equivalent FinFET implementation. This leads to a gain of 15% in area. The gain is reduced

compared to the simple transistor count, as controllable-polarity transistors are bigger than

FinFETs, due to the additional polarity terminals. The proposed solution is also significantly

less expensive than the one proposed in [113], which proposes a fault-tolerant architecture for

the voter consisting of an XOR and a multiplexer.

Finally, the proposed solution can be easily used to build up an adder with any data parallelism

n, whose total cost scales linearly with n. Since we demonstrated that single faults affecting

one stage do not propagate to the following ones, the level of fault tolerance of the final adder

is not affected by its parallelism.

From a performance perspective, the proposed implementation is shown to be faster by a

18% reduction of the worst case delay. This is accounted to the reduced number of stacked

transistors coming from the use of controllable polarity transistors. Finally, the leakage power

is reduced by 12%, thanks to the good electrostatic control offered by the NWFETs.

6.6 Summary

Controllable-polarity transistors offer many advantages to implement arithmetic logic gates

at a reduced implementation cost. Besides the implementation compactness, an important

parameter to consider is the robustness with respect to possible faults. In this chapter, we

performed such an analysis and showed that circuits based on controllable-polarity transistors

can tolerate a large number of faults. Thanks to this property, they can be used to build

effective structures demonstrating great fault tolerance, in addition to area, power and speed

improvements. In particular, we showed that the SiNWFET implementation of a fault tolerant

1-bit adder (that can be easily used to build an adder of any size) is 15% smaller, 18% faster,

and 12% less power consuming than the corresponding CMOS solution. This module can be

used to build a ripple-carry adder of any length able to tolerate any single permanent fault

and most of the possible double faults in any of its stages.
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7 Conclusion

7.1 Thesis Conclusion

The aggressive shrinkage trend of the feature size in current CMOS technology has confronted

digital designers with serious challenges including short channel effect and high amount of

leakage power. To address these problems, emerging nano-devices, e.g., Silicon NanoWire FETs

(SiNWFETs) have been introduced by the research community. These devices keep on pursuing

Moore’s Law by improving channel electrostatic controllability, thereby reducing the Off -state

leakage current. In addition to the improvements in conventional device performances, recent

developments introduced devices with enhanced capabilities such as Controllable-Polarity

(CP) SiNWFETs. In particular, these transistors represent the ability of in-field reconfiguration

which makes them very interesting for compact logic cell and arithmetic circuits.

For deeply-scaled nano-devices, variability and fabrication defects are expected to significantly

affect the reliability of complex systems. Indeed, the amount of physical controls, during

the fabrication process of nanometer transistors, cannot be precisely determined because

of technology fluctuations. Furthermore, due to the novel device geometries, a number of

new variation sources may arise during the fabrication. Therefore, fabrication parameters can

be very different from their nominal values. On the other hand, novel devices rely on the use

of unconventional switching mechanisms with regard to conventional doped source/drain

transistors, such as Schottky barrier injection at channel interfaces. These new mechanisms

allow technologists to build devices that are less relying on statistical process steps and are

therefore prone to exhibit the desired robustness. Hence, giving an a-priori conclusion on the

variability of advanced technologies is a difficult task and novel estimation methodologies are

required.

Statistical analysis of process variation requires a great amount of numerical data for nanoscale

devices. Large data sets can capture the characteristics of the population of fabricated devices.

Generating large data sets, introduces a serious challenge for variability analysis of emerging

technologies due to the lack of fast simulation models. On the one hand, the development

of accurate compact models entails numerous tests and costly measurements on fabricated
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devices. Compact models are widely used for fast and precise simulations of circuits in

current CMOS technology. However, this possibility is not available for novel devices. On

the other hand, Technology Computer Aided Design (TCAD) simulations, that can provide

precise information about devices behavior, are too slow to timely generate large enough

data set. TCAD simulations are used to predict the electrical behavior of a semi-conductor

device given its physical description. The physical description indicates the geometry and

materials involved. TCAD simulations provide the first order opportunity to design devices

without developing or purchasing expensive new fabrication equipment, at a cost of heavy

simulation runtime and tough convergence difficulties for complex models. In this thesis,

we proposed a fast methodology for generating data set for variability analysis is introduced.

This methodology combines the TCAD simulations with a learning algorithm to alleviate the

time complexity of data set generation for emerging nano-devices. Here, a Feed Forward

Neural Network is exploited to predict the I-V curve of a CP-SiNWFET for a given set of

parameters. The simulation results revealed that this method can considerably alleviate the

time complexity of generation large data set for variability analysis.

Another formidable challenge for variability analysis of the large circuits is the growing number

of process variation sources in deep nanoscale technologies. Utilizing parameterized models

is becoming a necessity for chip design and verification. However, the high dimensionality of

parameter space imposes a serious problem, i.e. computational complexity for variability anal-

ysis. Unfortunately, the available dimensionality reduction techniques cannot be employed

for three main three reasons: lack of accuracy, distribution dependency of the data points,

and finally incompatibility with device and circuit simulators. Most of the current methods

are linear. As a result they cannot capture the strong non-linearity among process and perfor-

mance parameters. Furthermore, these methods represent their maximum efficiency when

the distributions of process parameters are Gaussian, which is not correct for devices such as

FinFET or SiNWFETs. We proposed a novel technique of parameter selection for modeling

process and performance variation. This method utilizes a universal non-linear regression

model which can efficiently model all the linear and non-linear dependencies among process

and performance parameters. This is necessary for high precision variation analysis. Our

simulation results on various benchmarks in FinFET and DG-SiNWFET proved the efficiency

of this method.

Appropriate testing, to capture manufacturing defects, plays an important role on the quality

of integrated circuits. Compared with conventional CMOS, emerging nano-devices such as

CP-SiNWFETs have different fabrication process steps. Therefore, the type of defects for these

technologies can be different from the CMOS devices. In this case, it is not clear that the

current fault models can be efficiently used for defect detection of emerging technologies. In

this research, we investigated the inefficiency of the current CMOS fault models for detecting

the fabrication defects of CP-SiNWFET technology. Considering the fabrication steps, we

extracted the possible fabrication defects. We studied the impacts of extracted defects on

the performance and functionality of devices, and then proposed a hybrid fault model for

this technology. We also provided a couple of test methods for detecting the manufacturing
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defects in various types of CP-SiNWFET logic gates.

Designing fault-tolerant circuits is very important for safety-critical applications. We studied

the behavior of various arithmetic logic cells in presence of faults. Based on the obtained

result we proposed a fault-tolerant adder that can mask all the single faults. This design is

based on using triple modular redundancy while efficiently address the single point of failure

problem of the voters. The proposed architecture has superior characteristics in terms of

power consumption, speed, and area rather than the competitive architectures in FinFET

technology.

7.2 Further Directions

With continuing downscaling trend for integrated circuits, the impact of variations on circuit

performances becomes increasingly important. In order to satisfy the required yield and

performance, statistical analysis and design will be necessary for digital circuits. Statistical

compact modeling can be a feasible solution for deeply scaled circuit design. This can be

achieved by the extension of the proposed methodology in Chapter 3. In a statistical compact

model, the variability parameters of the target device are not constant anymore. Indeed,

the statistical behavior of these variables is considered during the circuit simulation. Conse-

quently, the variability on the circuit performance parameters can be specified because the

statistical behavior of each device parameter is accurately mapped on the functionality of the

circuit. This procedure can be performed through a learning-based I −V curve predictor. This

approach requires a powerful outlier removal to guarantee the accuracy of each I −V curve as

well as a mechanism for regenerating missing curves.

Fast and accurate performance analysis of the large designs is needed for precise yield esti-

mation. Adding topology information of the circuit under test to the proposed technique in

Chapter 4, can considerably increase its performance and accuracy. This can be performed

by extracting the circuit topology graph which includes the map of connections between the

logic gates. As the proposed technique keep the meaning of the parameters, branches and

reconvergent fanouts do not increase the complexity of variability analysis. Accordingly, the

most important parameters can be selected simply, and then circuits’ performance can be

efficiently computed from primary inputs to the primary outputs.

Reliability evaluation of the CP-SiNWFETs is also an important problem. Modeling the aging

phenomena in this technology is a requirement for such an evaluation. TCAD simulation,

similar to what we have done in Chapter 5, can be done to extract the deviation of performance

and the functionality of a CP device. This model can be used for reliable circuit design in

CP-SiNWFET technology.

Soft errors play an important role on the reliability of the safety-critical applications. Dimen-

sion shrinkage increases the susceptibility of the circuits to soft errors since the tinier devices

use a smaller amount of charge for storing the logic states. Therefore, the hit of a high energy
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particle can generate spike currents that may propagate in the circuit and even change the

logic values of the memory elements. Modeling soft errors in CP-SiNWFETs is a two-fold

problem. First, the model of the soft error for a single device has to be extracted through TCAD

simulations. Second, the fault injection and soft error rate estimation have to be done for

various circuits to reveal the susceptibility of such technology. The outcome of this step is

then used for dependable circuits.
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