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Résumé

Les déversements anthropiques ponctuels de fluides pétroliers, lesquels contien-
nent des milliers de composés, représentent une menace pour les environnements marins.
Cependant, des modeles capables d’expliquer le comportement de ces nombreux composés
dans I’environnement marin manquent cruellement dans différents domaines. Ceci est parti-
culierement vrai pour les relachements de fluides pétroliers en eaux profondes. Dans cette
thése nous avons taché d’y remédier, en présentant de nouveaux modeéles permettant de
prédire le partitionnement de centaines de composés du pétrole lors d’un déversement dans
I’environnement marin, en surface ou a grande profondeur. Nous introduisons également des
améliorations aux techniques d’analyse des données.

Dans le but de répondre a ce besoin de modeles a méme de prédire le comportement de
centaines de composés pétroliers, la chromatographie en phase gazeuse a deux dimensions
(GCxGC) est utilisée dans ce travail. La GCxGC permet une analyse quantitative et détaillée de
la composition du pétrole et permet également d’estimer les propriétés chimiques de certains
de ses composants. Néanmoins, la présence de variations incontrélées de temps de rétention
des composés au sein des chromatogrammes a deux dimensions limite la possibilité d’effec-
tuer des comparaisons quantitatives. Pour cette raison, un nouvel algorithme d’alignement a
été développé afin de réduire ces variations et de faciliter certaines des comparaisons quan-
titatives effectuées dans cette thése. Notre algorithme présente des performances supé-
rieures en comparaison de deux autres algorithmes préexistants.

Lors des premiéres heures apres le déversement de fluides pétroliers a la surface de la mer,
certains hydrocarbures vont rapidement étre transférés dans I'air et dans I’'eau. Cependant la
communauté scientifique manque de données détaillées au niveau de la composition en ce
qui concerne cette période initiale, en raison de I'incapacité de prendre des échantillons si
rapidement lors d’'un déversement involontaire. Nous avons développé un modeéle applicable
a I'entier d’un chromatogramme a deux dimensions ainsi qu’a des composés individuels. Ce
modeéle a été validé sur la base de données récoltées lors d’un déversement volontaire non-
confiné de 4,3 m3 de pétrole en mer du Nord, mené conjointement par notre laboratoire et
divers instituts de recherche européens. Notre modele nous a permis d’étudier le partition-
nement des hydrocarbures durant cette période initiale, et de prédire I'effet de la variation
de certains paramétres environnementaux sur ce partitionnement.

Des modeles validés sont nécessaires afin de simuler le comportement des composés du pé-
trole lorsque ce dernier est déversé dans I'eau a grande profondeur. Afin de répondre a ce
besoin, nous avons développé un modele thermodynamique permettant la prédiction du par-
titionnement des composés d’un fluide pétrolier entre le gaz, le liquide, et I'eau. Le modele
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permet également d’estimer les densités et viscosités des différentes phases, le tout en fonc-
tion de la composition, de la pression et de la température. Ceci nous a permis de fournir des
estimations pour plusieurs propriétés des fluides pétroliers émis durant la marée noire Deep-
water Horizon, en 2010, ceci aux conditions ambiantes ou ces fluides ont été reldchés : a en-
viron 1500 métres de profondeur dans le Golfe du Mexique. Ce modéle nous a permis égale-
ment d’étudier I'effet de la profondeur sur la solubilité dans I'eau de mer des différents com-
posés du pétrole.

Toujours pour la marée noire Deepwater Horizon, le partitionnement des hydrocarbures rap-
porté par plusieurs auteurs n’a pas regu d’explication mécanistique. Afin de remédier a cet
état de fait, nous avons développé un modele décrivant le comportement du panache de
bulles et gouttelettes (formées de composés du pétrole) et d’eau entrainée, incluant la ciné-
tique de dissolution dans I'eau de mer et les principaux effets liés aux pressions élevées ren-
contrées a grande profondeur. Ce modele constitue la premiere démonstration mécanistique
de I'importance majeure de la dissolution pour expliquer le partitionnement documenté d’hy-
drocarbures vers les eaux profondes durant la marée noire, avec ~27% de la masse émise qui
a été dissoute, selon les prédictions du modele pour le 8 juin 2010. Notre modéle permet
également d’apporter des éléments de réponse a une des grandes questions non-résolues :
déterminer si une large fraction des fluides pétroliers émis a pu étre retenue en profondeur
pour une durée prolongée sous forme de minuscules gouttelettes.

La biodégradation joue un réle majeur pour la dégradation des résidus pétroliers dans I’envi-
ronnement apres une marée noire. Cependant, seules des informations limitées sont dispo-
nibles concernant la biodégradation des hydrocarbures saturés dans I'environnement en sur-
face, bien que le pétrole soit composé principalement de composés saturés. En collaboration
avec la Woods Hole Oceanographic Institution, nous avons étudié des résidus pétroliers ré-
coltés 12 a 19 mois apres le début de la marée noire Deepwater Horizon. Nous avons pu dé-
terminer les différences de susceptibilité a la biodégradation des hydrocarbures saturés dans
I'intervalle n-C,; (hydrocarbure saturé non branché avec 22 atomes de carbone) a n-Cy.

En résumé, nous avons montré dans cette thése qu’une modélisation détaillée du devenir des
nombreux composés du pétrole dans I'environnement marin est possible, permettant d’amé-
liorer la compréhension des niveaux de pollution auxquels les organismes marins sont expo-
sés lors de marées noires, particulierement durant les premiéres heures.

Mots-clés

Chromatographie en phase gazeuse a deux dimensions, GCxGC, marée noire, pétrole, trans-
fert de masse, biodégradation, eaux profondes, Deepwater Horizon, puits de Macondo



Abstract

Anthropogenic releases of petroleum fluids, which contain thousands of com-
pounds, represent a threat to marine environments. However, there was a lack of models
able to explain the independent behaviors of the numerous compounds of a spilled petroleum
fluid, in particular for a release in deep waters that is subjected to elevated pressures. In this
thesis, we present new models to predict the behavior of hundreds of petroleum compounds
upon release in the environment, both at the sea surface and in deep waters. We also propose
advances to data-analysis techniques.

Comprehensive two-dimensional gas chromatography (GCxGC) is used for quantitative and
detailed analysis of petroleum composition, enabling the development of models able to pre-
dict the independent behavior of numerous petroleum compounds. Nevertheless, uncon-
trolled run-to-run variations of analyte retention times are encountered in GCxGC chromato-
grams and this hampers quantitative comparisons. Therefore a new alignment algorithm was
developed, enabling improved analysis in subsequent chapters.

During the early period after release at sea surface (first hours), several petroleum hydrocar-
bons fractionate into air and water. However there is a lack of detailed compositional data
for this early period, which cannot usually be sampled. We developed a model of evaporation
and aqueous dissolution applicable to a whole GCxGC chromatogram and to individual com-
pounds. This model was validated using data recorded previously during a 4.3 m? oil release
experiment conducted on the North Sea. Our model enabled us to investigate the fractiona-
tion of hydrocarbons during this early period, and to estimate the expected outcome when
several environmental conditions are varied.

The thermodynamic properties of petroleum gas and liquid phases released in deep waters
are poorly known. To address this need, we present a thermodynamic model of the gas-liquid-
water partitioning, densities, and viscosities of petroleum mixtures with varying composition,
as a function of pressure, temperature, and water salinity. This enabled us to provide esti-
mates for poorly characterized properties at ambient conditions encountered at emission
depth during the 2010 Deepwater Horizon disaster, and to investigate the effect of depth on
equilibrium aqueous solubility.

The hydrocarbon fractionation reported during the Deepwater Horizon disaster had not been
mechanistically explained. To address this need, we developed a model of the combined ef-
fects of buoyant plume dynamics and aqueous dissolution kinetics, including relevant deep-
water effects. This is the first study to demonstrate mechanistically that aqueous dissolution
was a major process, with ~27% of the emitted mass dissolved during ascent. Our model pre-
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dictions also provide insight in the debate on whether the injection of dispersant at the emis-
sion source led to the formation of <300 um droplets that stayed submerged for weeks or
months.

Biodegradation plays a major role in the natural attenuation of oil spills. However, limited
information is available about biodegradation of different saturated hydrocarbon classes, de-
spite that oils are composed mostly of saturates. In collaboration with the Woods Hole Ocean-
ographic Institution, we studied weathered oil samples collected on Gulf of Mexico beaches
12-19 months after the Deepwater Horizon disaster. We determined the difference in sus-
ceptibility to biodegradation for different saturates in the n-C,,—n-Cy range.

Keywords

Comprehensive two-dimensional gas-chromatography, GCxGC, oil spill, petroleum, mass
transfer, biodegradation, deep water, Deepwater Horizon, Macondo well
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Chapter 1 Introduction

Acute and chronic accidental releases of petroleum fluids in the environment re-
main unfortunately unavoidable in the near foreseeable future, because liquid and gaseous
fossil fuels currently comprise a large part of the primary energy supply of humankind (55%
in 2007).* As the numerous compounds that constitute petroleum fluids can have both acute
and long-term toxic effects on marine ecosystems, it is crucial to understand the fate of pe-
troleum compounds once they enter the environment, in order to guide response action and
to study damages. Especially, there is a lack of quantitative models that are able to predict
the fate of thousands of petroleum compounds, and explain the underlying processes. The
limitations of the pre-existing knowledge are discussed further in this chapter. This work in-
vestigates poorly studied aspects of several processes that play a role in the fate of petroleum
fluids in the marine environment: mass transfers of petroleum compounds from a petroleum
phase to the atmosphere and water, which dominate in the early weathering of petroleum,
and biodegradation which plays a role on the longer term.

In this chapter, | will: discuss the meaning of the word “oil”; introduce the different processes
known to affect petroleum fluids in the marine environment and the pre-existing knowledge
gaps; present an important tool used to analyze the composition of oil and oil residues—com-
prehensive two-dimensional gas chromatography—and discuss some of its limitations; and
finally define more specifically the scope of this work.

1.1 What is oil: an imprecise word for incompletely charac-
terized fluids

Petroleum compounds result from the slow transformation of the buried remains of living
organisms over millions of years.? Over geological time scale, these compounds can migrate
through permeable rock layers and remain trapped below impermeable rock layers, forming
reservoirs in which wells may be drilled for extraction. The compositions of these petroleum
mixtures differ amongst reservoirs, and can encompass several thousands of compounds,
ranging from methane to molecules with >100 carbon atoms.® Whereas the lighter molecules
are mostly hydrocarbons (including the potential presence of CO, N,, and H,S), some of the
molecules with larger molecular weight also contain heteroatoms. In fact, petroleum fluids
are so complex that a complete compound-by-compound characterization of any petroleum
fluid remains highly improbable.*

Petroleum fluids include molecules that would be gaseous, liquid, or even solid as pure com-
pounds at atmospheric conditions. Petroleum fluid mixtures are found as two-phase (gas and
liquid) or single-phase fluids in reservoirs. In addition, some petroleum compounds will parti-
tion to the water-rich phase, if formation water is present. Usually, upon extraction and after
having been brought to surface pressure and temperature conditions, petroleum fluids will
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separate into a gas phase (including compounds <Cs) and a liquid phase (with a possible dis-
solved fraction within the formation water that might be extracted concomitantly). The term
oil refers to the liquid petroleum phase. The liquid (or single-phase) fluid in reservoirs is some-
time referred to as live oil, and the liquid petroleum phase at surface condition is dead oil.
However, the exact process by which reservoir fluids are brought to surface conditions (single
or multi-stage separation) will modify the resulting partitioning of compounds between the
gas phase and the liquid petroleum phase, at surface conditions.” Hence, the term oil is im-
precise and will be avoided in Chapter 4, Chapter 5, and throughout the thesis when we de-
scribe a release in deep waters, where the changes in pressure and temperature conditions
make this term ambiguous. The early literature on Deepwater Horizon, during which a petro-
leum fluid was released at ~1500 m depth in the ocean, was often unclear on this terminology,
and we aim to clarify these aspects in this thesis.

For the case of a surface spill, oil can be used unambiguously as a term referring to the liquid
petroleum phase released. This is usually a relatively well-defined mixture, because the gas-
liquid separation of the reservoir fluids occurred prior to the release in the environment.
When the discussion is focused clearly on surface spills, oil will frequently be used with this
meaning.

1.2 Liquid petroleum fluids in the marine environment

Liquid petroleum fluids are released into the marine environment through several pathways.
Chronic, slow natural seepage through the seafloor has been occurring probably for millions
of years,>® and its annual input into the marine environment was estimated worldwide as
6°10% kg per year for the period 1990-1999, or approximately half of the estimated total input
of liquid petroleum compounds to marine environments.” Anthropogenic emissions include
many diffuse pathways (e.g. runoff from land-based consumption or atmospheric deposition),
and some large, localized releases, for example oil spills from damaged ships, or offshore oil-
well blowouts. These large, localized spills receive particular attention due to their frequently
important detrimental effects on ecosystems. In this work, we will consider the case of a sea-
surface localized oil spill and a deep-water oil-well blowout. Specifically, we sought to provide
compositionally detailed information on the fate of petroleum compounds in marine environ-
ment, which is lacking. We aimed to do so by investigating the processes underlying petro-
leum compound fractionations through models, and by using new data analysis techniques.
Ultimately, these models could be helpful for developing emergency plans, guiding response
action, or performing damage assessment. In particular, model predictions need to be obtain-
able fast during an emergency situation, possibly at the cost of reduced accuracy. To the con-
trary, more detailed models can be applied to damage assessment, and such models can be
used to validate predictions of simpler models. However, a single model of the underlying
physical processes can often be used. For example, we developed two different model com-
positions of the petroleum fluids emitted during the Deepwater Horizon disaster, enabling
faster yet less precise predictions to be obtained within a timeframe compatible with the
needs of an emergency response when using the simpler model composition. A more detailed
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model composition was used to get a deeper understanding as would be necessary for dam-
age assessment. Finally, detailed model predictions can also serve to develop a better intui-
tion of the potential outcomes which is helpful during an emergency situation.

Oil-well blowouts occur when the control of an oil well is lost: the pressure of the petroleum
fluids within the well cannot be counterbalanced anymore, and, if all countermeasures fail,
this can lead to a massive release of petroleum fluids (frequently including both a liquid and
a gaseous petroleum phase) into the environment that will last until the damaged well can
finally be capped. Gas-well blowouts do also happen, as at the Elgin rig in the North Sea in
2012. Dramatic blowouts from offshore platforms are fortunately not so common, but when
they have occurred they have led to the largest accidental marine releases to date, each last-
ing for months (Ixtoc I in 1979, Deepwater Horizon in 2010, both in the Gulf of Mexico). For
example, the quantity of stock tank oil that was released during the Deepwater Horizon blow-
out in the Gulf of Mexico over a three-month period,®° probably 4.7-6.9:108 kg,%° is similar
in magnitude to the estimated anthropogenic mean annual input of liquid petroleum com-
pounds into the marine environment worldwide (~6.7°108 kg per year for the 1990-1999 pe-
riod).’

1.2.1 Sea-surface spills

After the release of oil on the sea surface, several physical processes, including evaporation,
aqueous dissolution, sorption, emulsification, and dispersion, together called weathering, can
modify oil composition and properties.” Evaporation usually dominates the early fractionation
of petroleum compounds after a spill, typically affecting compounds with boiling points lower
than the n-Cis alkane.! Evaporation can remove up to 75% of the oil volume within a few days
for light crude oils (high API gravities), up to 40% for medium crude oils, and about 5% for
heavy or residual oils (low API gravities).*> Compared to evaporation, aqueous dissolution re-

13-

moves less mass from the oil phase during early weathering.’*1® However dissolution partly

determines aquatic ecotoxicological impacts, because several individual soluble hydrocarbon

7177201t js challenging

compounds as well as hydrocarbon mixtures are toxic to aquatic species.
to apportion mass transfers of hydrocarbons from the oil phase into both water and air, be-
cause these two processes act simultaneously on many of the same compounds.®® Evapora-
tion and aqueous dissolution dominate the first hours to day of an oil spill, and there is a lack
of data for this early period due to the logistical challenge of sampling an unanticipated re-
lease and because the main focus is on limiting damages. In this thesis, based on previous
experimental data by colleagues, | investigated this early period, showing that a composition-
ally detailed modeling of the processes of evaporation and aqueous dissolution is possible for

the early hours.

From the moment of the release, the oil will tend to spread on the sea surface, and at a certain
point it will break into patches.?! Some oils will tend to form water-in-oil emulsions depending
on sea conditions. The emulsions contain up to 85% water,’ thus increasing the volume of the
slick by up to about 550% and increasing the oil density so that it becomes much closer to the
water density. The emulsification also leads to a large increase in oil viscosity, typically by two
to three orders of magnitude.”?? Emulsion formation can slow the other weathering processes
and, especially due to the viscosity increase, greatly influences the oil recovery techniques
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that can be used. Depending on the sea state, part or all of the oil may get dispersed as small

droplets within the water column,?2*

where they may initially harm marine organisms. Partial
to total oil dispersion was reported to happen under breaking wave conditions, which are
assumed to be present when the wind speed is superior to 3 m s in the ADIOS model.?*> The
ADIOS model is an open-source oil weathering model for sea surface oil spills developed by
the American National Oceanic and Atmospheric Administration (NOAA), designed to be used
as a response tool. The other well-known oil spill weathering model is OSCAR, developed by

SINTEF; the two models are compared in Table 1-1.

Table 1-1. Comparison of the OSCAR and ADIOS oil spill models.

OSCAR ADIOS

Developer SINTEF NOAA

Code status proprietary/needs to buy a | open source/can be down-
license loaded for free from

http://response.restora-
tion.noaa.gov/oil-and-
chemical-spills/oil-spills/re-
sponse-tools/adios.html
Processes modeled spreading, evaporation, | spreading, evaporation,
emulsification, dispersion, | emulsification, dispersion,
aqueous dissolution,
response actions (chemical | response actions (chemical
dispersion, mechanical re- | dispersion, mechanical re-

covery, burning) covery, burning)

Applicable to guide re- | yes yes

sponse actions

Oil database included yes yes

Pseudo-component type 25 pseudo-components, en- | varied number of distillation
ables estimation of aqueous | cuts
dissolution

Several other processes act usually on a longer term. Photodegradation is a negligible process
in terms of mass loss from the oil slick,” but it can transform some of the oil compounds,
leading to more toxic and water-soluble products.”?® Biodegradation is negligible during the
first days following an oil spill and probably only becomes a noticeable process after approx-
imately a week or more.?” The extent of biodegradation will vary widely depending on local
conditions, but it plays usually a large role for the long-term degradation of petroleum com-
pounds. Existing knowledge on oil biodegradation in the environment has focused so far on
minor components of oils with acute toxicities, like polycyclic aromatic hydrocarbons
(PAHs).”% However, saturated hydrocarbons are less studied, despite their prominent contri-
bution to petroleum fluid compositions. Saturated hydrocarbons also participate into the nar-
cotic-based toxicity of unresolved complex mixtures.? In this thesis, we will specifically inves-
tigate the biodegradation of saturated hydrocarbons in the surface environment in the after-
math of the Deepwater Horizon disaster.
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1.2.2 The Deepwater Horizon disaster as a deep-water release

, Pensacola®

Deepwater Horizon Ny faps ™

Background

During the morning of April 20, 2010, following a series of risky deci-
sions and misjudgments, the situation went out of control on Trans-
ocean's Deepwater Horizon drilling platform, leased by BP. A blow-
out occurred, the platform burned during the following day and a
half and eventually sank. As a consequence, eleven human lives were
lost and the second largest marine oil spill ever caused by human
beings was starting.3° Oil leaked during 87 days from the broken Ma- :":‘ Gulf of Mexico

Q

condo well, at the sea floor level, approximately 1500 meters below
the sea surface. More than half a million tonnes of total petroleum
compounds were emitted in the environment (here and through-
out this thesis: 1 tonne = 1,000 kilograms); however, determination
of the exact amount of petroleum fluids emitted is difficult.103

Location of the Deepwater Hori-
zon disaster (yellow circle).
The maps are from Google map.

Specificities

e Deep-water release (elevated pressures)
e  Presence of a deep-water hydrocarbon plume
e large extent of aqueous dissolution

Previous knowledge gaps

e  Mechanistic explanation to the large extent of aqueous dissolution
e  Contribution of droplets having low rise velocities
e  Effect of dispersant

As a deep-water release, the Deepwater Horizon disaster presented several features that dif-
ferentiate it from traditional, sea-surface releases, as explained below.

A plume of dissolved hydrocarbons at ~1100 meters depth in the water column was first no-
ticed in late May 2010 by scientists aboard the R/V Pelican,*® and rapidly scientific publications
arose to document the finding.3%*? It became obvious that a portion of the oil compounds
mass did not reach the surface and remained in the deep sea.®3*=3 |n particular, the ~100,000
tonnes of methane released did not naturally surface.®3* This finding is coherent with other
reports about the fate of methane released in the Black Sea,* as well as modeling results for
massive methane inputs also in the Black Sea.?® The light hydrocarbon compounds ethane and
propane, which would occur as gases at surface conditions, became also significantly aque-
ously dissolved in the deep-water hydrocarbon plume.® In the same way, >99% of the benzene
became aqueously dissolved during ascent, which limited the risks at the surface linked with
the toxicity of this compound (a human carcinogen), but which led to exposures of aquatic
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organisms to toxic hydrocarbons in the deep water column of the Gulf of Mexico.®%” The pos-
sible presence of droplets having small diameters that would have stayed dispersed in the
water column for prolonged times has remained uncertain in the available literature to date.

Another feature of deep-water petroleum fluid releases is the potential creation of hydrates,
a buoyant solid material generated when light compounds (principally methane, ethane, pro-
pane, carbon dioxide) become trapped in a crystal-like structure of water molecules, formed
under low temperature and high pressure conditions typically encountered at depths larger
than ~500 m in the ocean. Hydrate formation contributed to the failures of early attempts to
contain the release of petroleum fluids emitted from the Macondo well after the blowout of
the Deepwater Horizon platform,®® because hydrates clogged pipes designed to pump the
emitted fluids.

In summary, a deep-water petroleum fluid release is very unlike a conventional sea-surface
oil spill. After a sea-surface spill, evaporation is the dominant mechanism of mass removal
from the oil slick during the initial hours to days,! impacting the compounds with low boiling
points (<270 °C). Evaporation competes with aqueous dissolution to remove hydrocarbon
compounds from the liquid petroleum phase,'**9*? including toxic compounds like PAHs.
However, during a deep-water hydrocarbon release, evaporation is suppressed during ascent
in the water column, and this is expected to dramatically increase the fraction of soluble hy-
drocarbon mass that is transferred to the water column.84%4344 As 3 result, the deep marine
ecosystem experiences substantially increased hydrocarbon exposures.® Pressure, tempera-
ture, and salinity influence the equilibrium distribution of hydrocarbons between water, lig-
uid petroleum, and gas bubbles in the deep sea.* Additionally, thin® hydrate shells may form
around hydrocarbon gas bubbles or liquid droplets under deep-water conditions.*’>? These
thin hydrate shells are expected to impact mass transfer rates of hydrocarbons dissolving into
the water column.?’

Globally, despite partial knowledge that was available when this thesis was started, there was
a lack of understanding of the behavior of the petroleum fluids once emitted in the deep
waters surrounding the broken Macondo well. The gas-liquid partitioning of the emitted pe-
troleum fluid remained poorly characterized, as well as the physical properties of the hydro-
carbon phases at emission depth, which are different from that at the surface and require
specific estimation methods. In particular, there has been no attempts prior to this thesis to
use the broad spectrum of the detailed composition of the emitted fluids to estimate these
properties and to mechanistically explain the hydrocarbon partitioning noticed during the
event.
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1.3 Comprehensive two-dimensional gas chromatography
(GCxGC)

Several analytical techniques are used to study the compositions of petroleum fluids. These
techniques are mostly based on chromatographic procedures. In one-dimensional gas chro-
matographic analysis, the extract is eluted by passing a gas through a column, and compounds
are separated due to their differences in affinity with the stationary phase coated to the inside
of the column, which is regulated using a temperature ramp applied to the column. A gas
chromatographic technique used to quantify approximate carbon number intervals in a pe-
troleum liquid is simulated distillation.> It is designed to approximate the true boiling point
distillation, which is more tedious, requiring especially larger sample volumes. One mature
technique that has proved useful for the quantification of individual analytes is gas chroma-
tography coupled to a mass-spectrum detector (GC—MS). However, since the diversity of
chemical structures increases with carbon number, this method can separate only a very lim-
ited fraction of the large compounds. Addition of a second chromatographic dimension of
separation can improve the ability to resolve compounds, providing much more detailed com-
positional data for further analysis.

Comprehensive two-dimensional gas chromatography (GCxGC), used widely to analyze com-
plex mixtures, is based on two sequential separation steps: material eluting from a first chro-
matographic column is trapped and then released at discrete intervals into a second column
(Figure 1-1). Transport in the second column is fast compared with the first column, which
allows the compounds to be separated further without significant loss of resolution from the
first separation. Compared to one-dimensional gas chromatography, GCxGC improves the sig-
nal to noise ratio®* and allows the separation of thousands of compounds.>® Since its inception
two decades ago,*® this technique has proven effective in domains involving very complex
mixtures, such as petroleum, volatile organic compounds in air, fragrances, plant and animal
extracts, food and alcoholic beverages, and pesticides in environmental samples.>° In
GCxGC, all of the analytes are subjected to the two separation steps; this is different from
two-dimensional “heart cut” chromatography where only a fraction of the analytes are sub-
jected to a second separation (hence the “comprehensive” in the name).®
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Injector
Modulator
First column
Second column Detector
Second oven
First oven

Figure 1-1. Schematic representation of a typical comprehensive two-dimensional gas chromatography
(GCxGC) instrument. The detectors used are often a flame ionization detector (FID), which provides a
signal approximately proportional to the mass of hydrocarbon analytes,5:%% or a mass spectrum detec-
tor (MS).

In short, GCxGC chromatograms are three-dimensional data structures that contain, for each
data point, the retention time in the first column, the retention time in the second column,
and the signal intensity value measured by the detector, which is generally linearly related to
the amount of analyte eluting from the device (e.g. FID for hydrocarbons). GCxGC chromato-
grams are often visualized as two-dimensional surfaces, with the signal intensities repre-
sented by use of a color scale (Figure 1-2). GCxGC is a powerful tool for studying the evolution
of oil composition, however some aspects require careful handling for quantitative use of the
data, especially baseline (section 1.3.1 below) and small run-to-run retention time shifts (dis-
cussed below and in Chapter 2). GCxGC analyzes a compositional window that generally spans
the normal alkanes n-Cs to n-Css, approximately, and that contains most of the compounds
susceptible to undergo rapid fractionation in the environment, except for light compounds
(<n-Cg). Compounds outside of this window must be studied by other means.

Some uncontrollable processes in the GCxGC instrument, such as small pressure and temper-
ature variations and column degradation, lead to variations of analyte retention times from
run to run. This variability complicates the ability to make effective and automated compari-
sons between analyzed samples. There is therefore a need for effective alignment tools, de-
signed to increase the similarity of analyte retention times in a target chromatogram with
respect to a reference chromatogram, which is done in order to enable improved analysis
(Chapter 2). Good alignment enables to draw difference chromatograms,® which selectively
displays the difference in composition among two GCxGC chromatograms (if normalized); to
compare the content of thousands of compounds among differently weathered samples;>” to
compute mass loss tables!® (Chapter 3); or to perform more easily any other quantitative
comparison of whole GCxGC chromatograms.
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—_
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il gs-naphthalenes

Csp 170(H),21B(H)-hopane

Second dimension retention time [s]
ﬂ

First dimension retention time [min]

Figure 1-2. A typical GCxGC—FID chromatogram of a crude oil (Grane crude oil from the North Sea). A
few compounds are labelled. The color scale on the upper right indicates FID signal response (arbitrary
units).

1.3.1 Baseline correction for GCxGC data

Baseline correction is a necessary step prior to quantitative use of GCxGC data. In this section,
we will introduce what is meant by the ambiguous term baseline, which is operationally de-
fined depending on the aim. In general, the signal measured by a GCxGC detector can be
separated into three main contributions: noise, instrument background signal, and the signal
resulting from the analyzed sample.®® The latter can be separated into analyte signal (resolved
compounds) and unresolved signal (unresolved compounds).®® The instrument background
signal is the signal produced by the detector in the absence of sample.

If one is interested in quantifying analyte signal (resolved compounds), it is necessary to re-
move instrument background signal and unresolved signal (type | baseline on Figure 1-3). In
order to study analyte signal + unresolved signal, another baseline correction method is nec-
essary, which aims at removing only the instrument background signal, shown as the type I
baseline correction algorithm on Figure 1-3.

In practice, we have found*®%6667 that applying our two-dimensional extension of the Eilers’
baseline correction code (https://github.com/jsarey/GCxGC-baseline-correction)®® is perti-
nent for type | baseline applications, whereas the Reichenbach et al. method,”® implemented
in GC Image,’* is adequate for type Il baseline applications. These are the two baseline cor-
rection techniques applied to whole chromatograms in this thesis. In addition, a local (linear)
type | baseline-correction code, the Arey et al. Gaussian-peak fit code,'® implemented in
Matlab, was used for quantification of individual analytes in some circumstances.
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1.4 Aim of this work

As discussed in section 1.2, several different processes affect petroleum fluids once released
in the marine environment, and together they largely determine the pollutant exposure en-
dured by marine ecosystems. This thesis aims to improve the understanding of some of these
processes: the early processes of evaporation and aqueous dissolution during surface re-
leases; aqueous dissolution and related high-pressure processes during deep-water releases;
and biodegradation. Early transport and mass transfer processes control rapid exposures
leading to acute toxic effects, whereas biodegradation is a major process for the long-term
natural attenuation of petroleum in the marine environment. In particular, available compo-
sitional knowledge is often limited, based on techniques able to quantify only a limited frac-
tion of petroleum fluid compositions. In this work, | sought to use the detailed compositional
data on petroleum fluids that are made available by modern analysis tools, such as GCxGC, in
order to study the fate of petroleum fluids in the environment not only for selected minor
compounds but for a broader compositional range. This was done through models that ex-
plain the underlying processes and allow to make predictions of the individual behavior of a
broad range of petroleum compounds and pseudo-components.

One recurrent analytical technique that is used throughout this thesis is GCxGC—FID, because
it provides detailed compositional information for the n-Cs to n-Css range. Additionally, it is a
precious tool owing to its ability to separate petroleum compounds approximately according
to boiling point and air-water partition coefficient (Figure 1-4),372 which makes it a natural
tool for modeling of evaporation and aqueous dissolution.*737440 However, one technical
limitation of GCxGC is the presence of uncontrollable, small run-to-run retention time shifts
that hamper proper comparisons of whole chromatograms. Chapter 2 is dedicated to the de-
velopment of a post-processing solution to this problem, enabling improved quantitative
analyses in the other chapters of this thesis. The hypothesis underlying our alignment algo-
rithm is that there is a correlation between the shifts of neighboring peaks, and that this can
be corrected using a reasonably sized selection of peaks as alignment points. The aim is that
better alighment between chromatograms can enable to use the detailed compositional in-
formation offered by GCxGC to make improved quantitative comparisons among samples.

Disentangling the coupled evaporation and dissolution mass transfers of petroleum hydrocar-
bons during the first hours to day after a sea-surface spill allows us to gain insight into the
exposures of the different parts of the marine ecosystem. Despite that the highest concen-
trations of toxic compounds in the water column below oil slicks are expected in this early
period, data describing aqueous dissolution and evaporation of oil hydrocarbons during the
first hours to day are usually lacking for accidental spills. The lack of understanding of these
two processes is further complicated by the fact that evaporation and aqueous dissolution
both act on many of the same compounds. To establish a better understanding of the com-
bined effects of these two processes, mass transfer models are required. In Chapter 3, we aim
to predict the evolution of the oil slick composition, to apportion the mass losses to water
and atmosphere, and to clarify the predicted effect of environmental conditions (temperature
and wind speed) on the early apportionment of petroleum hydrocarbons, which are processes
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that had been debated in earlier literature. To support this effort, we provide unprecedent-
edly detailed compositional predictions for the partitioning of hydrocarbons during this early
stage (initial 25 hours) of a sea surface oil spill. The alignment algorithm (Chapter 2) was used
in this work to enable improved quantitative comparisons.
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Figure 1-4. GCxGC—FID chromatogram of an oil sample overlaid with estimated contours of the base
10 logarithm of decreasing vapor pressure (from left to right) and base 10 logarithm of increasing air-
water partition coefficient, Kaw (from top to bottom). These lines were drawn by use of the Matlab
algorithms of Nabi et al.”? Kow is expressed here in units of (mol m3) (mol m3)?, i.e. concentration in
gas phase divided by concentration in aqueous phase.

Compared to more well-studied sea-surface petroleum releases, the behavior of petroleum
fluids released in deep waters is poorly understood, in spite of the recent development of
deep-water offshore drilling. Processes resulting from the high pressure and low temperature
conditions, especially the largely increased extent of aqueous dissolution, lead to a fractiona-
tion of petroleum compounds that differ profoundly from what is observed for a sea-surface
release. Here we seek to explain the measured concentrations in the deep water column near
the broken Macondo riser stub in terms of the physical processes that were relevant in the
deep waters of the Gulf of Mexico, including buoyant plume dynamic, aqueous dissolution,
and effect of hydrates. In particular, we took into account the effect of composition, pressure,
temperature and salinity on these processes. Available data®” indicate that aqueous dissolu-
tion played a major role, but a modeling study was lacking to quantitatively support this claim
and to enable predictions for possible future deep-water releases of petroleum fluids. Also,
there was a debate on whether tiny droplets having low rise velocities remained in deep wa-
ters for prolonged periods, and model predictions are able to provide insights in this debate.
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Finally, the modeling study conducted in this thesis allows us to validate the predicted droplet
and bubble size distributions based on the measured compositional data taken in the deep
water column and at the sea surface during the event, and this had not been attempted pre-
viously. Again, in this study | sought to investigate the behavior of the petroleum fluid using
the detailed knowledge of its composition made available by previous reports, an approach
unlike that chosen by other teams working on the Deepwater Horizon disaster. My work fo-
cused on gas-liquid-water partitioning modeling, estimation methods for bulk phase proper-
ties, and compilation or estimation of required chemical properties for the different com-
pounds and pseudo-components. My developments have been included in a larger deep-wa-
ter blowout model, TAMOC, implemented by Scott A. Socolofsky. The model also includes
physical aspects developed by other contributors, including plume dynamics and a model of
the effect of hydrates on droplet and bubble ascent speeds and mass transfer coefficients.

Biodegradation is a major process affecting petroleum residues after completion of the ma-
jority of evaporation and aqueous dissolution. It is usually the dominant process acting on
compounds larger than approximately normal eicosane (n-Cy). In particular, the degradation
of saturated hydrocarbon compounds is usually poorly studied, despite the fact that they typ-
ically represent a large fraction of a petroleum fluid emitted into the marine environment.
Here we investigate the relative extent of biodegradation of different families of petroleum
saturated hydrocarbons, based on samples collected on beaches after the Deepwater Horizon
blowout.
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Chapter 2 A robust algorithm for

aligning two-dimensional chromato-

grams

Published in:
Authors:

Contributions:

Note:

Analytical Chemistry 2012, 84, 9033-9040
(http://pubs.acs.org/doi/abs/10.1021/ac301367s).

Jonas Gros, Deedar Nabi, Petros Dimitriou-Christidis, Rebecca Rutler, and
J. Samuel Arey.

This chapter was prepared principally by me. | wrote the Matlab code of
the alignment algorithm and | also led the development of the concept of
the algorithm. Deedar Nabi and Samuel Arey participated in the con-
trolled release on the North Sea during which oil spill samples were col-
lected. Deedar Nabi performed extraction and GCxGC analysis of oil spill
samples, whereas Petros Dimitriou-Christidis sampled and analyzed the
wastewater samples. Rebecca contributed to the lab work. Samuel Arey,
finally, provided guidance, participated largely in the conceptual develop-
ment of the algorithm, and had an important participation in text writing
and editing.

An update to the Matlab peak-matching codes of Wardlaw et al.,*® used
in this study, was made after publication during a later work. The present
chapter contains updated statistics using the corrected codes (Table 2-2).

+o T +0

& o g / L -
% 4+ +H + i
Reference Target Displacement

o ]
I O
. x + H

Interp. Displ. 1 Interp. Displ. 2 Aligned

Figure 2-1. Schematic depiction of the principle of the alignment algorithm.

Reproduced/adapted with permission from Analytical Chemistry 2012, 84, 9033-9040. Copy-
right 2012 American Chemical Society.
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2.1 Abstract

Comprehensive two-dimensional gas chromatography (GCxGC) chromatograms typically ex-
hibit run-to-run retention time variability (<1 typical peak width, both in first and second di-
mension). Chromatogram alignment is often a desirable step prior to further analysis of the
data, for example in studies on the weathering or environmental forensics of complex mix-
tures. We present a new algorithm for aligning whole GCxGC chromatograms. This technique
is based on alighment points that have locations indicated by the user both in a target chro-
matogram and in a reference chromatogram. We applied the algorithm to two sets of sam-
ples. First, we aligned the chromatograms of twelve compositionally distinct oil spill samples,
all of which we analyzed using the same instrument parameters. Second, we applied the al-
gorithm to two compositionally distinct wastewater extracts that we had analyzed using two
different instrument temperature programs, thus involving larger retention time shifts than
the first sample set. For both sample sets, the new algorithm performed favorably compared
to two other available alignment algorithms: the algorithm of Pierce et al. (2005)% and 2-D
COW from Zhang et al. (2008).7® The new algorithm achieves the best matches of retention
times for test analytes, avoids some artifacts which result from the two other alignment algo-
rithms, and incurs the least modification of quantitative signal information.

2.2 Introduction

Comprehensive two-dimensional gas chromatography (GCxGC) is widely used to analyze com-
plex mixtures based on two sequential separation steps: material eluting from a first chroma-
tographic column is trapped and then released collectively at discrete intervals into a second
column. Transport in the (shorter) second column is fast compared with the first column,
which allows the compounds to be separated further without significant loss of resolution
from the first separation. Compared to one-dimensional gas chromatography, GCxGC im-
proves the signal to noise ratio® and allows the separation of thousands of compounds.>®
Since its inception two decades ago,*® this technique has proven effective in domains involv-
ing very complex mixtures, such as petroleum, volatile organic compounds in air, fragrances,
plant and animal extracts, food and alcoholic beverages, and pesticides in environmental sam-
ples.57-59
Good retention time reproducibility between GCxGC chromatograms (within << 1 typical peak
width) is broadly important for practical applications. For example, difference chromato-

565 which selectively show only the compositional differences between two samples,

grams,
require well-aligned chromatograms. Similarly, automated peak-tracking tools have been de-
veloped that can quantify abundance changes for thousands of compounds between different
samples.>® Such data analysis applications require good reproducibility of retention times be-
tween chromatograms. However, some uncontrollable processes, such as small pressure and
temperature variations and column degradation,® lead to variations of analyte retention
times from run to run. This variability complicates the ability to make effective and automated
comparisons between samples. Therefore, chromatogram alignment is of interest to diverse
scientific fields that apply GCxGC, including metabolomics,””7® and oil weathering and oil spill

forensics (as in Chapter 3 and Chapter 6).153940,55,62,657980 Thjs is also an interesting step prior
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to the application of chemometric techniques,®# and more widely for any kind of analysis
83-85

implying comparisons between different samples.
Alignment algorithms have been developed in order to improve the agreement of retention
times between whole GCxGC chromatograms of compositionally similar samples. To do this,
a target chromatogram is modified to improve the similarity of the retention times of its peaks
with respect to those in a reference chromatogram. Ni et al.®¢ developed an algorithm to cor-
rect deformations due to controllable parameters variations, e.g., intended pressure or tem-
perature program modifications, using a global affine transformation which is calibrated by a
set of pre-defined alighment points. However, this algorithm is not designed for correcting
the shifts resulting from uncontrollable variations. The first published alignment algorithm for
the correction of shifts resulting from uncontrollable variations for whole GCxGC chromato-
grams was developed by Pierce et al.,% extending their previous 1-D GC alignhment algo-
rithm.#” The principle of their algorithm is to divide the target chromatogram into windows of
a user-defined size, to shift each window within limits defined by the user, and to determine
the extent of shift that optimizes the correlation with the corresponding window on a refer-
ence chromatogram. This shifting is then applied to the center of the window, and the re-
maining values are interpolated. A second alignment algorithm called two-dimensional corre-
lation optimized warping (2-D COW) was introduced by Zhang et al.,”® and it also represents
an extension of a 1-D method.®® Like the algorithm of Pierce et al., 2-D COW relies on the
division of chromatograms into windows, but instead of shifts, warping (i.e. stretching or com-
pression) is applied to the target chromatogram within a certain limit set by the user. Maxi-
mum correlation is used to optimize the extent of deformation that is applied. An attempt
was also made by Vial et al.?9°° to apply dynamic time warping (DTW) to GCxGC chromato-
grams, but it was limited to the correction of the shifts in the second dimension, because such
shifts are normally larger than in the first dimension. Some other tools have also been devel-
oped for GCxGC coupled with mass spectrum measurements,’*3 but these are not directly
applicable to GCxGC coupled with other types of detectors.

As part of the analysis of GCxGC chromatograms acquired from environmental samples in our
laboratory, | tried the different alignment algorithms currently available. | experienced the
following limitations and shortcomings, depending on the method used: unrealistic distor-
tions of the peaks, unwanted modification of the reference chromatogram, lack of access to
the raw code of the alignment tool, and limited possibilities to improve the alignment if re-
sults were not satisfactory. Therefore we decided to develop our own alignment algorithm
according to the following principles. The user selects a set of alignment points that corre-
spond to compound peaks found in both the reference chromatogram and in the target chro-
matogram. As long as the user is able to confidently identify the alignment points in both the
reference and target chromatograms, knowing their identities (chemical name) is not neces-
sary. These points are aligned, and deformations between these points are interpolated. With
this new algorithm, we aimed to satisfy the following criteria: (a) significant improvement in
the alignment of a target chromatogram with respect to the reference, (b) ease of use, (c)
straightforward strategies to improve unsatisfactory results, (d) avoidance of unrealistic arti-
facts, (e) robustness to differences of composition between samples, and (f) modification of
only the target chromatogram and not the reference. We evaluated the performance of the
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new algorithm using several GCxGC chromatograms of environmentally relevant complex
mixtures, and we compared this to the performance of other previously developed algo-
rithms. The mixtures used for this evaluation (oil and wastewater) contained different types
of compounds (hydrocarbons and halogenated compounds).

2.3 Experimental section

2.3.1 Sample analysis.

The algorithm was tested using two sets of samples. In the first test set, twelve differently
weathered, compositionally distinct oil spill samples were analyzed by Deedar Nabi using the
same GCxGC instrument parameters, and these chromatograms exhibited some retention
time shifting due to normal variations in instrument stability. These samples were obtained
by Deedar Nabi and Samuel Arey on September 29-30, 2009 during a marine field experiment
on the North Sea, in which 4.3 m? of Grane crude oil was spilt about 230 km offshore in the
North Sea Netherland Exclusive Economic Zone. The experiment was conducted in collabora-
tion with the Royal Netherlands Institute of Sea Research (NIOZ), the Dutch Rijkswaterstaat,
and other European institutions. The neat (unweathered) oil was chosen as the reference and
eleven weathered oil sample chromatograms were aligned to the chromatogram of this sam-
ple. Instrument parameter details (program C) are given in section 2.7.1 of the Appendix. Two
types of samples were collected: oil slick and oil sheen samples. Qorpak jars (30 mL) with
teflon-lined caps were used to collect the samples. Table 2-4 in section 2.7.1 gives the types
of sample collection and inlet injection modes used to analyze the samples. The collected
samples were preserved by adding an appropriate amount of dichloromethane (DCM) in a
laboratory on the main ship and stored in a refrigerator. A neat (unspilt) oil sample was also
taken. All samples were transported in cold storage to our laboratory, then liquid-liquid ex-
tracted using 2x50 mL of DCM and rotary evaporated to a final volume of ~ 1 mL.

In the second test set, two compositionally distinct wastewater sample extracts (obtained and
analyzed by Petros Dimitriou-Christidis) were both analyzed twice using two different tem-
perature programs, thereby inducing more significant retention time shifts compared to
those of the first test set. One temperature program (program A, 3.5 °C/min) was arbitrarily
chosen as the reference, and the two chromatograms resulting from analysis of the two sam-
ples with the second temperature program (program B, 4 °C/min) were aligned to the chro-
matograms acquired with the first temperature program. Two different cases were then stud-
ied. In the first case, a chromatogram of each sample was aligned to the chromatogram of the
same sample analyzed with the other temperature program. In the second and more chal-
lenging case, the chromatogram of one sample was aligned to a chromatogram of the other
sample, each analyzed using different temperature programs. See Appendix for complete in-
strument and analysis details (section 2.7.1). Sample WW!1 is the particle-phase extract of a
24-hour flow-averaged liquid water sample collected from the inlet of the Vidy wastewater
treatment plant (WWTP) in Lausanne, Switzerland. Similarly, WW?2 is the particle-phase ex-
tract of a 24-hour flow-averaged liquid sample collected at the same time from the outlet of
the primary clarifiers of the Vidy WWTP. After collecting the liquid samples from the
wastewater, Petros Dimitriou-Christidis obtained the particle phase through filtration. He

32



A robust algorithm for aligning two-dimensional chromatograms

then spiked the dry filters with a solution of decafluorobiphenyl (as the surrogate) and ex-
tracted them in a Dionex Accelerated Solvent Extractor (ASE) using equal volumes of acetone
and hexane. Extraction also involved in-cell extract cleanup in a bed of Florisil.** Finally, ex-
tracts were rotary evaporated to a final volume of 1.0 mL.

2.3.2 Data pretreatment.

Prior to alignment, all chromatograms were baseline-corrected using GC Image with default
parameters.’”® After baseline correction, a chemical surrogate which had been added to the
oil spill samples was found to produce a disproportionately large peak for some chromato-
grams; the surrogate peak was deleted in these chromatograms (corresponding pixels set to
zero) to avoid biasing the results. Additionally, the signal in each oil spill chromatogram was
normalized (rescaled) such that the sum of the five integrated n-alkanes peaks, octocosane
(n-C3s) to dotriacontane (n-Cs;), was same as in the neat oil, for all samples (see Chapter 3 for
more details on the rationale). Wastewater extract chromatograms were normalized such
that the total signal was the same in the target and reference chromatograms for the cases
where a chromatogram was aligned to a chromatogram of the same sample analyzed using a
different temperature program. These data pretreatment steps represent typical protocols
that would be used in the analysis of real samples. Although not required for application of
any of the alignment algorithms, we considered these steps likely to improve the realism of
the results.

2.3.3 Alignment algorithm.

Our alignment algorithm is designed to improve the similarity of peak retention times in a
target chromatogram with respect to those in a reference chromatogram. The algorithm al-
ters the target chromatogram, whereas the reference chromatogram remains unchanged.
Chromatogram alignment is conducted in three steps. First, alignment points selected by the
user are assigned on both the target chromatogram and the reference chromatogram. Sec-
ond, a shift, or displacement, is estimated for each pixel in the reference chromatogram with
respect to the target chromatogram, based on information gained from the alignment points.
Third, the signal values of shifted points are re-interpolated based on nearby points and cor-
rected for stretching or compression. These steps are described in detail below.

An alignment point is the pixel with the maximal signal value of a peak which is believed to
have the same chemical identity in both the reference chromatogram and the target chroma-
togram. The positions of each alignment point, both in the target and reference chromato-
grams, are supplied by the user. In the first step of the algorithm, these points are perfectly
aligned. In other words, the location of the alignment point in the aligned chromatogram is
made identical to its location in the reference chromatogram.

In the second step of the algorithm, the displacement of each reference chromatogram pixel
is estimated on the basis of the displacements of nearby alignment points. First dimension
displacements and second dimension displacements were computed differently. First dimen-
sion displacements are independent of second dimension elution time, and therefore they
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are linearly interpolated between alignment points. This was considered physically reasona-
ble; for example, a linear temperature ramp produces a nearly linear sequence of retention
times for a homologous set of compounds.?® Hence, in the case where two different linear
temperature ramp programs would be used, the discrepancies in first dimension retention
times from one chromatogram to the other would be approximately linear with respect to
retention time. First dimension displacements outside of the region of the chromatogram
bounded by alignment points are estimated using a linear extrapolation based on the first and
last alignment points in the first dimension.

To calculate displacements in the second dimension, the two-dimensionality of shift variation
must be taken into account. The second dimension displacement is estimated using a Sibson
natural-neighbor interpolation, which is based on Voronoi diagrams,® as explained in Figure
2-2. This interpolation is applicable only within the convex hull of the alignment points. In
order to apply the algorithm to the whole chromatogram, an additional alignment point is
imposed at each corner of a rectangle 10% bigger than the reference chromatogram. The
displacements assigned to these four added alighment points are extrapolated from a
weighted average of displacements of the interior set of alignment points, each weighted by
the square of the inverse of the distance from the corner point.”” The displacements of these
four additional alignment points are extrapolated based on the following formula:

> (1-D<Pk>

2
S 6,0)
D(AP) = NPk’API 1
v
k=1 (5}3,”/“0’) fori=1,2,3;4
Equation 2-1

Where D is the displacement, {P1, P, ..., Py} are the initial alighment points, and {AP;, AP,,
APs, AP,} are the four added alignment points. 53”14[[? is the distance between the alignment

point P, and the additional alignment point AP, i.e.:

Sy an =7 ()= 7,(4P)) + (2, (P,) - 7,(4P)))
Equation 2-2

Where £, is the first dimension position and 7, is the second dimension position (using the

distance unit chosen, i.e. typical peak width (tpw) for our algorithm, as explained below in the
text).
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Figure 2-2. Explanation of the Sibson natural neighbor interpolation. In the example schematic above,
a Voronoi decomposition of a GCxGC chromatogram space is shown, based on the positions of a hypo-
thetical set of alignment points, P: to Ps. In the example above, the Voronoi diagram segregates the
plane into a set of 8 convex polygons, where each associated polygon is defined as the region of space
that is nearer to point Px than to any other alighment point. We denote this set basis polygons (black
solid lines). Now consider any pixel z. The appropriate second dimension shift for pixel z is calculated
based on a weighted average of second dimension shifts from nearby alignment points. For each pixel
z, a new polygon is temporarily constructed, which is given by the Voronoi diagram of the combined
set of points {Ps, P, ..., Ps, z}. The new polygon adopts some area (A1, Az, As, Asin the example above)
from the set of basis polygons. The second dimension shift for pixel z is computed as the weighted
average of second dimension shifts of nearby alignment points (Ps, P2, Ps3, P4) according to weights Az,
Az, As, A4 (see Appendix section 2.7.2 for formula).

The second dimension interpolation scheme could, in principle, depend upon the way that
the distances are computed. Distances expressed in pixels are dependent on the modulation
period and sampling rate, and this may lead to arbitrary bias in the interpolation. In order to
ensure a consistent treatment across different chromatograms obtained using different in-
strument parameters, interpeak distances are renormalized with respect to a single typical
peak width (tpw) value in both the first and second dimension. In other words, distances in
first and second dimensions were defined so that a typical peak has a width equal to approx-
imately one in both dimensions. The tpw parameter, defined as the number of pixels corre-
sponding to approximately two standard deviations of a typical peak signal (assumed Gauss-
ian-shaped), is supplied by the user for each dimension. We chose values which correspond
to a typical peak eluting close to the middle of the run. Although this definition is somewhat
subjective, in practice we found that algorithm results are insensitive to the tpw parameter.
See Figure 2-3 for an example of the pixel displacements generated for sample OS1.
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Figure 2-3. Pixel displacements generated for OS1 in (a) first dimension and (b) second dimension, in
units of typical peak width (tpw). The black circles show the positions of the alignment points.

In the third step of the algorithm, the signal values of all pixels are reinterpolated. Displace-
ments are not applied directly to the pixels of the target chromatogram because it would be
inconvenient to work with a pixel grid having irregular spacings. Instead, to account for the
displacement, the pixel grid in the aligned chromatogram remains identical to that in the tar-
get chromatogram, but each pixel signal value is reinterpolated using a bicubic convolution
interpolation of the sixteen pixels surrounding that pixel (see section 2.7.3 of the Appendix
for more details).’® Transfer of a pixel to the next or previous modulation is allowed if required
by the displacement estimate (wrapped-around peak). Finally, peak volumes (i.e., the sum of
pixel signal values for a peak) should not be modified by the alignment. Hence, pixel signal
values are corrected for the extent of deformation resulting from alignment: the signal value
at each pixel after alignment is divided by one plus the fraction change in the adjacent inter-
pixel spacing through alignment. This correction is applied in both dimensions. Our alignment
technique is the first to correct chromatogram signals for the extent of deformation incurred.
(It should be noted that by principle this correction assumes no remaining baseline; therefore,
baseline-correction using a Reichenbach-type or an Eilers-type algorithm prior to alignment
with our algorithm is strongly advocated.)

The alignment algorithm was implemented in Matlab,®® using its implementation of the Sib-
son natural-neighbor and bicubic convolution interpolations. To aid the identification of align-
ment points, we also developed a tool which proposes alignment point positions in target
chromatograms based on their positions in the reference chromatogram. This algorithm
searches the target chromatogram for the maximum pixel value in a window (having size de-
fined by the user) around the position corresponding to the peak in the reference chromato-
gram, and then verifies that the value found is a true local maximum (i.e. a maximum pixel of
a peak). Proposed matching points can be accepted, modified, or rejected, upon inspection
by the user. The success of the tool is not guaranteed for every case, and it is dependent upon
the severity of shifting present in the target chromatogram as well as the proximity of align-
ment points to other prominent peaks.
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This tool functioned well for oil spill chromatograms: in 11 target chromatograms, only one
alignment point’s position was wrongly estimated, whereas the 107 other alignment points’
positions were correctly determined. The user is advised to always verify the results. This tool
is not adapted for the severe shifts created by a change of temperature program, and was
therefore not applied for the analysis of wastewater samples.

| have updated the Matlab codes several times after publication, not changing the algorithm
applied, but making the codes more robust, including allowing the code to be used with other,
more recent Matlab versions, and allowing different input data formats to be provided. | de-
veloped a user-friendly package, provided with a detailed user guide. The Matlab codes are
freely available at https://github.com/jsarey/GCxGC-alignment.1%

2.3.4 Parameters used for the different alignment algorithms.

The new alignment algorithm was applied using 7 to 14 alighment points for chromatograms
of oil spill samples (among which the normal alkanes n-Ci3, n-Cys, n-Caa, n-Cas, n-Cs¢, naphtha-
lene, biphenyl, and 17a(H),21B(H) hopane) and 10 alignment points for wastewater sample
chromatograms (the positions of all alignment points for all chromatograms are shown in Ap-
pendix section 2.7.4). Alignment points were chosen according to the following criteria: (a)
they correspond to analyte peaks having confirmed presence in both the target and reference
chromatograms; (b) they bound the interesting sample region of the chromatogram, where
possible; and (c) they remain sufficiently few in number as to be easily managed by the user.

Parameter values chosen with the Pierce et al. (access to the raw code was not given) and
2-D COW (Matlab code freely available for academic purposes) alighment codes were those
which appeared to give the best results after testing different sets of model input parameters.
For oil spill chromatograms the following values were applied: maximum warping (2-D COW)
or shifting (Pierce et al.) of 75 pixels in second dimension and 5 pixels in first dimension; and
window size of 100 pixels in the second dimension and 50 pixels in the first dimension. Larger
values were also tested, because these parameter values did not allow sufficient shifting cor-
rection for two of the alignment points used with our code for the sample OS7. However,
using larger values did not globally improve alignment for all the samples. For wastewater
chromatograms, the values of the four parameters listed above were: 115 pixels, 35 pixels,
150 pixels, and 50 pixels, respectively.

2.4 Results and discussion

2.4.1 Extent of misalignment observed in the original, una-
ligned chromatograms.

To evaluate the extent of misalignment in target chromatograms prior to application of any
alignment algorithm, we evaluated the retention time shifts of test points (alighment points
for unaligned chromatograms, see section 2.4.3 for details) identified in both target and ref-
erence chromatograms (the positions of all alignment points for all chromatograms are shown
in Appendix section 2.7.4). For oil spill chromatograms the mean deviations were 0.19 and
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0.17 typical-peak-widths (tpw) in the first and second dimensions, respectively (Table 2-1).
The shifts exhibited by wastewater chromatograms acquired using two different temperature
programs were much larger, with mean retention time deviations of 18.75 and 0.98 tpw in
the first and second dimensions, respectively (Table 2-1). For both oil spill and wastewater
samples, retention time shifts were not systematic throughout each chromatogram. Some
regions were much more prone to deformations than others, as indicated by the observed
“spread” and maximum value statistics (Table 2-1).

Table 2-1. Statistics of retention time deviations @ of test points, before and after alignment, using dif-
ferent algorithms, in units of typical peak width (tpw)®

Maximum
Mean Median Spread © value

| ] | [} | Il | [}
- Unaligned 0.19 0.17 0.03 0.10 0.27 0.19 1.67 2.28
E = 2-D cCOW 0.19 0.19 0.00 0.03 0.36 0.40 4.33 1.80
§ Pierce et al. 0.13 0.11 0.05 0.04 0.19 0.17 1.33 2.14
3 Gros et al. 0.11 0.11 0.06 0.05 0.15 0.14 1.00 1.72
:‘_,: & Unaligned 18.75 0.98| 18.50 0.89 | 10.65 0.71 34.00 2.83
g 3 @ 2-D cow 2.50 0.49 0.00 0.12 6.14 0.92 | 20.00 2.95
% g E Pierce et al. 2.89 1.33 1.80 1.11 4.06 1.18 | 14.00 3.55
g @ Gros et al. 0.75 0.48 0.75 0.24 0.95 0.57 4.00 1.63
g g Unaligned 18.75 0.98| 18.50 0.83 | 10.66 0.72| 34.00 2.60
g ,2 @ 2-D cow 5.28 0.71 3.25 0.18 6.80 1.08 | 20.00 3.18
% g ° Pierce et al. 3.40 1.34 2.00 1.21 4.04 112 14.00 3.25
S % Gros et al. 0.80 0.50 0.75 0.24 0.97 0.58 4.00 1.63

@ Values for first (I) and second (1) dimension are presented separately. In some cases of application of
the 2-D COW and Pierce et al. codes, a peak was so distorted by alignment that it was no longer recog-
nizable as a test point. These test points are not considered in the statistics above, except for the me-
dian statistic, in which case the value for the affected peak was considered as a very large number.
Such distortions eliminated four points on oil spill chromatograms aligned using 2-D COW, three points
on wastewater chromatograms aligned using the Pierce et al. code, and one point on a wastewater
chromatogram aligned using 2-D COW. ® A typical peak width (tpw) is equal to 37.5 s and 0.6 s in first
and second dimension, respectively, for oil spill chromatograms, and to 15 s and 0.8 s in first and sec-
ond dimension, respectively, for wastewater chromatograms. ¢ The spread is defined as the square root
of the variance of mean-subtracted retention time deviations.

2.4.2 Visual comparison of alignment results using different al-
gorithms

The alignment algorithm proposed here was compared with the two other available align-
ment algorithms for whole two-dimensional chromatograms: 2-D COW developed by Zhang
et al.”® and the alignment algorithm developed by Pierce et al.®* For oil spill samples, all chro-
matograms were aligned to the neat oil chromatogram, because the latter represents the
native state of the spilt oil. On visual inspection, the Pierce et al.®* algorithm produces slightly
improved alignment of the target chromatograms and the reference chromatogram. The ver-
sion of the code that we obtained also modifies the reference chromatogram, and for some
chromatograms, this led to excessive and unrealistic distortions in the second dimension (Fig-
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ure 2-4¢,f and Appendix Figure 2-8c,f). Results obtained with 2-D COW were better for chro-
matograms that are highly similar to the reference chromatogram, but unrealistic distortions
nonetheless appear in some regions where only a few compounds eluted (Appendix Figure
2-6¢).

Additionally, when the target chromatogram contains peaks not present in the reference
chromatogram, 2-D COW leads to unrealistic peak distortions (Appendix Figure 2-7c). Our al-
gorithm avoids these artifactual distortions and visibly improves the alignment in every case,
regardless of the degree of signal similarity of the samples (Appendix Figure 2-6b and Figure
2-7b). In other words, our algorithm is robust against composition differences between the
reference and target chromatograms, assuming that at least some common analytes can be
identified and employed as alignment points.

Similar conclusions are reached for the wastewater chromatograms (Figure 2-4 and Appendix
Figure 2-8). Our code leads to significant improvement without apparent unrealistic distor-
tions of peaks. 2-D COW gives good results when it is used to align together two chromato-
grams of the same sample (Appendix Figure 2-8e), but considerable artifacts arise when it is
applied to aligning different samples analyzed with different temperature programs; some
peaks of the aligned chromatograms exhibit zigzag-shaped deformations (Figure 2-4e, espe-
cially the peaks with peak tailing). The Pierce et al.** code behaves poorly by unrealistically
modifying both peak shapes and positions, even when applied to alignment of two chroma-
tograms of the same sample analyzed using different temperature programs (Figure 2-4c,f
and Appendix Figure 2-8c,f).
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(a) Target (d) Aligned - Gros et al.

(b) Reference (e) Aligned - 2-D COW

Second dimension retention time [s]

First dimension retention time [min]

Figure 2-4. (a) The chromatogram of wastewater sample WW2B (target) is aligned to (b) the chroma-
togram of the sample WW1A (reference), which is a compositionally distinct sample analyzed using a
different temperature program, or (c) to a modified version of this chromatogram for the Pierce et al.
code. This leads to different results, depending on the alignment code used: (d) our code; (e) 2-D COW;
(f) the Pierce et al. code. The ten black circles indicate the positions of the alignment points used with
our algorithm.
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2.4.3 Improvement in peak retention time deviations after
alignment, using different algorithms.

In order to assess quantitatively the performance of the different alignment codes, we con-
ducted several tests. In the first test, we measured the deviations of test points both before
and after alignment. To evaluate our own code, we performed a leave-one-out test of the
alignment points. In other words, for each chromatogram, we applied our alignment code
using all alignment points except one, which we treated as a test point. We repeated this
procedure, each time leaving out a different alignment point, until we had tested all align-
ment points. This reflects a conservative estimate of the performance of our code compared
to what it actually achieves. To conduct comparable tests of the Pierce et al.** and 2-DCOW
codes, we evaluated their abilities to properly align the set of points that we had used as
alignment points. Although the data-withholding procedure applied to our code gives it a
slight disadvantage, this approach enables a direct comparison of the three codes for the
same set of test points (Table 2-1).

The new alighnment code obtains the best global results. Our code successfully improves both
first dimension deviations and second dimension deviations, on average, for both oil spill
chromatograms and wastewater chromatograms (Table 2-1). By comparison, the Pierce et al.
code worsens mean second dimension retention time shifts for both sets of wastewater chro-
matograms. 2-D COW improves the mean retention time deviation in both dimensions for
wastewater chromatograms, but it does not significantly improve mean retention time devi-
ation for oil spill chromatograms. As shown by the median retention time deviation (Table
2-1), 2-D COW is able to achieve good alignment for most of the test points in oil spill chro-
matograms. However, misalignments for some test points remain significant, as shown by the
spread and maximum value statistics. Our code has higher median deviation values for oil spill
chromatograms in comparison to the two other codes, but it is the most successful at limiting
the most egregious shifts, as shown by low values for both the spread and maximum value
statistics.

The code by Pierce et al.5 sometimes suffers from inconsistent treatment of first and second
dimension deviations: in cases where it brings improvement in the first dimension, it often
worsens the situation in the second dimension. In such cases, peak shapes are badly distorted
by alighment, leading to difficulties in identifying the peaks studied. 2-D COW works well for
very similar chromatograms, but often performs poorly for samples having significant com-
positional differences, and this is frequently associated with distortions of the aligned chro-
matogram. By construction, our code avoids unrealistic distortion of the aligned chromato-
gram, and the test points are always easily identifiable.

In additional tests of our code, we evaluated the dependence of alignment quality on the
number of alignment points used (section 2.7.7 in Appendix). For the samples considered
here, the use of eight or more alignment points gave reliably improved alignments.
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2.4.4 Improvement in quality of difference chromatograms af-
ter alignment, using different algorithms.

In a second quantitative test, we compared the evolution of the sum of the absolute values
of the pixel intensities of the difference chromatograms. A “difference chromatogram” rep-
resents the difference, pixel by pixel, between two chromatograms (Appendix section 2.7.5).%°
In principle, chromatogram alignment should decrease the total sum of pixel absolute values
of the difference chromatogram of the reference minus the target. This test gives greater
weight to large-valued pixels. Therefore, we excluded column bleed and solvent signal, be-
cause this signal would obscure that of the relevant sample region. Using our algorithm, the
sum of the absolute values of the pixel intensities of the difference chromatograms shows
improvement for all samples except one (sample 0OS5) (Appendix Table 2-5). Of the three al-
gorithms, ours results in the lowest absolute values for difference chromatograms, overall.
2-D COW obtains globally better results for the oil spill chromatograms; in principle this
should correspond to the best alignment, in contradiction to results shown in Table 2-1. The
apparent success of 2-D COW for difference chromatograms may result partly from unrealistic
peak distortions which apparently maximize correlation and thereby also decrease the total
signal of the corresponding difference chromatogram. The code of Pierce et al. did not give
better global results than the other two codes for this test. Finally, in cases where samples
are most dissimilar, our new code obtains favorable results compared to the other two.

2.4.5 Peak volumes alterations induced by alignment, using dif-
ferent algorithms.

In a third quantitative test of the alignment codes, we evaluated peak volumes bias arising
from alignment. Ideally, the alighnment should leave the peak volumes unchanged, so that the
aligned chromatograms can be used in subsequent analysis without undue bias in chromato-
gram information. To conduct this test, we employed a peak-tracking code developed by
Wardlaw et al. (2008)> as updated in a later work, which identifies matching peaks in differ-
ent chromatograms, based on an analysis of the respective “blob tables” (i.e., tabulated lists
of integrated peak retention times). The peak-tracking match criteria were parameterized
very conservatively, so as to minimize or eliminate the possibility of wrongly assigned
matches. We studied two oil spill samples: OS5 and OS8. For each sample, we used the peak-
tracking code to identify peaks that could be matched in all four of the following chromato-
grams: the unaligned target chromatogram and the three alighed chromatograms obtained
with the three alignment codes. Using this set of matched peaks, we computed peak volume
changes induced by alignment, for each sample (Table 2-2). It was not possible to apply the
peak tracking code to the severely shifted wastewater chromatograms; therefore, we evalu-
ated peak volume changes observed in the 10 alighment points for the case of sample WW2B
aligned to WW1A. Because integrated peak volumes are sensitive to the baseline delineation
method, we decided to report results for chromatograms baseline-corrected using the rela-

tively conservative delineation method of Reichenbach et al.”®

and also using a more aggres-
sive delineation method developed by Eilers®® that we extended to two-dimensional data by

applying the one-dimensional code independently to each second dimension modulation
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(Matlab codes freely available at: https://github.com/jsarey/GCxGC-baseline-correction).®
As stated in section 1.3.1, the second method is more appropriate for the quantification of
individual analytes.?%26¢ peak footprint areas were delineated and integrated using the in-

verted watershed algorithm implemented in GC Image.”1!

Among the three alighment codes, our code globally induced the smallest changes in inte-
grated peak volumes (Table 2-2). Use of the Eilers baseline delineation, which we believe to
be more appropriate for the quantification of peak volumes for individual analytes,**52%¢ usu-
ally leads to the smallest peak volume alterations, for our code. Our alignment code induced
<11% average change in peak volume, except for OS8 aligned to neat oil with the baseline of
Reichenbach et al. This peak volume bias is sufficiently small to allow further quantitative
analysis of the data. By comparison, 2-D COW and the Pierce et al.®* code both led to >19%
average change in peak volume in 2/3 of the cases, which limits the usefulness of these
aligned samples for further quantitative analysis. Unlike the other two algorithms, our code
incorporates a correction for the local deformation applied during the reinterpolation step,
and this limits the peak volume bias induced by alignment. Additional analysis of total chro-
matogram signal bias (Appendix section 2.7.9) further corroborated these results.

All three alignment procedures led to modest increases in the total number of apparent chro-

101 peak delineation tool. Additional

matogram peaks that were detectable using the GC Image
analysis revealed that all three alignment procedures also caused increases in the footprint
area of delineated peaks, on average. We think these artifacts arise from the effective
smoothing caused by signal reinterpolation during alignment. Subsequent changes in inte-
grated peak volumes should thus depend on the way that the baseline is delineated. When
used with our alignment method, the (more aggressive) Eilers baseline correction led to lower
peak volume bias than did the (more conservative) Reichenbach baseline correction. To min-
imize peak volume bias caused by alignment, we recommend the use of our alignment pro-

cedure in combination with the baseline correction of Eilers.
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Table 2-2. Peak volumes bias brought by alignment, for different codes

Baseline Mean ab- | Mean ab-
Sample Method Alignment solute solute
name (number of code devia- percent
peaks)? tion® deviation
Gros et al. 2.0 10.6%
GC Image 2.D COW 5
(79 peaks) . 14 7.8%
1 0,
0S5 Pierce et al. 4.3 25.9%
. Gros et al. 0.6 2.1%
Eilers co 5
(208 peaks) 2-D COW 1.1 10.9%
Pierce et al. 4.8 30.7%
Gros et al. 4.2 33.7%
GC Image 2-D COW 5
(34 peaks) -D CO! 2.3 25.1%
H 0,
0s8 Pierce et al. 7.9 41.9%
Gros et al. 0.4 3.8%
Eilers o
(104 peaks) 2-D COW 4.5 22.4%
Pierce et al. 4.9 21.9%
Gros et al. 29 8.6%
28 GC Image | 2-D COW° 8.0 28.8%
aligned Pierce et al.¢ 53 20.0%
to Gros et al. 2.8 8.6%
WW1A .
Eilers 2-D COWse 10.5 29.0%
Pierce et al.¢ 5.0 19.9%

2Shown in parentheses is the number of peaks that were successfully matched across all four alignment
cases: unaligned, using our algorithm, 2-D COW, and Pierce et al.®* ® Values given in arbitrary units.
One alignment point not detected by GC Image, statistics computed with the 9 remaining values. ¢ One
alignment point not recognizable, statistics computed with the 9 remaining values.

2.5 Conclusions

We present a new alignment algorithm for 2-D chromatograms. In this study, the algorithm is
applied to real samples analyzed using GCxGC, but in principle it could also be applied to other
types of 2-D chromatograms (e.g. LCxLC). In comparison to other available algorithms, our
algorithm performs the best overall in terms of decreased retention time deviations of match-
ing analytes. Additionally, the new alignment algorithm performs better than the two previ-
ously published algorithms according to three more criteria: it is insensitive to differences in
composition between the target and reference chromatograms; it avoids unrealistic distor-
tions of the aligned chromatograms; and it leads to only limited modification of the peak vol-
umes. This makes it particularly suited for the study of samples showing important differences
in composition. Moreover, our tests with wastewater chromatograms demonstrate the use-
fulness of our algorithm for aligning chromatograms acquired under different chromato-
graphic conditions. The algorithm modifies only the target chromatogram, perfectly aligns
designated alignment points, and uses displacement interpolation for aligning the other pix-
els, thereby avoiding distortion artifacts which arise with the other two algorithms. Unlike
previous algorithms, we apply a correction of pixel intensity values to account for the applied
alignment deformation, and this limits the extent of modification of peak volumes induced by
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alignment. This enables further quantitative analysis to be applied to aligned chromatograms,
whereas previously developed algorithms result in large peak volumes bias in certain cases.
Although not discussed in this article, our algorithm can also be applied directly to the align-
ment of peak tables, comparable to a previously developed method.1%?

Unlike the other two algorithms considered, our algorithm requires the a priori knowledge of
alignment points. This may be viewed as a limitation. However, user-assigned alignment
points confer important advantages in terms of flexibility and control, compared to the other
two codes. Our code enables the user to choose appropriate points leading to proper align-
ment of two chromatograms, whereas the previous two codes determine points considered
similar in an automated way. The previously developed codes thus leave the user blind to
occasional false assignments of corresponding information between chromatograms. This
leads to inferior performance of the previous codes compared to our algorithm, despite that
our approach employs significantly less alignment information.

How can the user ensure that alignment points are properly assigned? In cases where sample
compositions are similar or where retention time shifts are small, matching peak positions
are often identifiable by visual inspection, because peak patterns remain similar.X?® This de-
pends partly on the user’s familiarity with the samples’ compositions. If in doubt, a user could
also add or ascertain alighment points using added internal standards. To help support the
identification of alignment points, we developed a tool which proposes matches of alignment
point positions in the target chromatograms based on their positions in the reference chro-
matogram (see section 2.3.3).

The algorithm presented here is systematically improvable. Alignment points are intuitive to
use, and the improvement of the alignment is straightforwardly achievable by changing the
number and positions of alignment points. We recommend that alignment points are chosen
in each part of the chromatogram that exhibits shifting trends different from neighboring re-
gions and that the most interesting sample information of the chromatogram is situated
within the convex hull of the alignment points retained. The use of 8 to 10 well-distributed
alignment points appears sufficient to produce reliable improvements in alignment. In cases
where the choice of reference sample is not dictated by the study aim, the reference chroma-
togram should be selected as that which contains the largest number of well-distributed an-
alytes employable as alignment points. Finally, we note that the positions of peaks can be
altered for severely overloaded peaks; we advise to avoid such peaks in the set of alignment
points.

In practice, the algorithm could be applied to large sample sets. Once alighment points have
been assigned in a reference chromatogram, an experienced practitioner typically can locate
alignment points and perform alignment of a target chromatogram in 15 min or less, using a
typical desktop computer.

The new algorithm is expected to increase the possibilities available for scientists to use more
deeply and quantitatively the information contained in two-dimensional chromatograms. The
alignment algorithm is used in Chapter 3 and in Chapter 6. Upon request, our Matlab codes
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have been shared with several scientific teams, and these codes have also been used by col-
leagues at EPFL (Saer Samanipour and Bobby Hamwey). We have been actively collaborating
with Yasuyuki Zushi and Shunji Hashimoto to extend the algorithm to multivariate detectors
(mass spectrum data). The algorithm described here together with the extended algorithm
for MS data (the latter being currently not deeply validated) have been implemented as a
plug-in into one of the leading softwares for GCxGC data handling, GC Image.
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2.7 Appendix

2.7.1 GCxGC analysis methods

Three different GCxGC analysis methods were used. Methods A and B were applied to
wastewater samples, and method C was applied to oil spill samples. Samples analyzed with
method A are referred to as WW1A and WW?2A, whereas samples analyzed with method B
are referred to as WW1B and WW?2B. The GCxGC analysis methods are described in Table 2-3
below. All chromatography measurements were performed on a Leco GCxGC instrument
comprising: an Agilent 7890A chromatograph with a split/splitless autoinjector; a Leco quad-
ruple-jet, dual-stage thermal modulator; and a Leco secondary oven. Descriptions of the sam-
ples are given in Table 2-4.
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Table 2-3. Description of GCxGC methods

Parameter Value / material used Method
Agilent micro-electron capture detector (LECD) A, B
Detector PP
Flame ionization detector (FID) C
Restek Rxi-Ims column: 100% dimethyl polysiloxane phase, || A, B
First-dimension column in- || 30 m length, 0.25 mm inner diameter, 0.25 um film thickness
side the main oven Restek Rtx-1, 6.6 m length, 0.1 mm inner diameter, 0.4 um film || C
thickness
Second-dimension  column || 1.8 m length A, B
inside the secondary oven:
SGE BPX50 (50% Phenyl Pol-
ysilphenylene-siloxane) 0.10- || 0.70 m length c
mm-inner diameter, 0.10-um
film thickness
Modulation was done on the initial part of secondary column [ A, B
Modulation Modulation was done on 0.17 m length, 0.10 mm inner diame- || C
ter Restek IP Deactivated Guard Column
Deactivated column joining| 0.3 m length A, B
the second-dimension col-
umn to the detector: Restek
IP Deactivated Guard Col-
umn, 0.10-mm-inner diame- 0.21 m length ¢
ter
Splitless mode at an inlet temperature of 260 °C A B
Sample injections Split/splitless mode (see Table 2-4 for details) at an inlet tem- || C
perature of 300 °C
Carrier gas (helium) at a con- || 1.5 mL/min A B
stant flow rate 1 mL/min C
Thermal modulator Dry n‘ltrogen gas, chllled by liquid nitrogen, for the cold jets, and || A, B, C
dry air for the hot jets
Temperature of the modula- || 25 °C higher than that of the main oven A B
tor 50 °C higher than that of the main oven C
15 s, comprising two hot pulse periods of 1.0 s each and two || A, B
i X cool periods of 6.5 s each
Modulation period — -
12.5 s, comprising two hot pulse periods of 0.6 s each and two || C
cool periods of 5.65 s each
Detector temperature 350 °C A B, C
A B
Detector rate 50 Hz
200 Hz C
40 °C for 2 minutes, then ramped at 3.5 °C/min to 300 °C, || A
whence it was maintained for 10 minutes
o B o . o B
Main oven temperature 40 °C fqr 2 mlnu.tes,.then ramped :a\t 4.0 °C/min to 300 °C,
whence it was maintained for 19.3 minutes
37 °C for 5 minutes, then ramped up to 307 °C at 1.5 °C/min, || €
whence it was maintained for 30 minutes
Kept 15 °C higher than that of the main oven throughout a run A B
Second oven temperature
Kept 33 °C higher than that of the main oven throughout a run || C
A B
Data acquisition delay 400
210s C
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Table 2-4. Description of samples

Sample s GCxGC Injec- | GCxGC analysis
Sample description X
name tion mode method
050 Neat oil Splitless C
os1 Qil blob Split ratio: 1:25 | C
052 QOil blob Split ratio: 1:25 | C
0s3 Tarball + Water Splitless ¢
osa Tarballs Split ratio: 1:25 | C
0S5 Tarballs Split ratio: 1:25 | C
056 Tarballs Split ratio: 1:25 | C
0s7 Sheen + water Splitless c
0s8 Sheen on glass wool Splitless C
Splitl C
0s9 Sheen on glass wool plitless
0510 Sheen on glass wool Splitless C
0s11 Sheen on glass wool Splitless C
Inlet of the WWTP Splitless A (WW1A),
wwi B (WW1B)
WW2 Outlet of the primary | Splitless A (WW2A),
clarifiers of the WWTP B (WW2B)

2.7.2 Weighted average used in Sibson’s natural-neighbor in-
terpolation

We define S the subset of m alignment points P corresponding to basis polygons which con-
tribute some area to the new polygon introduced in the Voronoi diagram defined by {P;, ...,
Py, z}. In the example shown in Figure 2-2, S = {P1, P2, P3, P4}.

The weighted average used by Sibson’s natural neighbor interpolation is then computed ac-
cording to:

4,-Dls,)
D(z)="——

24,

J=1

Equation 2-3
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where D refers to second dimension shifts, z is the pixel for which the interpolated second
dimension shift (or displacement) is calculated, and A; is the area contribution to the new
polygon by the basis polygon corresponding to the alignment point S;.

2.7.3 Bicubic convolution interpolation

Bicubic convolution interpolation is used in order to determine the new signal value of a dis-
placed pixel in the aligned chromatogram. The signal value of the displaced pixel (in the
aligned chromatogram) is determined based on the signal values of the sixteen pixels (in the
unaligned target chromatogram) nearest to the estimated position of that pixel before align-
ment. The bicubic convolution interpolation, introduced by Keys,?® is a third-order approxi-
mation of the unknown function f of the data.

For a 1-D case, the interpolating function is expressed as:
g(xj): chu(j _k)
k

Equation 2-4

where the ¢, are the data point values, k takes the values of the indices of the data points
used for interpolation, j is the index of the location at which an interpolated value is desired,
and u(s) is the interpolation kernel, defined as:

3 -2 +1 0<s<1
272
u(s) = —%|s|3+%|s|2—4|s|+2 1<fs<2
0 2<[§
Equation 2-5

Two-dimensional interpolation is achieved by performing one-dimensional interpolation in
each dimension.
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2.7.4 Alignment points used for each chromatogram
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Figure 2-5. Chromatograms showing the positions of alignment points. These are also the test points
used to evaluate the extent of misalignment of target chromatograms both prior to alighment and after
alignment, for all algorithms. In order to evaluate misalighments after application of the algorithm re-
ported here, a leave-one-out test of alignment points was performed, as described in the main text.
The panels show chromatograms for (a) neat oil (0S0), (b) 0S1, (c) 0S2, (d) 0S3, (e) 0S4, (f) OS5, (g)
0S6, (h) 0OS7, (i) 0S8, (j) 0S9, (k) 0S10, (I) 0S11, (m) WW?2A (reference), (n) WW1A (reference), (o)

WW?2B (target), (p) WW1B (target).

50



A robust algorithm for aligning two-dimensional chromatograms
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Figure 2-5 (continued)
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Second dimension retention time [s]

First dimension retention time [min]

Figure 2-5 (continued)

2.7.5 Visual comparison of difference chromatograms, after
alignment

Difference chromatograms are depicted for: neat oil minus a sample of slightly weathered oil
from the oil slick (Figure 2-6); and for neat oil minus a highly weathered oil sheen sample
(Figure 2-7). Difference chromatograms were introduced by Nelson et al.%> and consist of the
difference, pixel by pixel, between two chromatograms. A white color signifies that the inten-
sity value of the pixel is the same in both chromatograms, whereas a red (blue) color indicates
a larger (smaller) value in the weathered chromatogram relative to the neat oil. Thus, misa-
ligned peaks in the real chromatograms appear as two neighboring peaks in the difference
chromatogram, one red and the other blue.

Although sample OS2 exhibits a composition similar to that of the neat oil, the corresponding
difference chromatogram shows significant signal of early analytes (those eluting between 20
and 70 minutes), indicating misalignment in this region (Figure 2-6a). Our alignment code and
2-D COW both effectively improve the alignment in this part of the difference chromatogram
(Figure 2-6b,c) whereas the Pierce et al. code performs less well (Figure 2-6d).

The composition of sample 0S11 differs significantly from that of the neat oil, thus the corre-
sponding difference chromatogram would necessarily exhibit significant signal even in a per-
fectly aligned case. Our code and the code of Pierce et al. show improved difference chroma-
tograms compared to that of the unaligned samples (Figure 2-7a,b,d). Alignment using
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2-D COW leads to artifactual distortions of the target (0S11) and this appears as unrealistic
zigzag distortions in the difference chromatogram (Figure 2-7c).

(a) (c)

Second dimension retention time [s]

50 100 150 200 50 100 150 200
(b) (d)
12
10
8] !}
6
41
\ ! 2 ‘7 -
50 100 150 200 50 100 150 200

First dimension retention time [min]

Figure 2-6. Difference chromatograms between neat oil (reference) and sample OS2 (target), a slightly
weathered slick sample, for four cases: (a) the target chromatogram unaligned, (b) the target chroma-
togram aligned using our code, (c) the target chromatogram aligned using 2-D COW, and (d) the refer-
ence and target chromatograms aligned using the Pierce et al. code.
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Figure 2-7. Difference chromatograms between neat oil (reference) and the oil sheen sample 0S11
(target). Four cases are shown: (a) the target chromatogram unaligned, (b) the target chromatogram
aligned using our code, (c) the target chromatogram aligned using 2-D COW, and (d) the reference and
target chromatogram aligned using the Pierce et al. code.
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2.7.6 Visual comparison of alignment results for chromato-
grams resulting from the analysis of the same wastewater
sample with different temperature programs

(a) Target (d) Aligned - Gros et al.
15- . ;

10-

20 40 60

20 40 60

(c) Pierce et al. Reference (f) Aligned - Pierce et al.

Second dimension retention time [s]

First dimension retention time [min]

Figure 2-8. (a) The chromatogram of wastewater sample WW2B (target) is aligned to (b) the chroma-
togram of the sample WW?2A (reference), which is the same sample analyzed using a different temper-
ature program, or (c) to a modified version of this chromatogram for the Pierce et al. code. This leads
to different results, depending on the alignment code used: (d) our code; (e) 2-D COW; (f) the Pierce et
al. code.

2.7.7 Dependence of alignment quality on the number of align-
ment points used

In order to evaluate the influence of the number of alignment points on the quality of align-
ment, we computed retention time deviations in the second dimension using different num-
bers of alignment points. For each chromatogram containing up to N possible alignment
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points (as shown in Figure 2-5), we report alignment results ranging from the use of 0 align-
ment points (i.e. unaligned) to up to N—1 alignment points. For each subset of n alignment
points, the superset of all N alignment points was evaluated as test points. This was achieved
by successively assighing each (superset) alignment point as a test point, and then conducting
an alignment employing the “optimal subset” of n points from the remaining N—1 alignment
points. The optimal subset was defined as the set of n points chosen from the N—1 points
which maximize the sum of the distances between each subset alignment point and the near-
est subset alignment point. For the case where only one alignment point was used in the
subset (n = 1), we decided to always employ the alignhment point nearest to the first moment
(center of mass) of the available (N-1) alignment points. For each subset of n alighment
points, the retention time deviations for all N test points were averaged; results are shown in
Figure 2-9 (oil spill chromatograms) and Figure 2-10 (wastewater chromatograms).

Results for oil spill chromatograms show that alignment quality is systematically improved
when 7 or more alignment points are used. For these chromatograms, using a low number (1
to 5) of alignment points leads to the possibility of worsened alignment. It remains unclear
whether alignment quality would be further improved if more than 13 alignment points would
be used. Wastewater chromatograms, which suffer much more severe initial misalignment,
exhibit consistently improved alignment regardless of the number of alignment points used.
Overall, our results suggest that using 8 or more alignment points likely leads to robust align-
ment.
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Figure 2-9. Second dimension retention time deviation with respect to the number of alignment points
used, for oil spill chromatograms.
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Figure 2-10. Second dimension retention time deviation with respect to the number of alignment points
used, for wastewater chromatograms.
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2.7.8 Sums of the absolute values of the pixels of the difference
chromatograms, after alignment

Table 2-5. Sums of the absolute values of the pixels of the difference chromatograms ®

Type Sample |[Un- Gros 2-D Pierce
name aligned |etal. cow etal.
0S1 1000 947 835 943
0S2 1000 879 796 878
slick 0S3 1000 962 923 961
0S4 1000 996 1003 994
0S5 1000 1007 946 1006
A U | 0s6 __ 1000 _[o9a _ _Jo17 __[ooa _ _|
% 0S7 1000 914 796 915
0S8 1000 965 890 963
sheen
0S9 1000 948 909 946
0S10 1000 944 996 941
~—-___los1a_ _J1000 __[o38 _ _J1035 _Jo33 __|
total 11,000 10,495 10,045 10,476
- same sam-|WW1B (1000 541 472 677
g [eles ___|! Ww2B _ 1000 __[a66 _ _Jlas1 __[749 _ _|
2 |different [wwiB [1000 [l639 1034 (784
§ [samplest _|ww2B_J1000 _[712 1877 __lss8 _ |
total 4,000 2,359 2,864 3,099
overall total 15,000 |12,854 |12,908 (/13,574

2 Normalized to a value of 1000 for the unaligned chromatogram. ® Each chromatogram was aligned to
a chromatogram of the same sample analyzed using a different GCxGC program. ¢ The chromatogram
was aligned to the chromatogram of the other sample, each analyzed using a different GCxGC program.

2.7.9 Changes in total chromatogram signal resulting from
alignment

In addition to the peak volumes bias evaluation reported in the main text, we present here
total signal volume alteration, i.e. the variation of the total sum of the signal values of all the
pixels of the chromatograms, excluding column bleed or solvent signal (Table 2-6). 2-D COW
leads to the greatest bias, up to 24.5% for oil spill sheen chromatograms and up to 49.3% for
wastewater chromatograms. Signal volume bias from the Pierce et al. code is significantly
better than that of 2-D COW. However, for wastewater chromatograms, which are signifi-
cantly modified through alignment, the bias brought by the Pierce et al. alignment code be-
comes excessive for one case (29.1%). Overall, our code produces the least signal volume bias,
with 0.4% total signal change, on average, for oil spill chromatograms and 3.7%, on average,
for wastewater chromatograms. The signal modification brought by the new code always re-
mains below 6%, which makes it suited for further quantitative analysis of the data.
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Table 2-6. Total chromatogram signal volume bias ? induced by alignment

Type Sample | Gros 2-D Pierce
name etal. cow etal.
0Ss1 -0.02% |[-1.65% ||-1.04%
0S2 -0.02% |[-1.60% |-1.16%

slick 0s3 -0.62% [7.13% |[-2.42%
0s4 -0.01% |[2.66% |-0.96%
0S5 -0.03% |[-2.23% ||-1.41%
= 0s6 -0.05% |[-4.34% |-1.76%
N 0s7  [-0.44% [[1.92% [|-2.54% |
S 0s8 -0.68% |6.64% |-1.83%
sheen 059 |-0.57% |8.58% |-0.12%
0Ss10 -0.73% |[15.17% ||-1.65%
_______ osu _|-114% |2451% J055% |

average of absolute([0.39% |[6.95% |[1.40%
values
same WWI1B |-1.70% [22.00% [|0.15%
samples |WW2B ||-5.18% ||15.24% |[5.04%
different |[WW1B [|-1.49% |[49.34% |[5.96%
samples |WW2B _||-5.61% 20.02% [29.14%

average of absolute|3.50% [26.65% [|10.07%
values

wastewater

2 Negative values indicate a global “signal disappearance” induced by alignment, and positive values
indicate a global “signal creation”. All values were computed as the percentage change in the total sum
of the pixels of the aligned chromatogram relative to the target chromatogram. Signal arising from
column bleed and solvent were excluded from the above analysis. Chromatograms were baseline-cor-
rected using the method of Reichenbach et al.”®
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GCxGC chromatogram of Grane crude oil

Second dimension
retention time

First dimension retention time

Figure 3-1. Schematic summary of the losses predicted by our transport model.

Reproduced/adapted with permission from Environmental Science & Technology 2014, 48,
9400-9411. Copyright 2014 American Chemical Society.
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3.1 Abstract

During the first hours after release of petroleum at sea surface, crude oil hydrocarbons parti-
tion rapidly into air and water. However limited information is available about very early evap-
oration and dissolution processes. We report on the composition of the oil slick during the
first day after a permitted, unrestrained 4.3 m? oil release conducted on the North Sea. Rapid
mass transfers of volatile and soluble hydrocarbons were observed, with >50% of <C;7 hydro-
carbons disappearing within 25 hours from this oil slick of <10 km? area and <10 pum thickness.
For oil sheen, >50% losses of <Ci6 hydrocarbons were observed after 1 hour. We developed a
mass transfer model to describe the evolution of oil slick chemical composition and water
column hydrocarbon concentrations. The model was parameterized based on environmental
conditions and hydrocarbon partitioning properties estimated from comprehensive two-di-
mensional gas chromatography (GCxGC) retention data. The model correctly predicted the
observed fractionation of petroleum hydrocarbons in the oil slick resulting from evaporation
and dissolution. This is the first report on the broad-spectrum compositional changes in oil
during the first day of a spill at the sea surface. Expected outcomes under other environmen-
tal conditions are discussed, as well as comparisons to other models.

3.2 Introduction

After an oil spill at the sea surface, many petroleum hydrocarbon compounds fractionate rap-
idly into the atmosphere and water column.” The early behavior of oil spilt at sea thus controls
the initial exposures of marine organisms to oil components: high concentrations of dissolved
aromatic hydrocarbons in the water underlying oil slicks are considered especially likely dur-
ing the first hours and days after a spill.1%104105

However compositional data describing early evaporation and dissolution processes in the
field are limited. Environmental sampling does not begin until several days after an accidental
sea-surface oil spill, because logistical challenges preclude early sampling of an unanticipated
release. Data describing early fractionations have been reported for long-lasting releases re-
sulting from offshore oil well blowouts®371%:197 and natural sea floor oil seeps.> However oil
and gas hydrocarbons emitted from the deep sea floor experience prolonged exposure to the
water column before reaching the atmosphere at the sea surface. Consequently a sea floor
release likely undergoes a much greater extent of dissolution compared to a sea surface re-
lease. Some experimental data relevant to sea surface releases have been obtained through
meso-scale laboratory experiments.'%®1% Additionally, several controlled oil release experi-
ments of up to 100 metric tons have been conducted at sea (off Norway, the United States,
Canada, the United Kingdom, and the Netherlands), as early as 1930.1343110-134 Among these,
several studied early evaporation of the slick and/or dispersion/dissolution into the underly-
ing water column,3111,114,116,120-124,126127,129,134 \;sing techniques including: evaluation of distil-
lation data for collected oil slick samples; gas chromatography (GC) analysis of slick and water
column samples; and in-situ fluorimetry, light-scattering, and radioactive tracer tracking of
the water column. These field data were used for the development and validation of oil spill
models such as the OSCAR model, developed by SINTEF, and its oil weathering model (OWM)
component, 2124128130135 Hawever limited data are available describing the concentrations
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of individual hydrocarbons, except a few reports of trends for n-alkanes in oil slicks during the
initial hours after the release.!3114122

After the release of oil on the sea, several physical processes simultaneously modify oil com-
position and properties, including evaporation, aqueous dissolution, sorption, emulsification,
and dispersion.” Evaporation usually dominates the early fractionation of petroleum com-
pounds after a spill, typically affecting compounds with boiling points lower than n-pentade-
cane (n-Cis).!! Evaporation can remove up to 75% of the oil volume within a few days for light
crude oils, up to 40% for medium crude oils, and about 5% for heavy or residual oils.?? Under
turbulent sea surface conditions, some oils rapidly form water-in-oil emulsions, and this is
expected to decrease mass transfer rates.'136137 |n this chapter the term mass transfer has
units of mass; the terms mass transfer rate or mass loss rate have units of mass time™; and
mass transfer flux has units of mass time™* area™.

Compared to evaporation, aqueous dissolution removes less mass from the oil phase during
early weathering of a sea-surface oil slick.***® However dissolution is important in terms of
aquatic ecotoxicological impact, because several individual soluble hydrocarbon compounds
as well as hydrocarbon mixtures are toxic to aquatic species.”*”"2° For example, total polycy-
clic aromatic hydrocarbons (PAHs) levels of up to 115 and 42 pg L were detected in the water
column a few days to months after the North Cape and Exxon Valdez oil spills, respec-
tively.2#138 Higher concentrations of total PAHs of up to 100 mg L™ were recorded in the water
column during the Deepwater Horizon oil spill,**’
were subjected to prolonged exposure to the water column before having the opportunity to

ventilate into the atmosphere.”

where ascending liquid petroleum and gas

It is challenging to apportion mass transfers of hydrocarbons resulting from evaporation and
dissolution out of the oil phase, because both processes act simultaneously on many of the
same compounds.® Different models have been developed to predict the evaporation and

12-16,25,41,42,74,112,135-151 Gayera| of these models consider oil

dissolution of hydrocarbons at sea.
as a single component, 3% unable to capture the independent behaviors of the thousands
of compounds that constitute oils.'>> However models applicable to the partitioning behavior
of individual compounds or to pseudo-components have also been devel-
oped.1¥142541,4274,112,142-151 pdditionally, some models consider dispersion, or entrainment of
oil into the water column, plus oil dissolution and evaporation.2>41112113.147.153 The processes
of evaporation and dispersion have received more extensive field testing,!12113116118121-

123,126,129,134 \y hereas dissolution has received less evaluation in the field.!°

Two field studies have evaluated compound-by-compound modeling of evaporation and dis-
solution for a broad range of petroleum hydrocarbon compounds in beached oils.**’# In both
studies, comprehensive two-dimensional gas chromatography (GCxGC) retention information
was used to estimate the vapor pressures and aqueous solubilities of measured oil hydrocar-
bons in the n-Cyo to n-Ca4 elution range, or 174 to 391 °C boiling point range.®® Resulting esti-
mates of partitioning properties were then used to parameterize simulations of evaporation
and dissolution mass transfers for all GCxGC-determined hydrocarbon analytes eluting in this
boiling point window. Using this approach, mass transfer model predictions were successfully
compared to measured field sample data for oil beached near Cape Cod, MA, after the 2003
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Bouchard 120 oil spill** and also for oil beached in San Francisco Bay after the 2007 Cosco
Busan oil spill.”* However neither of these studies evaluated the very early period (<7 days)
of mass transfers to air and water.

Here, we report results from a controlled oil release experiment conducted in open waters
on the North Sea during September 29-30, 2009. With this study, we aim to bridge the
knowledge gap that exists due to the lack of early oil composition data, and specifically to
shed light on the initial evaporation and dissolution processes during the first day of an oil
spill. We present detailed hydrocarbon compositional analysis of collected oil slick and oil
sheen samples during the first day after release. These field measurements are compared to
a transport model that we developed to describe early mass transfer processes during the
field experiment.

3.3 Experimental and computational methods

3.3.1 Open sea oil spill experiment

A permitted, controlled oil release experiment was conducted jointly by several European re-
search institutes during September 29-30, 2009, approximately 200 km offshore in the North
Sea Netherlands Exclusive Economic Zone (Figure 3-2). Starting at 12:10 UTC, 4.3 m® of Nor-
wegian Grane crude oil was released from the deck of the Arca, a hydrographic survey and
pollution response vessel, over a 1.15 hour period. The resulting unrestrained sea-surface
slick was monitored during a 26 h period. The oil had a density of 940 kg m™, a Reid vapor
pressure of 3.4 kPa, and a kinematic viscosity of 373 mm? st at 20 °C. These and other meas-
ured properties of the oil compared favorably with values reported previously by Statoil*>* for
Grane crude (Appendix section 3.5.1). Due to weather and logistical constraints, oil slick, oil
sheen, and water column samples were taken at irregular time intervals. Qil slick and sheen
samples were taken from the sea surface, from a small rubber motorboat deployed from the
Arca, at several time points after the end of the oil release: 0.58; 0.88; 3.70; 18.07; 19.62;
19.82; 22.53; and 25.23 h. Four water column samples were taken 20 h after the end of the
oil release, in three locations, at depth of ~1.5 m, using a custom-built grab sampler (Appendix
section 3.5.2). Sampling procedures are described in detail in Appendix section 3.5.2. Rec-
orded slick surface area and wind speed measurements during the experiment are given in
Table 3-1.
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Figure 3-2. Location where the oil was discharged (red cross). The map is from google maps.

Table 3-1. Position, slick extent,® and wind measurements during the experiment

Length| Width

Time | Latitude |Longitude Wind

Date of slick| of slick
(UTC)| (North) (East) [km] [km] (Beaufort scale)
September 29t 2009 | 12:20| 54°10' 3°30' 0.815 | 0.26
September 29t 2009 | 13:26 | 54°9'30" 3°31 1 0.9
September 29t 2009 | 14:15 54°9' 3°31 3.1 0.9

September 29" 2009 | 15:05| 54°9'30" | 3°31'54" 1.8 1.8
September 29" 2009 | 16:37 | 54°9'12" | 3°32'18" 2.5 1.4
September 29t 2009 | 19:41| 54°7'59" | 3°32'37" 4.5 1.3
September 30" 2009 | 07:35| 54°8'54" | 3°32'12" 5.2 1.4 3

@ Maximum length and width of the oil slick based on measurements by SeadarQ radar from the Arca
and aerial over-flight. The shape of the slick was approximately rectangular.

WWh[DhWW

3.3.2 Analysis of oil slick and oil sheen samples

Oil slick and oil sheen samples were analyzed by GCxGC coupled to a flame ionization detector
(GCxGC—FID); details of the analysis method are provided in Chapter 2 (section 2.7.1). GCxGC—
FID chromatograms were baseline-corrected with the method of Reichenbach and co-work-
ers’? using GC Image”* with the following parameters: 200 deadband pixels per modulation;
filter window size of 3 pixels; 3.5 for the expected value of baseline plus noise to the estimated
standard deviation of the noise; and one baseline value per modulation. The conservative
baseline correction of Reichenbach et al. is appropriate for quantification of the total (re-
solved plus unresolved) signal (section 1.3.1).%% FID response factors of hydrocarbons have
been shown to be similar (within £12% of central value) for 22 PAHs and 16 n-alkanes analyzed
by GC—FID.®* Therefore the GCxGC—FID instrument response factor was assumed to be the
same for all hydrocarbon compounds.®%%*15° This allowed quantitative comparisons of mass
changes of both resolved and unresolved GCxGC-amenable hydrocarbon material between
chromatograms of different samples. Collected oil sample chromatograms were then aligned
to the neat oil chromatogram using the algorithm presented in Chapter 2.%7
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GCxGC chromatograms were finally normalized so that the total peak volumes of five consec-
utive n-alkanes, octocosane (n-C;s) to dotriacontane (n-Csz), were of the same magnitude in
all chromatograms. These n-alkanes were considered unlikely to undergo significant fraction-
ation (Chapter 6)% and they exhibited relative changes in concentration of <15% during the
experiment. In order to quantify the peak volumes for these and other individual compounds,
we applied the GC Image implementation of the inverted watershed algorithm”® to the (una-
ligned) chromatograms, after baseline-correction with the algorithm of Eilers (using lambda
= 10* for n-alkanes and 10%° for PAHs).6%66:686%

Not all petroleum compounds are GCxGC-amenable. Non-GC-amenable compounds include
those with very high and very low boiling points that lie outside of the volatility range sepa-
rated by the instrument, as well as compounds that are thermally unstable or that adhere to
active sites within the chromatographic system. The mass contributions of the non-GC-ame-
nable high boiling and low boiling fractions were estimated from true boiling point distillation
data for Grane crude provided by Statoil*** (Appendix section 3.5.1). The GCxGC analysis sep-
arated an elution range of n-Co to n-Css, which corresponds to a simulated distillation boiling
point interval of 150 °C to 550 °C. True boiling point distillation data show that 68.9% of the
Grane crude oil mass falls within this boiling point window. Consequently we infer that 31.1%
of the oil mass was not measured by GCxGC, having boiling point >550 °C or <150 °C. In this
chapter we will always refer to percentages of the whole oil including the non-GC-amenable
fraction. This assumes that the very low-volatility (boiling point >550 °C) compounds re-
mained in the oil phase throughout the duration of the experiment. Several high-volatility
compounds, including BTEX (benzene, toluene, ethylbenzene, and xylenes) and n-C; to n-Co
n-alkanes, were modeled separately based on their concentrations in neat oil as measured by
GC—FID and GC-MS (Appendix Table 3-4). The remaining 5.6% of oil mass in the <174 °C boil-
ing point range was assumed immediately evaporated upon release, in our model calcula-
tions.

3.3.3 Analysis of water column samples

Water column samples were analyzed by Lukas Wick and Birgit Wiirz for several PAHs and n-
alkanes (n-Cs — n-Cao) by gas chromatography coupled to a mass spectrometer (GC-MS), and
by headspace GC with a flame ionization detector (GC-FID) for benzene, toluene, ethylben-
zene, and xylenes (BTEX). Detailed analysis method descriptions are given in Appendix section
3.5.4.

3.3.4 Mass transfer model

Atransport model was developed to describe mass transfer fluxes of hydrocarbons from float-
ing oil into air and water, as well as downward turbulent mixing of dissolved hydrocarbons in
the water column. The model was parameterized based on temperature, wind, and wave con-
ditions observed during the experiment, as well as the observed lateral spreading of the slick
detected by SeadarQ radar from the Arca and aerial over-flight (Table 3-1). The model was
tailored to individual analyzed hydrocarbon compounds based on their known or estimated

66



First day of an oil spill on the open sea: Early mass transfers of hydrocarbons to air and water

physical properties, as explained in detail below. None of the model parameters were cali-
brated based on the observed evolution of hydrocarbon concentration data in either the oil
slick or the water column.

The model assumes a well-mixed, uniform layer of oil slick at the sea surface. Qil input to the
sea surface was assumed a constant rate during the 1.15 h release period. In the model, the
surface area of the oil slick was assumed to grow continuously such that its extent matched
the footprint observed at several time points throughout the experiment (0.98 h before the
end of the oil release; and 0.12; 0.93; 1.77; 3.30; 6.37; and 18.27 h after the end of the oil
release). The modeled oil slick thickness varied with time and was updated iteratively based
on the modeled quantity of total oil slick mass and the observed surface area of the oil slick
footprint, assuming a constant oil density. Additionally, the oil slick formed during the field
experiment was observed to be patchy, partly interspersed with a visible sheen (thinner oil
layer) at the air-water interface. Hence, in the model, oil slick was assumed to cover only half
of the footprint, or total sea surface area, explored by the oil spill. Emulsification of the oil in
the slick was not visibly noticed during the experiment.

Hydrocarbon mass transfer fluxes (mass time™ area) from the liquid oil phase into air and

water were computed with a boundary layer model:**®

_ i,0il
Fi,oi/ evap 6‘
oil + air.

i,0il Dii,air : Ki,a[r / oil

Equation 3-1
Ci,wnter _ C
K i,0il
F _ i,water | oil
ioil |diss

oil + water

i0il i,water : i,water | oil
Equation 3-2

where §; refers to the boundary layer thickness of phase j, D;; is the diffusion coefficient of
compound i in phase j, Kjjx is the partition coefficient of compound i between phases j and k,
Cioir is the concentration present in the oil layer, and Cjwater is the concentration in the upper-
most water layer (1 m thickness). Equation 3-1 and Equation 3-2 are comparable to expres-
sions used previously to describe evaporation and dissolution of individual compounds from

13,14,16,41,42,142,143,148-151,153 gn( the correspondences between several of these

a liquid oil phase,
models are explained in detail in section 3.5.5. Air and water boundary layer thicknesses (8oi

and Suater) Were estimated from wind speed according to the following set of formulas:**®

4107 u,> +4-107*
VCOZ.wafer = 100

Equation 3-3
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where ,, = is the mass transfer velocity of CO; in water in m s1and uyo is the wind speed

at 10 m altitude in m s

_ D CO, ,water
water
VC 0, ,water

Equation 3-4

where p s the diffusion coefficient of CO, in water (2:10° m*s™).

) C0.2-u,+0.3
water ,air 100

Equation 3-5

where ,, is the mass transfer velocity of water in air in m s and uyo is the wind speed

water ,air

at 10 m altitude in m s™.

5 — L water _,air

v water ,air
Equation 3-6

where p s the diffusion coefficient of water in air (3710° m? s).

Observed wind speeds ranged from 3 to 4 degrees Beaufort (3.4—-7.9 m s}), and wind speed
values used by the model correspond to the middle of the measured Beaufort intervals, with
linear interpolation between measurements. Owing to the wind conditions and limited lateral
extent of the oil slick, the air phase concentration of hydrocarbons was assumed negligible
(zero) for the purpose of estimating evaporative mass transfer fluxes (Equation 3-1).

Vertical turbulent mixing in the water column was modeled with a finite difference formula-

tion, where downward transport was assumed to follow Fick’s first law:1°6-15

. :—E.M
mix Az

water

Fi,wa/er (Z)

Equation 3-7

where AC;water is the concentration difference between two water layers for compound i, E is
the vertical turbulent mixing coefficient of the water column, and Az, is the thickness of the
water layers (1 m each). A Neumann boundary condition or wall boundary (vertical concen-
tration gradient equal to zero)'®® was imposed at the sea floor, which had ~42 m depth.?®!
Transport in the water column was assumed to have a vertical gradient only; i.e., dissolved
hydrocarbons were assumed to be laterally well-mixed under the oil slick footprint but not
extend laterally outside of the slick footprint. Based on an estimated lateral turbulent mixing
coefficient of 50-250 m? s1,1%61%9 the water mass below the slick was expected to mix 3—7 km
laterally over the duration of the experiment. This is similar to the observed oil slick spreading
extent of 1.4 km width and 5.2 km length. Therefore the assumption that hydrocarbons were

68



First day of an oil spill on the open sea: Early mass transfers of hydrocarbons to air and water

laterally well-mixed below the oil slick was assumed valid for this early phase of the oil spill.
Volatilization of dissolved compounds from the “slick free” water surface (where sheen might
be observed) was modeled using previously developed expressions for air-water mass trans-

fer fluxes.'>®

Methods to estimate the vertical turbulent mixing coefficient of the water column based on
wind speed have been reported, some of them in an oil spill modeling context.*6271¢> However,
these formulas neglect convective mixing, which may be dominant at night or in autumn and
winter. Therefore we estimated the air-sea heat flux balance during the experiment, based
on wind speed, relative humidity, and air and water temperatures at K13 platform obtained
from the Royal Netherlands Meteorological Institute (KNMI).1>%166-168 From these data, we
interpreted that convection was the dominant mixing process in the water column through-
out the entire duration of the experiment (Appendix section 3.5.6). Consistent with a convec-
tive mixing situation, we assumed a single mixed layer throughout the entire 42 m depth wa-
ter column, based on literature reports describing the absence of pycnocline for nearby loca-
tions around this time of year.1%>17° Based on the net heat flux, we thus estimated the vertical
turbulent mixing coefficient, E, to be 0.22 m? s* throughout the water column during the en-
tire period of the experiment (Appendix section 3.5.6), using the expression:>°

1/3

Cp'pw

E=k-

Equation 3-8

where «a is the thermal expansivity of water, g is the gravitational accelaration, h is the water
depth (~42 m), H is the net heat flux (Appendix Figure 3-12), C, is the specific heat capacity of
water at constant pressure, py is the water density, and k is a factor approximately equal to
0.5.17

Mass transfer fluxes of oil hydrocarbon compounds more volatile than n-decane were mod-

eled individually. For these compounds, partitioning from oil to air and water were estimated

based on Raoult’s law**® 156,172

using experimental vapor pressure and aqueous solubility data.
Agueous solubilities were corrected for salinity by dividing them by a factor of 1.36 (a more
accurate correction factor can be obtained as in Chapter 4 if the compound or pseudo-com-
ponent structure is known).”® Molecular diffusion constants in air and water were estimated

from molar mass and corrected for temperature:'*®

1.74-10°°
D, . (Trqf- ) = W
Equation 3-9

_2-107"

Di,wmer( ref)_ W

Equation 3-10
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where D;; is the diffusion coefficient of component i in phase j at a reference temperature,
Tref, of 298.15 K, in m? s, and M; is the molecular weight, in kg mol™. The formulas used for
temperature corrections from the reference temperature (298.15 K) to another temperature
(T, in K) are:**®

1.5

D,'air(T):Diair(Tre')' i
, ’ Tref
Equation 3-11
77water<]:’€f ) v
z,water( ) z,water( ref ) nwater(T )

Equation 3-12

where Nuater is the dynamic viscosity of water, which was estimated using the the Matlab code
of Shargawy et al.*’* Equation 3-12 is based on the Hayduk-Laudie formula, assuming a con-
stant molar volume.

Partitioning properties and molar masses for hydrocarbons eluting between n-Cyo and n-Cys
were estimated from GCxGC retention time information (Appendix section 3.5.7).14% This in-
cludes intervening n-alkanes and other substituted aliphatic and aromatic hydrocarbons in
the n-Ci0—n-Cu4 elution window, or boiling point range of 174 to 391 °C. For both individually
modeled compounds and GCxGC-analyzed hydrocarbons, estimated or experimental vapor
pressure data at 25 °C were temperature-corrected to the surface water temperature of the
field site, using enthalpy of vaporization estimates®**® or data:3%17?

&[LJ]
pi,L(T):pi,L(Y;ef).e R Ty T

Equation 3-13

where p;. is the (hypothetical) pure liquid vapor pressure of compound i, AH;.qp is the enthalpy
change of phase transfer from pure liquid phase to gas phase, and R is the molar gas constant.

Surface water temperature was estimated to be 16.1 °C based on measurements at nearby
locations (K13 platform and Europlatform). GCxGC-based estimates of aqueous solubility may
or may not be valid for n-alkanes longer than n-Ci1, due to possible folding of straight-chained
n-alkanes in aqueous solution,*’® an interpretation that is challenged by recent modeling re-
sults.'”® The oil molar volume (0.25 L mol?) was estimated from the mass-weighted average
of the molar mass divided by the measured oil density:
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N
Z(ml,oil : M[ )

= ‘g
Voil_

(mi,m'l ) *Poit

-

Equation 3-14

where V; is the estimated oil molar volume, m; . is the mass of component i in the oil, M;

is the molar weight, and p.i is the density of the oil (assumed constant).

Compounds with boiling points >391 °C (corresponding to >n-C,4) were assumed unaffected
by either dissolution or evaporation during the time frame of this experiment.

According to our model, mass transfer fluxes were not limited by molecular diffusion within
the oil slick layer, but this process was nevertheless included in the model. Qil-side diffusion
limitation of mass transfer fluxes is likely to be important for water-in-oil emulsions,*%36137
which were not observed during our experiment. D;,i was estimated from molecular radius,

oil viscosity and temperature according to the Stokes-Einstein relation:41>®

k, T
6‘”.77(»'1.};

i0il —

Equation 3-15

where kg is the Boltzman constant, T is the temperature, noi is the oil dynamic viscosity, and
riis the effective compound molar radius. Effective compound molecular radii were estimated
from molar volume, assuming spherical molecule shape:’*

37"
r = 4
NA

Equation 3-16

where ViEM/poﬂ is the molar volume of component i, and N, is the Avogadro constant

(~6.022'10%).

Oil viscosity was adjusted as a function of temperature:'”’

—0.5644- log( % T-459.67 ]

10C10 -1
oil( )_ 1000

Equation 3-17

where noi is the dynamic viscosity of the oil. The oil-specific constant C can be determined
from one viscosity measurement (at Trmess = 293.15 K in our case):
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C _ log(noil (Tmea.\‘) ) 1000+ 1)

—0.5644-[%7",,,8“5—459467]

10
Equation 3-18

where Noil( Tmeas) Was 0.35 Pa s for the Grane crude oil used during the experiment.

178 ysing a value of

Qil viscosity was also adjusted as a function of the fraction evaporated, F,
5 for the “prefactor” ¢; this value lies in between the value of 1 suggested for gasoline and

the value of 10 used by Arey et al. for heavy fuel oil:'*

nail(t) = ﬂoil(to). & Feld)
Equation 3-19

Dispersion, or oil-in-water emulsion, is the process of entrainment of oil droplets within the
water column. Dispersed droplets reduce the amount of oil present within the oil slick and
also enhance the rate of hydrocarbon dissolution. Most oil entrainment models are based on
the work by Delvigne and Sweeney,'”®
waves.'®® The ADIOS model,” which is based on Delvigne and Sweeney’s oil entrainment

which is designed for entrainment by breaking

model, predicted 0.7% dispersion during the experiment (Appendix section 3.5.8). We esti-
mated that 0.7% dispersion would increase truly dissolved concentrations of the most soluble
PAHs by <20%, therefore we chose not to include this process explicitly in the mass transfer
model of our experiment.

We did not conduct a formal error propagation analysis based on model input parameter var-
iability, because we judged that the most important uncertainties arose from the treatment
of oil entrainment into the water column, the associated oil-water interactions, and water
mass mixing controlled by water column stability. We briefly discuss the sensitivity of the
model to these and other uncertainties in the Results and discussion.

3.4 Results and discussion

3.4.1 Compositional changes in oil slick and oil sheen samples

Analysis of collected oil slick samples shows that volatile and/or soluble hydrocarbon com-
pounds are removed rapidly from the floating oil during the first day of the oil spill, including
several light n-alkanes and PAHs (Figure 3-3). Qil slick samples OS1 and OS2, taken 0.58 h after
the end of the oil release, exhibit 55% + 9% loss of undecane (n-Ci1) and 41% + 10% loss of
naphthalene, based on quantification of analyte peak volumes in GCxGC—FID chromatograms
(Appendix Table 3-6). Samples OS5 and 0S6, taken 25.23 h after the release, exhibited partial
to total losses of two- to three-ring PAHs and >50% loss of n-alkanes up to n-Ci7 (Table 3-6).
We did not detect naphthalene in oil slick samples taken after 18 hours, in agreement with
the transport model and consistent with previous estimates®® suggesting that naphthalene
would disappear from a small sea-surface oil slick within 3 to 8 hours after release. Two-ring
PAHs are of particular concern for early exposures of organisms in the water column.” Normal
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alkanes and PAHSs represent hydrocarbons that are typically evaluated during oil weathering
studies. However n-alkanes and parent PAHs in the n-C;—n-Cso boiling range represent only
<2% of the oil mass of Grane crude.

n-alkane number
10 14 34 4210

(a) Neat oil

18 22 26 14 18 22 26 34 42

(j) 0S5,25.23 h

(k) 0S6,25.23 h

- 'a:.

(1) model, 25.23 h

Second dimension retention time [s]

150

50 150 50
First dimension retention time [min]

Figure 3-3. GCxGC—FID chromatograms of oil slick samples, and transport model-generated chromato-
grams at corresponding times, for: (a) neat oil overlaid with positions of selected compounds, including
naphthalene (No), Ci-naphthalenes (N1), C2-naphthalenes (Nz), biphenyl (B), fluorene (Fo), hexadecane
(n-C16), and tetracosane (n-Cazs); (b) neat oil overlaid with solubility and vapor pressure contours; these
contours define discrete cells that were used to construct mass loss tables (MLTs); (c) sample 0S1; (d)
0S2; (e) model (0.58 h); (f) 0S3; (g) model (18.07 h); (h) OS4; (i) model (22.53 h); (j) OS5 overlaid with
removal extent predictions inferred from Fingas Equation 3-35 and the ADIOS model, and the half-life
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contour predicted by our model; (k) 0S6; and (I) model (25.23 h). GCxGC chromatograms are normal-
ized such that the total peak volumes of the five n-alkanes n-Czs to n-Cs; are the same in all chromato-
grams. Listed time points correspond to time after the end of the oil release. The color scale on the
upper right of the neat oil chromatogram indicates FID signal response (arbitrary units).

It is more instructive to study the systematic fractionation patterns that arise in GCxGC chro-
matograms of collected oil slick samples (Figure 3-3). GCxGC—FID chromatograms allow the
visualization and quantification of mass changes affecting all resolved and unresolved hydro-
carbon material eluting between n-Cy and n-Cys, corresponding to the 150 to 550 °C boiling
point range, which represents 68.9% of the total oil mass. In the oil slick samples, we observe
a progressive removal of hydrocarbons that appears initially in the upper left region of the
GCxGC chromatogram in early samples and encroaches toward the lower right region of the
GCxGC chromatogram with increasing sample age (Figure 3-3). The observed hydrocarbon
fractionation pattern aligns well with plotted contours of estimated liquid vapor pressures of
the analyzed hydrocarbons, which decrease progressively from left to right in the GCxGC chro-
matogram, and plotted contours of estimated aqueous solubilities, which decrease monoton-
ically from upper left to lower right (Figure 3-3b). The observed removal of both resolved and
unresolved hydrocarbon mass from oil slick samples is thus consistent with the expected com-
bined effects of evaporation and dissolution, manifest as a disappearance of hydrocarbons
systematically from the upper left to the lower right of the GCxGC chromatogram.

Mass transfer model simulations of oil slick evolution can be projected directly on the GCxGC
chromatogram of the neat oil,** enabling the visualization of simulated oil slick sample chro-
matograms throughout the duration of the field experiment (Figure 3-3). The mass transfer
model predicts that hydrocarbon material removal corresponds to a progressive disappear-
ance of compounds from upper left to lower right in the GCxGC chromatogram. On visual
inspection, the mass transfer model agrees remarkably well with the six oil slick samples, cor-
rectly describing the pattern of mass removal in the GCxGC chromatogram as well as the pro-
gression of hydrocarbon removal with increasing sample age. A more quantitative analysis of
the observed and simulated removal patterns is reported in the next section.

These measurement and modeling results imply fast evaporation and dissolution rates of oil
hydrocarbons, when compared to other field studies. >50% losses of n-alkanes up to n-Ci,
within 4.1*?2 to 6 hours** have been reported in two oil spill field experiments during which
<2 m? of oil was spilt. Ezra et al.’®! reported removal of volatile compounds up to n-Css after
three weeks for a beached residual fuel oil on the southeastern Mediterranean coast. Simi-
larly, based on mass transfer calculations and field measurements at Nyes Neck beach, MA,
Arey et al.** proposed a half-life of about one week for n-Cis in a ~0.04 mm thick coating of
heavy fuel oil on beach cobbles. Early weathering rates at those field sites were also compa-
rable to early weathering observed in Prince William Sound after the 1989 Exxon Valdez
spill.1?> Compared to these previous field studies, our oil slick samples exhibited relatively fast
losses of light (<n-Cy17) hydrocarbons.

Oil sheen samples exhibited yet faster fractionation rates than oil slick samples. We observed
>50% losses for compounds more volatile than n-Cy7 after only 1 h, and up to n-Cyg after 4 h.
GCxGC chromatograms of oil sheen samples show dramatically accelerated removal of re-
solved and unresolved hydrocarbon mass, when compared to oil slick samples of the same
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age (Figure 3-3, Figure 3-4). Colloidal structures, which include films, water-in-oil emulsions,

182 play a major role in determining oil fractionation rate.'®>>183-185 A yery thin

and dispersions,
oil layer can fractionate very quickly: for example, while investigating ascending oil droplets
from Santa Barbara natural offshore oil seep, Wardlaw and coworkers® estimated that a thin
oil film of 0.3 um thickness on the sea would exhibit significant evaporative losses of com-
pounds in the C1,—Cis volatility range within minutes. Similarly, samples taken in 2012 from
sheens appearing at the sea surface above the site of the Deepwater Horizon disaster were
depleted of compounds more volatile than n-Cis.1%¢ We did not attempt to make meaningful
comparisons between the mass transfer model results and oil sheen samples, since the model
was parameterized for the oil slick. Sheen samples have unknown histories and were assumed

to have departed from or remixed with slick material at unknown times.

(a) 0S7,0.88 h (d) 0S10,19.62 h

e) 0S11,19.82 h

LETETHEL BT L

50 100 150

Second dimension retention time [s]

150
First dimension retention time [min]

Figure 3-4. Qil sheen sample GCxGC—FID chromatograms for: (a) 0S7, (b) 0S8, (c) 0S9, (d) 0S10, and
(e) OS11. Listed time points correspond to time after the end of the oil release. Sheen samples also
exhibit some uptake of ambient biogenic compounds.

GCxGC-FID brings several important advantages to the present field study, complementing
to the GC—FID and GC-MS techniques conventionally employed for analysis of oil mixtures in
the environment. GCxGC retention time information enables the estimation of environmental
partitioning properties of all resolved and unresolved hydrocarbon material in the n-Co to
n-Cys elution range.3*72 By comparison, conventional GC retention times do not enable esti-
mates of environmental partitioning properties other than vapor pressure and boiling point,
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and thus they convey limited information about the environmental fate of the unresolved
hydrocarbon mass. Additionally, the FID instrument response factor can be assumed similar
(+12%) for different analyzed hydrocarbon compounds.5"315° Thus it is possible to measure
and also model the quantitative mass changes in the complete resolved and unresolved
GCxGC-amenable hydrocarbon material that arises in different samples. By comparison, the
52 individual compounds that we quantified by GC—FID and GC—-MS in the neat oil account for
only 1.6% of the mass of this particular crude oil (Table 3-4). The GC—FID chromatogram of
this oil presents a prominent unresolved complex mixture, likely arising from biodegradation
in the Grane crude oil field that is characterized by at least two phases of oil reservoir

charge.'®”

3.4.2 Diagnosing evaporation and dissolution of hydrocarbons
using Mass Loss Tables (MLTs)

To differentiate signatures of evaporation and dissolution in a quantitative way, we converted
GCxGC chromatogram data into mass loss tables (MLTs).’> MLTs are generated from finite
element cells delineated by contours of estimated hydrocarbon vapor pressure and estimated
aqueous solubility overlaid onto the GCxGC retention time space® (Figure 3-3b). MLTs show
the mass losses of individual cells in a weathered sample relative to the neat oil, organized in
volatility-vs-aqueous solubility space (Figure 3-5). This allows a straightforward visualization
of the dominant physical processes leading to fractionation of the oil slick samples: aqueous
dissolution leads to disappearance of hydrocarbon mass progressively from top rows to bot-
tom rows of the MLT, whereas evaporation removes mass from leftmost columns progres-
sively toward columns on the right. The MLTs also provide a basis for quantitative compari-
sons between mass transfer model predictions and observed fractionation patterns in oil slick
samples from the field.
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n-alkane number
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(c) 0S2, 0.58 h

(i) 0S5, 25.23 h
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Figure 3-5. Mass loss tables (MLTs) showing fractionation of petroleum hydrocarbon mass removed
from oil slick samples, organized as cells of compound groups in volatility versus solubility space. The
color bar indicates the percentage of mass lost from a sample cell relative to the neat oil reference;
negative values represent mass gains. Positions of the cells on the neat oil chromatogram are given in
Figure 3-3b. Black cells correspond to property values not explored by compounds in the oil mixture or
to cells containing mostly noise, defined as those containing less than 0.02% of the total signal con-
tained in the part of the chromatogram covered by the MLTs, for neat oil. (a) The neat oil reference
with labeled positions of selected compounds in the MLT space (refer to Figure 3-3 for abbreviations);
(b-k) modeled MLTs and observed sample MLTs for oil slick samples OS1 to 0S6. The time after the end
of the oil release is indicated for each MLT.

1 Signal arising in the upper left region of the MLT for sample 0S3 is thought to be biogenic material
arising from the sea water incidentally included in this sample.

In agreement with the mass transfer model predictions, MLTs of collected oil slick samples
exhibited an evaporation front progressing through time according to a decelerating trend
(Figure 3-5 and Figure 3-6). Evaporation is the dominant fractionation process, based on in-
spection of the MLTs. With the exception of sample OS3, the position of the evaporation front
predicted by the model agrees with collected oil slick samples to within 1 log vapor pressure
unit (Figure 3-6). Overall, the root-mean-squared-deviation (rmsd) of model-predicted MLTs
with respect to sample MLTs was 0.38 in the log Mi(t)/Mi(t,) over the 155 MLT cells considered
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in each of the six oil slick field samples, thus entailing a comparison of model versus observa-
tions for 930 cells in total. This implies, for example, that if 80% mass loss was observed for a
particular MLT cell, the model typically predicted a mass loss ranging from 52 to 92% for this
cell. We interpret that the model captured the dominant evaporative weathering trend cor-
rectly (Figure 3-5).
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Figure 3-6. Observed and modeled evaporation front plotted versus time, expressed both in log vapor
pressure (left axis) and n-alkane carbon number (right axis). We defined the position of the evaporation
front as the volatility value where the three lowest-solubility regions of the MLT all exceed 80% mass
loss. Black circles represent evaporation front values observed for oil slick samples and the red line
represents the evaporation front predicted by the mass transfer model.

Subtle dissolution signatures are also evident in the MLT data of several oil slick samples, dis-
tinct from evaporation trends. Samples 0S1 and OS2, taken 0.58 h after the end of the oil
release, both show signs of dissolution. For both of these samples, the uppermost rows of the
MLT exhibit mass removal that is superimposed onto the evaporation signature (Figure 3-5).
Samples 0S4 and OS5, taken at 22.53 and 25.23 h, also exhibit a possible dissolution signa-
ture. By comparison, mass transfer simulations appear to under-predict dissolution extent at
0.58 h but are in closer agreement with compositional data for samples taken >20 h after the
release.

Our analysis of hydrocarbon evaporation and dissolution processes takes a fundamental de-
parture from conventional techniques that focus on the environmental behaviors of selected
individual hydrocarbons that constitute a small fraction of the oil. Here, we compare model
simulations and field observations of mass transfer fractionations affecting all resolved and
unresolved hydrocarbon material in the 174 to 391 °C boiling point range. This elution window
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contains 44% of the total oil mass and it comprises most of the hydrocarbon components that
are affected by mass transfer during the initial 24 h after an oil release in the environment.
Some other approaches model evaporation using pseudo-components based on oil distilla-
tion curves;?>'3 however this cannot capture the dissolution process.

3.4.3 Hydrocarbon contamination of the water column at 1.5m
depth

Four water column samples taken at 1.5 m depth from three sampling locations, 20 h after
the oil release, were analyzed for several individual hydrocarbon compounds (Appendix Table
3-4). For nine compounds having measured sample concentration values that exceeded the
field blank value, we found that water column levels of extractable hydrocarbons implied
mass apportionments to the water column that far exceeded the total hydrocarbon mass re-
leased during the spill (Appendix Table 3-7). Our confounded results may plausibly have arisen
from: cross-contamination of water column samples from the oil slick during sampling; other
analytical error; field sampling variability; contamination from boats used during the experi-
ment; or high background levels of hydrocarbons arising from resuspension of sediments due
to the convective mixing regime of the water column. We thus concluded that the water col-
umn data were unreliable, and we omit further consideration of these results from the study.

3.4.4 Simulated hydrocarbon mass apportionments to air and
water

The mass transfer model allows the simulation of time-dependent apportionments of hydro-
carbon mass transferred to air and water (Figure 3-7). According to the model, 74.0% of the
whole oil remained in the slick, 25.7% was evaporated, and 0.3% was dissolved, 25 h after the
oil release. Predictions after two days (71.1%, 28.4%, and 0.5% respectively) suggest that mass
transfer rates decelerated rapidly after the first day (see also the animation available online
at http://pubs.acs.org/doi/suppl/10.1021/es502437e). Dispersion was estimated to be 0.7%
based on the ADIOS model, 25 h after the oil release; this process was not considered in our
mass transfer model.

Compound-specific mass apportionments were also calculated. Simulations predicted that
10% of naphthalene became dissolved and 90% was evaporated during the course of the ex-
periment. According to the model, naphthalene was predicted to be already 52% depleted
from the oil slick at the end of the oil release period, and 99% depleted 1 h later. Compound-
specific mass apportionment predictions for BTEX, naphthalene, phenanthrene, anthracene,
and n-C; to n-Cis n-alkanes are shown in Table 3-2. BTEX compounds were predicted to dis-
appear very rapidly from the oil slick. Benzene became 13% dissolved and 87% evaporated,
whereas toluene was 5% dissolved and 95% evaporated, according to our model.

79



First day of an oil spill on the open sea: Early mass transfers of hydrocarbons to air and water

4000+ F
[ Jair

I water
I slick

2000

Mass of oil [kg]

13:00 18:00 23:00 4:00 9:00 14:00
Time (UTC)

Figure 3-7. Modeled whole oil repartition in the three compartments air, water, and oil slick (does not
include dispersion).

Table 3-2. Percentage of mass apportioned to air, water, and remaining in the oil slick for individual
compounds, according to model predictions, 26 h after the end of the oil release. Aqueous solubilities
of naphthalene, phenanthrene, and anthracene were corrected for temperature as explained in Ap-
pendix section 3.5.11. Aqueous solubilities of other compounds were assumed independent of tem-
perature. Ventilation of the water column after dissolution was found to be a very minor contribution
on the time frame of the field experiment.

Compound air water oil
benzene 87% 13% <0.5%
toluene 95% 5% <0.5%
p+m-xylenes 98% 2% <0.5%
ethylbenzene 98% 2% <0.5%
o-xylene 98% 2% <0.5%
naphthalene 90% 10% <0.5%
phenanthrene 41% 40% 20%
anthracene 19% 18% 63%
n-C; 100% <0.5% <0.5%
n-Cg 100% <0.5% <0.5%
n-Co 100% <0.5% <0.5%
n-Cyo 100% <0.5% <0.5%
n-Cy, 100% <0.5% <0.5%
n-Cia 100% <0.5% <0.5%
n-Cie 67% <0.5% 33%
n-Cyg 29% <0.5% 71%

Studying a thicker slick of emulsified Grane crude oil in ice-cold seawater, others have ob-
served slower evaporation rates, reporting 10-18% evaporative mass loss after 2 days.'®
Compared to our experiment, decelerated evaporation rate would be expected under colder
temperatures, increased oil slick thickness, and water-in-oil emulsification. For example, our
model would predict ~17% evaporative mass loss if our experiment had taken place at 0 °C
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(Appendix Figure 3-15). For comparison, Wolfe et al. estimated that ~10% of Exxon Valdez oil
mass had evaporated within 1-2 days and that 3.5% was dispersed into the water column
within the first 3 days of the 1989 oil spill in Prince William Sound, Alaska.l® At these different
sites, the mass transfer rates to air and water were dependent on oil composition, ambient
temperature, turbulence-induced emulsification, and other environmental conditions.

3.4.5 Hydrocarbon evaporation predicted by the expressions of
Fingas and by the ADIOS model

We briefly evaluated the evaporation extent predicted by two empirical equations developed
by Fingas'® and also by the ADIOS oil spill model® (Appendix section 3.5.8). Both models
underestimated early evaporation rates for the end of the present experiment. The Fingas
equations predict an evaporation extent that would be equivalent to the loss of hydrocarbons
up to only n-Cyp after 25.23 h, assuming that volatilization progressively removes hydrocar-
bons from the oil according to decreasing boiling point (Figure 3-3j). By similar reasoning, the
ADIOS model would predict evaporative removal up to n-Cis (section 3.5.8). By comparison,
the mass transfer model of the present study predicted >50% evaporative removal up to n-
Ci6 after 25.23 h, in closer agreement with collected oil slick samples that exhibited >50%
removal up to n-Cy; (Figure 3-3j, Appendix Table 3-6). Qil slick thickness is not considered in
the Fingas equations, however the thickness plays an influential role in mass transfer rate of
hydrocarbons during an oil spill.1>!474146 The thickness of an oil slick of a given volume is ex-
pected to influence the total mass loss rate by evaporation. This arises from the physics of
interfaces, where the rate of mass loss depends on area of the interface (Appendix section
3.5.5). This interpretation is supported by reports from other field studies,>*® as well as by
the fact that collected oil sheens exhibited accelerated evaporative losses compared to
thicker oil slick samples during our experiment (Figure 3-3, Figure 3-4, Figure 3-5, Appendix
Figure 3-16). Nonetheless oil slick thickness is not included in some models used to describe
mass loss rates from oil .*°

3.4.6 Implications for early mass transfer processes and result-
ing ecological exposures during oil spills

To our knowledge, this is the first study to report on the broad-spectrum compositional evo-
lution of an oil slick undergoing simultaneous evaporation and dissolution during the initial
day of a sea-surface oil spill. Early fluxes of evaporated hydrocarbons are relevant for antici-
pating the inhalation exposure levels of downwind populations or personnel involved in emer-
gency response.’® Dissolution and dispersion of hydrocarbons into the water column control
the exposures of marine organisms, and these exposures may be the most elevated during
the initial hours or days after a release. However, for many light hydrocarbons, the kinetics of
evaporation compete directly with kinetics of dissolution, and these two processes are thus
difficult to disentangle in the field.

Ambient environmental conditions regulated the oil slick behavior and early mass transfer
processes during this oil spill. With the aid of the mass transfer model, we can infer outcomes
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that may be expected under other temperature conditions, wind conditions, and water col-
umn stability conditions, and these are each discussed in turn below.

Evaporation flux and dissolution flux are both expected to be decelerated at low tempera-
tures compared to higher temperatures. However vapor pressure decreases with decreasing
temperature more steeply than does aqueous solubility, for hydrocarbons.'>® Additionally,
with decreasing temperature, diffusion coefficients in air and water both decrease, leading to
decreased mass transfer velocities (length time™) through the air and water boundary layers.
Among these competing temperature effects, the temperature dependence of vapor pres-
sure is expected to dominate. Thus cold weather conditions are expected to produce in-
creased mass apportionments to water relative to air, for the compounds that we studied.
For example, according to the mass transfer model, a spill of Grane crude oil in cold sea water
(3 °C) would experience dissolution extent increased by 60% and evaporation extent de-
creased by 40% compared to the same spill in warm sea water (33 °C) (Figure 3-15). In inter-
preting these predictions, the reader should bear in mind that our model includes a temper-
ature correction to vapor pressure but not to aqueous solubility. The solubility correction may
be significant for PAHs: aqueous solubility is decreased by 40% for naphthalene and 86% for
phenanthrene at 3 °C compared to 33 °C.*® This is discussed further in Appendix section
3.5.11.

Wind speed strongly influences early mass transfer rates of hydrocarbons. Air and water
boundary layer thicknesses are both decreased by increasing wind speed, and therefore in-
creasing wind speed will lead to increased mass transfer rates to both air and water (Figure
3-17). Additionally, the entrainment of oil droplets into the water column would become im-
portant at wind speeds higher than those encountered during the experiment.?>*’° Thus, un-
der higher wind speed conditions, substantially higher quantities of hydrocarbons would be-
come dispersed and would thereby lead to increased aqueous dissolution.

For this field experiment, the modeled vertical turbulent mixing coefficient, E, had little im-
pact on total mass of hydrocarbons dissolved into the water column. However E largely dic-
tates the volume of water into which the hydrocarbons are diluted and thus the depth to
which marine organisms are exposed. Our experiment took place in a shallow shelf sea during
autumnal convection. This led to a high vertical turbulent mixing coefficient and no water
column stratification, with dissolved hydrocarbons predicted to reach the sea bottom (42 m
depth) within hours. For a stratified water column, the turbulent mixing coefficient near the
sea surface usually will depend on the wind speed. Water column stability is also relevant to
deep water oil releases. For example, during the Deepwater Horizon oil spill, ~1100 m depth
intrusions of dissolved hydrocarbons into the highly stable Gulf of Mexico water column ex-
hibited narrow vertical variability as far as 16.5 km downstream from emission point.®

The thickness of the oil layer affects the fractionation rates of highly toxic and soluble com-
pounds such as naphthalene or phenanthrene. For example, the very rapid hydrocarbon frac-
tionation exhibited by sheen samples, relative to slick samples, are related to the oil sheen
thickness, which was estimated to lie near 0.1-0.3 um according to its color.'®* By comparison,
the oil slick thickness was an estimated 10 um after the first hour of the experiment and de-
creased to an estimated thickness of <1 um by the end of the experiment (Figure 3-18). A
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thinner slick would lead to more rapid fractionation of oil hydrocarbons arising from evapo-
ration and dissolution. However, beneath a larger and thicker slick, higher concentrations
within the water column would be expected, due to the larger load of oil mass per area of sea
surface (calculations not shown).

Finally, the present study points to a key area where further insight is needed. Reliable water
column composition data would prove an invaluable complement to oil slick composition data
during the very early stages of an oil spill. This would provide a basis for closing the mass
balance on estimated mass transfers to the water column. This includes the evaluation of
accelerated hydrocarbon mass transfer rates resulting from entrainment of whole oil droplets

184 192 and DOC-enhanced mass transfer of hydro-

in the water column,*** addition of dispersants,
carbons to the aqueous phase.'®® Additionally, under more energetic sea surface conditions
than those reported here, early hydrocarbon mass transfers to the water column may be
more difficult to estimate, due to turbulent entrainment of oil into the water column. A better
understanding of these mechanisms and additional early field sample data are needed in or-
der to properly assess ecological exposures during the initial hours and days of a sea-surface

oil spill.
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3.5 Appendix

3.5.1 Grane crude oil properties

Available properties determined for the Grane crude oil used during the experiment are found
to compare reasonably with literature data for Grane crude oil (Table 3-3, Figure 3-8). Based
on this comparison, distillation data from Statoil*>* were considered valid for the oil used dur-
ing the experiment (Figure 3-9).

Table 3-3. Properties of the Grane crude oil used during the experiment and comparison to literature
data

Property Oil used dur- Statoil analysis Fritt-Ras- Ross et al.
ing the ex- 20035 20121% mussen et (2010)'°>
periment al. (2012)1%4

API gravity (° API) 19.1 19 18.7

gases < C4 0.15 0.38 0.42

(weight percent)

pour point [°C] -30 <-33 -36 -26 -26

kinematic viscosity at 20°C 373 354 308

[mm?/s]

Reid Vapor Pressure (RVP) 3.4 11.6 17.9

[kPa]

n-heptane (weight percent) 0.02 <0.01 0.02

n-octane (weight percent) 0.02 0.03 0.04

n-nonane (weight percent) 0.01 <0.01 0.04

benzene (weight percent) 0.05 <0.01 0.01

toluene (weight percent) 0.03 0.07 0.09

ethylbenzene 0.03 0.05 0.04

(weight percent)

p+m xylenes 0.01 0.13 0.12

(weight percent)

o-xylene (weight percent) 0.01 0.06 0.07

pristane/n-C;; ratio 0.69 0.72t0 0.82
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Figure 3-8. Comparison of mass percentage of the total oil with respect to boiling point range, based
on Statoil distillation data (Figure 3-9; blue)*>* and based on the GCxGC—FID chromatogram of the neat
oil used during the experiment, after normalization as described in main text (red). Boiling point esti-
mates were assigned to the boiling point range 205-420 °C, corresponding to approximately the n-C11—
n-Czs elution range of the GCxGC—FID chromatogram, based on the first dimension retention index
(section 3.5.7).
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Figure 3-9. Distillation curve of Grane crude oil based on Statoil data.’>*

3.5.2 Field sample collection

Oil slick samples (0S1, 0S2, 0S3, 0S4, 0S5, and 0S6) were collected directly from the sea
surface with 30 mL glass jars. One sheen sample was collected following the same protocol
(sample 0S7), whereas all other sheen samples were taken by sweeping glass wool on the sea
surface (samples 0S8, 0S9, 0S10, and 0S11). Qil slick and oil sheen samples were preserved
by the addition of 5 mL of dichloromethane (DCM) within 30 to 45 min after collection. They
were then refrigerated in the dark until extractions, which were performed within 40 days at
EPFL (Switzerland). Details about the analysis of slick and sheen samples by comprehensive
two-dimensional gas chromatography coupled to a flame ionization detector (GCxGC—FID)
are provided in Chapter 2.

Water column samples were taken using a grab sampler custom-built for this experiment (Fig-
ure 3-10). The grab sampler allows lowering of a closed 1 L bottle to ~1.5 m depth, opening
of the bottle while at this depth in the water, and again closing of the bottle at the same
depth. In this way, contamination by water at other depths or from the surface slick is
avoided. This device for water column sampling below oil slicks is similar to a device used
during oil spill field experiments about thirty years ago.*?! Two samples were taken below the
edge of the oil slick, and two samples were taken below the “middle” of the slick, ~20 h after
the end of the oil release. 50 mL of DCM was added to water column samples within 30-45
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min of collection. For field blanks, a different device was used: water was pumped through a
plastic tube lowered in the water column at the desired depth (1.5 m or 8 m). The blanks
reported were taken ~15 min after the end of the oil release at some distance from the oil
slick.

Figure 3-10. Grab sampler used for water column sample collection. About 25 cm of the top of the
device (right of the figure) was held outside of the water during sampling, resulting in collection of
water from ~1.5 m depth.
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3.5.3 Concentrations of individual analyzed hydrocarbons in

the water column and neat oil

Table 3-4. Concentrations for individual compounds in neat oil (ug g*), water column samples (ug L),
and field blanks (ug L), as measured by GC—MS and GC—FID. Limit of quantification (LOQ) for water
samples is also given (ug L™). Shown in bold face are the water column sample values considered sig-
nificantly larger than field blank values; comparisons with model predictions are available for a selec-
tion of these compounds in Table 3-7. Some corrupted measurements (superimposition with unidenti-
fied signal) are not reported and are indicated by the letter “a”. Values below LOQs are not reported

and are indicated as “n.d.”

"Middle" of Field | Field
Neat oil slick "Edge" of slick blank | blank LoQ
(0s0) footprint footprint
N 15m 8m

Concentration WC1 WweC2 Wwe3 wca
Benzene 470.41 n.d. n.d. n.d. 1.302 n.d. n.d. 0.81
Toluene 344.68 | <47.54 | <27.87 | <35.35 | <97.75 n.d. n.d. 6.9
p + m Xylene 87.66 n.d. n.d. n.d. n.d. n.d. n.d. 1.667
Ethylbenzene 252.02 n.d. n.d. n.d. n.d. n.d. n.d. 5.676
o - Xylene 87.98 n.d. n.d. n.d. n.d. n.d. n.d. 11.007
Naphthalene 832.20 0.369 0.544 0.534 0.316 0.062 0.058 0.001
2-Methylnaphthalene 1184.27 | 0.105 a 0.353 0.109 n.d. n.d. 0.001
1-Methylnaphthalene 834.41 | 0.070 a 0.222 | 0.072 n.d. n.d. 0.001
2,6 Dimethylnaphthalene | 1026.97 | 0.019 | 0.014 | 0.021 0.018 n.d. n.d. 0.001
1,6 Dimethylnaphthalene | 732.05 0.012 0.010 0.011 0.016 n.d. n.d. 0.001
1,2 Dimethylnaphthalene | 276.01 n.d. n.d. n.d. n.d. n.d. n.d. 0.001
Acenaphthylene 5.26 0.002 0.003 0.005 0.004 n.d. n.d. 0.001
Acenaphthene 16.60 0.006 0.004 0.033 0.004 n.d. n.d. 0.001
Phenanthrene 338.18 0.059 0.109 0.109 0.063 n.d. n.d. 0.001
2-Methylphenanthrene 295.11 n.d. n.d. n.d. n.d. n.d. n.d. 0.002
1-Methylphenanthrene 232.16 n.d. n.d. n.d. n.d. n.d. n.d. 0.001
Anthracene 13.07 n.d. n.d. n.d. n.d. n.d. n.d. 0.002
2-Methylanthracene 8.54 n.d. n.d. n.d. n.d. n.d. n.d. 0.003
Fluoranthene 8.91 n.d. n.d. n.d. n.d. n.d. n.d. 0.004
Pyrene 16.81 n.d. n.d. n.d. n.d. n.d. n.d. 0.004
Chrysene 10.49 n.d. n.d. n.d. n.d. n.d. n.d. 0.009
6-Methylchrysene 17.13 n.d. n.d. n.d. n.d. n.d. n.d. 0.009
Benzo[alanthracene 126.65 n.d. n.d. n.d. n.d. n.d. n.d. 0.007
Benzo[b]fluoranthene 25.89 n.d. n.d. n.d. n.d. n.d. n.d. 0.018
Benzo[k]fluoranthene 0.00 n.d. n.d. n.d. n.d. n.d. n.d. 0.007
Benzo[a]pyrene 35.93 n.d. n.d. n.d. n.d. n.d. n.d. 0.016
Indeno[1,2,3,cd]pyrene 0.00 n.d. n.d. n.d. n.d. n.d. n.d. 0.022
Dibenzo[a,h]anthracene 0.00 n.d. n.d. n.d. n.d. n.d. n.d. 0.025
Benzo[g,h,ilperylene 8.91 n.d. n.d. n.d. n.d. n.d. n.d. 0.017
n-Heptane 24413 n.d. n.d. n.d. n.d. n.d. n.d. unknown
n-Octane 225.20 n.d. 1.052 0.436 1.131 0.710 n.d. unknown
n-Nonane 76.16 n.d. n.d. 0.034 0.088 n.d. 0.558 | unknown
n-Decane 30.84 4.528 4.617 2.715 5.820 3.287 4.772 0.001
n-Undecane 74.16 0.752 2141 1.375 1.326 1.283 1.106 0.001
n-Dodecane 311.62 1.961 1.426 0.927 1.716 1.117 2.170 0.002
n-Tetradecane 847.55 3.824 3.644 1.337 3.510 0.289 0.210 0.004
n-Hexadecane 905.23 1.166 2.348 1.942 0.411 n.d. n.d. 0.015
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n-Heptadecane 905.59 0.424 n.d. 1.251 n.d. n.d. n.d. 0.022
Pristane 623.80 | 0.206 nd. n.d. n.d. n.d. n.d. 0.017
n-Octadecane 760.40 n.d. n.d. n.d. n.d. n.d. n.d. 0.022
Phytane 463.88 n.d. n.d. n.d. n.d. n.d. n.d. 0.023
n-Eicosane 628.99 0.108 0.080 0.084 n.d. n.d. n.d. 0.021
n-Docosane 513.99 1.956 3.659 0.643 0.989 n.d. n.d. 0.025
n-Tetracosane 453.71 2.519 a 2.061 0.787 n.d. n.d. 0.036
n-Hexacosane 398.47 0.934 2.874 0.526 0.486 n.d. n.d. 0.047
n-Octacosane 283.32 0.741 n.d. n.d. n.d. n.d. n.d. 0.049
n-Triacontane 194.16 0.904 n.d. n.d. n.d. n.d. n.d. 0.038
n-Dotriacontane 99.08 0.712 n.d. n.d. n.d. n.d. n.d. 0.050
n-Tetratricontane 113.46 | 0.319 n.d. n.d. n.d. n.d. n.d. 0.051
n-Hexatriacontane 47.61 n.d. n.d. n.d. n.d. n.d. n.d. 0.070
n-Octatriacontane 33.50 n.d. n.d. n.d. n.d. n.d. n.d. 0.104
n-Tetracontane 26.37 n.d. n.d. n.d. n.d. n.d. n.d. 0.186

3.5.4 GC—FID and GC—MS analysis of water column samples and
neat oil (by Birgit Wiirz and Lukas Wick)

3.5.4.1 Sample preparation

Polycyclic aromatic hydrocarbons (PAHs), n-Cs—n-Cio and n-C1,—n-C4o. 50 mL of seawater sam-
ple were filled into pre-cleaned 70 mL bottles and spiked with 3 uL of a perdeuterated PAH-
standard mix, consisting of: naphthalene-45 (36.61 mg L), acenaphthalene-410 (34.62 mg L?),
fluorene-g10 (34.82 mg L?), phenanthrene-g410 (31.61 mg L), anthracene-q10 (28.56 mg L), flu-
oranthene-q10 (27.59 mg L), pyrene-q10 (27.78 mg L), chrysene-q10 (2.12 mg L), benzo[alan-
thracene-g12 (4.56 mgL?); the individual products were obtained from Dr. Ehrensdorfer
GmbH, Augsburg, Germany. 10 pL of HgCl, solution were also added, to reach a final concen-
tration of 132 mg L. The seawater samples were extracted with 1 mL of hexane (Lichrosolv,
Merk Darmstadt Germany) for six hours on a horizontal shaker, the extract was dried with
pre-cleaned, dry sodium sulfate, and acenaphthylene-4s was added as injection standard.

n-Cg—n-Cs. Immediately after sampling 10 mL of seawater sample was filled into pre-cleaned
20 mL bottles and directly afterwards spiked with 5 pL of a perdeuterated nonane-40 standard
mixture (91.2 mg L'}, Aldrich Chem. Co, USA, Milwaukee) and 2 pL of HgCl solution to reach
afinal concentration of 132 mg L'1. The seawater samples were extracted with 1 mL of hexane
(Lichrosolv, Merk Darmstadt Germany) for 6 hours on a horizontal shaker, the extract was
dried with pre-cleaned, dry sodium sulfate, and acenaphthylene-gs was added as injection
standard.

Benzene, toluene, ethylbenzene, xylenes (BTEX), and n-C,. 10 mL of seawater sample were
filled into pre-cleaned 20 mL bottles and directly afterwards spiked with 2 uL of HgCl, solution
to reach a final concentration of 132 mg L.

3.5.4.2 Instrumental analysis
Headspace gas chromatography with flame ionization detector (GC—FID). The concentrations
of the BTEX compounds and n-C; were determined by headspace GC—FID (Hewlett Packard
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6890 Series). The injection was automated using a headspace autosampler (Hewlett Packard
7694) with an oven temperature of 95 °C and an injection volume of 1 mL. A fused silica ca-
pillary column was used (Optima 8-3, 60 m length, 0.25 mm internal diameter (i.d.), 0.35 um
film thickness; Macherey-Nagel, Diiren, Germany). The following temperature sequence was
applied: 60 °C for 2 min, heat to 120 °C at a rate of 4 °C min’%, followed by a second gradient
up to 280 °C at a rate of 20 °C min’, and a subsequent cooling down to 60 °C. The FID was
operated at 280 °C and helium was used as carrier gas under constant flow mode at 2.0 mL
min,

Gas chromatography with mass spectrum (GC—MS) analyses for PAHs and n-Cio—n-Cyo Were
performed using an HP 6890 Series GC (Palo Alto, California, USA), with a 20 m HP5MS capil-
lary column (0.18 mm i.d. and 0.18 pm film thickness) and 1 m uncoated and deactivated HP
retention gap (0.18 mm i.d.). This was connected to an Agilent 5973 MSD (Palo Alto, Califor-
nia, USA) operating in selected ion monitoring mode (SIM). Splitless injection of 1 uL sample
was performed using an automatic HP 7683 Series injector (Palo Alto, California, USA) and a
HP septumless PTV injector (Palo Alto, California, USA). The injector program was 80 °C for
0.02 min, followed by a ramp of 600 °C min to 300 °C which was held for 10 min. The oven
temperature program was 50 °C for 2 min, followed by a ramp of 15 °C min* to 300 °C which
was held for 6.3 min. The analysis was run under constant flow mode at 1.0 mL min, with
helium as the carrier gas.

GC—MS analyses for n-Cs—n-Cy were performed using an HP 6890 Series GC (Palo Alto, Califor-
nia, USA), with a 60 m Optima delta-3 capillary column (0.25 mm i.d. and 0.25 um film thick-
ness, Macherey-Nagel). This was connected to an Agilent 5973 MSD (Palo Alto, California,
USA) operating in selected ion monitoring mode (SIM). Splitless injection of 0.5 uL sample was
performed using an automatic HP 7683 Series injector (Palo Alto, California, USA) and a HP
septumless PTV injector (Palo Alto, California, USA). The injector program was 70 °C for 0.01
min, 600 °C min to 250 °C which was held for 10 min. The oven temperature program was
70 °C for 2 min, 10 °C min™ to 180 °C and then 30 °C min™ to 250 °C which was held for 2 min.
The analysis was run under constant flow mode at 1.0 mL min, with helium as the carrier
gas.

3.5.5 Mass transfers at interfaces: basis of Equation 3-1 and
Equation 3-2 and similarity to other equations used in oil
spill modeling

The mass flux Fass of a compound from phase A to phase B through an interface, which has

units of mass time™* length, may be approximated as:**’

C
Fip ="V .(K ? _CAJ
B/ A

Equation 3-20
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where Ca and Cg are concentrations of the compound in the bulk phases A and B, respectively,
Ks/a is the equilibrium partition coefficient between phases Band A, and vi: is the overall mass
transfer velocity. v« can be separated into two contributions:

1 1 1
—_ =+

Ve Va Vp-Kgy

Equation 3-21

There are different interpretations of mass transfer velocities v4 and vs.

Mass transfer at an interface between two phases is often described according to the “two-
resistance” or “two-film” theory, initially presented by Lewis and Whitman ninety years
ago.’®1% The underlying assumptions are that the transfer across the interface is fast (no
resistance to phase transfer), and that diffusion through boundary layers (“films”) adjacent to
the interface controls the rate of mass transfer.

For the two-film theory, which is used to derive Equation 3-1 and Equation 3-2, v, can be
described as:

Equation 3-22
where 6, is the thickness of the film (boundary layer) in phase A, and D, is the diffusion coef-

ficient in phase A. An analogous relation holds for phase B.

If equation Equation 3-22 is introduced in Equation 3-20 (using Equation 3-21), one obtains
the general form of Equation 3-1 and Equation 3-2:

1 C,
8, 6 |\ K
DA DBKB/A

— CA

Fyz=-

Equation 3-23

The net mass transfer rate (mass time™) through the interface is given by:

am
o S-Fy
Equation 3-24

where S is the surface area of the interface (length?).

It is worth noting that, regardless of the interpretation of vi, it is not inversely proportional
to the surface of the interface. Therefore, contrary to the theory presented by Fingas,'® the
surface area (or alternatively, the thickness) of an oil slick (assumed a fixed volume) must play
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a role in the mass loss rate of oil compounds due to evaporation. This arises from the basic
structure of mass transfer fluxes and is independent of a diffusion limitation in either of the
phases.

Equations used in the literature to describe the net mass rate of aqueous dissolution of hy-

drocarbons from oil slicks are either analogous to Equation 3-21%8% or are variants of Equa-
tion 3_25.13,41,145,146,150,180

M.
M, .,

) Ci,m'l
. =Sy, e —2i _C
dt ’

i,diss i iw

sat
'(ei "X 'Ci,w -C

iw

i,0il/ water

Equation 3-25

where diss stands for “dissolution”, x; is the mole fraction of compound i in the oil phase, Cf?;
is the concentration of compound i in water at saturation, and e; is the so called “solubility
enhancement factor”. Values of e; are compound class specific, reported to be 1.4 for alkanes
and cyclocalkanes and 2.2 for single-ring aromatic compounds.*?'® Neglecting this solubility
enhancement factor, the formula we used to describe the net mass transfer rate of aqueous
dissolution at the oil-water interface (Equation 3-2) is fully equivalent to Equation 3-25, pro-
vided that:

1

_ i,water / oil
vi,diss - 5

oil + water

i,0il i,water Ii i,water / oil

Equation 3-26

42150 reported a value of 2.36-10° m s™ for v;4is based on experimental

Mackay and Leinonen
data for toluene. v;qiss can alternatively be estimated with an empirical formula proposed by

Riazi and Edalat:*®

L 418107707
i,diss VO'4 : (SO )041

Equation 3-27

where V is the molar volume of the oil at its normal boiling point in m3 mol™?, v; s is in m s,
T is the temperature in kelvins, and Sy is the initial surface area in m?,

We compared the overall mass transfer velocities given by Equation 3-27 to those given by
equation Equation 3-26 for the conditions of our field experiment. For Equation 3-27, we es-
timated the molar volume at the boiling point using the Rackett equation as described by
Bandara et al.,'® using tabulated estimated or experimental critical properties and boiling
point data.?®® We interpreted the “initial surface area” as the oil slick surface area at the end
of the oil release period (0.83 km?). The values of v; s given by Equation 3-27 are in reasona-
ble agreement with the ones of Equation 3-26 used in our model (Figure 3-11).
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Figure 3-11. Overall mass transfer velocities for dissolution as used in our model compared to values
used previously in the literature. Values for our model are shown for the time point 26 hours after the
oil release, with wind speed = 4.4 m/s.

Several empirical formulas for the modeling of oil evaporation have been developed.*® More
physically grounded relations have also been presented, including formulas analogous to
Equation 3-11*8 or to the following relation:#42151,153

— ) (Pf - pi,air). (17

F evap i,evap R-T oil p)

i,0il

Equation 3-28

where F

i,0il

is the mass flux of compound i lost through evaporation

evap
(mass time™ length™), p; is the vapor pressure of compound i, p;air is the partial pressure of
compound i in the bulk air phase, R is the molar gas constant, and T is the temperature in
kelvins. The multiplication by the molar weight (i.e. the product of the density p;and the molar

volume ¥V, ) allows the flux to be expressed in mass units instead of mole units. The atmos-

phere does not contain appreciable amounts of >Cs hydrocarbon vapors, and we assumed a
rapid air renewal, thus we dropped the p;qir term in Equation 3-28:

F, evap — Vievap * Rp.iT '(I7w'1 ‘pi)

Equation 3-29

or:
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s

Pi Vi

il
R -

£
where p; is the pure compound vapor pressure. This can be rewritten as:

N AN

E.uil evap = vi,evap ! (xi : pi ) (

Equation 3-30

F, i evap — Vievap (Ci)' (Ki,air/ail)

Equation 3-31

Equation 3-31 is equivalent to Equation 3-1, where V;evqp Was interpreted as:
1

_ i,air/ oil

V; evap é‘ 5

oil + air

i.0il D[,a[r 'K[,a[r/oil
Equation 3-32

3.5.6 Estimation of the vertical turbulent mixing coefficient in
the water column, E.

The vertical turbulent mixing coefficient, E, used in Equation 3-8 was estimated as follows.
We first estimated the heat budget balance as a function of time from hourly wind speed,
relative humidity, and air and water temperature data obtained from the Royal Netherlands
Meteorological Institute (KNMI) for the nearby K13 platform. In these calculations, we as-
sumed a 100% cloudy situation, consistent with conditions observed. The net heat flux (H)
can be written as:

H=H,+H,+H,+H,+H,

Equation 3-33

where Hs is the shortwave absorption (light from the sun), Ha is the longwave absorption (gray
body emission from atmosphere to water), Hw is the longwave emission (gray body emission
from water), He is the heat flux through evaporation/condensation, and Hc is the convection
heat.

We estimated the different terms of Equation 3-33 from textbook formulas,'>%¢5167 ysing

156201 3nd a Matlab code by Felix Hebeler

tabulated data for properties of dry air, seawater,
that implements a published procedure to estimate solar shortwave radiation as a function
of latitude, date, and time.®® To avoid lengthy presentation, the reader is referred to the cited
literature for details. The estimated magnitudes of the different contributions to H are illus-

trated in Figure 3-12.

94



First day of an oil spill on the open sea: Early mass transfers of hydrocarbons to air and water

400+

—Hw
——Hs
——Ha
——He
200 —Hce
mm=H = Hw + Hs + Ha + He + Hc

300

100

-200

Heat flux [W/m?]

-300

-400 : T T : \ 1
13:00 18:00 23:00 4:00 9:00 14:00
Time (UTC)

Figure 3-12. Heat fluxes as a function of time during the experiment, as estimated from data at K13
platform (53° 13’ 4” N, 3° 13’ 13" E). Hs is the shortwave absorption, Ha is the longwave absorption,
Hw is the longwave emission, He is the heat flux through evaporation/condensation, Hc is the heat con-
vection, and H is the net heat flux.

The estimated net heat flux was found to be from sea to atmosphere throughout the entire
duration of the experiment (negative value of H in Figure 3-12). Therefore the water column
(assumed as one single mixed layer) was always under a convection situation. In such a case,
the turbulent mixing coefficient can be estimated with Equation 3-8, given in main text.'*®

The estimated vertical turbulent mixing coefficient varied little throughout the experiment
and we assumed a constant value of 0.22 m? s (Figure 3-13).
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Figure 3-13. Estimated vertical turbulent mixing coefficient, E, as a function of time (blue line), and
constant value assumed throughout the experiment (red line).
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3.5.7 Estimation of hydrocarbon partitioning properties from
GCxGC retention time information

Environmental partitioning properties were estimated for all hydrocarbons eluting in the
n-C10—n-Cas range of the GCxGC chromatogram, based on GCxGC retention indices. The reader
is referred to previous work for a complete description of the method.* In short, GCxGC re-
tention times were transformed into two-dimensional retention indices. Then, different par-
titioning properties can be estimated from the calculated retention indices using formulas of
the type:

P, ,,=a, -1,,+b, I, +c

Xy i xy N xy 51 xy
Equation 3-34

where /1 is the GCxGC first dimension retention index of solute i, I,; is the GCxGC second
dimension retention index of solute i, and ax, by, and cy, are fitted coefficients that are spe-
cific to the property estimated, Py,. Values of the coefficients ayy, by, and ¢y corresponding to
the GCxGC method used in this study are given in Table 3-5. Values for the coefficients for the
boiling point temperature were obtained in the same way as for other properties,* based on
a calibration set of literature data.?®® For the 25 compounds used to calibrate the coefficients
for boiling point prediction, the mean absolute error in the regression according to Equation
3-34 was found to be 11.2 °C.

Table 3-5. Coefficients to Equation 3-34.1

Property (units) Oyy byy Cxy
log C, (mol L) -0.0177 0.0135 -2.28
10g Kaw (-) 0.0135 -0.0138 2.58
log p. (Pa) -0.00458 - 6.74
AH,qp (kI mol?) 0.0664 -0.0253 12.9
MW (g mol) 0.299 -0.174 30.5
Ts (K) 0.157 - 305

1 Cw is the aqueous solubility in fresh water, Kaw is the air-water partition coefficient, p. is the (hypo-
thetical) pure component liquid vapor pressure, AHuqp is the enthalpy of vaporization, MW is the molar
mass, T is the (atmospheric) boiling point. All reported properties (except T») are estimated at 25 °C
and 1 atmosphere.

3.5.8 Comparisons of different models for the evaporation
mass loss of the oil slick during the field experiment

Fingas (2004) developed two empirical formulas to predict the percentage of mass lost due

to evaporation for whole oil:!%

% evaporated = (0.165 - (% D )+ 0.045 - (T =15 ))-In (¢)
Equation 3-35
% evaporated =(0.0254 - (% D)+0.01 -(T -15)) /1

Equation 3-36
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where the percentage evaporated is a function of time t, in minutes, %D is the percentage of
oil mass distilled at 180 °C (here, 3.96%),"** and T is temperature in °C. The natural logarithm
dependence (Equation 3-35) applied for the majority of the oils for which results are reported
in Fingas’s article, whereas the square root dependence (Equation 3-36) was found to apply
only to a limited number of oils, including diesel and Bunker C Light.

We also downloaded the ADIOS oil spill weathering model from the US National Oceanic and
Atmospheric Administration (NOAA) web site (version 2.0.1).2°> ADIOS includes consideration
of the influence of oil slick thickness on evaporation mass loss rate. In the ADIOS model, we
could not provide an input of oil slick surface area, therefore all computations were per-
formed with the oil slick spreading and surface area as estimated within ADIOS. Figure 3-14
shows the ADIOS prediction for percentage of Grane crude oil evaporated during the field
experiment.

Equation 3-35 and Equation 3-36 predict that 5.2 and 4.4% of the Grane crude oil would be
evaporated at the end of our field experiment. ADIOS predicts 13.7% (Figure 3-14). Our model
predicts 25.7%.

Under the assumption that evaporation removes hydrocarbons from the oil progressively in
order of increasing vapor pressure,’>3%7° we can estimate the portion of the GCxGC—FID chro-
matogram of the neat oil that is predicted to be removed by the Fingas and ADIOS models,
thus enabling a comparison to our model and also to the observed sample data (Figure 3-3j
in main text).

1} I I I I I I I I

T T T T T T T T
1200 1800 1800 2100 (0000 0300 0B00 0800 1200
Sep29 Sep29 Sep29 Sep29 Sep 30 Sep 30 Sep 30 Sep 30 Sep 30

Figure 3-14. Evaporated mass percentage of Grane crude oil predicted by the ADIOS model for our field
experiment.
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3.5.9 Measured mass losses of individual compounds based on
GCxGC-FID data for oil slick and oil sheen samples

Table 3-6. Percentage mass losses for individual compounds, determined based on GCxGC—FID chro-
matograms, according to the procedure described in the main text. Sheen samples and one oil slick
sample (0S3) exhibited n-alkane peaks at early first dimension elution times. These peaks are supposed
of biogenic origin, as suspected from the predominance of n-alkanes with even carbon number com-
pared to odd-carbon-numbered n-alkanes,?°? which is not consistent with Grane crude oil composition.
The peaks suspected to be mostly of biogenic origin are displayed in gray in the table, but some impact
of biogenic material on other n-alkane peaks is probable, inferred from oscillations of mass loss esti-
mates from odd to even carbon numbers. Cells labeled “>95%” correspond to peaks not detected by
GC Image inverted watershed algorithm (peaks not present in most cases, or at very low residual con-
centrations).

Compound OS1 |0S2 |0S3 |0S4 |0S5 |0s6 |OS7 |0OS8 |0S9 |0OS10 |(Osi1
naphthalene 31% 51%| >95%| >95%| >95%| >95% 96%| >95%| >95%| >95%| >95%
2-methylnaphthalene| -15%| -21%| >95%| >95%| >95%| >95% 93%| >95%| >95%| >95%| >95%
1-methylnaphthalene| -11%| -19%| >95%| >95%| >95%| >95%| 92%| >95%| >95%| >95%| >95%
biphenyl -5%| -21%| >95%| >95%| >95%| >95% 93%| >95%| >95%| >95%| >95%
fluorene -27%|  -33%| >95%| 60%| >95%| >95%| 84%| >95% >95%| >95%| >95%
n-Cyo 90% 74% >95% 98%| >95% >95% >95%
n-Cyy 64%| 46% >95%| >95%| >95%

n-Cy, 12% -4% 95%|  99%

n-Cy3 -21%|  -25% 97% 98% 99%

n-Cyqy -23%|  -28% 86%| 98% 99%| 61%

n-Cis -16%| -16% 57% 97% 96% 85% 97%

n-Cye -20%| -16% 21%| 84%| 84%| 63% 73%| 44%
n-Cyz -10% -8% 97% 6% 55% 57% 43% 84% 52% 77%
n-Cig -8% -4% 85% -4% 22% 30% 19% 85% 43% 25% 30%
n-Cyg -3% -1%|  61% -4% 2% 16% 7% 61%| 13%| 21%| 33%
n-Cyo -8% 2% 26% -1% -5% 8%, 1% 26% -4% 13% 8%
n-Cy 19%| 12%| 36% 2% 17%|  29% 6% 36%| 22%| 37%| 35%
n-Cy; -2% 8% 9% 1% -3% 10% 2% 9% -8% 14% 19%
n-Czs 10% 9% 11% 5% 3% 18% 6% 11% 4% 20%| 10%
n-Cy 6% 12% 9% 9% 5% 14% 8% 9% 2%| 15%| 10%
n-Czs 1% 12% 13% 10% 7% 8%, -1% 13% 2% 26% 15%
n-C 10%| 12%| 17% 9% 8% 6% 2% 17%| 12%| 26%| 18%
n-Cy 4% 10% 12% 10% 7% 6% 7% 12% 6% 13% 12%
n-Cag 16%| 14% 9%| 13%| 15%| 14%| 14% 9% 13%| 11%| 11%
n-Cy -5% -3% -3% -2% 0% -1% -5% -3% -4% -9% -1%
n-Co -2% -3% -2% 0%, -5% -2% 0% -2% -1% -4% -2%
n-Cs; -9% -8% -4% 9% -11% -8% -6% -4% -7% -2% -8%
n-Cs; -13%|  -13% 7% -12%| -12%| -17%| -14% -7%|  -10% 0%| -10%
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3.5.10 Comparison of model predictions and measured hydro-
carbon concentrations in the water column

Table 3-7. Model-predicted and mean observed water column concentrations 20 h after the end of the
oil release, and implied mass fraction apportioned to the water column, for several compounds. Mass
fraction apportioned for samples corresponds to the roughly estimated fraction of the total contami-
nant mass that has been transferred to the water column under the hypothesis of a constant concen-
tration profile throughout the 42 m water depth. Mean composition of blanks taken outside of the oil
slick footprint 15 min after the end of the oil release is shown for comparison. Concentrations below
limit of quantification (LOQ) are indicated by “n.d.”, and LOQs are also reported.

Field Limit of
Observed wa- | blanks | Quanti-
ter column (mean fication
Compound name Model (mean value)? | value) (LOQ)
Concentration, pg/L O e n.d. 6.9
Toluene?®
Fraction apportioned 0.04 11000
Concentration, pg/L 0.0012 0.44| 0.060 0.0006
Naphthalene?
Fraction apportioned 0.11 35
Concentration, pg/L 0.0017 0.19 n.d. 0.0009
2-Methylnaphthalene?
Fraction apportioned 0.1 12
Concentration, pg/L 0.0015 0.12 n.d. 0.0010
1-Methylnaphthalene?
Fraction apportioned 0.14 11
2,6-Dimethylnaphtha- | Concentration, pg/L 0.00067 0.018 n.d. 0.0013
b
lene Fraction apportioned 0.05 1.3
1,6-Dimethylnaphtha- | Concentration, ug/L 0.00040 0.012 n.d. 0.0014
lene® Fraction apportioned 0.04 1.1
Acenaphthylene® Concentration, pg/L 0.000013 0.0034 n.d. 0.0009
Fraction apportioned 0.19 42
Acenaphthene? Concentration, ug/L 0.000076 0.012| nd. 0.0013
Fraction apportioned 0.35 52
Phenanthrene? Concentration, pg/L 0.0023 0.085 n.d. 0.0011
Fraction apportioned 0.51 19

2 Partitioning properties from Schwarzenbach et al.!>

b Partitioning properties from Mackay et al.!”

¢ Properties of 1,6-dimethylnaphthalene assumed identical to that of 2,6-dimethylnaphthalene

9 0bserved water column concentrations are lower than solubility at saturation for all compounds listed
in the Table.

99



First day of an oil spill on the open sea: Early mass transfers of hydrocarbons to air and water

3.5.11 Effect of temperature on oil mass fractions apportioned
to air and water

Enthalpy change of phase transfer from liquid (oil) phase to gas phase ( AHi,mp) is higher than

the enthalpy change of phase transfer from pure liquid phase to water (AHi’oina,er) for

most compounds (Table 3-8).

Table 3-8. Enthalpy change for phase transfer from the pure liquid phase to gas phase (AHi,vap) and

for phase transfer from pure liquid phase to water ( AH,-joinmr), based on literature data3%1®

Compound Al—li,vap (k) mol] AH[,()[[—)waler [kl mol]
naphthalene 56.0 12

phenanthrene 74.4 46

anthracene 83.12 43

n-Ce 28.9 ~0

benzene 30.7 4

2 estimated from the hypothetical pure liquid vapor pressure.'>®

The formulas used in the model for temperature corrections from a reference temperature
(Trer, 298.15 K) to another temperature (T, in K) have been listed in the main text. All other
variables used in the model were assumed independent of temperature.

Solubility may also be corrected for temperature according to:

AH;

i oil > water | L_l
sat _ sat R [Tr(‘/ T]
Ci,w (T)_ Ci,w (Te )-e

.
Equation 3-37

where C' is the solubility, and AH,-’oinater is the enthalpy change of phase transfer from

i,w

pure liquid phase to water.

The temperature dependence of mass apportionment to air and water can be evaluated (Fig-
ure 3-15). Evaporation extent is found to be highly dependent on temperature. Conclusions
regarding effect of temperature on dissolution extent should be considered as approximate,
as explained below.
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Figure 3-15. Fraction of total oil mass apportioned to air (blue line, right axis) and water (black line, left
axis) as a function of water temperature, according to the model.

The temperature-dependence of aqueous solubility was not included in the mass transfer
model. The impact of temperature on mass transfer to air and water can be evaluated by
considering the quantities V; .,q, * K yi/on and V; iy K yurerson (as defined in section 3.5.5,

Equation 3-26 and Equation 3-32). The ratio of these two quantities is indicative of the relative
importance of evaporation and dissolution, neglecting the build-up of non-zero concentra-
tions in water or air. Results highlight the importance of including a temperature correction
for aqueous solubility for PAHs (Table 3-9).
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vi,evap i,air / oil

Table 3-9. Model ratio at several different temperatures, both with and without the

vi,diss : i,water [ oil
inclusion of a temperature correction for aqueous solubility (Cw*'(T) versus C»*®(25 °C)). Enthalpies of
phase transfer to water (dilute) were taken as 12 kJ/mol (naphthalene), 46 kl/mol (phenanthrene), and

43 kJ/mol (anthracene).'>®

vi,evap : Ki,air/ail
vi,di.\‘.\‘ : Ki,water /oil
T naphthalene phenanthrene anthracene
variable constant variable constant variable constant
Cwsat(T) Cwsat(zs °c) cwsat(T) cwsat(zs °c) cwsat(T) cwsat(zs °c)
3 6.23 4.24 0.82 0.19 0.63 0.16
8 7.44 5.55 0.87 0.28 0.73 0.26
13 8.89 7.26 0.92 0.42 0.85 0.41
18 10.65 9.48 0.98 0.63 0.99 0.65
23 12.74 12.33 1.06 0.93 1.15 1.02
28 15.23 15.98 1.14 1.37 1.34 1.59
33 18.17 20.62 1.22 1.99 1.55 2.45
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3.5.12 Mass loss tables for oil sheen samples

n-alkane number
14 1 22

(a) 0S7,0.88 h

(c) 0S8,3.70 h

(d) 0S9,3.70 h (h) 0S11,19.82 h
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Figure 3-16. Oil sheen sample MLTs compared to modeled oil slick MLTs at corresponding times. Time
after the end of the oil release is indicated for each MLT. Dark cells correspond to properties not cov-
ered by the chromatogram or to cells containing mostly noise, defined as those containing less than
0.02% of total signal contained in the part of the chromatogram covered by the MLTs, for neat oil. The
color bar indicates the mass loss scale (as % mass loss); negative values represent mass gains.

1 Material in the upper left region of sheen sample MLTs is thought to be of biogenic origin.

2 Signal in the lower right region corresponds to petroleum hydrocarbons.
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3.5.13 Effect of wind speed on oil mass fractions apportioned
to air and water
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Figure 3-17. Fraction of total oil mass apportioned to air (blue line, right axis) and water (black line, left
axis) as a function of wind speed, according to the model. This assumes a constant turbulent vertical
mixing coefficient of the water column, representative of the convection situation during the experi-
ment. The wind speed was thus assumed to impact only air and water boundary layer thicknesses for
this experiment. At wind speed above 8 m s, oil dispersion in the water column is expected to become
important, and this process was not considered explicitly in the model.
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3.5.14 Modeled evolution of oil slick thickness during the ex-
periment
10

Qo
I
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Figure 3-18. Evolution of oil slick thickness as predicted by the model.
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Figure 4-1. Schematic depiction of the thermodynamic model.

Reproduced/adapted with permission from Environmental Science & Technology, submitted
for publication. Unpublished work copyright 2015 American Chemical Society.
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4.1 Abstract

With the expansion of offshore petroleum exploration and extraction activities, validated
models are needed to simulate the behaviors of petroleum compounds released in deep
(>100 m) waters. We present a thermodynamic model of the gas-liquid-water partitioning,
densities, and viscosities of petroleum mixtures with varying composition, pressure, and tem-
perature, based on the Peng-Robinson equation-of-state and the modified Henry’s law
(Krychevsky-Kasarnovsky equation). We define pseudo-components based on comprehensive
two-dimensional gas chromatography (GCxGC) measurements, which enable the modeling of
aqueous partitioning for >n-Cg compound fractions not quantified individually. The resulting
thermodynamic model is tested against available laboratory data on petroleum liquid densi-
ties, gas/liquid volume fractions, and liquid viscosities. The model is applied to the Macondo
reservoir fluid released during the Deepwater Horizon disaster, represented with 279-280
components including 131-132 individual compounds. We find that the emitted petroleum
mixture was ~29-44% gas and ~56—71% liquid, after cooling to local conditions near the Ma-
condo well (~153 atm and 4.3 °C). These high pressure conditions dramatically increase the
aqueous dissolution of petroleum hydrocarbons and also modifies the buoyancies of gas bub-
bles and liquid droplets. The gas-liquid partitioning predicted by our thermodynamic model
also affects published flow rate estimates of dead oil from the broken Macondo well stub,
with some uncertainty arising from the uncertainty regarding the composition of the Ma-
condo reservoir fluid.

4.2 Introduction

In Chapter 3 we evaluated the partitioning of petroleum hydrocarbons following a sea-surface
release. In this chapter and in Chapter 5, we will investigate how specific conditions, especially
the tremendous pressure, affect petroleum compound partitioning during a deep-water re-
lease.

The 2010 Deepwater Horizon disaster revealed the limits of pre-existing knowledge on the
behavior of petroleum fluids under extreme, deep-sea conditions. Deepwater Horizon was
likely the largest accidental marine oil spill in history, emitting over a three-month period
more than half a million tonnes of total petroleum-compound mass®° from the Macondo
well into the Gulf of Mexico at 1524 m depth?® (emission depth once the remains of the riser
had been cut). During this event, water column measurements revealed the presence at
~1100 m depth of a plume of mostly dissolved® hydrocarbons that extended up to 27 km hor-
izontally from the emission point.3%3? This deep-water hydrocarbon plume contained re-
ported total BTEX (benzene, toluene, ethylbenzene, o-, m-, and p-xylenes) concentrations of
up to 77.2 ug L2 By comparison, during a sea-surface oil spill, evaporation processes com-
pete with aqueous dissolution to remove light hydrocarbon compounds, such as these toxic
aromatic hydrocarbons, from the floating oil (Chapter 3).133**2 However, during the Deep-
water Horizon release, evaporation was suppressed during ascent of petroleum fluids in the
water column, and this dramatically increased the fraction of soluble hydrocarbon mass that
was transferred to the water column, relative to a sea-surface spill.24%75 As a result, the deep
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marine ecosystem experienced substantially heightened toxic hydrocarbon exposures.® Fi-
nally, 0.5-14.4%2°42% of the Macondo dead oil emitted in the environment was discovered to
have deposited on the deep sea floor (900-1600 m depth).2% Here, we use the terms dead oil
to refer to the liquid petroleum phase at atmospheric conditions, and live oil or simply liquid
to refer to the liquid petroleum phase under local, higher pressure conditions.?® The unusual
phenomena described above were controlled by changes in the pressure- and temperature-
dependent mechanical properties (density, viscosity) of the ascending Macondo reservoir
fluid (MRF), as well as chemical repartitioning among the associated gas-liquid-water phases,
under deep-sea conditions.

Unlike a sea-surface spill, the Deepwater Horizon disaster also generated hydrates, which can
usually occur at water depths of >500 m. Hydrates are buoyant solid materials composed of
light compounds (<Cs hydrocarbons, CO,) entrapped in crystal-like structures of water mole-
cules. Hydrate formation contributed to early failures to contain the release.?® Thin® hydrate
shells can also form around petroleum gas bubbles or liquid droplets,*~>! and this influences
mass transfer rates of hydrocarbons dissolving into the water column.

As offshore petroleum exploration and extraction activities expand, %2728 yalidated models
are needed to simulate the unusual phenomena affecting petroleum mixtures released under
deep-sea (>100 m depth) conditions. Equation-of-state (EOS) models are used widely to esti-
mate the gas-liquid equilibrium phase distribution of petroleum mixtures with respect to var-
ying pressure, temperature, and composition.t””2%¢ |n practice, petroleum compounds usually
are grouped into approximately 10 (pseudo-)components, conventionally based on distilla-
tion cut data.l””2%® An EOS model has been developed and tuned for the MRF by Aaron A.
Zick, an independent petroleum engineer summoned by the United States Department of
Justice.?®® However the 11 components of the Zick model are not designed to distinguish dif-
ferences in aqueous solubility. For example, benzene is grouped with n-hexane, yet these
compounds have aqueous solubilities that differ by a factor of 151.1%¢ Due to this large differ-
ence in solubilities, benzene and n-hexane experienced very different trajectories during the
Deepwater Horizon release.®” This illustrates how conventional EOS models for petroleum
mixtures are inappropriate and inaccurate for modeling aqueous dissolution of hydrocarbons
in the deep sea.

To investigate this problem, de Hemptinne and coworkers?®213 studied the aqueous dissolu-

tion of hydrocarbons under oil reservoir conditions. They determined experimentally the
equilibrium partitioning between a live oil and water at 25 MPa and 100 °C, and they modeled
this system using 19 components (including several saturated and aromatic hydrocarbons, N,,
and CO,) defined so as to capture differences in both volatilities and aqueous solubilities of
the mixture components.?° They showed that the modified Henry’s law (Krychevsky-Kasar-
novsky equation)?#?!> can accurately model aqueous dissolution at high pressures, in con-
junction with use of the Peng-Robinson EOS?'® (PR EOS) to describe the hydrocarbon-rich
phases.?!! However their model considered only highly water-soluble components (<Cs al-
kanes, single-ring aromatics, CO, and N;) for which Henry’s law constant data are available.
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In particular, the moderately water-soluble hydrocarbons in the n-Cs—n-Cyo range are chal-
lenging to simulate, since this oil fraction cannot be fully characterized on an individual-com-
pound basis.

Comprehensive two-dimensional gas chromatography (GCxGC) can fill this data gap. GCxGC
uses two serially-joined columns to separate thousands of hydrocarbons in the n-Cs—n-Css
range of dead oils.>>?!” Structurally related compounds are grouped together in different re-
gions of the GCxGC chromatogram (Figure 4-2a,b).5>?17-22! Additionally, GCxGC can separate
compounds approximately according to vapor pressure and air-water partition coefficient
(Figure 4-3),372 which makes it a natural approach for defining pseudo-components for gas-
liquid-water equilibrium calculations.'>#%5>7374 Consequently, GCxGC has been used previ-
ously to define pseudo-components that were successfully applied to the modeling of simul-
taneous evaporation and aqueous dissolution of hydrocarbons from sea-surface oil slicks (as
in Chapter 3).144074

In the present work, we present a thermodynamic model that is designed to simulate MRF
properties and gas-liquid-water equilibrium partitioning in the deep sea, based on extensively
detailed compositional data made available in previous reports. We also introduce a new
method to generate pseudo-components suitable for aqueous dissolution modeling of water-
soluble hydrocarbons in the n-Cs—n-Cys range, based on GCxGC—FID data. For compounds for
which model input properties are unavailable, validated estimation methods are applied. The
proposed thermodynamic model is then further validated with several experimental and
model data sets, including data recently made public through court documents from United
States of America versus BP Exploration & Production, Inc., et al.??? Finally, we explore the
influence of pressure, composition, and temperature on the partitioning and fluid properties
that controlled the transport and redistribution of petroleum compounds emitted from the
Macondo well during the 2010 Deepwater Horizon disaster.
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Figure 4-2. (a) GCxGC—FID chromatogram of the dead oil fraction of Deepwater Horizon sam-
ple MW-1, overlaid with the elution positions of a few compounds. (b) Same chromatogram
overlaid with polygons that delineate distillation cuts by n-alkane carbon number along the
1t dimension, and five separated hydrocarbon groups along the 2™ dimension, including sat-
urated hydrocarbons (sat.) and 1-ring to 4-ring aromatics (arom.). Examples of assigned
pseudo-component structures are also displayed, expressed as a number of aromatic (Carom)
and aliphatic carbon atoms (Caipn) (@ complete list of assigned approximate structures is pro-
vided in Appendix section 4.9.5). (c) Same chromatogram overlaid with estimates of the crit-
ical temperature (7). Each polygon is colored according to the estimated T. of the correspond-
ing pseudo-component. Circles correspond to the elution positions of individual compounds,
with the interior part of the circles colored according to the T, from literature data.?®® The
color scale on the upper right of panel (a) indicates FID signal response (arbitrary units).
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Figure 4-3. GCxGC—FID chromatogram of MW-1 dead oil overlaid with estimated contours of the base
10 logarithm of decreasing vapor pressure (from left to right) and base 10 logarithm of increasing air-
water partition coefficient, Kaw (from top to bottom). These lines were drawn by use of the Matlab
algorithms of Nabi et al.”? Kow is expressed here in units of (mol m3) (mol m3)?, i.e. concentration in
gas phase divided by concentration in aqueous phase. The relation between Kuw and the Henry’s law
constant Ki, here defined as in kgm?Pa?, is: K, = (Ml./R . T)- (KWJ.)_1 , where M; is the molar

weight of compound i in kg mol?, R is the gas constant (8.314510 ) mol™* K1), and T is the temperature
in K.

4.3 Modeling Approach

To model the pressure-dependent, temperature-dependent equilibrium distribution of a pe-
troleum mixture between a gas phase and a liquid petroleum phase, we employed the PR EOS
with the 1978 modification:206:216:223

poRT a(T)
V —-b
Equation 4-1

where P refers to the (total system) pressure, T is the temperature, R the molar gas constant,

V' the molar volume, a is a parameter interpreted as an average measure of the attraction
between molecules, and b represents the average volume occupied by the molecules. Fugac-
ities of individual components in the two phases, f;, are computed from:?
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S

25 (x -a, )
. A A Z+2414-B
In(f;)=In(x,-P)+—+-(Z-1)-In(Z - B)- . / St A P Y e e e

= |

Equation 4-2
where the new terms appearing in equation 2 are defined below:

Equation 4-1 can be rewritten as a 3™ degree polynomial of the compressibility factor, Z:
Z'~(1-B)-Z°+(A-3-B*-2-B)-Z—(4-B—-B*-B*)=0

Equation 4-3
where:
PV
Z=""
R-T
Equation 4-4
_a-P
CRA.T?
Equation 4-5
b-P
B=——
R-T
Equation 4-6

where P refers to the (total system) pressure, T is the temperature, R is the molar gas con-
stant, 7/ is the molar volume, and a and b are defined by Equation 4-7 to Equation 4-13
below.

R'Tc,i

b,(T)=b,(T.,)=0.07780-

c,i
Equation 4-7

where P.; refers to the critical pressure of component i, and T¢; is the critical temperature of
component i.

2 2

a(N)=a(T) o 0)= 0.45724-%-01& o)

rid i ri® 7

c,i

Equation 4-8
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T
where T, refers to the reduced temperature | 7., =—— |, and @ is the acentric factor.

a(1,,.0)=1+x (@) (-1,
Equation 4-9

()= 0.37464+1.54226- @ —0.26992- @’ (w <0.49)
T 10.379642+1.48503- @ —0.164423- @ +0.016666-@” (> 0.49)

Equation 4-10

(1)=(-6,) (1) -, ()"

a; j

ij

Equation 4-11

where 5,‘"/ refers to the binary interaction parameter between components i and j.
a :ZZ(xi "X 'ai,j(T))
i

Equation 4-12

where x refers to mole fractions in the mixture, and i and j refer to components i and j in the
mixture.

b:Z('xi 'bi)

Equation 4-13

Depending on the number of phases present, Equation 4-3 has one to three roots in terms of
Z. In the two-phase region, the smallest positive root corresponds to the compressibility fac-
tor of the liquid, and the largest root corresponds to that of the gas phase.

To solve numerically the PR EOS for a petroleum fluid (a gas-liquid system), we use a combi-
nation of successive substitution, stability analysis, and second-order minimization tech-
niques.?** These procedures are described further in Appendix section 4.9.1.

Once the compressibility factor has been determined from Equation 4-3, the molar volume of

a petroleum phase can be computed from Equation 4-4, and the density p is given by:2%

_in~M,.
P—T

Equation 4-14
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where x; is the mole fraction of component i in the phase of interest, and M; is the molar
weight of component i. However, the PR EOS underpredicts the densities of liquid phases,?*®
which can be improved by the volume translation introduced by Pénéloux et al.:??

Vir =Vprpos —¢
Equation 4-15

where the corrected molar volume, I7VT , is obtained by adjusting the molar volume predicted

by the equation of state, I7PR ros » With the volume translation parameter, c.

This correction modifies only the predicted densities and does not affect gas-liquid equilib-
rium. We estimated the volume translation parameter (Equation 4-15) based on measured or
estimated critical properties of the individual mixture components and their acentric fac-

tors.?%®

Additionally, we assumed that the low mole fractions of water encountered in petroleum
phases at environmentally relevant temperatures?#??’ do not affect substantially the fugaci-
ties of petroleum compounds in either the liquid or gas phases, therefore water was not in-
cluded as a component in the gas-liquid PR EOS calculations. Finally, Macondo dead oil had a
reportedly low asphaltene content (0.9-1% by weight),??® and therefore we did not consider

EOS models that account for asphaltenes.??®

We now consider the coupled equilibrium partitioning between the gas-liquid petroleum
phases and water, in order to complete our description of the three-phase system. We de-
scribed the partitioning of a compound between water and gas phase using the modified
Henry’s law,2*214215 which is valid up to pressures of ~100 MPa, corresponding to water
depths of ~10,000 meters:?121

(P -p)it

KH,i(P): KH,i(P ) e *
Equation 4-16
where Ky is the Henry’s law constant in units of kg m= Pa, P" is the reference pressure at

which the Henry’s law constant is known (here atmospheric pressure, or 101325 Pa), and #"

is the partial molar volume at infinite dilution of the compound in water, assumed independ-

ent of pressure and temperature. The Henry’s law constant was also corrected for tempera-

ture:156,230

AH

gas—Hp0i (1 1
KH,i(T):KH,i(T*).e f(T T*j

Equation 4-17
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where T is a reference temperature (298.15 K), and az is the enthalpy of transfer from

gas—H20
gas phase to aqueous phase. Finally, the Henry’s law constant was also corrected for salinity,
according to the Setschenow equation:'*®

K, (S)= K, (S =0)-10 ke

Equation 4-18

where S is the salinity, Ksqi is the Setschenow constant, and Csqr is the concentration of salt in
seawater (~0.5 M).%%¢

4.4 Results

We first discuss the formulation of pseudo-components suitable for the three-phase parti-
tioning modeling of the MRF. In the subsequent two sections, we report on the validation of
the input properties required to solve the thermodynamic model (Equation 4-1 to Equation
4-18). Model simulation results and output properties are then validated with available ex-
perimental data for the MRF. Finally we discuss the implications of our simulations for inter-
preting subsurface events during the Deepwater Horizon disaster.

4.4.1 Model compositions of MRF

We conducted thermodynamic simulations for three different reported compositions of
MREF,8231:232 here represented by model compositions denoted MCy, MC,, and MCs. The pro-
cedures used to define these model compositions are described below.

Discrepancies exist among different reports of the composition of MRF. During the release
event, a sample (MW-1) of the emitted reservoir fluid was taken directly from the broken
Macondo well stub using an isobaric gas-tight sampler (June 21, 2010).28 MW-1 was composed
of >95% petroleum compounds and <5% seawater (percentages by volume for dead oil and
seawater, excluding the gas phase separated through a single-stage separation at atmos-
pheric conditions). Based on the sampling procedure,? this sample is considered representa-
tive of the single-phase reservoir fluid. The measured gas-to-oil ratio (GOR), defined as the
ratio of the volume of gas to that of dead oil at atmospheric conditions, was 1600 standard
cubic feet per barrel for MW-1 (single-stage separation).® Because it was taken directly from
within the broken Macondo well stub, we believe that MW-1 is probably the most representa-
tive sample of the emitted petroleum mixture taken during the event, compared to the other
available samples taken from collection vessels at the sea surface (further discussion was pre-
sented by Reddy et al.?). However, the MW-1 GOR differs from the GOR values reported for
pre-spill downhole single-phase MRF samples (2441-2747, four-stage separation; 2819-
2945, single-stage separation).”> Compared to pre-spill downhole samples, MW-1 did not ex-
hibit a systematic fractionation among the volatile components (Appendix section 4.9.2), thus
we infer that this sample was not biased towards the liquid petroleum phase at emission
depth. The apparent discrepancy in composition among MW-1 and pre-spill downhole sam-
ples remains unexplained, and we therefore chose to construct model compositions for the
MW-1 sample (MC;) and also for two different pre-spill downhole samples (MC; and MCs).
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MC; is based on the analysis of MW-1, as follows:

(a) We modeled 131 individual compounds that were quantified previously by gas chroma-
tography — mass spectrometry (GC-MS), including 74 saturated hydrocarbons ranging from
methane to n-Cy, 56 aromatic hydrocarbons ranging from benzene to C,-benz[alanthracenes
and chrysenes, and CO,. (In Table S2 of ref. & fluoranthene was incorrectly listed and the actual
mass fraction of 4.6°10° g gt in the reconstituted reservoir fluid was used here.®) We excluded
alkanes >n-Cy6, which were considered unlikely to partition substantially into the aqueous
phase; no sign of aqueous dissolution during ascent was observed for n-alkanes larger than
heptane.” These 131 individual compounds represent 48.3% of the MW-1 mass. By compar-
ing quantified individual compounds with simulated distillation®® data (Appendix section
4.9.3),%2% we concluded that the emitted mixture composition is approximately known on an
individual-compound basis up to n-Cs, and the mass fraction of unknown composition in-
creases with increasing carbon number after n-Cs (Figure 4-7).

(b) For MCy, we used GCxGC—FID data to define pseudo-components for hydrocarbons in the
n-Cs—n-Cy6 range, excluding individually quantified compounds. Instrument settings and chro-
matogram pre-processing methods®%¢7%71 gre given in Appendix section 4.9.4. For simplicity,
we delineated the chromatogram by n-alkane elution intervals (i.e., simulated distillation elu-
tion intervals or approximate boiling points) along the first dimension, and we further segre-
gated the chromatogram space into five hydrocarbon groups along the second dimension,
including: saturated hydrocarbons, single-ring aromatics, two-ring aromatics, three-ring aro-
matics, and four-ring aromatics, based on known elution patterns of these compounds?!’ (Fig-
ure 4-2). The resulting grid of polygons effectively separates the GCxGC chromatogram mass
into a set of pseudo-components that are suited to model gas-liquid-water partitioning. This
is analogous to previously reported approaches to separate the GCxGC chromatogram space
into pseudo-components along contours of volatility and aqueous solubility (Figure
4-3),15405572774 55 was done in Chapter 3. The mass assigned to each pseudo-component is
proportional to the total GCxGC—FID signal in the corresponding polygon, minus the mass
attributed to individually quantified compounds (described below). This is possible because
the FID detector signal is approximately proportional to hydrocarbon mass,®*~®* enabling the
grouping and quantification of structurally related compounds.’3218220

An approximate chemical structure can be assigned to each pseudo-component represented
by the polygons in Figure 4-2b (Appendix section 4.9.5). Compounds grouped within a given
pseudo-component are expected to have similar chemical structures and therefore exhibit
similar properties (Figure 4-2c). Consequently each pseudo-component can be modeled using
empirical fragment structure contribution methods (next section). Additionally, the 131 indi-
vidually quantified compounds represented by category a (above) each were attributed to
appropriate polygons, and their mass was removed to avoid double-counting. Using this pro-
cedure, 66 pseudo-components were defined based on the n-Cg—n-Cys elution range of the
GCxGC—FID chromatogram, representing 29.1% of the MW-1 mass.

(c) Lastly, for MC; we defined 82 pseudo-components corresponding to single carbon number
intervals from n-Cy7 to n-Cios defined from simulated distillation data®?** which represent
22.1% of the MW-1 mass (Appendix section 4.9.6). >99% of the MW-1 dead oil mass was
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eluted at n-Ciog, and resins are considered included in the GC-amenable simulated distillation
mass up to n-Cgs.

We also constructed MCy 40, defined as the dead oil composition of MW-1, based on reported
compositional data® (Appendix section 4.9.7).

Model compositions MC, and MC; are based on previously reported compositional analysis
by Schlumberger (sample 1.18)%! and Pencor (sample 53),32 respectively, for two pre-spill
downhole MRF samples, both collected on April 12, 2010, at a depth of 5529.7 m. In brief, we
renormalized the detailed composition of the MW-1 fluid, based on the reported simulated
distillation data of the Schlumberger and Pencor samples, in order to construct MC; and MC;
(see Appendix section 4.9.8 for the detailed procedure). MC; includes 279 components (no
nitrogen quantified) whereas MC, and MC; include 280 components (including nitrogen at
<0.25 mass percent).

4.4.2 Estimation of input parameters for the thermodynamic
model

To simulate gas-liquid-water partitioning for the whole petroleum mixture according to the
thermodynamic model described by Equation 4-1-Equation 4-18, several properties must be
known or estimated for each component, including the acentric factor, critical temperature,

critical pressure, critical volume, Kp, aa and Ksqir. For compounds quantified individ-

L
gas—H0 ! Vo
ually, data for some or all of these properties were found in existing compila-
tions,173:200215,230234-239 ko the remaining cases, component properties were estimated using
group contribution or property correlation methods, as described below. For pseudo-compo-
nents defined based on the GCxGC—FID chromatogram, properties were estimated using the
approximate structure assigned to each pseudo-component.

For hydrocarbon compounds <n-C, the group-contribution methods?#%*® that we selected
were found to exhibit root-mean-squared-relative-error (RMSRE) values of <11% for 5 out of
8 of the needed input parameters, based on our comparisons to available experimental data

(Table 4-1). Estimation methods for the acentric factor, Ki, and ax had RMSRE of 280%,

gas—Hp0

45%, and 18%, respectively. However, these errors drop to 6.4% and 6.6% for the acentric

factor and am respectively, when light compounds (<n-Cs) are excluded (Appendix Fig-

gas—H»0 !
ure 4-9 to Figure 4-14). For the purposes of our thermodynamic simulations, these property
estimates were not needed for light compounds, since literature data were available in these
cases. Finally, uncertainty exists regarding the correct Henry’s law constants for >n-Cy3 normal
alkanes.?® This uncertainty is not expected to influence modeling of aqueous dissolution dur-
ing the blowout, since normal alkanes >n-C; were reported to have not dissolved noticeably
during ascent to the sea surface.”

For the >n-Cy pseudo-components, which were assumed effectively insoluble in water, we
estimated only the properties required for gas-liquid modeling with the PR EOS, namely the
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critical properties and the acentric factor, using the Twu and Kesler-Lee correlations (Appen-
dix section 4.9.6).2*2%% The properties of our 279 components are listed in Appendix Table
4-12.

Finally, the temperature-dependent binary interaction parameters (for the PR EOS) were es-
timated based on the group-contribution method by Jaubert and co-workers.?* This method
is parameterized for all pairwise interactions between aromatic hydrocarbons, non-aromatic
hydrocarbons, CO,, and nitrogen. For the purpose of estimating binary interaction parame-
ters, each >n-Cy6 pseudo-component was assumed to have the structure of a normal alkane;
this was preferred to a more recent method?° that was not retained due to unphysical pre-
dicted carbon numbers for large molecules.

Table 4-1. Validation of property estimation methods with available experimental data for hydrocar-
bons.

Property Available litera- | Estimation method Number  of | RMSE (RMSRE)c
ture experi- tested com-
mental data pounds? (out
of 147)
Critical pressure? | Poling et al.2% Group contribu- 69 0.77 bar (3.7%)
tion240,241
Critical tempera- | Poling et al.2% Group contribu- 73 15K (3.9%)
tured tion240,241
Critical volume® Poling et al.200 Group contribu- 62 17 cm3 molt (9.4%)
tion240,241
Acentric factord Poling et al.200 Group contribu- 64 0.064 (280%)°
ti0n240,241
Henry’s law con- Sander230f Group contribution 242 | 60 13 mol dm3 atm?
stant (45%)

stant

kowsky?37 Xie et

Enthalpy of phase | Plyasunov and Group contribution 243 | 26 3.2 k) mol! (18%)#
transfer from gas | Shock?3*
to water
Partial molar vol- | Liu and Rucken- Equation 4-19 18h 3.2 cm3 mol? (4.8%)
ume at infinite di- | stein,?35 Graziano
lution in water (CH4 and C;Hg),23¢
King (CO,)215
Setschenow con- | Niand Yal- Equation 4-20 29h 0.026 L mol! (10.9%)

al., 173 Schwarzen-
bach et al., 156
Weiss?238

@ Compounds for which literature data were available for a given property.

b All the compounds quantified in MW-1 by Reddy et al., excluding CO,.2

¢ Root mean squared error (RMSE) and root mean squared relative error (RMSRE), where the relative
error is defined as (estimated — experimental) / experimental.

9 The Avaullee et al. estimation method was used only for PAHs.24°

€ The large reported RMSRE value arises due to inaccurate predictions for compounds smaller than n-
Cs. However, property estimates were not necessary for these compounds, since literature data were
available. See Appendix section 4.9.10 for more details. Exclusion of small compounds (<n-Cs) yields
RMSE (RMSRE) values of 0.023 (6.4%).

f Here we retained only the measurement and literature review values from reference 2*° (Appendix
section 4.9.9).

& Excluding small compounds yields RMSE (RMSRE) values of 0.30 kJ mol™? (6.6%).

P Includes CO>.
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4.4.3 New proposed correlations for prediction of 7 and K.,
for hydrocarbons

For »* and Ksar, no satisfactory prediction methods were found that could be applied to all

components up to n-Cy. Hence we developed and validated new correlations for these two
properties.

To adjust the Henry’s law constant for changes in pressure (Equation 4-16), we must estimate

the partial molar volume at infinite dilution in water (#"). Based on data for CO,, 4 aromatic

compounds, 2 cycloalkanes, 2 branched alkanes, and 9 normal alkanes (Appendix section
4.9.11),2152352%6 e obtained the following correlation (Figure 4-15a; r? = 0.995; root-mean-
squared error (RMSE) = 3.2 cm® mol):

v =1.132-V,,,+3.333:10°°
Equation 4-19

where VMGJ. is the McGowan molecular volume, which is determined with a group contribu-

tion method."® Both v,* and VMGJ. have units of m® mol™. A previous correlation by Lyckman

et al.,2*>?%1 developed only with data for gases, was found to provide less good predictions for
compounds other than methane, ethane, propane and CO, (RMSE = 27.0 cm® mol?).

252 e surmised that a

Since Ksqi: depends principally on molecular size and molecular polarity,
simple two-parameter correlation could be developed for hydrocarbons. Based on reported
data for 28 hydrocarbons plus CO, (Appendix section 4.9.11),156173237.238 \ye obtained the fol-

lowing correlation (Figure 4-15b; r? = 0.83; RMSE = 0.026 L mol?):

K

salt,i

=—1.345-M,+2799-v;" +0.08356

Equation 4-20

where K is in Lmol™, M; in kg mol?, and ;" in m® mol. These correlation statistics are

comparable to a previously reported correlation based on the Abraham solvation model.?*?

4.4.4 Validation of gas-liquid predictions of the thermodynamic
model for MRF

We compared our thermodynamic model predictions for petroleum compositions MCj 4o,
MC,, and MC;s to 88 previously measured property data on (a) density (8 data), (b) gas-liquid
partitioning (19 data), and (c) viscosity (61 data) under a broad range of pressure and tem-
perature conditions. We also compared our model predictions to those made by a tuned EOS
model reported previously by A. Zick.2® These three different sets of validation tests are dis-
cussed in turn below.
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(a) The predicted density of the dead oil at surface conditions (atmospheric pressure, 22 °C)
is 819.5 kg m for the mixture MCyq4. This agrees well with the measured value of 820 kg m™
for MW-1 dead 0il.% The predicted extent of change of the dead oil density as a function of
pressure, up to 15 MPa, is within 6 kg m™ of the experimental data by Abdelrahim, obtained
with a different dead oil sample (Appendix Figure 4-16).2°3 For the Schlumberger pre-spill
downhole sample,?®! our model and the Zick model both match satisfactorily high-pressure
experimental densities, with maximum deviations of 6 and 5 kg m™ (~1%), respectively (Ap-
pendix sections 4.9.12 and 4.9.13).

(b) For the Schlumberger sample, the experimental volume fraction of liquid hydrocarbons?3!

at 7.6—34.7 MPa and ~117 °C agrees with our thermodynamic model predictions for mixture
MC; to within 16% (Appendix section 4.9.13). Our model also agrees well with the Zick model
for pressures <25 MPa (<2500 meters depth) and a temperature range of -2 to 30 °C (Appen-
dix sections 4.9.12 and 4.9.13). For example, at emission depth (15.5 MPa and 4.3 °C), the two
models give very similar predictions for the Schlumberger pre-spill downhole sample: simu-
lated gas volume fractions are 39% versus 44%, predicted gas-phase densities are 200 versus
194 kg m3, and predicted liquid-phase densities are 696 versus 699 kg m3. Our thermody-
namic model fails to predict the correct gas-liquid volume fractions at much higher pressures
(>25 MPa and -2-30 °C) and also the dew point (transition from one phase to two phases
through drop formation) at 43—47 MPa for -2-40 °C (Appendix Figure 4-17 and Appendix Fig-
ure 4-18). This is discussed further in Appendix section 4.9.13.

(c) We compared the estimated viscosity predicted by our model for MCy 4, (3.9 mPas, or
centipoise, at 15 °C; 2.5 mPa s at 35 °C) to that measured on a Macondo dead oil sample called
“ENT-052210-178” (4.1 mPa's at 15 °C; 1.4 mPa s at 35 °C)** and find good correspondence
between them (Appendix section 4.9.13). Finally, our attempts to make comparisons with
high-pressure viscosity data for the Pencor pre-spill downhole sample were confounded by
the failure of our model to correctly predict the dew point (Appendix Figure 4-17 and Appen-
dix Figure 4-18), which occurs at very high pressures (46 MPa at 4.3 °C).%32 Additional discus-
sion is given in Appendix section 4.9.13.

4.4.5 Domain of applicability of the thermodynamic model

The formulas and approximations used in the model are usually considered valid for typical
conditions found anywhere in the global ocean (depths down to ~10,000 m, seawater salinity
of ~35%o, and seawater temperatures of -2—30 °C).1°6173.177.211,215216 Hawever, based on the
comparisons discussed above, we interpret that the predictions of our model of the MRF are
valid for gas-liquid partitioning, densities, and fluid viscosities at conditions ranging from the
sea surface to <2500 m depth (0.1-25 MPa and -2—30 °C). Additionally, the presented model
is not considered validated for brines under oil reservoir conditions (explained further in Ap-
pendix section 4.9.14), and further EOS modifications may be required for heavier petroleum
fluids.

121



Gas-liquid-water partitioning and fluid properties of petroleum mixtures under pressure: Implications for deep-sea blowouts

4.5 Implications for deep-sea petroleum fluid releases

4.5.1 Estimated state of the MRF at the Macondo well stub

Compared to a conventional sea-surface spill, the high pressure conditions of the Deepwater
Horizon release profoundly modified the state of the emitted petroleum mixture. Based on
the estimated conditions in the Macondo well pipe below the blowout preventer (~24 MPa
and 38 °C),%° the mixture was in the two-phase region before its emission into the sea (Ap-
pendix Figure 4-17 and Appendix Figure 4-18). The emitted mixture is predicted to have been
29-44% gas (by volume) and 56-71% liquid hydrocarbons at emission depth (15.5 MPa and
4.3 °C, Table 4-2), based on the compositions of samples taken both at the broken well stub
(MC;) and downhole before the spill (MC;, MCs). By comparison, the petroleum mixture is
99.7% gaseous by volume at the sea surface.® Relative to surface conditions, the small value
of the gas volume fraction at 1524 m depth is due largely to the compression of the gas and
to a lesser extent also due to the increased partitioning of light compounds into the liquid
hydrocarbon phase (Table 4-3). For example, 36-51% of the methane, the lightest and most
abundant compound in the reservoir fluid, is predicted to have partitioned into the liquid pe-
troleum phase at emission depth, which decreases both the density and the viscosity of the
liquid phase. By comparison, 99.8% of methane would reside in the gas phase under surface
conditions (Table 4-3).

Table 4-2. Predicted properties of emitted fluids at 1524 m depth (15.5 MPa and 4.3 °C) and surface
conditions (0.101325 MPa and 15.6 °C) according to the thermodynamic model.

Property 1524 m depth (15.5 MPa and Surface conditions (0.101325

4.3 °C) MPa and 15.6 °C)
Values for model composi- Values for model composition
tions MC: (MCz, and MGCs) MCy

density of gas (kg m3) 181 (194, 194) 0.94

density of liquid (kg m3) 707 (699, 690) 824

percent gas (by volume) 29% (44%, 42%) 99.7%

viscosity of gas (mPa s) 0.020 (0.022, 0.022) 0.011

viscosity of liquid (mPa s) 0.74 (0.69, 0.65) 4.1

Table 4-3. Predicted percentage in gas and liquid hydrocarbon phases, for selected compounds at
1524 m water depth (15.5 MPa and 4.3 °C) and surface conditions (0.101325 MPa and 15.6 °C) accord-

ing to the thermodynamic model.

Compound 1524 m water depth (15.5 MPa and Surface conditions (0.101325
4.3 °C) MPa and 15.6 °C)
Percent in liquid Percent in gas Percent in lig- Percent in gas
phase for MC1 phase for MC1 uid phase for phase for MC:
(MC;, MGCs) (MC;, MGCs) MC:
methane 51% (36%, 38%) 49% (64%, 62%) 0.2% 99.8%
ethane 74% (59%, 61%) 26% (41%, 39%) 1.1% 98.9%
propane 83% (70%, 72%) 17% (30%, 28%) 3.7% 96.3%
n-butane 90% (82%, 83%) 10% (18%, 17%) 14.3% 85.7%
benzene 98.4% (96.3%, 1.6% (3.7%, 3.5%) | 76.3% 23.7%
96.5%)
CO: 70% (54%, 56%) 30% (46%, 44%) 0.5% 99.5%
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4.5.2 Gas-liquid-water partitioning equilibrium in the deep sea

We simulated the equilibrium partitioning of the MRF between water, gas, and liquid petro-
leum phases, at varying depths (Figure 4-4). Whereas the aqueous solubilities of hydrocar-
bons in liquid state are approximately independent of depth,®2°¢-2%8 the aqueous solubilities
of gaseous compounds increase rapidly with increasing depth (Figure 4-4). Thermodynami-
cally, this favors profound dissolution of light hydrocarbons into water in the deep sea, far
exceeding that observed for a conventional sea surface oil spill (Figure 4-4). For example,
when the MRF has equilibrated with 100 mass equivalents of water at 1500 m depth (which
can happen rapidly for small bubbles and droplets), 15% of the MRF mass will have dissolved
into the aqueous phase, mostly comprised of light compounds. By comparison, near the sea
surface, a 1:100 mass ratio of MRF:water would lead to equilibrium partitioning of only 0.6%
of MRF into the aqueous phase (Figure 4-4). This illustrates how deep-sea conditions dramat-
ically increase the thermodynamic driving force for aqueous dissolution of light hydrocarbons,
compared to a release at the sea surface.

In deep waters, hydrates also form, which can decrease mass transfer speeds and also modify
the hydrodynamics of bubbles and droplets, leading to drastically increased bubble life-
times.*” Dispersants injected at emission depth may have lowered interfacial tension of
gas/water and liquid/water interfaces, which would influence kinetics of aqueous dissolution.
However, dispersants are not expected to alter equilibrium partitioning of hydrocarbons into
water unless the critical micelle concentration (CMC) in water is exceeded.’®? The key water-
soluble component of the dispersant injected near the broken Macondo well stub was dioctyl
sodium sulfoccinate (DOSS), which was measured in the deep-water hydrocarbon plume at
concentrations up to 12 pg L'%.2° This level is about four orders of magnitude lower than the
CMLC for DOSS,*° suggesting that DOSS did not influence the thermodynamics of partitioning
of hydrocarbons into water.
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Figure 4-4. Simulated gas-liquid-water equilibrium partitioning of complete MRF with varying volumes
of seawater (expressed as seawater-to-MRF mass ratio), shown with varying depth. The color scale
represents the simulated mass fraction of total hydrocarbons in (a) seawater, (b) gas, and (c) liquid
petroleum phase. The plots should not be interpreted as showing the compositional evolution of liquid
droplets or gas bubbles that undergo kinetically controlled aqueous dissolution of selected hydrocar-
bons during buoyant ascent. To generate the plots, we assumed a temperature profile based on ob-
served mean annual conditions in the Gulf of Mexico as a function of depth,?>® and we assumed a sa-
linity of 35 g kg throughout the water column.

4.5.3 Expected changes in liquid and gas densities due to pres-
sure and aqueous dissolution

According to our model, predicted densities at Macondo well emission conditions (15.5 MPa
and 4.3 °C) are 181-194 kg m for the gaseous petroleum phase and 690-707 kg m™ for the
liquid petroleum phase (Table 4-2). The densities of these fluids directly influence the veloci-
ties of ascent for gas bubbles and liquid droplets at local pressure and temperature condi-
tions, both due to changes in buoyancy force and changes in shear stress (friction) associated
with changing bubble/droplet size.?®® Associated changes in bubble or droplet surface area
and ascent speed also affect mass transfer rates from the petroleum phases into water.2°
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Aqueous dissolution selectively removes light compounds from an ascending liquid droplet
(or gas bubble), and this also influences the densities of both gaseous and liquid petroleum
phases. In the aftermath of Deepwater Horizon, a portion (1.8-14.4%%%+2% or 0.5-9.1%2%) of
the dead oil emitted in the environment was found to have ended up in the deep sea floor
(900-1600 m depth).?% The transport mechanism of these compounds to the sediments re-
mains unclear.?** Valentine et al. proposed deposition of liquid petroleum dispersed in deep
205 whereas others proposed sinking of surfaced petroleum mixture through marine
snow as a potential mechanism.?2%3 Here, we used equilibrium partitioning simulations to

waters,

investigate whether aqueous dissolution and/or evaporation might sufficiently alter the den-
sity of the liquid petroleum to cause this material to lose buoyancy and therefore sink. We
find that the simulated effect of aqueous dissolution on density is insufficient to generate a
loss of buoyancy (Appendix section 4.9.15). According to the model, extensive evaporation of
the oil (>50% mass removal, including all hydrocarbons lighter than n-C,;) would produce a
loss of buoyancy of the liquid oil (Appendix section 4.9.15). However this hypothesis is not
supported by the composition of the petroleum residues found in the deep-sea sediments,
which occasionally contained the light compounds n-Ci1 and n-Cs6.2% In conclusion, aqueous
dissolution and evaporation processes alone cannot explain a buoyancy change that would
have led to the observed broad deposition of petroleum compounds on the seafloor. How-
ever, our simulations show that evaporation and aqueous dissolution processes both increase
the density of the liquid petroleum phase, and this process may cause buoyancy loss for heav-
ier petroleum mixtures or under other conditions.

4.5.4 Implications for Macondo well flow rate estimates

The uncertainty in the MRF composition (MC; versus MC; or MCs) leads to an uncertainty in
the gas and liquid volume fractions at emission depth, and this in turn affects several existing
estimates of the MRF flow rate from broken Macondo well stub. Some published flow rate
estimates are based on (1) measurement of a volume flux of emitted fluids at depth, and (2)
conversion of this value into an estimated volume flux of dead oil at surface conditions.?>2°5264
However, converting the measured volume flux to a (surface) dead oil volume flux depends
on the assumptions about the gas and liquid volume fractions at depth. Our thermodynamic
model is designed to provide this information. According to the model, 1 m? of (gas + liquid)
fluids at depth (15.5 MPa and 4.3 °C) are equivalent to 154 m3 of gas and 0.500 m? of dead oil
at surface conditions (0.101325 MPa and 15.56 °C), assuming a single-stage flash of model
composition MC; and assuming negligible influence of hydrates on bulk properties of the pe-
troleum fluid phases. However if we assume composition MC,, then 1 m3 of (gas + liquid)
fluids at depth produce 182 m? of gas and 0.363 m? of dead oil at surface conditions. This
uncertainty in the MRF composition (MC; versus MC;) therefore leads to a 32% uncertainty
in the estimated flow rate of dead oil. By comparison, previous reports have assumed a value
of ~0.4 m? dead oil per m? of fluids at depth,®?*® or ~0.8 m® when methane was assumed 100%
in hydrate form.*

Other flow rate estimates are available based on reservoir modeling, using measured pres-
sures after the well was capped.?®>2%8 |n this case, the estimated flow of barrels of dead oil
(at surface conditions) is obtained by dividing the estimated flow rate of single-phase MRF by
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the so-called formation volume factor, which depends on the MRF composition.?> Our model
estimates of this parameter are either 1.73 (MC;) or 2.22-2.19 (MC,, MGs) for a single-stage
flash from reservoir conditions?®® to surface, which imply dead oil flow rates that differ by
25%. By comparison, Paul Hsieh used a value of 2.35, provided to him by BP personnel.?®®
Further complicating matters, these two estimates depend upon the exact process by which
the single-phase MRF or the liquid and gas phases at depth (15.5 MPa and 4.3 °C) are brought
to surface conditions. For example, a four-stage flash separation would yield ~11% more dead
oil at surface conditions than the single-stage flash.®

These uncertainties illustrate that dead oil flow rates are a problematic metric for imposing
legal penalties on deep-water petroleum fluid releases, unless a clear thermodynamic defini-
tion is introduced and used consistently. In contrast, total mass fluxes of emitted petroleum
fluids would be a more broadly useful metric, being independent of both pressure and tem-
perature conditions. However under the current legal framework in the United States, penal-
ties are imposed based on the emitted volume of (dead) oil.

4.6 Outlook

The compositionally detailed thermodynamic model presented here can be viewed as a
“benchmark”, useful for validating chemically simplified, less computationally intensive mod-
els of petroleum fluid thermodynamics and properties of MRF in the deep sea. In Chapter 5,
simulated gas-liquid-water equilibria and associated fluid properties will be combined with

detailed modeling of plume dynamics,?®®

aqueous dissolution kinetics, and hydrate for-
mation.?’® These combined simulation approaches can be used to improve our fundamental
understanding of deep-sea petroleum fluid releases, further constrain hydrocarbon transfers
to the water column during such events, and improve response planning for future deep-sea
releases in other regions. This is a necessary step to allow the prediction of phase partitioning

during a real deep-water release of petroleum fluids.
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4.9 Appendix

4.9.1 Procedure for gas-liquid-water equilibrium calculation

The general procedure of our gas-liquid-water equilibrium calculation is described in Figure
4-5. Each step is detailed further below.

Start with no mass dissolved
in aqueous phase

}

Compute gas-liquid equilibrium

(update masses in gas and liquid)

is gas present?
no ves
Compute liquid-water equilibrium Compute liquid-water equilibrium
(update masses in liguid and water) (update masses in liquid and water)

|

Compute gas-water equilibrium

(update masses in gas and water)

Are the mass distributions
of all components /
converged relative to the

previous model iteration?

no ves

Equilibrium is reached. Exit program.

(return masses in gas, liquid and water)

Figure 4-5. Schematic representation of our gas-liquid-water equilibrium calculation procedure.

4.9.1.1 Convergence of gas-liquid equilibrium computations

The gas-liquid equilibrium calculation is performed using a combination of successive substi-
tution, stability analysis, and second order minimization techniques.??* We follow the overall
procedure outlined on pages 266267 of reference 224.

Successive substitution relies on so-called “K-factors”, defined as:

K- — L — @iq,i

i
'xi ¢gas,i

Equation 4-21
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where K;is the K-factor of component i, x;and y; are mole fractions in the liquid and gas phase,
respectively, and ¢,,-q,,~ and ¢gas,i are fugacity coefficients in the liquid and gas phase, respec-

tively.

An initial guess for K-factors is obtained from the Wilson correlation (page 259 of reference
224). Successive substitution consists in using the current K-factor estimates to determine the
new x; and y; values (procedure at pages 253-254 of reference 224, where we chose the tol-
erance value for convergence to be 10°®). Fugacity coefficients are then computed from x; and
y;, using the PR EOS, which allows the determination of an updated K-factor estimate (

K, =¢,iq’l-/¢gas’i ). The procedure is repeated iteratively.

Initially, three steps of successive substitution are performed, after which the difference in
Gibbs energy of the resulting vapor and liquid compared to the single-phase mixture is eval-
uated. Different procedures are followed depending on the outcome of this evaluation (cases
a—c on page 266 of reference 224). In favorable cases, the equilibrium calculation can be con-
verged rapidly with additional steps of successive substitution (convergence was evaluated
using the error function defined by equation 15-31 at page 430 of reference 177 with a con-
vergence criterion set to 1.49012°10®). In other cases, the so-called tangent plane stability
analysis is performed, which is a procedure to verify whether two phases are thermodynam-
ically stable, or whether only one phase is present (pages 267-270 of reference 224); conver-
gence for stability analysis is evaluated by verifying that the sum of the absolute values of the
left-hand side of equation 46 on page 267 of reference 224 becomes smaller than 10°. When
the rate of convergence becomes too low (which we defined by a number of iterations larger
than 40°'n., where n. is the number of components in the mixture), we switch to second order
minimization techniques (pages 262—263 and 269 of reference 224).

Finally, after the three initial steps of successive substitution, any time that successive substi-
tution reaches a stage where the current K-factor estimate indicates a single-phase mixture
(i.e. that the fraction of the total moles in the gas phase obtained from the procedure at pages
253-254 of reference #**is 0 or 1), a stability analysis is conducted to confirm this outcome or
provide an improved estimate for the K-factors (page 267 of reference 224).

Any phase with <107 times the total number of moles in the mixture is assumed negligible
(i.e. in such cases the mixture is assumed single-phase).

4.9.1.2 Convergence of liquid-water and gas-water equilibrium computations
Initially, Henry’s law constants are corrected for pressure, temperature, and salinity (Equation
4-16—Equation 4-18 in main text). Then, an iterative procedure is started. Fugacities in the
petroleum phase (gas or liquid) can be computed from the PR EOS (Equation 4-2 in main text),
and the aqueous solubilities, Cs, are simply obtained as:

Cs,i :fi 'KH,i

Equation 4-22
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where f; is the fugacity of component i in the hydrocarbon phase, and K is the Henry’s law
constant (corrected for pressure, temperature and salinity). The mass dissolved at each iter-
ation is obtained as Amuissi = (Cs,i — Cwater,i) * Vwater * . Cwateri iS the concentration already in the
water, Vuater is the volume of water, and A is a parameter that has a value of 1 at first iteration,
and its value is divided by two when the iterative decrease in the change in composition is
<1% for any of the total mass dissolved in water, methane, ethane, or propane (the minimal
value of A is set to 1/128). The amount of mass obtained for each compound is transferred to
the aqueous phase, and the masses in the petroleum phase are updated accordingly. This
procedure is repeated for at least 10 iterations and at maximum 1/A iterations.

4.9.1.3 Convergence criterion for the gas-liquid-water equilibrium calculation
Convergence of the gas-liquid-water equilibrium is assumed to be reached when the total
mass dissolved in water changes by <0.5% between two consecutive iterations, and the indi-
vidual masses dissolved in water for methane, ethane, and propane are changed by <0.05%
between two consecutive iterations.

4.9.2 Comparison of the composition of light compounds in
MW-1 versus pre-spill downhole single-phase Macondo
reservoir fluid (MRF) samples

We investigated whether biased sampling could explain the reportedly lower value of the gas-
to-oil ratio (GOR) of the MW-1 sample, relative to the pre-spill downhole samples. In this sec-
tion, we will demonstrate that the available data does not support this hypothesis. The pre-
spill downhole samples were taken at pressure and temperature conditions (81.7 MPa and
386 K) indicating a single-phase mixture. However for MW-1 sample, the local conditions in-
dicated that the mixture was partitioned into two phases. At the MW-1 sampling conditions,
lighter compounds will tend to partition to the gas phase in larger proportion compared to
heavier compounds. As a result, a hypothetical sampling bias towards the liquid-petroleum
phase in the MW-1 sample would produce a lower relative concentration of the lowest mo-
lecular weight compounds compared to the higher molecular weight compounds, especially
for C;—Cs. However, the measured C;—Cs data do not appear to exhibit any systematic frac-
tionation pattern in one sample compared to the other (Figure 4-6), which suggests that sam-
pling bias towards the liquid phase is not a likely explanation of the overall compositional
discrepancy. As a result, we consider the two different sources of compositional information
(MW-1 and pre-spill downhole samples) as equally valid.
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Figure 4-6. Comparison of reported N2, CO2, and Ci1—Cs hydrocarbon content between different reser-
voir fluid samples. The “average” pre-spill downhole sample composition is defined by Zick as the av-
erage of the heaviest and lightest pre-spill downhole samples,?®® with error bars showing the range of
values for the four sample compositions provided in his Table 2. The composition of the MW-1 sample
is normalized so that the C4—Cs mole fraction matches the average of the lightest and heaviest pre-spill
downhole single-phase fluid samples.

4.9.3 Combining light hydrocarbon and dead oil composition
data

To obtain the mass fractions of single carbon number intervals from C; to Cigs, results from
the compositional analysis of the gas phase and dead oil must be combined. To construct the
model mixture MC;, we used the listed mass fractions in Macondo reservoir fluid (MRF) from
Table S2 in Reddy et al. for the C;—Cs hydrocarbon compounds and C0,.2 We used the simu-
lated distillation data (mass fraction in dead oil for each single carbon number interval) in the
Ce—Ci0s range. The mass fraction of C¢—Cios dead oil to mass fraction of MRF was assumed to
have a ratio of 0.757:1.8 The mass fraction for each single carbon number interval from C; to
Ci0s are provided in Table 4-4.The mass fractions of single carbon number intervals for the
pre-spill downhole single-phase MRF samples were obtained as described in section 4.9.8.
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Figure 4-7. Schematic summary of existing knowledge about the composition of MRF. Nearly 100% of
the mass of C1—n-Cs hydrocarbons is characterized by the measured mass fractions of individually quan-
tified known compounds (green). With increasing carbon number beyond n-Cs, individually quantified
compounds represent a decreasing fraction of the mixture, and GCxGC—FID data (yellow) is used to
provide pseudo-components for compounds not quantified individually. Finally, compounds larger
than n-Cas are characterized based on simulated distillation data (salmon color). Mass percentage in
MW-1 for each category are displayed on the figure.

Table 4-4. Mass fraction in MW-1 sample for each single carbon number interval. Estimated properties
of each single carbon number interval are also listed (see section 4.9.6 for explanations on estimation
methods).

Mass frac-

Carbon Molar tion in
number Pc Tc Vc omega mass MW-1
interval [MPa] K] [em3mol?] | [] [g mol'] [-1

C1 4.599 190.6 98.6 0.011 16.043 1.50E-01
C2 4.872 305.3 145.5 0.099 30.07 2.80E-02
Cs 4.248 369.8 200.0 0.152 44.097 2.60E-02
i-Ca 3.640 407.8 262.7 0.186 58.123 6.70E-03
n-Cq 3.796 425.1 255.0 0.200 58.123 1.50E-02
i-Cs 3.381 460.4 308.3 0.229 72.15 7.90E-03
n-Cs 3.370 469.7 311.0 0.252 72.15 1.00E-02
Ce 3.025 507.6 368.0 0.300 84 2.73E-02
Cy 2.948 550.2 407.9 0.299 96 3.32E-02
Cs 2.725 581.8 459.1 0.337 107 4.10E-02
Co 2.539 608.4 508.3 0.374 121 3.86E-02
Cio 2.361 632.7 560.1 0.413 134 3.90E-02
Cu 2.196 654.8 614.6 0.454 147 3.25E-02
Ci2 2.068 674.7 664.3 0.490 161 2.90E-02
Ci3 1.962 693.6 711.6 0.524 175 2.98E-02
Cia 1.865 712.3 759.9 0.558 190 2.85E-02
Cis 1.784 729.2 804.6 0.590 206 2.79E-02
Cie 1.700 744.1 852.0 0.624 222 2.32E-02
Ci7 1.636 758.4 893.5 0.654 237 2.26E-02
Cis 1.566 770.7 938.2 0.686 251 2.28E-02
Cio 1.504 782.4 981.6 0.717 263 1.86E-02
Ca0 1.437 794.9 1030.5 0.751 275 2.02E-02
Cn 1.382 806.6 1075.2 0.782 291 1.89E-02
C22 1.339 816.9 1112.8 0.810 305 1.51E-02
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Mass frac-

Carbon Molar tion in
number Pc Tc Vc omega mass MW-1
interval [MPa] [K] [em3 mol?] | [-] [g mol?] [-]

Ca 1.302 826.9 1147.8 0.836 318 1.39E-02
Cas 1.261 836.4 1186.5 0.863 331 1.37E-02
Czs 1.225 845.5 1222.7 0.890 345 1.34E-02
Ca6 1.191 854.6 1259.0 0.916 359 1.34E-02
Ca7 1.163 862.9 1289.9 0.940 374 1.17E-02
Cas 1.132 870.8 1324.9 0.965 388 1.14E-02
C29 1.104 878.3 1357.2 0.989 402 1.01E-02
Cao 1.077 885.7 1389.6 1.013 416 9.77E-03
Ca1 1.056 893.6 1417.4 1.035 430 9.46E-03
Cs2 1.034 900.7 1446.8 1.057 444 8.48E-03
Cs3 1.014 907.4 1473.2 1.078 458 8.18E-03
Cas 0.993 913.2 1501.6 1.099 472 7.42E-03
Css 0.974 919.9 1528.0 1.119 486 7.87E-03
(&1 0.954 925.7 1556.4 1.140 500 7.04E-03
Cs7 0.941 931.7 1576.6 1.157 514 6.44E-03
Csg 0.926 936.8 1599.0 1.175 528 5.68E-03
Cso 0.907 942.6 1627.4 1.196 542 6.44E-03
Cao 0.893 947.7 1649.8 1.213 556 5.22E-03
Ca 0.881 952.4 1669.1 1.228 570 4.62E-03
Ca2 0.863 957 1697.1 1.247 584 5.00E-03
Ca3 0.850 962.1 1719.4 1.265 598 4.77E-03
Cas 0.841 966.5 1735.5 1.278 612 3.79E-03
Cas 0.832 970.8 1751.4 1.292 626 3.71E-03
Cas 0.819 975.9 1774.1 1.309 640 4.39E-03
Caz 0.810 980.2 1790.7 1.323 654 3.63E-03
Cas 0.800 984.5 1807.4 1.336 668 3.48E-03
Cag 0.795 988 1818.1 1.346 682 2.65E-03
Cso 0.786 992.3 1835.2 1.360 696 3.33E-03
Cs1 0.780 995.8 1846.2 1.370 710 2.57E-03
Cs2 0.771 1000 1863.6 1.384 724 3.26E-03
Cs3 0.766 1003.5 1874.8 1.394 738 2.42E-03
Csa 0.758 1007.3 1889.4 1.406 752 2.65E-03
Css 0.752 1010.7 1900.9 1.416 766 2.27E-03
Cse 0.747 1014.2 1912.6 1.426 780 2.27E-03
Cs? 0.741 1017.6 1924.4 1.436 794 2.20E-03
Css 0.735 1021 1936.3 1.446 808 2.12E-03
Cso 0.727 1024.8 1951.5 1.459 822 2.42E-03
Ceo 0.725 1027.4 1957.4 1.465 836 1.44E-03
Ce1 0.719 1030.8 1969.7 1.475 850 2.04E-03
Ce2 0.715 1033.8 1978.9 1.483 864 1.67E-03
Ce3 0.712 1036.4 1985.1 1.489 878 1.36E-03
Cea 0.706 1039.8 1997.8 1.500 892 1.89E-03
Ces 0.701 1042.8 2007.3 1.508 906 1.59E-03
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Mass frac-

Carbon Molar tion in
number Pc Tc Vc omega mass MW-1
interval [MPa] [K] [em3 mol?] | [-] [g mol?] [-]

Ces 0.699 1045.3 2013.9 1.514 920 1.29E-03
Ce7 0.696 1047.9 2020.5 1.520 934 1.29E-03
Ces 0.691 1050.9 2030.4 1.529 948 1.51E-03
Ceo 0.688 1053.4 2037.2 1.535 962 1.29E-03
Cro 0.683 1056.4 2047.3 1.543 976 1.51E-03
Cn 0.680 1058.9 2054.3 1.549 990 1.21E-03
Cn2 0.677 1061.5 2061.5 1.556 1004 1.14E-03
Cn 0.676 1063.6 2065.6 1.560 1018 9.09E-04
Cra 0.672 1066.2 2072.9 1.566 1032 1.14E-03
Crs 0.668 1069.1 2083.4 1.574 1046 1.29E-03
Cre 0.664 1071.6 2090.8 1.581 1060 1.06E-03
Cr7 0.659 1074.5 2101.5 1.589 1074 1.21E-03
Crs 0.656 1077 2109.1 1.595 1088 9.84E-04
Cro 0.653 1079.5 2116.8 1.601 1102 9.84E-04
Cso 0.651 1081.6 2121.5 1.605 1116 7.57E-04
Cs1 0.647 1084.1 2129.3 1.612 1130 9.09E-04
Cs2 0.642 1087 2140.3 1.619 1144 1.06E-03
Cs3 0.642 1088.7 2142.1 1.622 1158 5.30E-04
Csa 0.637 1091.5 2153.3 1.630 1172 1.06E-03
Css 0.636 1093.3 2155.2 1.632 1186 5.30E-04
Css 0.631 1096.1 2166.5 1.640 1200 1.06E-03
Cs7 0.630 1097.8 2168.6 1.642 1214 5.30E-04
Cass 0.628 1099.9 2173.8 1.647 1228 7.57E-04
Cag 0.626 1102 2179.1 1.651 1242 7.57E-04
Coo 0.622 1104.4 2187.6 1.657 1256 9.09E-04
Co1 0.620 1106.5 2193.0 1.661 1270 7.57E-04
Co2 0.619 1108.2 2195.4 1.663 1284 5.30E-04
Co3 0.617 1110.2 2200.9 1.667 1298 6.81E-04
Coa 0.616 1111.9 2203.5 1.670 1312 5.30E-04
Cos 0.613 1113.9 2209.2 1.674 1326 6.81E-04
Coe 0.611 1116 2214.9 1.678 1340 6.81E-04
Co7 0.610 1117.6 2217.6 1.681 1354 4.54E-04
Cos 0.608 1119.7 2223.4 1.685 1368 6.06E-04
Cog 0.606 1121.3 2226.2 1.687 1382 4.54E-04
Ci00 0.604 11233 2232.2 1.691 1396 5.30E-04
Cio1 0.603 1125 2235.1 1.693 1410 4.54E-04
Ci02 0.602 1126.6 2238.1 1.696 1424 3.79E-04
Cio3 0.600 1128.3 2241.2 1.698 1438 3.79E-04
Cios 0.599 1129.9 2244.3 1.700 1452 3.79E-04
Cios 0.598 1131.5 2247.4 1.703 1466 3.79E-04
Ci06 0.597 1133.1 2250.6 1.705 1480 3.79E-04
Cio7 0.596 1134.8 2253.9 1.707 1494 3.03E-04
Cio8 0.596 1136 2254.2 1.708 1508 2.27E-04
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4.9.4 Comprehensive two-dimensional gas chromatography
(GCxGC) analysis method

An aliquot of the dead oil separated from the MW-1 sample® was analyzed by GCxGC coupled
to a flame ionization detector (GCxGC—FID).

The sample was injected splitless on a GCxGC—FID (Agilent 7890) having an Rxi-ms first-di-
mension column (60 m length, 0.25 mm internal diameter (I.D.), 0.25 um film thickness) and
a BPX-50 second-dimension column (1.5 m length, 0.10 mm I.D., 0.10 um film thickness). The
carrier gas was dihydrogen at a constant flow rate of 1.00 mL min*. The inlet temperature
was held at 310 °C. The first oven was programmed as follows: hold at 45 °C for 10 min, ramp
from 45 to 330 °C at 1.50 °C min! (held 0.50 min). The second oven was programmed so as to
remain 5 °C warmer than the first oven throughout the run. The modulation period was 7.50
s. The modulator was maintained 10 °C warmer than the second oven, with a hot pulse time
of 0.75 s and cool time of 3.00 s. The FID was at 330 °C, and the detector acquisition rate was
100 Hz, with a 1000 s acquisition delay.

For the quantification of the total (resolved plus unresolved) signal,®® we have shown previ-
ously that it is appropriate to baseline-correct the chromatogram®?%® with the deadband
method of Reichenbach and co-workers (section 1.3.1).7° We used GC Image (version 2.2b4)”
with the following parameters: 10 deadband pixels per modulation; filter window size of 3
pixels, 3.5 for the expected value of baseline plus noise to the estimated standard deviation
of the noise; and one baseline value per modulation.

4.9.5 Approximate structures assigned to pseudo-components
derived from GCxGC-FID

The rules employed to assign approximate structures to pseudo-components are the follow-
ing:

e Saturated hydrocarbons are modeled as a normal alkane with varying chain length,
from n-Co to n-Cas.

e 1-ring aromatic hydrocarbons are modeled as a linear alkyl benzene with varying al-
kyl chain length, from ethylbenzene to nonadecylbenzene.

e 2-ring aromatic hydrocarbons are modeled as a naphthalene structure with different
degrees of methylation. The smallest 2-ring structure assigned is that of naphthalene,
and each increase of one carbon atom corresponds to the addition of a methyl group.
When no more methyl groups can be added, one of the methyl chain is converted to
an ethyl group and subsequently to longer linear chain groups (propyl, butyl, ...) for
each carbon number increase.
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e 3-ring aromatic hydrocarbons are modeled as a phenanthrene structure with differ-

ent degrees of methylation. The smallest 3-ring structure assigned is that of phenan-

threne, and each increase of one carbon atom corresponds to the addition of a methyl

group.

e 4-ring aromatic hydrocarbons are modeled as a pyrene structure with different de-

grees of methylation. The smallest 4-ring structure assigned is that of pyrene, and

each increase of one carbon atom corresponds to the addition of a methyl group.

The reader is referred to Figure 4-2b (main text) for a few examples of the assigned approxi-

mate structures. A key indicating the assumed structure of each pseudo-component obtained
from the GCxGC—FID chromatogram is provided by Figure 4-8 and Table 4-5.

~J
—
o
—

w

Second dimension retention time [s]

60
First dimension retention time [min]

100 140

Figure 4-8. Names of the pseudo-components obtained from the GCxGC—FID chromatogram as used in
Table 4-5, which provides the corresponding chemical names of the approximate structures. Acenaph-
thene and fluorene (each of which contain 2 aromatic rings and one non-aromatic ring) are included in

the 2-ring aromatics group.

Table 4-5. Chemical names for the approximate structure of the pseudo-components obtained from
the GCxGC—FID chromatogram (see Figure 4-8 for the pseudo-component names).

Pseudo-component name | Chemical name Number of carbon atoms
Al n-Coy 9
A2 n-Cio 10
A3 n-Ci1 11
A4 n-Ci2 12
A5 n-Cis 13
A6 n-Cia 14
A7 n-Cis 15
A8 n-Cie 16
A9 n-Ci7 17
A10 n-Cis 18
All n-Cio 19
Al12 n-Czo 20
Al13 n-Ca 21
Al4 n-Ca 22
Al15 n-Cas 23
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Pseudo-component name

Chemical name

Number of carbon atoms

Al6 n-Caa 24
Al17 n-Cas 25
Al8 n-Cas 26
B1 linear ethylbenzene 8

B2 linear propylbenzene 9

B3 linear butylbenzene 10
B4 linear pentylbenzene 11
B5 linear hexylbenzene 12
B6 linear heptylbenzene 13
B7 linear octylbenzene 14
B8 linear nonylbenzene 15
B9 linear decylbenzene 16
B10 linear undecylbenzene 17
B11 linear dodecylbenzene 18
B12 linear tridecylbenzene 19
B13 linear tetradecylbenzene 20
B14 linear pentadecylbenzene 21
B15 linear hexadecylbenzene 22
B16 linear heptadecylbenzene 23
B17 linear octadecylbenzene 24
B18 linear nonadecylbenzene 25
C1 naphthalene 10
Cc2 methylnaphthalene 11
Cc3 dimethylnaphthalene 12
c4 trimethylnaphthalene 13
C5 tetramethylnaphthalene 14
(¢3) pentamethylnaphthalene 15
c7 hexamethylnaphthalene 16
c8 heptamethylnaphthalene 17
c9 octamethylnaphthalene 18
C10 (ethyl,heptamethyl)naphthalene 19
Cl1 (propyl,heptamethyl)naphthalene 20
Cc12 (butyl,heptamethyl)naphthalene 21
Cc13 (pentyl,heptamethyl)naphthalene 22
C14 (hexyl,heptamethyl)naphthalene 23
C15 (heptyl,heptamethyl)naphthalene 24
D1 phenanthrene 14
D2 methylphenanthrene 15
D3 dimethylphenanthrene 16
D4 trimethylphenanthrene 17
D5 tetramethylphenanthrene 18
D6 pentamethylphenanthrene 19
D7 hexamethylphenanthrene 20
D8 heptamethylphenanthrene 21
D9 octamethylphenanthrene 22
E1l pyrene 16
E2 methylpyrene 17
E3 dimethylpyrene 18
E4 trimethylpyrene 19
E5 tetramethylpyrene 20
E6 pentamethylpyrene 21
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4.9.6 Definition of pseudo-components for single carbon num-
ber intervals 2n-C,¢ based on simulated distillation data

For chromatographic elution intervals after n-Cys, we used mass fractions provided by simu-
lated distillation (section 4.9.3) and we used a classical procedure to define pseudo-compo-
nent critical properties and acentric factors. For each carbon number elution interval from Cys
to Cigs, correlations were used to estimate the critical properties (Twu)?** and the acentric
factor (Kesler-Lee).?*> In these computations, we assigned molecular weights and specific
gravities of carbon number intervals from Cys to Css using the values published by Katz and
Firoozabadi.?*® This estimation method is often used, bearing in mind that the specific gravi-
ties of individual distillation fractions depend slightly on the composition of the oil.2*624” We
followed the procedure of Zuo et al.?*® to extrapolate these data to elution intervals in the
C46—Ci0s range:

M, =14-N,—4

Equation 4-23

where the molar weight M; in g mol? is estimated from the number of carbon atoms N; for
each carbon number elution interval i after Cys (N; 2 46), and:

SG =D, '1n<A/[i)+D2

Equation 4-24

where SG; is the specific gravity, and D; and D; are two fitted constants. We fitted the two
constants to the Katz and Firoozabadi values for Cs; and Cas.

The estimated properties for each pseudo-component 2n-Cys are provided in Table 4-4.

4.9.7 Definition of model composition of MW-1 dead oil, MCy 40

Model dead oil composition of MW-1, MCy 40, was defined based on dead oil analysis. MCy,q4o
is identical to MC;, except that the mass fractions of CO, and C;—Cs hydrocarbons have been
reassigned to values measured in the dead oil,® and the concentrations of all other com-
pounds have been divided by 0.757, taken as the ratio of mass of dead oil to mass of MRF.®

4.9.8 Definitions of model compositions MC, and MC;

Model compositions MC; and MC; are based on compositional analysis of pre-spill downhole
MRF samples by Schlumberger (sample 1.18)%! and Pencor (sample 53),%2 respectively. These
analyses used different gas chromatography devices to quantify mass fractions of N,, CO,, and
carbon number elution intervals from C; to Css (Schlumberger) or to Css (Pencor).

We used the mass fractions reported by these laboratories for N,, CO,, and the C;—Cs hydro-
carbons. The concentrations of all other compounds individually quantified in MW-1 were
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assumed present in the dead oil fractions of MC; and MCs at the same concentrations as for
MW-1, and their concentrations in MC; and MC; were therefore normalized according to:

m (MC,)=m, (1) et MC)
mC6+ (Mcl )

Equation 4-25

where m stands for mass fraction, i for any individual compound >n-Cs, x is 2 or 3, and mce. is
the mass fraction of Ce. compounds.

We used the mass fractions reported by Schlumberger (MC;) and Pencor (MGCs) for single car-
bon number elution intervals up to Css (MC;) or Cas (MGCs) as simulated distillation data. In
other words, we used these values to generate the pseudo-components of MC, and MC;
based on the GCxGC—FID chromatogram of MW-1 dead oil. This means that the mass fraction
eluting between two consecutive normal alkanes was taken as that measured in the original
(Schlumberger or Pencor) sample, whereas the relative contributions of different hydrocar-
bon compounds in this mass fraction were assumed the same as found in MW-1.

For MC; and MG;, the assignment of mass fractions for >n-Cys pseudo-components are de-
scribed in section 4.9.6. The remaining fraction (Cse. or Cso.) was separated into single carbon
number intervals up to Cigs, assuming that the relative concentrations were identical to that
of MW-1.

MC, and MC;s are very similar to one another, and these model compositions were used to
validate the thermodynamic model against laboratory density and gas-liquid equilibrium data
(MGC,), and viscosity data (MGCs). The principal difference between MC; and the two other
model compositions arises from the value of the mc. fraction (assigned as 0.75 for MC; and
as 0.65 for MC; and MGCs). A more minor difference is that MC; does not include nitrogen,
therefore MC; includes 279 components, whereas MC; and MCs each include nitrogen and
therefore each comprise of 280 components.

4.9.9 Procedure for selection of Henry’s law constant values
from Sander230

230 yalues of the Henry’s law constant for individual compounds, we

To select literature data
followed the procedure summarized below. We use the abbreviations “L”, “M”, “Q”, “E”, and
“?” as defined by Sander,?° each defined below after their first occurrence. (Note that in or-
der to validate the group-contribution estimation method (Table 4-1 and section 4.9.10) we
retained only a subset of these data, corresponding to values coming from literature reviews

or measurements.)

e Take the values considered by the author to be the most reliable?*° (category denoted
"L" by Sander,?° from literature reviews), and average them;

e If no value of the "L" type is listed, take the second best type of values ("M", from
original publication of a measurement), and average them;
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e Otherwise, take all values of any other type that are listed and average them, exclud-
ing values with type "Q" (estimate obtained with the quantitative structure property
relationship (QSPR)), "E" (estimate), and "?" (the cited reference does not state
clearly how the value was obtained).

e Asalastresort, take the "Q", "E" and "?" values.

In doing this, we considered only references from 1950 onward unless no other data were
available.

We discarded some obvious outliers among conflicting reported data, as reported below, and
we made a few exceptions to the procedure above, also listed below:

e |sopropylbenzene: among the “L” values, we selected the value of 1.2°1073, and we
discarded the value of 7.7°10°3, which is an outlier with respect to the other “L” and
"M" values.

e Fluoranthene: the oldest value (4.5°1073, two orders of magnitude lower than other
reported values) was discarded.

e (Ci;-naphthalenes, C;-naphthalenes, Cs-naphthalenes, Ci-phenanthrenes: we took a
mean of values for compounds for which an "L" value was reported (obtain a value
by structural isomer, average if needed, and then perform an average over all iso-
mers). For example, C;-naphthalenes corresponds to the grouping of all isomers
formed of naphthalene to which one methyl substituent is added. To get a value for
Ci-naphthalenes, we considered the two isomers for which “L” data were available,?°
1-methylnaphthalene and 2-methylnaphthalene. The average of “L” values for 1-me-
thylnaphthalene is 2.2°102 mol m Pa’%, and the only “L” value for 2-methylnaphtha-
lene is 1.8'102 molm3Pa®. Hence, the value retained for C;-naphthalenes is
2.0'102 mol m3 Pa’.

e Normal alkanes from n-Cy3 to n-Cyo: considerable discrepancies exist in reported val-
ues between different references. We retained data from the only reference that pro-
vides data for all of these compounds (Yaws and Yang, 1992). Data for normal alkanes
>n-Cyo were discarded. We note that the large discrepancy among available literature

176,230

data for normal alkanes will not affect predictions of the model for dissolution

extents to be expected in the environment (Figure 4-21).

e Nj: the value from the oldest reference was discarded (obtained at a different tem-
perature, 310 K, than the reference temperature chosen, 298.15 K).
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4.9.10 Validation of group-contribution methods used for esti-
mation of the chemical properties

In the thermodynamic model, we used estimated input properties only when literature data
were unavailable. However, here we consider the cases where literature measurement data
were available, and we compute the corresponding estimated values. We compare the result-
ing sets of measured and estimated values as a validation exercise for the estimation meth-

ods.

Figure 4-9 to Figure 4-14 show results of this brief evaluation of the validity of the property-
estimation methods. In this series of figures, we compare the literature measurement data to
estimates obtained from the selected group-contribution methods, for compounds quantified
in MW-1 for which literature measurement data could be found (excluding CO,). For several
methods, the predictions are the least accurate for small compounds (<n-Cs). However, for
these small compounds, group-contribution methods were not used, since literature data

were always available.

50

Estimate

0 - ‘ :
0 10 20 30 40 50

Measurement data

Figure 4-9. Comparison of literature measurement data and group-contribution estimates for the crit-
ical pressure, in bar. (See Table 4-1 in main text for references and statistics.)

140



Gas-liquid-water partitioning and fluid properties of petroleum mixtures under pressure: Implications for deep-sea blowouts

1000+
@]
800
CsHs
CaHe
@ 600
[5+]
E
- o8
W 4001 o ©
200-
0 . ‘ ‘ ‘ ‘
0 200 400 600 800 1000

Measurement data

Figure 4-10. Comparison of literature measurement data and group-contribution estimates for the crit-
ical temperature, in K. (See Table 4-1 in main text for references and statistics.)
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Figure 4-11. Comparison of literature measurement data and group-contribution estimates for the crit-
ical volume, in cm?® mol™. (See Table 4-1 in main text for references and statistics.)
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Figure 4-12. Comparison of literature measurement data and group-contribution estimates for the
acentric factor. (See Table 4-1 in main text for references and statistics.)
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Figure 4-13. Comparison of literature measurement data and group-contribution estimates for the
(base 10) logarithm of the Henry’s law constant, in mol L'* atm™. (See Table 4-1 in main text for refer-

ences and statistics.)
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Figure 4-14. Comparison of literature measurement data and group-contribution estimates for the neg-
ative of the enthalpy of transfer from gas phase to water, in J mol™. (See Table 4-1 in main text for

references and statistics.)
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4.9.11 Literature measurement data used to derive the corre-
lations of Equation 4-19 and Equation 4-20

=L
Table 4-6. Literature measurement data (V,,

eas

) used to derive the correlation for estimating the par-

tial molar volume at infinite dilution in water (Equation 4-19). The absolute value of the relative error

=L =L
. . |Vmeas - Vequation 4-19 |
is defined as 7

‘ meas

‘. The McGowan volume, VMG, is also provided.

— — _L e

Compound Reference for aneas V,seas V equation 4-19 Vi rAeblz(:il\lljete

cm3mol! | cm3 mol? cm3mol?! | error
methane Graziano?3® 34.7 31.6 24.95 9.0%
ethane Graziano?3® 50.4 47.5 39.04 5.7%
propane Liu and RuckensteinZ35 70.7 63.5 53.13 10.2%
i-Ca Liu and Ruckenstein?3® 81.3 79.4 67.22 2.3%
n-Cy Liu and Ruckenstein23> 76.6 79.4 67.22 3.7%
n-Cs Liu and Ruckenstein?3% 92.3 95.4 81.31 3.3%
CO, King215 32 35.1 28.09 9.8%
cyclopentane Liu and Ruckenstein?3® 84.5 83.1 70.45 1.7%
2,3-dimethylbutane Liu and Ruckenstein?35 106.8 111.3 95.40 4.2%
n-Ce Liu and Ruckenstein?3® 110 111.3 95.40 1.2%
benzene Liu and Ruckenstein?3% 82.5 84.4 71.64 2.3%
cyclohexane Liu and Ruckenstein?3% 98.8 99.0 84.54 0.2%
n-C; Liu and Ruckenstein?3® 129.4 127.3 109.49 1.7%
toluene Liu and Ruckenstein?3® 97.7 100.4 85.73 2.7%
n-Cg Liu and Ruckenstein23 145.2 143.2 123.58 1.4%
ethylbenzene Liu and Ruckenstein?3® 111.1 116.3 99.82 4.7%
n-Cio Liu and Ruckenstein23> 176.8 175.1 151.76 1.0%
1,2,3,4 tetramethylbenzene Liu and Ruckenstein23s 209.5 207.0 179.94 1.2%
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Ksar measured in seawater or NaCl solutions usually agree within experimental errors.!*®

Therefore, although we preferred data for seawater or artificial seawater whenever available,
we included values obtained with NaCl when this was the only information available. The salts
used to obtain the experimental values are listed in Table 4-7.

Table 4-7. Literature measurement data (Ksart,meas) Used to derive the correlation for estimating the
Setschenow constant (Equation 4-20). The absolute value of the relative error is defined as

Kmlt,meas - Kvalt,equation 4-20 |
‘ Ksalt,meas ‘
Compound Reference for Ksait meas Salt Ksalmeas | Ksalt,equation 4-20| Absolute
L mol? L mol? relative
error
methane Ni and Yalkowsky?37 NaCl 0.127 0.159 25.3%
ethane Ni and Yalkowsky?237 NaCl 0.162 0.184 13.7%
propane Ni and Yalkowsky?37 NaCl 0.194 0.222 14.5%
n-Cs4 Ni and Yalkowsky237 NacCl 0.217 0.220 1.3%
n-Cs Xie et al.173 “artificial, NaCl” 0.221 0.245 10.8%
CO, Weiss?38 seawater 0.132 0.114 13.9%
cyclopentane Xie et al.173 NaCl 0.182 0.226 24.1%
n-Ce Xie et al.173 NaCl 0.276 0.276 0.2%
methylcyclopentane Xie et al.173 “artificial, NaCl” 0.273 0.248 9.3%
benzene Schwarzenbach et al.’¢ | seawater 0.200 0.209 4.7%
cyclohexane Xie et al.173 NaCl 0.277 0.247 10.9%
methylcyclohexane Xie et al.173 NaCl 0.274 0.273 0.2%
toluene Schwarzenbach et al.’¢ | seawater 0.240 0.233 2.9%
ethylbenzene Schwarzenbach et al.’¢ | seawater 0.290 0.252 13.2%
p/m-xylenes Schwarzenbach et al.1s¢ | seawater 0.295 0.266 9.7%
o-xylene Schwarzenbach et al.1s¢ | seawater 0.300 0.266 11.2%
isopropylbenzene Xie et al.173 artificial seawater | 0.316 0.292 7.5%
1,3,5-trimethylbenzene | Xie et al.173 artificial seawater | 0.318 0.292 8.1%
1,2,4-trimethylbenzene | Xie et al.173 artificial seawater | 0.293 0.292 0.3%
sec-butylbenzene Xie et al.173 artificial seawater | 0.288 0.318 10.4%
1,2,3-trimethylbenzene | Xie et al.173 artificial seawater | 0.321 0.344 7.2%
n-butylbenzene Xie et al.173 artificial seawater | 0.375 0.318 15.2%
naphthalene Schwarzenbach et al.’¢ | seawater 0.280 0.264 5.6%
fluorene Xie et al.173 NaCl 0.267 0.299 12.0%
phenanthrene Schwarzenbach et al.1s¢ | seawater 0.300 0.314 4.7%
fluoranthene Xie et al.173 NaCl 0.339 0.323 4.7%
pyrene Schwarzenbach et al.1>6 | seawater 0.300 0.323 7.6%
benz[alanthracene Xie et al.173 NaCl 0.354 0.364 2.7%
chrysene Xie et al.173 NaCl 0.336 0.364 8.2%
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Figure 4-15. (a) Comparison of measured v, data (from literature) to estimates according to Equation

4-19, and (b) comparison of measured Ksqi: data (literature) to estimates according to Equation 4-20
(see Table 4-6 and Table 4-7 for the lists of compounds and the numerical values). The 1-1 line is shown
in pink.

4.9.12 Methodological differences between the thermody-
namic model of the present study and the Zick model

In this section we specifically discuss the differences between the gas-liquid equilibrium cal-
culations of our thermodynamic model and those of the Zick model. The Zick model relies on
the same EQS as used by us (1978 Peng-Robinson EQOS). The thermodynamic model of the
present study assumes that, based on the detailed compositional information available (~280
components), valid predictions can be obtained without requiring any tuning of either the
EOS parameters or the modeled composition. In contrast, the model developed by Aaron A.
Zick employed only 11 components and was tuned to match approximately 1000 individual
measurements. EOS tuning is a frequently used procedure that usually implies careful modi-
fication of the values of some properties of the components (e.g. binary interaction parame-
ters) in order to improve the correspondence between EOS predictions and laboratory data
acquired with reservoir fluid samples. The detailed tuning procedure can be found in his re-
port,?® we will only mention here that the Zick model tuning also included the adjustment of
the composition of the sample 1.18 of Schlumberger. However, MC, (as defined in the current
study) is based on the untuned composition. (Using the tuned composition instead was found
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to provide less satisfactory predictions with our thermodynamic model.) The final component
properties that Zick obtained are listed in Table 4-8 and Table 4-9.

Three differences between the Zick model and our model should be mentioned:

(1) Volume translation. In the Zick model, a fixed volume shift parameter, VS, was assigned
for each component as listed in Table 4-8. VS is related to the volume translation parameter,
¢, through:

T.
¢, =VS§,-0.07780-R - PC"

ci

Equation 4-26

c=sz'ci

Equation 4-27

where z; is the mole fraction of component i in the phase of interest, T is the critical temper-
ature, P. the critical pressure, and R the molar gas constant.

By contrast, in the thermodynamic model of the present study, we used the Lin-Duan method
to estimate the volume translation parameter from critical properties and acentric factors.??

(2) Viscosity. Zick used the Lohrenz-Bray-Clark viscosity model,?”t whereas we preferred the
Pedersen et al. viscosity model, which has better predictive capabilities without tuning.?*’ We
slightly modified the Pedersen et al. procedure to use our (volume-translated) EOS for esti-
mating the reference compound (methane) density; Lin and Duan obtained a mean absolute
error of 0.61% for the saturated liquid density of methane (in a reduced temperature range
of 0.483-0.997).2% We did not include the modification of the Pedersen et al. procedure for
heavy oils,?*” because our oil was relatively light and also because the original model proved
to provide more robust predictions.

(3) Binary interaction parameters. Finally, the Zick model used temperature-independent,
constant binary interaction parameters (Table 4-9), whereas in the present study we esti-
mated temperature-dependent binary interaction parameters from a group-contribution
method.?*°

All predictions from the Zick model presented here were obtained by use of our own Matlab
implementation of his model. Except for the differences mentioned above, our implementa-
tion of the Zick model corresponds to the same algorithms as our thermodynamic model ap-
plied to MC, and MCs. The values obtained with our Matlab implementation for the Zick
model compared favorably with the values originally obtained by Zick with his EOS software
PhaseComp (based on figures in his report?® and personal communication on 26" May 2015).

Regarding the implementation of our model, we successfully validated the implementation of

the EOS gas-liquid equilibrium calculations against the software provided as supplementary

224

material to the book by Michelsen and Mollerup, available at: http://www.tie-
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tech.com/products/publications/more.php?id=32_0_1 0_M13 (accessed on 29" May 2015).
Thus we conclude that our computational procedure has a correct technical implementation.
(This procedure is used for gas-liquid equilibrium calculations in both our thermodynamic
model and the Zick model.)

Table 4-8. List of the properties of the 11 components of the Zick model.?*® These properties include
the molar weight, M; the critical temperature, T¢; the critical pressure, P; the acentric factor, w; the
volume shift parameter, VS; the critical volume, V¢, the mass fraction in Schlumberger sample 1.18,
MC,2; and the mass fraction in Pencor sample 53, MC,,3.2%°

M T P. w Vs Ve MC,, MC. s

Component | (g/mol) | (K) (MPa) | (-) (-) (cm3 mol?) |(-) (-)

N> 28.014 [126.20 |3.3980 |0.037 -0.16758 90.10 0.00175562 |0.00237483
CO; 44.01 304.12 |7.3740 |0.225 0.00191 94.07 0.00813986 |0.00771591
C 16.043 |190.56 |4.5990 |0.011 -0.14996 98.60 0.1926728 0.2003477
C 30.07 305.32 |4.8720 |0.099 -0.0628 145.50 0.0398621 |0.03681465
Cs3 44.097 |369.83 [4.2480 |0.152 -0.06381 200.00 0.04141159 |0.03845829
Cs-Cs 63.37 437.51 |3.5949 |0.21328 |-0.05005 273.70 0.06351786 |0.06161619
Ce-C7 89.779 |523.09 |3.0992 |0.27691 |0.00117 371.30 0.05626886 |0.05887051
Cs-Cq 113.271|578.88 |2.7419 |0.33414 |0.0283 463.30 0.0757595 |0.07900799
C10-C12 151.237 | 650.89 |2.3257 |0.42755 |0.05886 612.92 0.08579121 |0.0835788
Ci13-C1o 215.517(739.12 |1.8630 |0.57931 |0.0893 857.67 0.1502443 |0.1527663
Cao+ 441.107 | 892.62 |1.2566 |1.09027 |0.00389 1669.51 0.2845762 | 0.2784489

Table 4-9. Binary interaction parameter values for the Zick model.2®®

N> CO, C G G Cs-Cs Ce-C7 Cs-Cy C10-C12  [C13-C19  [Cao+

N 0 0 0.025 0.01 0.09 0.09943 |0.11 0.11 0.11 0.11 0.09453
CO; |0 0 0.105 0.13 0.125 0.11587 |0.115 0.115 0.115 0.115 0.09962
C, 0.025 0.105 0 0.00097 [{0.00319 |0.00689 (0.01123 |0.01478 |0.01981 |0.0269 |0.06074
C; 0.01 0.13 0.00097 |0 0 0 0 0 0 0 0.02106
C3 0.09 0.125 0.00319 |0 0 0 0 0 0 0 0.02106
C4-C5 |0.09943 |0.11587 (0.00689 |0 0 0 0 0 0 0 0.02106
Ce-C7(0.11 0.115 0.01123 |0 0 0 0 0 0 0 0.02106
Cs-Cy |0.11 0.115 0.01478 |0 0 0 0 0 0 0 0.02106
Cio-

C» [0.11 0.115 0.01981 |0 0 0 0 0 0 0 0.02106
Cis-

Cis |0.11 0.115 0.0269 |0 0 0 0 0 0 0 0.02106

Cao+ |0.09453 10.09962 |0.06074 |0.02106 |0.02106 |0.02106 |0.02106 [0.02106 |0.02106 |0.02106 |0

4.9.13 Thermodynamic model validation against laboratory
data and comparison with the Zick model

To validate our thermodynamic model, we made comparisons to both measured laboratory
data and also to the Zick model predictions. We considered three different types of data: (a)
the density of the single-phase fluid at high pressures; (b) the volume fraction of liquid at
lower pressures; and (c) the predicted viscosities of the single-phase fluid or liquid phase.
Each of these tests is described in turn below.

148



Gas-liquid-water partitioning and fluid properties of petroleum mixtures under pressure: Implications for deep-sea blowouts

(a) Density of the single-phase fluid.

Both our thermodynamic model and the Zick model perform well at predicting the density of
the single-phase fluid, with maximum deviations of 6 and 5 kg m?3, respectively, or ~1% error
(Table 4-10). Our model slightly underpredicts the bubble point pressure at ~390 K, whereas
the Zick model slightly overpredicts the bubble point pressure (Table 4-10).

To evaluate model prediction skill for fluid density, we selected laboratory data from Schlum-
berger,?! obtained with their sample 1.18 at 243°F (~390.37 K). Therefore, for the purpose of
evaluating model predictive capabilities for fluid density, the model composition MC, used
for our thermodynamic model and the model composition MC, (as tuned by Zick) was used
for the Zick model. As discussed by Zick,?® there is some disagreement among the available
laboratory data regarding the phase envelope, with incompatible dew points and bubble
points obtained by Pencor?®? and Schlumberger,®! respectively, in the 310-390 K tempera-
ture range (and pressures around 40 MPa). Zick concludes that this inconsistency cannot be
explained, and he managed to match his EOS predictions to the experimental bubble points
in the 310-390 K temperature range and also to the experimental dew points at lower tem-
peratures, by tuning both the component properties and the model fluid composition MC, .
However, we bring attention to the fact that some uncertainty remains regarding the real
behavior of the MRF at pressures of 40 MPa and temperatures <310 K,2% which are conditions
that exceed substantially the pressures and temperatures encountered during the release in
the Gulf of Mexico at ~1524 m depth (~15.5 MPa and ~278 K).

Table 4-10. Single-phase fluid density at 243°F (~390.37 K).

Pressure Pressure Density from la- | Density pre- Density pre-
(psia) (MPa) boratory?*? dicted by our dicted by the
(kg m3) thermodynamic | Zick model, us-
model, using ing model com-
model composi- | position MC,,
tion MC; (kg m3) | (kg m?3)
15015 103.5 610-613 613 615
14015 96.6 601-607 607 609
13015 89.7 598-598 600 603
11871 81.8 590-591 591 595
10015 69.1 575-576 575 579
9015 62.2 562-568 565 569
8015 55.3 555-556 553 558
7015 48.4 543-544 539 544
two phases: 419
6370 43.9 535-536 529 and 569
two phases: 417
6348 43.8 535-536 529 and 570

@ The two density values reported by Schlumberger were described as follows in their report: “liquid
densities were measured using two methods at 15000 psia, 14000 psia, 10000 psia, and 9000 psia at
243°F, known volume displacement into pre-weighted cylinder and a direct read from an Anton Parr
densitometer. Densities at all other points are calculated from the values at 10000 psia.”?3!
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Figure 4-16. (a) Predicted and measured density change, 4p, as a function of depth for Macondo dead
oil, where Ap = p(P, T) — p(Psurface, Tsurface) ; (b) predicted live oil density as a function of depth; and (c) the
predicted density as a function of depth, for the gas phase at equilibrium with the live oil. The measured
pressure and temperature conditions as a function of depth were interpolated from the values re-
ported by Abdelrahim.?>3 The blue line shows the predictions of our thermodynamic model for model
compositions MC: (light blue) and MCu,d0 (dark blue), whereas the red crosses are laboratory measure-
ments by Abdelrahim. Abdelrahim used a different sample of Deepwater Horizon dead oil, which has a
reported density at surface conditions (~847 kg m) that differs slightly from the density of MW-1 dead
oil (820 kg m). Values of Ap from Abdelrahim were obtained from his Figure 32. The reported density
predictions shown above assume that the (dead or live) oil composition has not been altered by frac-
tionation processes such as aqueous dissolution and evaporation. Therefore these results should not
be construed to convey the predicted fluid densities of oil droplets or gas bubbles ascending the water
column after emission from the Macondo well.
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(b) Percent of liquid for the two-phase region.

At 243°F (~390.37 K), the partitioning of the MRF into a liquid phase and a gas phase is pre-
dicted within 16% of measured value at pressures <50 MPa by both our thermodynamic
model and the Zick model (Table 4-11).

Table 4-11. Predicted and measured volume fraction® of liquid for the two-phase region at 243°F

(~390.37 K).?

Pressure Pressure Experimental Liquid volume Liquid volume
(psia) (MPa) liquid volume fraction pre- fraction pre-
fraction?3! dicted by our dicted by the
(-) thermodynamic | Zick model, us-
model, using ing model com-
model composi- | position MC, (-
tion MC; (-) )
5039 347 0.608 0.674 0.585
4537 31.3 0.579 0.602 0.544
4037 27.8 0.541 0.537 0.501
3536 24.4 0.496 0.474 0.453
3025 20.9 0.445 0.408 0.398
2530 174 0.386 0.343 0.338
2027 14.0 0.315 0.273 0.272
1525 10.5 0.239 0.201 0.201
1098 7.6 0.164 0.140 0.140

2 E.g. a liquid volume fraction value of “0.99” means 99% liquid and 1% gas, by volume.” Data between
the bubble point pressure (6348 psia) and 5039 psia were not considered here, since large discrepan-
cies between laboratory data from Pencor (dew point) and Schlumberger (bubble point) were noticed
in this pressure range.?®® Therefore it was chosen to perform EOS validation only based on the unam-
biguous data reported for the 5039 to 1098 psia range.

For conditions from emission depth (~15.5 MPa and ~278 K) to sea surface (~0.1 MPa and
~300 K), our thermodynamic model and the Zick model are in good agreement with each
other. However, at substantially higher pressures (~40 MPa), our model predicts a bubble
point <310 K, whereas the Zick model predicts a dew point in agreement with available ex-
perimental data (Figure 4-17 and Figure 4-18). Significant discrepancies in the two models
would arise for water depths of >2500 m.
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Figure 4-17. Phase envelope of MRF as predicted by our model using model composition MCs. The
colored pixels are predicted to be within the two-phase region, where the color shade represents the
volume fraction of liquid, ranging from 0 (100% gas) to 1 (100% liquid). The single-phase region is dis-
played in white.
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Figure 4-18. Phase envelope of MRF as predicted by the Zick model using model composition MCg3.
The colored pixels are predicted to be within the two-phase region, where the color shade represents
the volume fraction of liquid, ranging from 0 (100% gas) to 1 (100% liquid). The single-phase region is
displayed in white.
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(c) Viscosity for the single-phase fluid or liquid phase.

High-pressure experimental viscosity data were reported previously for Pencor sample 53,23
and therefore the corresponding model compositions MC; and MC,; were used. First, it
should be explained how viscosity data were obtained (according to a usual procedure, with
which some readers may be unfamiliar). The test begins at high pressure with a single-phase
fluid. The temperature is maintained constant, and the pressure is decreased in a step-wise
fashion. At each step, if the fluid is single phase, its viscosity is measured; if there are two
phases present, the gas phase is discarded, and the viscosity is measured for the liquid phase;
then the experiment continues with the liquid phase. Petroleum engineers call this procedure,
where the generated gas phase is discarded at each step, a differential liberation experiment.
This same procedure is also what was modeled with our thermodynamic model and with the
Zick model. However, errors in phase partitioning predictions, especially close to dew points,
will tend to alter the quality of the viscosity predictions (which will be based on an inaccurate
composition of the liquid phase), independently of the predictive abilities of the chosen vis-
cosity model. This explains why poorer predictions arise for our model at 40°F (~277.59 K) and
<46 MPa for the two-phase region (Figure 4-19), where our thermodynamic model fails to
correctly predict the experimental dew point. For the pressure and temperature conditions
under which our model predicts the gas-liquid partitioning correctly, the predicted viscosities
of our model and the Zick model exhibit similar extent of agreement with the laboratory data
(Figure 4-19 and Figure 4-20). We interpret that the predictive viscosity model used in our
thermodynamic model is representative of the viscosity of the Macondo fluids within a factor
of 2 to 10. We infer that predictions of viscosity at deep-water conditions (<2500 m depth) by
our model would be similar to that of the Zick model, because the gas-liquid partitioning pre-
dicted by our model and the Zick model are very similar at these conditions (Figure 4-17 and
Figure 4-18).
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Figure 4-19. Comparison of measured (circles) and predicted (lines) viscosities of the single-phase fluid
or liquid phase. Predictions are shown for our thermodynamic model using model composition MCs
and the Pedersen et al. viscosity model.
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Figure 4-20. Comparison of measured (circles) and predicted (lines) viscosities of the single-phase fluid
or liquid phase. Predictions are shown for the Zick model using model composition MC;3 and the
Lohrenz-Bray-Clark viscosity model.
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4.9.14 Model domain of validity (extended discussion)

The thermodynamic model presented here is not validated for brines under oil reservoir con-
ditions, because: (i) the equation of state calculations neglect the influence of water?'???” on
the fugacities in the hydrocarbon-rich phase(s), and this approximation will become increas-
ingly inappropriate as pressure and temperature are raised; (ii) we are unaware of datasets
used to validate the combined adjustment of Henry’s law constant to oil reservoir pressure
and temperature conditions; (iii) the adjustment for the effect of salt is valid up to a concen-
tration of 2-5 M,?’2 whereas salt concentrations in reservoir brines can be much higher.’”

4.9.15 Predicted density of Macondo dead oil and live oil as a
function of dissolution and evaporation extent
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Figure 4-21. Density (kg m) of MCy,40 as a function of extent of dissolution and evaporation (expressed
as water-to-dead oil ratio and air-to-dead oil ratio, by volume), as predicted by our thermodynamic
model at 101325 Pa (1 atm) and 25 °C. Labeled compound names indicate the location on the plot
where 50% depletion from the oil by evaporation (black font) or dissolution (white font) would be ex-
pected, according to equilibrium partitioning calculations.
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Figure 4-22. Predicted density (kg m) of MCz liquid phase at emission depth (15.5 MPa and 4.3 °C) as
a function of dissolution extent (expressed as water-to-live oil volume ratio).
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Figure 4-23. Base 10 logarithm of the viscosity (Pa s) of MCy,d0 as a function of extent of dissolution and
evaporation (expressed as water-to-dead oil ratio and air-to-dead oil ratio, by volume), as predicted by
our thermodynamic model at 101325 Pa and 25 °C.
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Chapter 5 Controls on the aqueous
dissolution of petroleum emitted into
the Gulf of Mexico during the Deep-
water Horizon disaster
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Michel C. Boufadel, Robert K. Nelson, Christopher M. Reddy, and J. Sam-
uel Arey. (Authors for version to be sent to a journal)

Contributions: This chapter was prepared principally by me. For modeling | used a cus-
tomized version of the Texas A&M oil spill calculator (TAMOC, version
0.1.17; https://github.com/socolofs/tamoc); TAMOC was implemented
by Scott Socolofsky. The thermodynamic model in TAMOC is based largely
on my contributions (Chapter 4), whereas | did not contribute to some
other features of TAMOC including the bent plume model and the hydrate
model. Other persons working with Scott Socolofsky contributed to the
development of TAMOC, especially Inok Jun and Anusha Dissanayake.
Anusha Dissanayake gave me helpful advice on how to use the bent plume
model and we had fruitful interactions on modeling assumptions. | also
obtained ocean model predictions through Anusha Dissanayake (crcm
from Chuan-Yuan Hsu and Ping Chang; sabgom; and hycom). Lin Zhao ran
her model to predict droplet and bubble size distributions based on my
property estimates of Chapter 4. Samuel Arey provided guidance to me
and also contributed to the project conception, data interpretation, and
writing of the chapter. Christopher Reddy also provided guidance and
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contributed to the writing of the chapter.
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Figure 5-1. Schematic representation of the interdependences among the modeled processes leading
to aqueous dissolution during the Deepwater Horizon disaster, at ~1500 meters depth.
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5.1 Abstract

Compared to conventional sea-surface spills, the Deepwater Horizon disaster led to dramati-
cally increased aqueous dissolution of several petroleum compounds in the ocean water col-
umn, due to elevated pressures in deep waters, the presence of added dispersants, and the
long exposure time to the water column during the ascent of petroleum fluids to the sea sur-
face. For example, methane, ethane, and benzene were reported as becoming >99% aque-
ously dissolved in the water column during the Deepwater Horizon disaster.”> However, we
lack quantitative models to describe in detail the processes leading to the apparently massive
aqueous dissolution of petroleum compounds during a deep-sea release. In the present chap-
ter, we introduce the TAMOC-c model (customized version of the Texas A&M oil spill calcula-
tor model), which describes buoyant plume dynamics, ascent of fluid particles, detailed aque-
ous dissolution kinetics (131 individual compounds modeled), and relevant deep-water ef-
fects including composition-dependent, pressure-dependent and temperature-dependent
densities and viscosities of fluid particles; composition-dependent, pressure-dependent, tem-
perature-dependent, and salinity-dependent liquid-seawater and gas-seawater interfacial
tensions; composition-dependent, pressure-dependent and temperature-dependent liquid-
gas partitioning; composition-dependent, pressure-dependent, temperature-dependent, and
salinity-dependent aqueous solubilities of petroleum compounds; and the effect of hydrates
on aqueous dissolution kinetics and on droplet and bubble slip velocities. We successfully
validate predictions of the TAMOC-c model using several previously reported field observa-
tions made in the deep water column and at the sea surface during the Deepwater Horizon
disaster. For June 8, 2010, the TAMOC-c model predicts that 27% of the mass flow rate of
petroleum fluids emitted at 1524 m depth in the Gulf of Mexico became aqueously dissolved
during ascent, demonstrating the important role of aqueous dissolution for this deep-sea re-
lease of petroleum fluids. The TAMOC-c model predicts that, in the absence of dispersant
injection, 22% (rather than 27%) of the mass flow rate of emitted petroleum fluids would have
become aqueously dissolved. We predict that <1% of the emitted petroleum fluids became
dispersed as small droplets for prolonged times (>60 hours) before reaching the sea surface
(June 8, 2010), indicating that this process was less important than has been suggested in
some other studies. The TAMOC-c model provides detailed insights into these and other pro-
cesses that controlled the aqueous dissolution of petroleum compounds in the deep sea dur-
ing the Deepwater Horizon disaster. The highly mechanistic model also enables prognostic,
quantitative predictions of ascent times, extent of dissolution in the water column, and influ-
ence of dispersant addition for hypothetical future releases of other petroleum fluids, at other
emission depths, and under other environmental conditions. This tool could prove helpful in
damage assessment studies, and it can also improve the understanding of the processes in
play during such an event which is needed to guide response action for a potential future
accident in deep waters.

5.2 Introduction

After the blowout at the Deepwater Horizon platform on April 20, 2010, petroleum fluids were
emitted initially from two leak sources: a kink in the riser tube and the open end of the broken
riser. Once the remains of the riser tube had been severed on 3™ June, petroleum fluids were
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emitted continuously into the deep sea from a single emission source at the broken Macondo
riser stub at 1524 m depth.>?% This deep-sea release, which lasted 87 days, favored extensive
dissolution of petroleum compounds into the deep water column, making this event totally
unlike any previously documented accidental oil spill. It was found that >99% of the emitted
mass of several highly water-soluble compounds did not reach the sea surface, including me-
thane, ethane, and benzene.” These light compounds were largely trapped in a deep-water
hydrocarbon plume that formed at a depth of 1000-1200 m.3! The composition of this hydro-
carbon-rich water mass® indicated that it had been formed chiefly by aqueous dissolution
processes, a sign that most of the emitted liquid droplets and gas bubbles (by mass) were not
trapped at this location and probably continued ascent towards the sea surface. Until the
present study, no model has been proposed that provides a mechanistic explanation of these
field observations and that enables predictions of the extent of aqueous dissolution of petro-
leum compounds in the water column. This situation reflects our lack of understanding of the
processes controlling the fate of petroleum fluids emitted during the Deepwater Horizon dis-
aster, and it leaves us without tools to predict the expected outcome of another potential
future deep-water release of petroleum fluids. Such tools would help in guiding response ac-
tions during a future accidental release of petroleum fluids in deep waters. Model predictions
of the fractionation of the different petroleum compounds into the water column could aid
assessments of damage to aquatic wildlife, as well as exposures to volatile compounds en-
dured by human emergency response workers at the sea surface.

The sizes of liquid droplets and gas bubbles play a crucial role in determining times of arrival
of emitted petroleum fluids at the sea surface,’® as well as extent of aqueous dissolution of
petroleum compounds into the water column. In this chapter, we use the term fluid parti-
cles® to refer collectively to liquid petroleum droplets, gas (or supercritical fluid) bubbles,
and mixed entities composed of both petroleum liquid and gas. The (single-phase) Macondo
reservoir fluid spontaneously separated into liquid and gas petroleum phases at the emission

94525 considered here to be the broken Macondo riser stub at 1524 m

source boundary,
depth. When liquid and gas petroleum fluids are emitted into seawater, they will usually break
up into droplets and bubbles, with size distributions that are controlled largely by interfacial
tension between liquid petroleum and seawater, interfacial tension between gaseous petro-
leum and seawater, the densities and viscosities of the liquid and gas phases, the shape of the
emission opening, and the velocities of the emitted fluids.?’”> Measurements obtained in situ
using a digital holographic camera (Holocam) during the event?’* did not explore the principal
path taken by fluid particles on their way to the sea surface and therefore can only provide
information about fluid particles that remained trapped in the water column for prolonged
times. Other measurements of droplet or bubble sizes using laser in-situ scattering and trans-
missometry system (LISST) during the Deepwater Horizon disaster were also conducted?*?7>
and provide additional evidence of the presence of some small droplets in the water column.
However the LISST measurements were of limited relevance, because the range of sizes stud-
ied (2.5-500 um)>** does not encompass the millimeter-scale droplets thought to have
brought most of the mass of emitted petroleum fluids to the sea surface.”>?’® Additional com-
plications arise from the fact that LISST measurements were performed at sea surface condi-
tions after recovering samples taken at different depths in the water column, and this pre-
vented the measurement of liquid droplets having size >70 um that would have ascended to
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the surface of the sampling container by measurement time.?>* As a consequence, very indi-
rect data remain the most reliable information available to infer the size distributions of drop-
lets and bubbles at the emission source boundary. Such indirect observations data include
the timing and location of arrival of petroleum fluids at the sea surface,” and the observed
fractionations of hydrocarbons in the water column and in the atmosphere at the sea sur-
face.®’> A few models have been proposed to predict size distributions of liquid droplets and
gas bubbles at the emission source boundary for deep-water releases of petroleum flu-
ids.273277:278 Eor example, Zhao et al.?’® have predicted a median diameter for droplets (dso,drop-
lets, 50% of the emitted volume present as smaller droplets) of 3.9 mm without dispersant and
0.9 mm with dispersant addition. Predicted dsopubbies Were 8.1 mm without dispersant, and
1.4 mm with dispersant addition. These predicted size distributions were in reasonable agree-
ment with the estimate that millimeter-scale droplets brought most of the mass of emitted
petroleum fluids to the sea surface.”>?’® However these models have not been tested for their
ability to predict the observed fractionations of hydrocarbons in the deep water column and
at the sea surface during the Deepwater Horizon disaster, due to the lack of a detailed mech-
anistic model that couples the relevant processes.

Buoyant plume ascent and related plume dynamics are major processes that partly control
the fractionation of petroleum compounds between the liquid, gas, and seawater phases.>
These coupled processes are particularly important in the formation of the deep-water hy-
drocarbon plume. In the case of a massive release of petroleum in the deep sea, a buoyant
plume is formed, consisting of dispersed petroleum fluid particles that ascend through the
water column together with an envelope of entrained seawater (Figure 5-2).3344279.280 Ampj-
ent cross flows tend to promote the separation of the dispersed phases from the bulk of the
entrained seawater, with fluid particles situated in the upstream part of the buoyant plume
due to their slip velocities, leading to export of the largest fluid particles outside of the plume
under extreme circumstances.?®! In case of a stratified ambient water column (typical in the
ocean anywhere except in case of convective mixing), the water in the buoyant plume is
denser than the ambient seawater, the buoyancy being brought by the petroleum fluid parti-
cles. After the ascending entrained seawater and petroleum fluid particles arrive a depth such
that the buoyancy of the petroleum fluid particles is not sufficient to carry the negatively-
buoyant entrained water within the ascending plume, the largest fluid particles will separate
from the entrained water at a depth called peel height: while the large fluid particles continue
to ascend towards the sea surface where they will form surface slicks, the entrained seawater
detrains, forming a descending plume, and sinks back to a depth where its buoyancy matches
that of the ambient water where it forms a deep-water hydrocarbon plume (Figure 5-2).3 The
detrained seawater contains aqueously dissolved hydrocarbons, and possibly also small fluid
particles that are not buoyant enough to rise against the detraining seawater and thus be-
come trapped (initially) in the deep-water hydrocarbon plume. The fate of fluid particles after
separation from the entrained water is not well-known, but it has been proposed that these
petroleum fluid particles ascend toward the sea surface as individual entities without group
buoyancy effects.?®? Similarly, small fluid particles that may initially be carried by the de-
trained seawater could later escape from the deep-water hydrocarbon plume and continue
their journey towards the sea surface where they will mix with surface slicks. These fluid par-
ticles rise in the water column with a velocity equal to the resultant of their buoyant velocities
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and the ambient seawater current velocities. Several deep-water blowout models have been
developed,*?70:279.283,284 and here we use a customized version of the Texas A&M oil spill
model calculator (TAMOC)?7%283.284 \which enables the simulation of the processes described

above.
Ryerson et al.”>
+———— atmospheric observations
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surface slicks
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Figure 5-2. Conceptual representation of plume dynamics and resulting trajectories of petroleum fluids
during the Deepwater Horizon disaster, after the remains of the riser had been severed immediately
above the blowout preventer, on June 3, 2010.° Liquid and gas phase petroleum fluids were emitted
from the broken Macondo riser stub. Immediately above the broken Macondo riser stub, fluid particles
entrain ambient water, generating a buoyant plume.3® At the peel height, which was previously esti-
mated to be located at 900—-1000 m depth for the Deepwater Horizon disaster,® the water in the buoy-
ant plume detrains forming a descending plume. The descending plume will reach a depth where its
density matches that of the ambient seawater, where it will generate a deep-water hydrocarbon plume
containing water, dissolved petroleum compounds, and possibly a few small fluid particles.33 Fluid par-
ticles that separated from the buoyant plume, the descending plume, or from the deep-water hydro-
carbon plume ascend to the sea surface at velocities that depend on their individual buoyancies.?®?
Depicted sizes of fluid particle are magnified ~20,000x. (Before June 3, two emission sources were pre-
sent, ~100 meters apart from each other, at depths of ~1500 m.?>)

To simulate buoyant plume ascent and related plume dynamics, as well as aqueous dissolu-
tion kinetics for individual petroleum compounds, we must also account for the slip velocities
of fluid particles and the coefficients of mass transfer to the seawater for individual com-
pounds.*4270:279,283,284 §|iy ye|ocities impact both mass transfer coefficients and buoyant plume
dynamics, where mass transfer coefficients play a major role in determining the rate of aque-
ous dissolution of petroleum compounds. Several investigators have proposed equations to
predict slip velocity?®?> and mass transfer coefficients?6%26287 for individual circulating or
non-circulating droplets or bubbles. Such formulas have been used to model the fate of indi-
vidual methane bubbles rising in seawater,*>*’” and to model dissolution of petroleum hydro-
carbons from gas bubbles.*27° TAMOC applies such formulas to both gas and liquid petro-
leum fluids.2%28328% Einglly, in the presence of a hydrate shell (which can form spontaneously
at >500 m depth in the oceans), methane bubbles exhibit an apparent decrease in aqueous
dissolution rate corresponding to a change in mass transfer coefficient.*’
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The TAMOC model?’%283284 includes a near-field integral plume model, and a far-field single
particle tracking model to simulate and investigate the fate of the emitted fluids during the
Deepwater Horizon disaster. The TAMOC model also takes into account the hydrodynamic
processes and thermodynamic properties of petroleum fluid particles that are needed to pre-
dict mass transfers of petroleum compounds to the aqueous phase, heat transfers to the
aqueous phase, and slip velocities of fluid particles. The behaviors of fluid particles depend
on their size and estimated shape. The coupled thermodynamic model enables the prediction
of properties of fluid particles, including density, viscosity, interfacial tension with seawater,
volume, and aqueous solubility of individual compounds/pseudo-components. These predic-
tions depend on the local conditions of pressure, temperature, fluid particle composition, and
seawater salinity (Chapter 4 and section 5.3.7).

In this chapter, we aim to propose a mechanistic explanation to the large extent of aqueous
dissolution reported during the Deepwater Horizon disaster. For this purpose, we developed
a mechanistic model named TAMOC-c which describes the coupled processes of buoyant
plume dynamics, fluid particle ascent, and aqueous dissolution of petroleum compounds from
ascending fluid particles. The emitted petroleum mixture is represented with unprecedented
detail by using 279 components, including 131 individual compounds (Chapter 4), therefore
enabling detailed investigation of aqueous dissolution of individual compounds and also the
cumulative reservoir fluid mixture. The TAMOC-c model is a modified version of
TAMOC?7%283.284 that also includes a simplified model of the deep-water hydrocarbon plume
(section 5.3.8), and that enables two-phase fluid particles (section 5.3.6). Here we report pre-
dictions of the TAMOC-c model when parameterized for boundary conditions on June 8, 2010,
which we chose as a representative day of the period after the remains of the riser tube had
been cut. This choice was based on the net flow rate in the environment and on the mass flow
rate of dispersant injected at the broken Macondo riser stub. We performed validation of the
TAMOC-c model with several independent field observations. Our simulations enables us to
constrain the fractionation of compounds between the deep-water hydrocarbon plume, the
upper water column, and sea surface slicks. We were also able to investigate the effect of
deep-water dispersant application during the Deepwater Horizon disaster: deep-water dis-
persant application was predicted to have led to increased fractionation to the water column,
therefore leading to decreased exposure of response workers to toxic volatile compounds.

5.3 Computational methods

5.3.1 Overview of TAMOC-c: a model for deep-water releases
of petroleum fluids

The TAMOC-c model is a customization of the version 0.1.17 of the TAMOC model. The cus-
tom modifications are described in sections 5.3.6 and 5.3.8, whereas the aqueous dissolution
modeling for petroleum compounds in TAMOC?7%283.284 yersion 0.1.17 is described in section
5.3.7. The TAMOC model, version 0.1.17, was implemented by Scott Socolofsky, and it in-
cludes my contributions from Chapter 4. TAMOC is a freely available software
(http://github.com/socolofs/tamoc) coded in Python and Fortran.?7%2%284 | implemented the
custom modifications described in sections 5.3.6 and 5.3.8 to obtain TAMOC-c.
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All £C, petroleum components

are assumed to volatilize rapidly and Export of fluid particles to
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direct comparison with atmospheric oil slick is assumed to form
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Figure 5-3. Schematic representation of the organization of the TAMOC-c model. This diagram shows
the flows of material from upstream boundaries, through the different parts of the model, up to emis-
sion at the downstream boundaries. Each part of this diagram is described in more detail in section
5.3.1.

At the upstream ambient water column boundary, the version 0.1.17 of the TAMOC model
handles data describing ambient water column conditions, including currents, temperature,
salinity, and concentrations of dissolved compounds (Figure 5-3 and section 5.3.2).

At the emission source boundary, the version 0.1.17 of the TAMOC model has to be provided
with simulations of the compositions, (initial) size distributions, and mass flow rates of fluid
particles (Figure 5-3 and sections 5.3.3, 5.3.4, and 5.3.5).

TAMOC version 0.1.17 includes two near-field plume models to simulate the buoyant plumes
formed in either stagnant, stratification-dominated (stratified plume model) or ambient cur-
rent-dominated (bent plume model) environments (Figure 5-3).27%28328 The simulations con-
ducted in this work employed the bent plume model,?’%28328 which neglects any re-entrain-
ment of detrained seawater within the buoyant plume. The bent plume model describes the
dynamics of both the buoyant plume and the descending plume (Figure 5-2), including the
entrainment of ambient seawater. The bent plume model has been validated previously with
available laboratory and field data by Anusha Dissanayake (manuscript in preparation).28328
The version 0.1.17 of the TAMOC model estimates the points in time and space where indi-
vidual fluid particles separate from the buoyant plume or from the descending plume. TAMOC
version 0.1.17 predicts ascent velocities of fluid particles which depend on a combination of
their slip velocities and the velocity of the plume in which these particles are situated. TAMOC
version 0.1.17 also includes the thermodynamic model described in Chapter 4, which simu-
lates liquid-gas partitioning of petroleum compounds and the associated bulk phase proper-
ties of density and viscosity of the petroleum liquid and gas phases. The TAMOC-c model al-
lows the existence of two-phase fluid particles (section 5.3.6). Thanks to the inclusion of this
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thermodynamic model, the sizes of fluid particles in the model evolve as a function of local
composition, pressure, and temperature. TAMOC version 0.1.17 predicts mass transfer coef-
ficients of the petroleum compounds within a fluid particle, which enables to predict aqueous
dissolution kinetics, as described in section 5.3.7. The effect of the presence of a hydrate rim
on slip velocities of fluid particles and mass transfer coefficients is simulated. The simulation
of the effect of hydrates in the version 0.1.17 of the TAMOC model has been validated previ-
ously with available laboratory and field data by Inok Jun.283284.288

Also implemented into TAMOC-c is a model description of the deep-water hydrocarbon plume
(Figure 5-3, Figure 5-4, and section 5.3.8). The TAMOC-c model simulates the aqueous disso-
lution from fluid particles present in the deep-water hydrocarbon plume, as well as the pro-
gressive ascent of fluid particles towards the upper limit of the deep-water hydrocarbon
plume, due to their slip velocities. The TAMOC-c model estimates the points in time and space
where individual fluid particles separate from the deep-water hydrocarbon plume.

The TAMOC-c model simulate the ascent to the sea surface of fluid particles that separated
from the buoyant plume, the descending plume, or the deep-water hydrocarbon plume (Fig-
ure 5-3). This includes the estimation of the slip velocities of fluid particles, their liquid-gas
partitioning, and aqueous dissolution in the upper water column (sections 5.3.6 and 5.3.7).

The TAMOC-c simulations are terminated when fluid particles reach the sea surface (Figure
5-3). Outside of the TAMOC-c model domain, these fluid particles that reached the sea surface
are assumed to form an oil slick at the sea surface. We assumed that all <Cy petroleum com-
ponents volatilize rapidly and completely from sea surface slicks into the atmosphere. This
enabled us to compare the predictions of the TAMOC-c model with observations made by
Ryerson et al.,” as explained in section 5.3.9.

Petroleum compounds aqueously dissolved in the upper water column are assumed rapidly
exported at the downstream boundary of the upper water column (Figure 5-3), and therefore
the concentrations of dissolved petroleum compounds in the upper water column are as-
sumed to be zero when modeling the aqueous dissolution of individual fluid particles during
ascent in the upper water column (section 5.3.7).

Petroleum compounds aqueously dissolved in the deep-water hydrocarbon plume are ex-
ported at the downstream boundary of the deep-water hydrocarbon plume (Figure 5-3). The
concentrations of aqueously dissolved petroleum compounds at this downstream boundary
were compared in this Chapter to observations of the composition of the deep-water hydro-
carbon plume reported previously by Reddy et al.®
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Figure 5-4. Schematic depiction of the domains included in TAMOC and TAMOC-c. TAMOC-c includes
consideration of the deep-water hydrocarbon plume. Refer to the legend of Figure 5-2 for a description
of the remainder of the figure.

5.3.2 Boundary conditions of the ambient water column: cur-
rent velocity, temperature, and salinity profiles

The ambient conditions (current velocity profile and density profile) should in principle dictate
the type of model regime that is employed (bent plume model or stratified plume model).
Here, we use the bent plume model regardless of the low currents in the lower water column
which would indicate that the stratified plume model is the most representative of the situa-
tion. Between the peel height and the depth of the deep-water hydrocarbon plume, the strat-
ified plume model simulates an inner buoyant plume surrounded by an outer descending
plume: this results in computationally expensive simulations if we simulate the possibility for
fluid particles to be re-entrained several times from the outer plume into the inner plume.
The bent plume model is used here as a simplification of the reality that enables less compu-
tationally expensive simulations, by neglecting this re-entrainment of fluid particles. Ambient
current velocities also provide the upstream boundary for the seawater that becomes en-
trained in the buoyant plume. Additionally, the ambient density profile (given by temperature
and salinity) influences the buoyancies of fluid particles with respect to depth. Finally, the
pressure and temperature profiles influence the liquid-gas partitioning and the densities of
fluid particles with respect to composition and depth.

Profiles of ambient horizontal current velocities in the water column measured at 28.73°
North and 88.36° West were taken from www.ndbc.noaa.gov/download_data.php?file-
name=42916b2010.txt.gz&dir=data/historical/adcp2/ (the position of the broken Macondo
riser stub was 28.74° North and 88.39° W). Here, we assumed that the water current velocity
profile was constant in time, where values from 64 to 1184 m depth (at a 32 m measurement
grid interval) correspond to the mean measured profile of horizontal velocities with respect
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to depth, as recorded on June 8, 2010. We assumed a single velocity value of 1.6 cm s be-
tween 1185 m depth and the depth of the emission source (broken Macondo riser stub at
1524 m depth?®) equal to the mean of the velocity measurements taken below 600 m depth
(i.e. the depth below which the salinity has approximately a constant value), for that day.
Physical ocean models?89-29
ter column current velocity profile, and therefore the ocean model estimates were not used
to estimate the ambient current profile in TAMOC-c (Appendix section 5.6.2). Other ambient

seawater conditions in the model, including temperature, salinity, and oxygen concentration

exhibited disagreements with reported measurements of the wa-

profiles, are parameterized from data collected at station B54 from the R/V Brooks McCall on
May 30, 2010 at 28.73° North and 88.38° West. We used temperature, salinity, and oxygen
data recorded on May 30 to model the situation on June 8, because we expect these param-
eters to vary only on time scales of weeks to months, whereas water currents (parameterized
in the TAMOC-c simulations based on data from June 8) can vary on a daily or hourly time
scale.

5.3.3 The detailed model composition of the Macondo reser-
voir fluid (279 components)

To be able to run TAMOC-c simulations, we need to use a completely defined model compo-
sition of the Macondo reservoir fluid. Here, we used a model composition, termed MCj, which
is defined in detail in Chapter 4. The composition of MC; is based on analysis results from the
MW-1 sample, which was taken from the broken Macondo riser stub using an isobaric gas-
tight sampler on June 21, 2010.8 MC; uses 279 components to represent the Macondo reser-
voir fluid. Properties of the 279 components were estimated as explained in Chapter 4 and in
section 5.3.7. MC; includes 131 individually quantified compounds and 148 pseudo-compo-
nents determined using comprehensive two-dimensional gas chromatography (GCxGC) and
simulated distillation. MC; enables us to simulate aqueous dissolution of components <n-Cy,
including all compounds that were reportedly fractionated by aqueous dissolution during the
Deepwater Horizon disaster.”

5.3.4 The simplified model composition of the Macondo reser-
voir fluid (14 components)

The TAMOC-c model requires several days of simulation time on a computer with Intel X5650
CPU (1 core, 4 GB of RAM) when using model petroleum fluid composition MC;. For model
development and in order to investigate the sensitivities of some parameters on predictions
of the TAMOC-c model, we used a simplified representation of the reservoir fluid having 14
components, which is able to predict dissolution of compounds <n-Cs (Appendix section
5.6.1). However, the results reported in this chapter are based on the model petroleum fluid
composition MCy, not the 14-component model, unless stated otherwise.
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5.3.5 Boundary conditions at the emission source: size distribu-
tions, compositions, and volumetric flow rates of droplets
and bubbles

Three different approaches were tested to model the size distributions of droplets and bub-

273 which considers coalescence

277

bles at the emission source boundary: the VDROP-J model,
and breakup, the Johansen et al. correlation (Rosin-Rammler distributions),”’” and finally a
simplified custom distribution (droplets all having 1.5 mm diameters and bubbles all having
3.75 mm diameters). All available models to predict fluid particle size distributions during
Deepwater Horizon assume complete separation of the liquid and gas phases at the emission
source boundary, and therefore predict size distributions at the source boundary for pure
droplets and pure bubbles, without any two-phase fluid particle. To predict size distributions
at the emission source boundary, the composition of the emitted petroleum fluids, the volu-
metric flow rate, and the liquid/seawater and gas/seawater interfacial tensions (with or with-
out dispersant) need to be estimated. The assumptions retained for these three properties

are described first, and after that we discuss the three size distributions in more detail.

The compositions of liquid droplets and gas bubbles at the emission source boundary were
obtained through a liquid-gas equilibrium calculation of the Macondo reservoir fluid model
composition MC; at 15.5 MPa and 4.3 °C (Chapter 4). This assumes that emitted fluids rapidly
cool from their initial temperature of 105 °C® to the local ambient temperature of 4.3 °C. We
assumed that this cooling is faster than the time needed for initial size distributions to stabi-
lize.?”® Indeed, cooling to ambient temperature is likely to have happened faster than the sta-
bilized formation of petroleum droplets and bubbles within the entrained seawater: Reddy et
al.® measured a temperature of 105 °C at the emission source boundary (broken Macondo
riser stub) and only 37 °C a few meters above, within the ascending buoyant plume. However,
for completeness, we separately evaluated the influence of the temperature at the emission
source boundary on predicted compound fractionations, and this is discussed in Appendix
section 5.6.3.

To parameterize the model for the effective volumetric flow rate of emitted petroleum fluids
at the emission source boundary, we relied on previous estimates of the rate at which petro-
leum was emitted into the deep-sea on June 8, 2010. On that day, the remains of the riser
tube had already been severed immediately above the blowout preventer, and the top hat #4
collection device was in place,® recovering a portion of the fluids emitted from the broken
Macondo riser stub.?>* Here we neglect the effect of the top hat #4 collection device on the
geometry of the emission source boundary, and we assume a circular emission source bound-
ary having a 0.5 m diameter, consistent with the broken Macondo riser pipe diameter.?*® Ac-

222 we report here pre-
254

knowledging that volumetric flow rate estimates have uncertainties,
dictions obtained using the estimates provided in the Oil Budget Calculator,”* viewed as the
U.S. government estimate of the volumetric flow rate of dead oil out of the broken Macondo
riser stub. On June 8, the estimated daily volumetric flow rate of dead oil emitted from the
broken Macondo riser stub was 59400 barrels day?, from which we subtracted the amount
collected on that day through the top hat #4 (15006 barrels day?), thereby obtaining a net

volumetric flow rate of dead oil into the deep ocean of 44394 barrels day™ for June 8.25% This
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estimated net volumetric flow rate of dead oil into the ocean is converted into a volumetric
flow rate of total petroleum fluids based on the Macondo reservoir fluid model composition
MC; (Chapter 4), assuming a single-stage flash for liquid-gas separation of the petroleum mix-
ture and assuming non-preferential capture of both liquid and gaseous phases by the top hat
#4 device. A thermodynamic model (Chapter 4) is used to estimate the corresponding volu-
metric flow rates of liquid petroleum phase (0.12 m3s?) and gas (0.047 m®s?) under local
conditions at the emission source boundary (15.5 MPa and 4.3 °C). Estimated properties of
the emitted liquid and gas phases at the conditions prevailing at the emission source bound-
ary are provided in Table 5-1.

Table 5-1. Estimated properties of the liquid and gas phases at the emission source boundary (15.5 MPa
and 4.3 °C), predicted by the thermodynamic model (Chapter 4), used as input for the VDROP-J model.

Volumetric flow rate of liquid (m3s?) 0.12
Volumetric flow rate of gas (m3s?) 0.047
Density of liquid (kg m?) 707
Density of gas (kg m?3) 181
Interfacial tension between liquid and seawater, no dispersant (N m™) 0.024
Interfacial tension between gas and seawater, no dispersant (N m) 0.065
Interfacial tension between liquid and seawater, dispersant (N m?) 0.0045
Interfacial tension between gas and seawater, dispersant (N m?) 0.012
Viscosity of liquid (Pas) 7.4-10*
Viscosity of gas (Pa s) 2.0-10°

On the 8™ of June, 327.7 barrels of Corexit EC9500A dispersant®** were injected at the emis-
sion source boundary by a jet emplaced in the jet of emitted petroleum fluids.?* This would
produce a concentration of dispersant in live oil of ~5,300 ppm (by mass), assuming that 100%
of the dispersant was mixed with 100% of the liquid petroleum mixture at 15.5 MPa and
4.3 °C. For simplicity, | assumed that the dispersant was evenly mixed with the emitted liquid
petroleum. Based on reported measurements conducted in the deep-water hydrocarbon
plume, we found that dioctyl sodium sulfosuccinate (DOSS), the most water-soluble compo-
nent of Corexit EC9500,2°%2%3 exhibited an extent of fractionation that exceeded that observed
for toluene and was less than that observed for benzene (section 5.4.4). Consistent with its
observed fractionation in the deep sea, the aqueous solubility of DOSS falls between the sol-
ubilities of toluene and benzene, which indicates that DOSS experienced dissolution kinetics
that were similar to these two compounds. Our model predicts that only 2.5% of the toluene
and 8.8% of the benzene had dissolved during the first 100 m of ascent, which corresponds
to the distance to stabilize droplet and bubble size distributions as predicted by the VDROP-J
model. Based on these observations and simulation results, we conclude that >91.2% of the
DOSS remained partitioned to the liquid petroleum phase during the initial 100 m of ascent
from the emission source, and therefore the other surfactant components of Corexit EC9500A
also were assumed to remain predominantly associated with the liquid petroleum phase dur-
ing this interval of ascent. Based on these considerations, we interpret that a negligible
amount of dispersant was lost to the water column from petroleum fluids during the first
100 m of ascent. This assumption allowed us to evaluate the influence of Corexit EC9500A on
the interfacial tensions between petroleum phases and water during the first 100 m of ascent,
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and thus we were able to assign values for the interfacial tension parameters employed in
VDROP-J simulations, as explained below.

Experimental data on the influence of Corexit EC9500A on the interfacial tension between
seawater and the live petroleum phase at emission depth are not available. The closest proxy
is experimental data obtained for Macondo dead oil under pressure and temperature condi-
tions similar to that at the emission source boundary (25 g kg seawater salinity, 15.3 MPa,
and 4.4 °C) and a dispersant concentration in dead oil of 5,000 ppm.**3 Under these condi-
tions, the liquid/seawater interfacial tension was reduced by a factor of ~5.4, from 22.5
mN m for untreated dead oil to ~4.2 mN m™ for dead oil amended with 5,000 ppm of Corexit
EC9500A.2%3 Lacking knowledge of the interaction between dispersant and pressurized gas, |
estimated that the gas-seawater interfacial tension was decreased by the same factor as that
predicted for the liquid-seawater interface. Consequently, we assumed that dispersant re-
duced the interfacial tension by a factor 5.4 for both the liquid/seawater interface and the
gas/seawater interface. We assumed that the reduction of interfacial tension induced by the
dispersant is independent of the droplet size, in agreement with previous experimental evi-
dence.?”® The concentration of DOSS, a key water-soluble component of the dispersant in-
jected near the broken Macondo riser stub, is estimated to have remained far below the crit-
ical micelle concentration (CMC) in water (Chapter 4).%° Therefore we assumed that DOSS did
not influence the thermodynamics of partitioning of petroleum compounds into seawater.

We conducted three separate sets of TAMOC-c simulations, using different assumptions
about the size distributions of droplets and bubbles at the emission source boundary. All
these simulations assumed that the petroleum fluid was separated into purely liquid droplets
and purely gaseous bubbles at the emission source boundary. In the first set of TAMOC-c sim-
ulations, we used size distributions predicted by the VDROP-J model, as follows. The VDROP-
J model predicts size distributions of liquid droplets and gas bubbles, neglecting any possible
interaction between droplets and bubbles. The VDROP-J model predicts that size distributions
of droplets and bubbles are converged after 100 m of ascent from the emission source bound-
ary. We assumed that the well-stabilized size distributions predicted after 200 m by the
VDROP-J model can be employed at the emission source boundary in TAMOC-c simulations.
This means that the TAMOC-c model does not include the initial phase of coalescence and
breakup that is simulated explicitly by VDROP-J. For computational efficiency, we re-sampled
the distributions predicted by the VDROP-J model using 10 equally-spaced diameters chosen
from do.o1 (1% of the mass is comprised of fluid particles with a diameter smaller than do.01) to
do.os (Figure 5-6). These re-sampled distributions were then assigned as the size distributions
of droplets and bubbles at the emission source boundary. In the second set of TAMOC-c sim-
ulations, we employed size distributions predicted by the correlation of Johansen et al.,?”’
which predicts Rosin-Rammler (RR) size distributions, as follows. The RR size distributions
were obtained from the Johansen et al. correlation, using A = 15 and B = 0.8 for the values of
the empirical coefficients.?”” However, portions of the RR size distributions were predicted to

exceed the maximum stable diameters?®°

of droplets and bubbles (4.7 and 4.8 mm, respec-
tively, with dispersant addition) at local conditions (15.5 MPa and 4.3 °C) at the emission
source boundary. These unphysical mass fractions of the RR size distributions were therefore
re-attributed to the population of droplets and bubbles having diameters of 4.7 and 4.8 mm,

respectively (Figure 5-7b,d). Finally, the third set of TAMOC-c simulations was conducted with
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customized size distributions comprised of droplets all having 1.5 mm diameters and bubbles
all having 3.75 mm diameters at the emission source boundary. The custom size distributions
were selected because they produced the minimized sum of the root mean squared errors
(RMSEs) of model predictions with respect to the observed fractionation of C;—Cs hydrocar-
bons in the deep-water hydrocarbon plume® and the observed fractionation of C;—Cs hydro-
carbons at the sea surface,” using the 14-component representation of the reservoir fluid
and assuming that dispersant was present. The 14-component model mixture was used to
identify the custom size distributions leading to the lowest RMSEs for these two datasets, but
the results reported here are based on the 279-component model mixture, MCs.

5.3.6 Modeling two-phase fluid particles in TAMOC-c

In ascending fluid particles, liquid-gas transfers of petroleum compounds were assumed in-
stantaneous, controlled entirely by the thermodynamics of liquid-gas partitioning, which is
dependent on chemical composition, pressure, and temperature. Although TAMOC-c as-
sumes initially separated populations of liquid droplets and gas bubbles (section 5.3.5), we
found that two-phase fluid particles spontaneously evolved during simulations. According to
preliminary TAMOC-c model predictions for single bubbles (i.e., without the simulation of
buoyant plume dynamics) with initial composition as defined in section 5.3.5, we concluded
that a liquid phase would condense spontaneously during the ascent of gas bubbles that con-
tained initially a pure gas phase. This occurs because aqueous dissolution removes preferen-
tially the lightest compounds during ascent, consequently the resulting remaining mixture
within this fluid particle will have larger mole fractions of heavier compounds, therefore mak-
ing this mixture more prone to generating a liquid petroleum phase. Single bubbles having
initial diameters of 4 mm are predicted to transition to 100% liquid at 1324 m depth, from
which a gas phase is subsequently re-generated after ascent to 14 m depth (schematically
depicted on Figure 5-5). Smaller bubbles having <1 mm diameters are predicted to transition
to 100% liquid within <4 m from the emission source and to remain 100% liquid until the sea
surface. Similarly, large single droplets that are 100% liquid at the emission source boundary
(with initial composition as defined in section 5.3.5) are predicted to generate a gas phase by
spontaneous ebullition at a depth of <20 m. These examples illustrate the importance of sim-
ulating the changes in the liquid-gas partitioning of the petroleum fluids as controlled by var-
ying composition, pressure, and temperature.
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Figure 5-5. Schematic depiction of an initially 100% gaseous bubble exhibiting phase transition to a
100% liquid droplet (through a two-phase region), followed by regeneration of a gas phase at it nears
the sea surface.

We define a two-phase fluid particle as a fluid particle that contains both a liquid phase and a
gas phase. Here we assumed that when a two-phase fluid particle is present, liquid and gas
petroleum phases remain attached together as a single fluid particle, and we assumed that
thermodynamic equilibrium is maintained between these two phases. We considered a non-
circulating interface for two-phase fluid particles, and we estimated the effective interfacial
tension between a two-phase fluid particle and seawater as a weighted average of the liquid-
phase and gas-phase interfacial tensions with seawater, using the equivalent spherical surface
area as the weighting factor. The effective density of a two-phase fluid particle is given by:

p _ mgas + m/iq

=
Vgas + Vvliq

Equation 5-1

where p, is the effective density of the two-phase fluid particle, miq and myas are the masses
of liquid and gas phases, respectively, and Viiq and Vg are the corresponding volumes (as
predicted by the thermodynamic model).

5.3.7 Simulation of aqueous dissolution kinetics for petroleum
compounds in TAMOC version 0.1.17

A kinetics expression is used to describe the rates of mass transfer of individual petroleum
compounds and pseudo-components from single petroleum fluid particles to seawater:*®

dm .

L=—4-5,-\C-C,.
dt ﬂl ( w,i u‘)
Equation 5-2
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where m; is the total mass of component i in the fluid particle; A is the surface area of the
fluid particle; g, is the mass transfer coefficient (units: length time™) of component i at the

particle-water interface; C is the hypothetical aqueous concentration of component i

based on partitioning equilibrium with the fluid particle phase, estimated from the pressure-
dependent, temperature-dependent, and salinity-dependent Henry’s law constant!°6:211,215,230
and petroleum phase fugacities computed from the Peng-Robinson equation of state (PR EOS)
with the 1978 modification?%®216.223 (Chapter 4); and C,, is the aqueous concentration of com-
ponent i in the seawater. Values of C, in the buoyant plume, descending plume, and deep-
water hydrocarbon plume are computed from the volume of water present in the correspond-
ing plume at a given location and the simulated dissolved mass at the corresponding location.
Concentrations of petroleum compounds in the seawater are assumed to be zero outside of
the buoyant plume, descending plume, and deep-water hydrocarbon plume. Properties of
fluid particles—including shape, surface area, ascent speed—and mass transfer coefficients
are estimated based on formulas by Clift et al.,?*® with the exception of the mass transfer
coefficients for compounds in liquid droplets?®” and circulating bubbles.?® In the computa-

260,286,287

tions of the slip velocities of fluid particles and mass transfer coefficients, we used

estimates of the liquid and gas dynamic viscosities (Chapter 4),2

and liquid-seawater and
gas-seawater interfacial tensions,?*?% which are in turn described as a function of fluid par-
ticle composition and pressure and temperature conditions. The predicted liquid-seawater
interfacial tension was forced to match a measured value of 25.69 mN m™ at 1 atm and

24.4°C.>3

The temperature-dependent diffusion coefficient of each solute dissolved in water, D;, is re-
quired in the computation of the mass transfer coefficient for the particle-water interface. D;
can be predicted from the Hayduk-Laudie formula:?%®

13.26-10”

D.(T)=
(1) (77(7’)'103)1'14'(171,1,,1-'106)0'589

Equation 5-3

where D; has units of m s2; n is the temperature-dependent dynamic viscosity of seawater,’*

inPas;and V, ;

is the molar volume of the solute at its normal boiling point, in m* mol™.
Equations 5-3 and 5-4 include some modified coefficients compared to the traditional way of
writing them that may be unfamiliar to some readers; these coefficients arise purely from the
arithmetic needed to convert the relations to base units of the International Unit System.

296

When unknown,** we estimated ¥, from the critical volume according to the Tyn and Calus

formula:2®°

7, =0.285-(,,-10°) " .10~

bp i

Equation 5-4
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where both V,,p,l. and the critical volume, V., are expressed in m3 mol . For the 279 compo-

nents included in the model composition of the Macondo reservoir fluid, V., is obtained from
literature data®® or estimated,?%24124 35 explained in Chapter 4. Equation 5-4 was viewed to
be more accurate than the Le Bas method used by Hayduk and Laudie.?®

Hydrate shells are expected to form around liquid droplets and gas bubbles in deep-water
conditions (>500 m depth)*” (Chapter 4), and this will affect their behaviors during ascent.*’
TAMOC uses a model developed by Inok Jun and Scott Socolofsky?®® that assumes that drop-
lets and bubbles initially exhibit circulating behavior and subsequently, after a hydrate initia-
tion time, become non-circulating. In this interpretation, the presence of a hydrate skin is
considered as equivalent to the presence of a surfactant layer, except that interfacial tensions
are assumed unaffected by the hydrate skin. Once the fluid particle transitions to a non-cir-
culating state, both the mass transfer coefficients and the ascent speed are modified from
their values in the circulating fluid particle. Circulating droplets and bubbles are assumed to
have a clean interface and manifest an internal fluid mixing that non-circulating droplets and
bubbles don’t exhibit.?® TAMOC enables the prediction of the mass transfers and ascent
speeds for droplets and bubbles, using existing formulas for circulating or non-circulating
droplets and bubbles depending on the absence or presence of hydrate.?5%28%28” The param-
eters of the hydrate model were fitted previously?®® to available experimental data.”’

The presence of surfactant has been shown to promote faster and more extensive hydrate
formation on water drops in methane.?®” These experimental results were obtained using di-
octyl sodium sulfosuccinate (DOSS) at 100 ppmv in water.2®’ DOSS was present at 10% (by
mass)?>? in the Corexit EC9500A dispersant mixture injected at the broken Macondo riser stub
(Table 5-2). However, the effect of dispersant on hydrate formation remains poorly charac-
terized and is dependent on the gas phase composition (e.g. CO, vs CH4).%’ It is therefore
unclear how to model this phenomenon for fluid particles of varied compositions in seawater.
Because sufficient data to model this process are lacking, the TAMOC-c model neglects any
potential effect of surfactant on the extent of hydrate growth. However TAMOC-c does ac-
count for the effect of surfactant on the particle-seawater interfacial tension, and this in turn
influences the size distributions of droplets and bubbles at the emission source boundary, as
discussed above in section 5.3.5.

Table 5-2. Composition of the Corexit EC9500A dispersant.?®?

Name CAS number
Sorbitan, mono-(9Z)-9-octadecanoate 1338-43-8
Sorbitan, mono-(9Z)-9-octadecanoate, 9005-65-6
poly(oxy-1,2-ethanediyl) derivs

Sorbitan, tri-(92)-9-octadecanoate, 9005-70-3
poly(oxy-1,2-ethanediyl) derivs

Dioctyl sodium sulfosuccinate (DOSS) 577-11-7
(contains 2-propanediol)

Propanol, 1-(2-butoxy-1-methylethoxy) 29911-28-2
Distillates (petroleum), hydrotreated light 64742-47-8
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5.3.8 Model of the deep-water hydrocarbon plume in TAMOC-c

The bent plume model describes the dynamics of the buoyant plume and the descending
plume (Figure 5-2). In TAMOC-c, the formation of the deep-water hydrocarbon plume is de-
fined as the location where the descending plume reaches neutral buoyancy. For the deep-
water hydrocarbon plume, we assumed a horizontal structure of constant depth, constant
lateral width, and constant vertical thickness that did not mix with (entrain) adjacent water
masses. The deep-water hydrocarbon plume is carried by the ambient water current. These
assumptions are in reasonable agreement with available information indicating little change
in the depth of the deep-water hydrocarbon plume and constant aqueous concentrations of
total benzene, toluene, ethylbenzene, and xylenes (BTEX) up to 27 km from the broken Ma-
condo riser stub.® However, we note that isopycnal spreading, neglected here, may explain
why observations3! indicate that the vertical thickness of the deep-water hydrocarbon plume
was likely less than predicted by our simulations. Buoyant fluid particles that had been carried
into the deep-water hydrocarbon plume (from the descending plume) were allowed to depart
from the plume by ascent, according to their slip velocities. Aqueous dissolution of fluid par-
ticles within the deep-water hydrocarbon plume participates in determining the predicted
composition of the water at the downstream boundary of the deep-water hydrocarbon
plume. The downstream boundary of the deep-water hydrocarbon plume is fixed at 7500 m
along an axis starting at the broken Macondo riser stub and going through the center line of
the buoyant plume, the descending plume, and the deep-water hydrocarbon plume.

5.3.9 Modelling the sea surface boundary and processes hap-
pening at the sea surface outside of the TAMOC-c model
boundary

The TAMOC-c simulations are terminated when fluid particles reach the sea surface (Figure
5-3), i.e. that only ascent within the water column is included in the TAMOC-c simulations.
Outside of the TAMOC-c model domain, these fluid particles that reached the sea surface are
assumed to form an oil slick at the sea surface. We assumed that all <Cy petroleum compo-
nents volatilize rapidly and completely into the atmosphere. This enabled us to compare the
predictions of the TAMOC-c model with observations made by Ryerson et al.”® Ryerson et al.”
used measurements of the concentrations of volatile hydrocarbons in the atmosphere above
the fresh sea surface oil slick to infer the fraction of these compounds that were predicted to
have been fractionated to the water column. To perform this estimate, Ryerson et al.”” com-
pared the relative concentrations of these compounds within the atmosphere above the oil
slicks with their relative concentrations in the Macondo reservoir fluid that were determined
previously by Reddy et al.® Ryerson et al.” confirmed the rapid evaporation of compounds up
to n-Cs, as the atmospheric concentrations of n-Ce—n-Co alkanes were linearly related despite
of these compounds having different volatilities.
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5.4 Results and implications

5.4.1 Size distributions of droplets and bubbles emitted at the
emission source boundary

The size distributions of droplets and bubbles emitted from the broken Macondo riser stub,
viewed here as the emission source boundary, represent a crucial and little-known boundary
condition that would be needed in any model of aqueous dissolution of petroleum com-
pounds during the Deepwater Horizon disaster. We viewed that the VDROP-J model?”® would
likely predict the most reliable size distributions for liquid droplets and gas bubbles at the
emission source boundary, based on the fact that VDROP-J predicts physical processes (coa-
lescence and breakup of droplets and bubbles) and has been validated previously against 25
datasets of laboratory and field observations.?’> The VDROP-J size distributions (Figure 5-6)
were parameterized with the estimated liquid and gas properties at the emission source
boundary (Table 5-1), which had been obtained by the TAMOC-c implementation of the ther-
modynamic model of Chapter 4. These properties include viscosities, volumetric flow rates,
densities, and interfacial tensions with seawater for both the liquid and gas phases. Disper-
sant addition lowers interfacial tensions with seawater, which results in decreased sizes of
fluid particles at the emission source boundary.?”® The predicted dso values of the size distri-
butions are 1.3 mm for droplets and 2.6 mm for bubbles, when dispersants are added. These
values represent a decrease in dso by a factor of 3.2 and 3.4, respectively, when compared to
VDROP-J simulation results without dispersant addition (Figure 5-6). Our estimates of the dso
for liquid droplets and gas bubbles with dispersant addition are, respectively, 50% and 80%
larger than a previous estimate obtained also using the VDROP-J model but using different
estimates of liquid and gas properties.?’® We think that the updated estimates are more rep-
resentative of the prevailing situation on June 8, 2010.

For purposes of comparison with the VDROP-J results, we additionally report RR size distribu-

277 ysing the same liquid and

tions (Figure 5-7) obtained from a recently proposed correlation,
gas property values as for the VDROP-J model. Globally, the RR size distributions give larger
droplets and bubbles than the VDROP-J size distributions, and this discrepancy is larger for
liquid droplets. Finally, we also considered custom-fitted droplet and bubble size distributions
at the emission source boundary comprised of droplets all having 1.5 mm diameters and bub-
bles all having 3.75 mm diameters, obtained by a best fit of the model predictions with re-
spect to observed fractionation data (see Methods section 5.3.5). We find that the custom
size distribution for droplets correspond approximately to the center of the corresponding
VDROP-J size distribution with dispersant. We used these three different size distributions at
the emission source boundary (VDROP-J, RR, and custom fit) to conduct simulations of aque-
ous dissolution of petroleum fluids in the water column, employing the TAMOC-c model. No-
tably, these size distributions are used at the emission source boundary, but the sizes of drop-
lets and bubbles evolve in the TAMOC-c simulations during ascent of fluid particles as a func-
tion of local composition, pressure, and temperature. The results of our simulations of aque-
ous dissolution are presented in section 5.4.4, and they validate our assumption that the
VDROP-J size distributions are probably the most representative of the situation during the
release event.
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Figure 5-6. Size distributions of liquid droplets and gas bubbles predicted by the VDROP-J model,?”* at
the emission source boundary, for June 8, 2010. (a) Liquid droplets without dispersant; (b) liquid drop-
lets with dispersant; (c) gas bubbles without dispersant; (d) gas bubbles with dispersant.
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Figure 5-7. RR size distributions of liquid droplets and gas bubbles predicted by the Johansen et al.
correlation,?’” at the emission source boundary, for June 8, 2010. (a) Liquid droplets without disper-
sant; (b) liquid droplets with dispersant; (c) gas bubbles without dispersant; (d) gas bubbles with dis-
persant.

5.4.2 Time and location of arrival at the sea surface for fluid
particles emitted from the broken Macondo riser stub

The TAMOC-c model predicts that on June 8, 2010, with deep-water dispersant injection, 96%
of the mass flow rate of fluid particles contributing to the surface slicks would arrive at the
sea surface at a location having 0.3—1.7 km horizontal distance from the broken Macondo
riser stub. These predictions are consistent with observations. A small area of arrival of fluid
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particles at the sea surface, of ~1.6 km diameter laterally offset by 0.5-1.5 km from the bro-
ken Macondo riser stub, was deduced by Ryerson et al., based on aerial hydrocarbon concen-
tration measurements on June 8 and 10, 2010, concomitant with dispersant injection.” The
predictions of the TAMOC-c model are in reasonable agreement with these observations, re-
gardless of the choice of model size distribution for droplets and bubbles at the emission
source boundary (Figure 5-8b).

The TAMOC-c model predicts that on June 8, 2010, with deep-water dispersant injection, 50%
of the mass flow rate of fluid particles contributing to the surface slicks would arrive at the
sea surface within 6 h from their emission at the broken Macondo riser stub. These predic-
tions are not in agreement with field observations indicative of the time of arrival of fluid
particles at the sea surface without dispersant addition. Ryerson et al. reported an ascent
time of ~3 h, based on the time to see a change in the fresh surface slick during dispersant
application tests.” It was observed that ~3 h were necessary to see a change in the fresh
surface slick after the start of dispersion addition at the emission source. Approximately the
same time was needed to see a change in the fresh surface slick after the dispersant addition
was stopped at the end of the test. The time required for the arrival at the sea surface of 50%
of the mass flow rate of fluid particles, as predicted by TAMOC-c without dispersant addition,
are in good agreement with this estimate, for both the VDROP-J and RR size distributions
(Figure 5-8a). The time required for the arrival at the sea surface of 50% of the mass flow rate
of fluid particles with dispersant addition, as predicted by TAMOC-c simulations, are the dou-
ble of the 3 h observation by Ryerson et al.”® for the VDROP-J size distributions, with <1% of
the mass flux of petroleum fluids predicted to have reached the sea surface within 3 h. Pre-
dictions of the TAMOC-c model using VDROP-J size distributions at the emission source
boundary indicate a clear change in times of arrival of fluid particles at the sea surface at the
onset of dispersant injection (Figure 5-8a), which rationalizes the visual observations of a
modification in the fresh surface slick following the start of dispersion injection (Appendix
Figure 5-12).7>2% To the contrary, the predicted change in the times of arrival of fluid particles
at the sea surface with RR distributions, ~1 hour, would lead to a less large predicted modifi-
cation in the fresh surface slick following the start of dispersant injection (Figure 5-12). This
analysis supports our conclusion that the VDROP-J distributions are more representative of
the situation during the Deepwater Horizon disaster.
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Figure 5-8. (a) Time of arrival of fluid particles at the sea surface, according to field observations and
according to predictions of the TAMOC-c model. The pink line corresponds to the observation (3 h)
reported by Ryerson et al.”” Other lines correspond to predictions of the TAMOC-c model for the
VDROP-J (green), RR (red), and custom (blue) droplet and bubble size distributions, with (solid lines) or
without (dashed lines) dispersant injection. The time of arrival of fluid particles at the sea surface for
the custom distribution is reported as an individual line, because a single droplet diameter is consid-
ered at the emission source boundary, and bubbles are predicted to bring only negligible mass to the
sea surface. The other lines were determined by applying the Matlab implementation?®3% of kernel
density estimation to TAMOC-c simulation results. (b) Horizontal distance from the broken Macondo
riser stub at which fluid particles arrived at the sea surface, according to field observations and predic-
tions of the TAMOC-c model. Ryerson et al.”® reported a 1.6 km-diameter area of arrival of fluid parti-
cles at the sea surface, laterally offset from the broken Macondo riser stub by 0.5-1.5 km. This 1.6 km
distance is displayed as a pink rectangle, centered at 0.8 km from the broken Macondo riser stub on
this figure. Other lines correspond to model predictions for the different droplet and bubble size dis-
tributions considered, with the same color code as for panel a.
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5.4.3 Apportionment of total mass flow rates of petroleum flu-
ids to the deep water column, the upper water column,
and the sea surface

Based on TAMOC-c model simulations with the VDROP-J size distributions for droplets and
bubbles at the emission source boundary, we estimate that 27% of the emitted mass flow
rate of total petroleum fluids became aqueously dissolved in the Gulf of Mexico and did not
arrive at the sea surface, on June 8, 2010 (Table 5-3 and Figure 5-9). Simulations show that
aqueously dissolved petroleum compounds were channeled predominantly (23%) into the
deep-water hydrocarbon plume (900-1300 m depth), with a smaller percentage (4%) becom-
ing aqueously dissolved in the upper water column (0-900 m depth). The estimated extent of
aqueous dissolution (23-27%) is found to be insensitive to the choice of the three models
(VDROP-J, RR, or custom-fit) used to describe the droplet and bubble size distributions at the
emission source boundary (Table 5-3). This result is consistent with the previous estimates of
Ryerson et al., who deduced that ~25% of the emitted mass flow rate became aqueously dis-
solved.” Ryerson et al.”® conducted measurements in the atmosphere above the sea-surface
oil slick and reported concentrations of several soluble and volatile compounds <n-Cs. Their
measurements indicated that these compounds <n-Cs were rapidly fractionated out of the
sea surface slicks. Ryerson et al. then calculated the extent of depletion of these compounds
in the atmosphere relative to their concentrations in the reservoir fluid,® allowing these au-
thors to estimate the fraction of these compounds that were lost due to aqueous dissolution
(mostly) during ascent.” However, unlike the field observations that were published previ-
ously, the TAMOC-c model provides us with a detailed understanding of the physical-chemical
processes that led to this unprecedented extent of aqueous dissolution during the Deepwater
Horizon disaster. Consequently, the TAMOC-c model is able to simulate quantitative appor-
tionments based on the trajectories of petroleum components in the water column (Table
5-3).

The apportionments reported in the paragraph above are expressed as percentages of the
mass flow rate of total petroleum fluids (i.e. as a percentage of the sum of live oil and live gas
mass flow rates). The Oil Budget Calculator has previously estimated the fraction of dead oil
that became aqueously dissolved during ascent as 5-10%,2** i.e. that only the compounds that
would partition to the liquid petroleum phase at sea-surface conditions of pressure and tem-
perature are included in this estimate. TAMOC-c prediction of the percentage of the mass
flow rate of the dead oil that aqueously dissolved during ascent with dispersion addition
(5.4%) agrees with their estimate.
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Table 5-3. Predicted apportionment of emitted petroleum fluids on June 8, 2010 according to the
TAMOC-c model, assuming VDROP-J size distributions at the emission source boundary. Shown in pa-
rentheses are TAMOC-c model results computed with RR size distributions and custom size distribu-
tions, respectively, for droplets and bubbles at the emission source boundary.

Estimated percentage of the total

Compartment mass flow rate of petroleum
fluids
fluid particles predicted to reach the sea surface 73% (77%, 74%)

deep-water hydrocarbon plume, 900-1300 m depth
(aqueously dissolved)

deep-water hydrocarbon plume, 900-1300 m depth
(as fluid particles)

23% (19%, 22%)

<1%*

water column 0-900 m (aqueously dissolved) 4% (4%, 4%)

*fluid particles predicted to remain within the deep-water hydrocarbon plume at the down-
stream boundary of the deep-water hydrocarbon plume.
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Figure 5-9. Predicted apportionment of emitted petroleum fluids on June 8, 2010 according to the
TAMOC-c model, assuming VDROP-J size distributions at the emission source boundary. The figure dis-
plays the percentages of the total mass flow rate of petroleum fluids predicted to be aqueously dis-
solved in the deep-water hydrocarbon plume (23%), to be aqueously dissolved at shallower depths
(4%), or to have reached the sea surface (73%). The peel height and the depth of the deep-water hy-
drocarbon plume, as predicted by our TAMOC-c simulations, are also displayed on the figure. Refer to
the legend of Figure 5-2 for a description of the remainder of the figure.
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5.4.4 Apportionments of the mass flow rates of individual pe-
troleum compounds to the deep water column, the upper
water column, and the sea surface

Predicted apportionments of individual compounds would greatly aid studies or assessments
that investigate the quantitative exposures of marine organisms to toxic compounds at dif-
ferent zones in the water column. According to TAMOC-c simulations, C;—C4 hydrocarbons
constitute 82% of the mass of petroleum compounds predicted to have become aqueously
dissolved in the water column. This agrees closely with the estimates of Ryerson et al., who
deduced that 89% of the aqueously dissolved mass was constituted of C;—C4 hydrocarbons
and that the remaining 11% were saturated hydrocarbons and one to two-ring aromatic hy-
drocarbons having a solubility lower than that of 2-methylheptane.”® TAMOC-c simulations
predict mass apportionments to the water column that are much larger than that observed
or predicted during sea-surface spills, in particular for single-ring aromatic hydrocarbons,
which are highly toxic to aquatic organisms (Table 5-4). For example, benzene is predicted to
have been >99% apportioned to the water column during the Deepwater Horizon disaster
(Table 5-4). By comparison, we predicted that for a thin slick of Grane crude oil spilled on the
surface of the North Sea, 87% of the benzene was evaporated and only 13% became aque-
ously dissolved (Chapter 3). This example highlights how the depth of the release profoundly
modified the exposures of water column organisms and the risks for emergency response
workers, because most of this aqueously dissolved mass would have been rapidly transferred
to the atmosphere in case of a release at or near the sea surface.14

However, the apportionment of petroleum compounds is not uniform within the water col-
umn. According to TAMOC-c simulations, different compositions of aqueously dissolved pe-
troleum compounds are expected at different depths. For example, C;—Cs hydrocarbons are
predicted to be >99% dissolved (Table 5-4), in agreement with the >98.9% reported by
Ryerson et al.”® (Figure 5-10 and Appendix Table 5-19). The TAMOC-c simulations enable us
to predict that 100%, 99%, and 86% of methane, ethane, and propane, respectively, became
trapped in the deep-water hydrocarbon plume (900—1300 m depth), and the remaining mass
of these three compounds (0%, 1%, and 14%, respectively) became trapped in the upper wa-
ter column (Table 5-4). Similarly, we find that the most aqueously-soluble aromatic com-
pound, benzene, became 93% trapped in the deep-water hydrocarbon plume (900-1300 m
depth). A less aqueously-soluble aromatic compound, ethylbenzene is predicted to have be-
come 42% trapped in the upper water column at 0-900 m depth (Table 5-4). We find that the
aqueously dissolved fractions of C,-naphthalenes and petroleum compounds with lower sol-
ubilities (e.g. fluorene, phenanthrene) were trapped approximately % in the deep-water hy-
drocarbon plume, and % in the upper water column. In summary, we find that in order to
investigate the exposure of marine organisms, one would need to consider the different mix
of dissolved toxic compounds to be expected at different depths in the water column, now
made available by our TAMOC-c model results.

The compound-specific apportionments described above are supported by existing field data.
We tested TAMOC-c for its ability to correctly predict the relative concentrations of dissolved
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petroleum components in the water column, since this provides a direct test of the fraction-
ation processes that we aimed to evaluate. We did not attempt to evaluate TAMOC-c for its
ability to predict absolute concentrations of hydrocarbons in the water column, which is
highly dependent on spurious mixing of water masses and on sampling location. TAMOC-c
model predictions are in agreement with observations of the deep-water hydrocarbon plume
composition reported by Reddy et al.® (Figure 5-10 and Appendix Table 5-18). Reddy et al.
defined the fractionation indices relative to methane and benzene as:®

C

i, deep—water hydrocarbon plume

C

methane, deep—water hydrocarbon plume

C

i,methane ~—

i, reservoir fluid

methane, reservoir fluid

Equation 5-5

C

i, deep—water hydrocarbon plume

benzene , deep —water hydrocarbon plume

i,benzene —

i, reservoir fluid

C

benzene , reservoir fluid

Equation 5-6

where Fimethane is the fractionation index of component i relative to methane (used by Reddy
et al.® for ethane and propane), Fipenzene is the fractionation index of component i relative to
benzene (used by Reddy et al.® for compounds >Cs), Cideep-water hydrocarbon plume iS the
concentration of compound i measured in the deep-water hydrocarbon plume, and
Ci reservoir fliid is the concentration of compound i measured in the (Macondo) reservoir fluid.
The observed fractionation index values reported by Reddy et al.? indicate the differences in
relative extent of dissolution experienced by different compounds in the deep sea, as
measured in the deep-water hydrocarbon plume at 1065-1221 m depth during that June
2010 field campaign. The values of the fractionation indices predicted by the TAMOC-c model
are based on mass fractions predicted to be aqueously dissolved in the deep-water
hydrocarbon plume. In agreement with the Frofuene,benzene Value of 0.505 observed by Reddy et
al.,®. TAMOC-c predicts an Fuoluene benzene Value of 0.657 (Figure 5-10 and Appendix Table 5-18).
We find similar agreements between TAMOC-c predictions and the Reddy et al. observations
for compounds having predicted Fjpenzene Values as low as ~0.01 (Appendix Table 5-18).
Observed Fipenzene Values for the compounds having predicted Fipenzene Values <0.01 are up to
three orders of magnitude larger than predicted by our TAMOC-c simulations. This can be
rationalized if we assume that small droplets having slow rise velocities were present within
the samples taken by Reddy et al.®2 Reddy et al.® did not report the presence of such droplets
in their samples, however such small droplets may not be visible to the naked eye. The
concentration of small droplets in the samples reported by Reddy et al.® that could explain
this discrepancy would imply that 1.2% of the total mass flow rate of sparingly-soluble
petroleum compounds became trapped in the deep-water hydrocarbon plume as small
droplets having slow rise velocities (Appendix section 5.6.10). As 24% of the mass flow rate of
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petroleum fluids were predicted to have become aqueously dissolved in the deep-water
hydrocarbon plume according to our TAMOC-c simulations, this would imply that the
petroleum compounds within the deep-water hydrocarbon plume were at ~4% present within
fluid particles, and ~96% as aqueously dissolved compounds.

As discussed in the two paragraphs above, we validated our TAMOC-c predictions by compar-

875 representative of the two main compartments to which petro-

ing them with two datasets
leum compounds were channeled during the Deepwater Horizon disaster (the deep-water
hydrocarbon plume and sea surface slicks). We are aware that other similar datasets exist

that might have been used alternatively.3+301303

It has remained unclear whether the concentrations of DOSS reported in the deep-water
hydrocarbon plume were due to aqueous dissolution of this compound or to the presence of
small liquid petroleum droplets in this plume.? DOSS is a component of the surfactant
injected at the broken Macondo riser stub (Table 5-2).2%

answer to the question of whether DOSS was present in aqueously dissolved form or within

We are able to provide a likely

small droplets, even if we did not explicitly modeled the kinetics of aqueous dissolution of
DOSS in our TAMOC-c simulations. The solubility of DOSS in pure water at 4.3 °C and
101325 Pa, 0.016 mol L'13% lies in between that of benzene (0.022) and that of toluene
(0.0058). Therefore we infer that DOSS became aqueously dissolved in the water column to
an extent similar to benzene (100%) or toluene (96%). This implies that only <4% of the
injected mass of DOSS reached the sea surface (Table 5-4 and Appendix Table 5-19), >61% of
DOSS remained trapped in the deep-water hydrocarbon plume, and <35% became dissolved
in the upper water column (Table 5-4). This interpretation is further corroborated by
determining the fractionation index of DOSS with respect to methane, based on the relation
between the DOSS concentration in the deep-water hydrocarbon plume and that of methane
as reported by Kujawinski et al.?*® Kujawinski et al.>>® reported only the relation between the
concentration of DOSS and that of methane, this is why we used the fractionation index with
respect to methane in this analysis. The Fpossmethane determined from the field observations
reported by Kujawinski et al.?*° is 0.70, which falls in between the Fiouene,methane Value of 0.61
and the Fpenzene methane Value of 0.93 predicted by our TAMOC-c simulations (Appendix Table
5-18). Taken together, these results suggest that the concentrations of DOSS detected in the

9

deep-water hydrocarbon plume?° were mostly present in aqueous solution and not

associated with small droplets.

Finally, as explained in Chapter 4, there is some uncertainty about the reservoir fluid compo-
sition. Here we report TAMOC-c predictions for the reservoir fluid model composition MCy,
derived from the MW-1 sample (Chapter 4). However, TAMOC-c simulations with the 14-com-
ponent model compositions of the pre-spill samples (MCz,14c or MCs,14¢, section 5.6.1) in place
of MCy,14c (section 5.6.1) produced similar results for the extent of aqueous dissolution for C,—
Cs compounds. The total mass flow rate of C;—Cs compounds predicted to become aqueously
dissolved according to TAMOC-c simulations is larger for MC;14c and MCs 14 reservoir fluid
model compositions than for MCy,14c (section 5.6.5) as expected from the larger content of
compounds <Cs in MCz14c and MCz 14c (Chapter 4).
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Table 5-4. Predicted mass apportionments of methane, ethane, propane, CO2, n-Cs, cyclohexane, sin-
gle-ring aromatic compounds, and multi-ring aromatic compounds in the water column, based on the
model composition MC: of the Macondo reservoir fluid that was emitted from the broken Macondo
riser stub at 1524 m depth. Predictions are reported for June 8, 2010 using the TAMOC-c model, based
on the VDROP-J, RR, and custom initial size distributions of droplets and bubbles.

mass percent aqueously dissolved mass percent aqueously dissolved|mass percent predicted to reach

in the deep-water hydrocarbon|in the upper water column, the sea surface as fluid particles
Compound plume, 900-1300 m depth 0-900 m depth

VDROP-J |RR Custom VDROP-J |RR Custom VDROP-J |RR Custom
methane 100%  |95% 99% 0% 5% 1% 0% 0% 0%
ethane 99% 80% 95% 1% 20% 5% 0% 0% 0%
propane 86% 42% 75% 14% 43% 25% 0% 15% 0%
€O, 100% 100% 100%  |0% 0% 0% 0% 0% 0%
n-Gs 3% 1% 1% 10% 3% 4% 87% 96% 95%
cyclohexane 13% 5% 6% 30% 10% 23% 57% 85% 72%
benzene 93% 49% 90% 7% 40% 10% 0% 10% 0%
toluene 61% 24% 46% 35% 33% 51% 4% 44% 3%
p/m-xylenes 28% 10% 15% 42% 18% 44% 30% 73% 41%
o-xylene 28% 10% 15% 43% 18% 45% 29% 72% 39%
ethylbenzene 28% 10% 15% 42% 18% 45% 30% 72% 40%
naphthalene 18% 6% 9% 36% 13% 32% 45% 80% 59%
Ci-naphthalenes  |gg; 2% 2% 16% 5% 9% 78% 93% 89%
Co-naphthalenes |79, 1% 1% 7% 2% 3% 92% 97% 97%
Cs-naphthalenes g, 0% 0% 2% 1% 1% 98% 99% 99%
Ci-naphthalenes | oo, 0% 0% 0% 0% 0% 100%  [100%  |100%
fluorene 4% 1% 1% 12% 4% 6% 84% 95% 92%
phenanthrene 1% 0% 0% 3% 1% 1% 97% 99% 99%
Ci-phenanthrenes | g9, 0% 0% 0% 0% 0% 100%  [100%  |100%
Co-phenanthrenes |y, 0% 0% 0% 0% 0% 100%  |100%  |100%
Cs-phenanthrenes |go; 0% 0% 0% 0% 0% 100%  |100%  |100%
Ci-phenanthrenes |go; 0% 0% 0% 0% 0% 100%  |100%  |100%
fluoranthene 0% 0% 0% 1% 0% 0% 99% 100%  |100%
pyrene 0% 0% 0% 0% 0% 0% 100%  [100%  |100%
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Figure 5-10. Comparison of the TAMOC-c predictions with field observations for fractionation indices
of several hydrocarbon compounds, evaluated in the deep-water hydrocarbon plume and at the sea
surface. (a) Fractionation of C1—Cs hydrocarbons in the deep-water hydrocarbon plume (900-1300 m
depth); (b) fractionation of 2Cs hydrocarbons in the deep-water hydrocarbon plume (900-1300 m
depth); and (c) extent of fractionation for volatile compounds at the sea surface. Displayed simulation
results are based on the VDROP-J, RR, and custom initial size distributions of droplets and bubbles, with
dispersant. (Compound names and corresponding tabulated values are available in Appendix section
5.6.8, and a similar figure for predictions of the TAMOC-c model without dispersant is provided in Ap-

pendix section 5.6.9.)
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5.4.5 Stripping of aqueously dissolved nitrogen and oxygen
from ambient seawater by ascending petroleum fluids

Dissolved gases in the ambient ocean water can enter ascending droplets and bubbles emit-
ted from the broken Macondo riser stub, possibly leading to changes in their properties and
trajectories. Owing to their high concentrations in ambient ocean water, the gases predomi-
nately stripped from the ocean water are oxygen and nitrogen.® Decreased levels of aque-
ously dissolved oxygen content were observed in the deep-water hydrocarbon plume at
1000-1300 m depth.2*31 |t remains unclear what was the contribution of oxygen stripping to
the depletion of oxygen from the water column. Our model predictions enable an independ-
ent investigation of this question.

According to TAMOC-c simulations, the predicted decrease in dissolved oxygen (O,) content
in the deep-water hydrocarbon plume resulting from gas stripping by fluid particles amount
to ~6.5 mg m3, or <1% of the oxygen anomaly reported in this plume (~900 mg m3).3* This
confirms previous conclusions that hydrocarbon biodegradation is probably the primary con-
tribution to the deep-water oxygen depletion.®* To estimate the extent of gas stripping in the
water column, we used a measured oxygen profile (section 5.3.2), and an estimated nitrogen
(N2) profile, because nitrogen profiles in the ocean are generally within a few percent of con-
305 3llowing easy estimation of the nitrogen
profile.3>3%53% Tg include oxygen in our thermodynamic model, we assumed that the binary

centration at equilibrium with the atmosphere,

interaction parameters between any petroleum compound and oxygen are the same as for
this petroleum compound and nitrogen (Appendix section 5.6.7). Based on simulations of the
ascent of individual gas bubbles and live oil droplets (i.e., without the simulation of buoyant
plume dynamics), we find that oxygen constitutes ~0.01% of the mass of liquid droplets and
~0.2% of the mass of gas bubbles, at the peel height. Simulated gas bubbles already had lost
a significant fraction of their mass to aqueous dissolution when they departed from the buoy-
ant plume, the descending plume, or the deep-water hydrocarbon plume. At this stage, the
mass flow rate of gaseous bubbles represented only 7% of the initial gas mass flow rate. We
estimate that at peel height the oxygen stripped by droplets and bubbles represented ~0.01%
of the mass flow rate of total petroleum fluids emitted. Assuming a total mass flow rate of
petroleum fluids released of ~110 kg s (neglecting any collection at the broken Macondo
riser stub),* an estimated 0.011 kg s™* of oxygen was stripped out of the volumetric flow rate
of ~1,700 m3 s? of entrained ocean water® flowing into deep-water hydrocarbon plume. The
decrease in oxygen-content in the deep-water hydrocarbon plume resulting from gas strip-
ping would therefore amount to ~6.5 mg m.

We find that oxygen and nitrogen stripping has negligible impacts on predicted ascent times
of individual droplets and bubbles, which differ by <4 min with and without the explicit inclu-
sion of oxygen and nitrogen in simulations (excluding the simulation of buoyant plume dy-
namics). Therefore we decided to remove oxygen and nitrogen from all other TAMOC-c sim-
ulations reported in the present chapter, which allowed those simulations to be conducted
with decreased computational cost.
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5.4.6 Predicted influence of subsurface dispersant injection on
the trajectories and aqueous dissolution of petroleum flu-
ids in the sea

Dispersants are frequently applied on liquid petroleum slicks at the sea surface, in order to
decrease the interfacial tension between petroleum and seawater. The aim is to allow waves
to disperse the liquid petroleum into the water column as droplets having very low rise veloc-
ities, thanks to their diameters <70 um.3%” Large scale deep-water dispersant injection was
attempted for the first time during the Deepwater Horizon disaster.?>%3% According to the
updated predictions of the VDROP-J model reported here, the doses of dispersant applied
during this event did not generate significant mass fractions of <70 um fluid particles at the
emission source boundary (Figure 5-6). Previously published, earlier predictions of the
VDROP-J model also did not predict significant mass fractions of <70 um fluid particles at the

emission source boundary.?’®

According to TAMOC-c simulations conducted both with and without dispersant addition, we
find that the 0.57 kg s of dispersants injected at the broken Macondo riser stub on June 8,
2010 resulted in the additional aqueous dissolution of 5.0 kg s of petroleum compounds,
based on VDROP-J model size distributions of droplets and bubbles at the emission source
boundary. In other words, according to TAMOC-c simulations, 27% of the mass flow rate of
total petroleum fluids became trapped in the water column when dispersants were added,
whereas only 22% of the petroleum fluid mass would have become trapped in the water col-
umn if dispersants were not added (Table 5-5). Therefore our TAMOC-c simulations indicate
that dispersant addition led to substantially increased aqueous dissolution of hydrocarbons
into the deep water column. Dispersant injection leads to the formation of smaller droplets
and bubbles at the emission source (discussed in section 5.4.1, above), which in turn increases
the extent of aqueous dissolution during the ascent of petroleum fluids toward the sea sur-
face. Notably, the 5% of the total petroleum fluids that were prevented from reaching the sea
surface by dispersant addition are volatile compounds that would otherwise have rapidly
evaporated. Consequently, the dispersant addition is not predicted to have significantly re-
duced the amount of petroleum fluids present in sea surface slicks, but rather to have im-
proved air quality above the broken Macondo well. According to simulations, dispersant in-
jection increased the total extent of aqueous dissolution of toxic compounds in the water
column. For example, benzene became 100% aqueously dissolved with dispersant addition,
versus 80% aqueously dissolved without dispersant, and toluene was 96% aqueously dis-
solved with dispersant addition instead of 41% aqueously dissolved without dispersant. Pre-
dicted apportionments within the water column are also affected. For example, in the ab-
sence of dispersant addition, only 36% of the benzene mass is predicted to have been retained
in the deep-water hydrocarbon plume at 900-1300 m depth, compared to 93% with disper-
sant addition (Table 5-5). It is predicted that the percentage of total petroleum fluids dissolved
into the upper water column has been lowered by dispersant injection from 7% without dis-
persant to 4% with dispersant. The predicted percentage of total petroleum fluids dissolved
into the deep-water hydrocarbon plume exhibits an opposite trend, going from 15% without
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dispersant to 23% with dispersant. In summary, subsurface dispersant injection is predicted
to have principally changed the environmental compartments to which toxic compounds
were transferred, with only minimal impact on the predicted mass flow rate in surface slicks
(discussed further below). Our discussion is based on simulations for June 8, 2010, with the
TAMOC-c model. However, we note that in terms of the relative flow rates of dispersant and
live oil, predictions for June 8, 2010 are probably representative for at least ~62% of the days
after the riser was cut (on June 3, 2010, Appendix section 5.6.11).

The TAMOC-c model predicts that on June 8, 2010, with deep-water dispersant injection,
>99% of the non-dissolved fraction of the emitted flux of petroleum compounds would sur-
face within <60 h, arriving at a location of <4 km horizontal distance from the broken Ma-
condo riser stub location, with <1% of non-dissolved material retained in the deep-water hy-
drocarbon plume. Therefore, we find that the application of dispersant at the broken Ma-
condo riser stub probably did not result in a large fraction of the petroleum compound mass
flow rate being trapped in the water column as small droplets having slow rise velocities, con-
trary to what has been suggested in the past.?®® We think that this previous suggestion is
partly due to a misinterpretation of altered time and location of arrival of fluid particles at the
sea surface in presence of dispersant (section 5.4.2). Field observations indicate clearly that
the deep-water hydrocarbon plume was composed principally of aqueously dissolved com-
pounds.® Our model predicts <1% of the mass flow rate of sparingly-soluble compounds were
retained in the deep-water hydrocarbon plume at the downstream boundary of the deep-
water hydrocarbon plume model, whereas that we estimated that field observations reported
by Reddy et al.2 would indicate that 1.2% of the mass flow rate of sparingly-soluble com-
pounds became trapped in the deep-water hydrocarbon plume (Appendix section 5.6.10).
Thus, both field observations and simulation results demonstrate that most of the mass of
sparingly-soluble compounds ascended rapidly to the sea surface. A previous attempt to

309 would have

309

model a deep-water hydrocarbon plume composed of finely dispersed droplets
a composition that is incompatible with available field observations.® This previous study
used an extremely simplified model that neglected aqueous dissolution and any change in
fluid particle properties (e.g. density) that a fluid particle would experience in reality as its
composition, pressure, and temperature evolve during ascent. Finally, we note that our
TAMOC-c model does not provide an explanation for the fact that 0.5-14.4%2°2% of the Ma-
condo dead oil emitted in the environment was found to have deposited on the seafloor. This
is discussed further in Chapter 4.
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Table 5-5. Predicted mass apportionments of methane, ethane, propane, CO2, n-Cs, cyclohexane, sin-
gle-ring aromatic compounds, and multi-ring aromatic compounds in the water column, based on the
MC: representation of the composition of the petroleum fluids that were emitted from the broken
Macondo riser stub at 1524 m depth. Predictions are reported for June 8, 2010 using the TAMOC-c
model, based on the VDROP-J initial size distributions of droplets and bubbles, with and without dis-

persant addition.

pyrene

Compound mass percent aqueously|mass percent aqueously|mass percent predicted to reach
dissolved in the deep-water|dissolved in the upper water|the sea surface as fluid particles
hydrocarbon plume, 900-1300 m|column, 0-900 m depth
depth
VDROP-J, with{VDROP-J, no dis-|VDROP-J, with|VDROP-J, no dis-|VDROP-J, with|VDROP-J, no dis-
dispersant persant dispersant persant dispersant persant

total petroleum 23% 15% 4% 7% 73% 78%

fluids

methane 100% 77% 0% 22% 0% 1%

ethane 99% 62% 1% 36% 0% 2%

propane 86% 26% 14% 46% 0% 28%

Co: 100% 100% 0% 0% 0% 0%

n-Cs 3% 0% 10% 1% 87% 99%

cyclohexane 13% 1% 30% 5% 57% 93%

benzene 93% 36% 7% 44% 0% 20%

toluene 61% 13% 35% 28% 4% 59%

p/m-xylenes 28% 4% 42% 11% 30% 85%

o-xylene 28% 4% 43% 12% 29% 84%

ethylbenzene 28% 4% 42% 12% 30% 84%

naphthalene 18% 2% 36% 7% 45% 90%

Ci-naphthalenes 6% 1% 16% 2% 78% 98%

C-naphthalenes 2% 0% 7% 1% 92% 99%

Cs-naphthalenes 0% 0% 2% 0% 98% 100%

Cs-naphthalenes 0% 0% 0% 0% 100% 100%

fluorene 4% 0% 12% 1% 84% 98%

phenanthrene 1% 0% 3% 0% 97% 100%

Ci-phenanthrenes  |0% 0% 0% 0% 100% 100%

C-phenanthrenes  |0% 0% 0% 0% 100% 100%

Cs-phenanthrenes 0% 0% 0% 0% 100% 100%

Ca-phenanthrenes  |0% 0% 0% 0% 100% 100%

fluoranthene 0% 0% 1% 0% 99% 100%
0% 0% 0% 0% 100% 100%
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5.4.7 Implications for deep-water petroleum fluid releases

In this chapter, we showed that predictions of the TAMOC-c model enabled a better under-
standing of the states and trajectories of petroleum compounds ascending the water column
during the Deepwater Horizon disaster. TAMOC-c simulation results were also validated, ex-
hibiting reasonable agreement with several sets of field observations. Here we briefly discuss
the principal processes that explain the unusual apportionments of petroleum compounds
during this event, in order to provide improved intuition about the behavior of this release of
petroleum fluids under deep-water conditions. Three principal factors explain the unprece-
dented extent of aqueous dissolution of ~¥27% of the mass flow rate of the reservoir fluid in
the water column: the large surface-to-volume ratio produced by the formation of small (0.5—
4 mm) droplets and bubbles in the deep water column; the 3-fold to 125-fold increased aque-
ous solubilities of light (C;—C4) hydrocarbons at elevated deep-sea pressures; and the long (4—
15 hour) ascent in the water column, during which evaporation processes were suppressed.
Other factors that also participated in determining the extent of aqueous dissolution of pe-
troleum compounds include dispersant addition, temperature, hydrate shells at depths
>500 m, buoyant plume dynamics, and salinity. It is by considering these interwoven effects
that predictions can be made about the trajectories and impacts of petroleum compounds in
the marine environment during a deep-sea release.

The TAMOC-c model could provide prognostic insight into the outcomes that may be ex-
pected for deep-water releases of other petroleum fluids, under different conditions, at other
locations. In particular, the high pressures of the deep water column have a preponderant
role in determining the effective aqueous solubilities of light compounds (Chapter 4), deter-
mining the buoyancy of the emitted fluid particles, and determining the duration of time in
which fluid particles are exposed to aqueous dissolution. Size distributions of droplets and
bubbles at the emission source boundary also play an influential role on the rate of aqueous
dissolution of petroleum compounds, therefore the emission context (orifice size, volumetric
flow rate) could impact size distributions and lead to different outcomes. Dispersant injection
also has a large influence on the fate of petroleum compounds, by decreasing the size distri-
butions of droplets and bubbles at the emission source boundary, thereby leading to in-
creased extent of aqueous dissolution of petroleum compounds in the deep sea (section
5.4.6). Additionally, the composition of the emitted fluids will participate in determining the
concentrations of individual compounds to be expected during a deep-water release. In par-
ticular, the content of light (<Cs) hydrocarbons, which varies among petroleum reservoirs, will
play an influential role in both the fraction of mass that becomes aqueously dissolved and the
available buoyancy within the buoyant plume stage. Finally, water currents can influence the
buoyant plume behavior.3®* We found that moderate changes in current velocity had little in-
fluence on predicted mass flow rate apportionment to the deep-water hydrocarbon plume
(Appendix section 5.6.6). The TAMOC-c model offers an opportunity to study the behaviors
of potential future releases of petroleum fluids in deep waters under other conditions, based
on physical-chemical simulations of the predominant processes of importance.
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5.6 Appendix

5.6.1 The 14-component model compositions: MCj 14, MC; 14,
and MC3,14C

TAMOC-c simulation results reported in the main text are based on a detailed model compo-
sition of the reservoir fluid using 279 components (Chapter 4), MCi. This reservoir fluid model
composition allows detailed simulation of aqueous dissolution but requires long simulation
times (~1-2 weeks on our computer having Intel X5650 CPU, 1 core, 4 GB of RAM). This time
constraint limited our ability to use this detailed model composition in early development
stages of the project and to evaluate different sets of conditions. Therefore, | developed a
simplified model composition of the reservoir fluid that was used to test some assumptions
and investigate the importance of some parameters (sections 5.6.3, 5.6.5, and 5.6.6).

In the simplified model composition, MCjy 14., 14 components are defined (Table 5-6). These
include individual small hydrocarbons, a Cs pseudo-component, and five pseudo-components
regrouping carbon-number intervals from C; to Cigs. Therefore, MCy 14 only allows modeling
of aqueous dissolution up to hydrocarbons having <6 atoms of carbon. The modeling of aque-
ous dissolution for the C¢ pseudo-component is only approximate, as it is based on the aque-
ous solubility of n-Cs. MCjy14¢ is similar to traditional pseudo-component groupings used for
equation-of-state liquid-gas equilibrium calculations for petroleum fluids.?%® Properties of
components up to Cs were determined as explained in Chapter 4. Properties of single carbon
number intervals from C; to Cios were estimated from the Twu and Kesler-Lee correlations
(section 4.9.6), and these are listed in Table 4-4.2%-2% pseudo-components were then con-
structed by grouping single-carbon number intervals, and properties of the pseudo-compo-
nents were estimated from the properties of the grouped single carbon number intervals us-

ing Lee’s mixing rule (weighted average using mole fractions as weights):31%31!

Zzi - Prop,
Prop, =--

hIES

L
Equation 5-7

where a property Prop, (for example, critical pressure) of a pseudo-component (e.g. C;-Co) is
estimated from the properties of the single carbon number intervals (e.g. C;, Cs, and Cs), Prop;,
using a weighted average, with mole fractions, z;, as weights.

2% 3s listed in Table

Fixed binary interaction parameters were taken from previous literature,
5-7. We find a reasonable agreement between the fluid properties estimated using MCy,14c,
and MC;, when compared to available experimental data (Table 5-8). Model compositions
MCjy,14c and MCs 14c (Table 5-6) were obtained similarly based on the compositions of two pre-

spill reservoir fluid samples (Chapter 4).31:232
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Table 5-6. Estimated or literature properties for MCy,14c components. Arising from the use of Equation
5-7, the properties of the pseudo-components larger than Cs are dependent on the mole fractions of
the different single carbon number intervals and therefore the values are specific for the reservoir fluid
studied here (MCy,14c). The Table lists the critical temperature, T, the critical pressure, P, the critical
volume, V., the acentric factor, w, the molar weight, M, and the mass fractions in the Macondo reser-

voir fluid based on the sample reported by Reddy et al.,® and two pre-spill reservoir fluid samples, 23232

MCi,14c, MCz,14c and MCs,14c, respectively.
pseudo- | T, P. Ve w M MCiize | MCoise | MCsiac
compo- [K] [MPa] [em3 mol] | [-] [g mol?] [-] [] [-]
nent
C 190.56 4.599 98.6 0.011 16.043 0.1500 0.2046 0.1999
C 305.32 4.872 1455 0.099 30.070 0.0280 0.0373 0.0367
Cs 369.83 4.248 200.0 0.152 44,097 0.0260 0.0388 0.0384
i-Cs 407.85 3.640 262.7 0.186 58.123 0.0067 0.0105 0.0105
n-Ca 425.12 3.79 255.0 0.200 58.123 0.0150 0.0236 0.0241
i-Cs 460.39 3.381 308.3 0.229 72.150 0.0079 0.0115 0.0122
n-Cs 469.70 3.370 311.0 0.252 72.150 0.0100 0.0139 0.0148
Cs 507.60 3.025 368.0 0.300 86.177 0.0273 0.0210 0.0231
C7-Co 579.47 2.742 457.2 0336 107.637 0.1128 0.1042 0.1144
C10-Cr2 650.68 2.232 604.6 0.446 145.178 0.1005 0.0817 0.0834
C13-Cis 710.35 1.877 755.2 0.555 189.151 0.0861 0.0691 0.0716
C16-Co1 772.68 1.556 949.2 0.693 252.704 0.1264 0.1032 0.1114
Cazs 901.20 1.059 1449.4 1.064 481.373 0.2907 0.2790 0.2570
co, 304.12 7.374 94.1 0.225 44.010 0.0059 0.0076 0.0077

Table 5-7. Binary interaction parameters used for MCx,14c, MC2,14c, and MCs,14c.%%

Pseudo-

compo- |C; C, Cs i-C4 |n-C4 |i-Cs |n-Cs |Cg C7-Cy [C10-C12|C13-C15|C16-C21|C22+  |CO2
nent

Ci1 0 0.0026 |0.014 |0.0256 |0.0133 |0.0056 [0.0236 [0.0422 [0.0432 (0.05 0.0533 |0.0633 |0.07 0.107
Cx 0.0026 (0 0.0011 |0.0067 |0.0096 |0.008 |0.0078 [0.014 [0.0167 (0.03 0.0333 |0.0433 |0.05 |0.1322
Cs 0.014 (0.0011 (O 0.0078 |0.0033 |0.0111 |0.012 |0.0267 |0.0467 |0.02 0.0217 |0.0267 |0.03 0.1241
i-Cq 0.0256 |0.0067 |0.0078 |0 0 0.004 |0.002 |0.024 |0.0223 |0.01 0.0117 |0.0167 |0.02 0.14
n-Cy 0.0133 |0.0096 |0.0033 |0 0 0.017 |0.017 |0.0174 |0.0137 |0.001 [0.001 |0.0012 |0.0015 |0.1333
i-Cs 0.0056 (0.008 |0.0111 |0.004 |0.017 |0 0 0 0 0 0 0 0 0.14
n-Cg 0.0236 (0.0078 |0.012 |0.002 |0.017 |0 0 0 0 0 0 0 0 0.14
Ce 0.0422 (0.014 |0.0267 |0.024 |0.0174 |0 0 0 0 0 0 0 0 0.145
C;-Co 0.0432 |0.0167 |0.0467 |0.0223 |0.0137 |0 0 0 0 0 0 0 0 0.0998
C10-C12 0.05 0.03 0.02 0.01 0.001 |0 0 0 0 0 0 0 0 0.0145
Ci13-Ci15 0.0533 |0.0333 |0.0217 |0.0117 |0.001 |0 0 0 0 0 0 0 0 0.0145
C16-C21 0.0633 |0.0433 |0.0267 |0.0167 |0.0012 |0 0 0 0 0 0 0 0 0.0145
Caz+ 0.07 0.05 0.03 0.02 0.0015 |0 0 0 0 0 0 0 0 0.0145
CO; 0.107 |0.1322 |0.1241 |0.14 0.1333 |0.14 0.14 0.145 |0.0998 |0.0145 |0.0145 [0.0145 [0.0145 |0
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Table 5-8. Predictions of the thermodynamic model using the reservoir fluid model compositions
MCy,14c and MCa.

property predicted predicted measured
value, value, value from
MCy,14c MC, literature

dead oil viscosity (mPas), 3.7 4.2 4,125

0.101325 MPa and 15 °C

dead oil viscosity (mPas), 2.7 3.1 1.4%4

0.101325 MPa and 35 °C

dead oil density, 865 823 8208

0.101325 MPa and 22 °C

gas density (kg m3), 182 181 -

15.5 MPa and 4.3 °C

liquid density (kg m™3), 739 707 -

15.5 MPa and 4.3 °C

volume percent of gas (-), 31% 29% -

15.5 MPa and 4.3 °C

5.6.2 Comparison of measured and predicted velocities of cur-
rents in the water column near the Macondo well

The available measured profiles of water current velocities (one profile each 10 min) spanned
only the 64-1184 m depth range (section 5.3.2). Therefore we sought to obtain a reasonable
estimate of water column velocities for water depths between 1524 m and 1184 m. In this
process, we investigated whether three different ocean models could bridge this data gap.
We find relatively poor agreement between reported measurements at 64—1184 m depth and
the predictions of the three models studied. Additionally, model predictions at >1184 m depth
span a large range of predicted velocities, and they do not extend to >1400 m depth (Figure
5-11). Consequently, we preferred to use a simplified water velocity at >1184 m depth, as-
sumed constant in time and space, estimated as the mean of the measured water velocities
at depths >600 m. | found that the extent of aqueous dissolution is not sensitive to the value
assumed for the water current velocity at >1184 m depth, due to rapid ascent of petroleum
fluids to shallower depths during the buoyant plume phase (section 5.6.6).
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Figure 5-11. Water velocity magnitudes and directions measured by the American National Oceanic
and Atmospheric Administration, NOAA, (black circles) compared to the predictions of three different
ocean models (hycom, red; sabgom, green; crcm, blue). Values are reported at different time points on
June 8, 2010: (a-b) 0—1 am, (c-d) 11-12 am, (e-f) 23—24 pm, (g-h) all values measured on June 8, 2010.
The axis describing velocity magnitude (speed) is truncated at 25 cm s%, but predictions of the hycom
model go up to 90 cm st in some cases. Model predictions are extended beyond 1400 m depth by
assuming a spatially and temporally constant value at these depths. (Hycom model data were down-
loaded from http://hycom.org/data/gomlOpt04/expt-31pt0)
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5.6.3 Influence of temperature at the emission source bound-
ary on predicted aqueous dissolution extent of petroleum
compounds based on MCj 14c

The mass flow rates of liquid and gas petroleum at the emission source boundary are depend-
ent on the assumed temperature at which liquid-gas partitioning occurs. Based on petroleum
fluid composition MC;, the mass flow rate of gas is predicted to be 8.5 kg s* at 4.3 °C, which
was the temperature of ambient seawater. By contrast, the mass flow rate of gas would be
14.8 kg s if a temperature of 105 °Cis assumed, which was the maximum temperature meas-
ured by Reddy et al. when collecting sample MW-1.% The emitted fluid is 54% gas by volume
at 105 °Cversus 29% at 4.3 °C. The initial liquid-gas partitioning of the lightest compounds can
affect aqueous dissolution kinetics. For example 71% of the methane is partitioned into the
gas phase at 105 °C versus 49% at 4.3 °C, and 41% of the propane is partitioned into the gas
phase at 105 °C versus 17% at 4.3 °C. The uncertainty in the liquid-gas partitioning processes
at the emission source boundary therefore impacts the predicted extent of aqueous dissolu-
tion of petroleum compounds (Table 5-9 and Table 5-10).

Table 5-9. TAMOC-c predictions of the fractionation indices with respect to methane for two different
assumed temperatures at the emission source boundary, To, using the reservoir fluid model composi-
tion MCy,14c. We assumed that added dispersant led to a decrease in the liquid/seawater and gas/sea-
water interfacial tensions by a factor 5.4. The Johansen et al. correlation?”” was used to determine the
resulting RR size distributions* of droplets and bubbles at the emission source boundary.

compound field observa- | TAMOC-c TAMOC-c
tions (Reddy et | predictions** | predictions**
al.,® table S-3) (To=4.3°C) (To =105 °C)

methane 1 1 1

ethane 0.91 0.84 0.92

propane 0.78 0.43 0.56

i-Ca - 0.16 0.24

n-Cy - 0.15 0.23

i-Cs - 0.043 0.077

n-Cs - 0.040 0.073

CO; - 1.06 1.00

* RR size distributions were used at the emission source in this test because the TAMOC implementation of the
correlation of Johansen et al.?’7 could be used to determine the size distributions. Using the VDROP-J size distri-
butions would have required to obtain VDROP-J simulation results from Lin Zhao for each tested case, which was
impractical in the time frame of this work.

** With the RR size distributions, <<1% of the mass flux of petroleum fluids was predicted to be trapped in the
deep-water hydrocarbon plume at the downstream boundary of the deep-water hydrocarbon plume model.
Therefore we report the simulated fractionation indices based on aqueously dissolved compounds only.
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Table 5-10. TAMOC-c predicted fractions of petroleum compounds that became aqueously dissolved
during ascent for two different assumed temperatures at the emission source boundary, To, using the
reservoir fluid model composition MCy,1ac. We assumed that added dispersant led to a decrease in the
liquid/seawater and gas/seawater interfacial tensions by a factor 5.4. The Johansen et al. correlation?”’
was used to determine the resulting RR size distributions* of droplets and bubbles at the emission
source boundary.

compound field observa- | TAMOC-c TAMOC-c
tions (Ryerson | predictions predictions
et al.,’”” table | (To=4.3°C) | (To=105°C)
S01)

methane 1.00 1.00 1.00

ethane 1.00 1.00 1.00

propane 0.99 0.83 0.94

i-Cq 0.84 0.42 0.60

n-Cy4 0.74 0.38 0.56

i-Cs 0.26 0.14 0.23

n-Cs 0.17 0.13 0.21

CO; - 1.00 1.00

* RR size distributions were used at the emission source in this test because the TAMOC implementation of the
correlation of Johansen et al.2’7 could be used to determine the size distributions. Using the VDROP-J size distri-
butions would have required to obtain VDROP-J simulation results from Lin Zhao for each tested case, which was
impractical in the time frame of this work.

5.6.4 Effect of the start/end of dispersant injection on the frac-
tion of mass surfacing

According to TAMOC-c simulation results for a simulated dispersant application test (Figure
5-12), a steady flow rate of petroleum residues reach the sea surface before dispersant appli-
cation (time zero), corresponding to 78% of the mass flow rate at the emission source. At the
onset of dispersant addition, smaller fluid particles are generated at the emission source
boundary, resulting in decreased ascent speeds of droplets and bubbles. This causes a tem-
porary period of substantially decreased flow rate of liquid petroleum reaching the sea sur-
face, which becomes apparent starting at approximately 2 hours after the onset of dispersant
addition. Within approximately 20 hours after dispersant addition, simulations achieve a new
steady state in which the mass flow rate of petroleum residues arriving at the sea surface is
equivalent to 73% of the mass flow rate of petroleum fluids at the emission source boundary.
At time = 88 hours, the dispersant addition is stopped, and larger and faster fluid particles
emitted at the source boundary now catch up with the slower fluid particles generated during
the previous period of dispersant addition. This leads to a temporarily increased mass flow
rate of liquid petroleum fluids arriving at the sea surface, followed by a return to the original
steady state without dispersant addition (i.e., the mass flow rate at the sea surface is equiva-
lent to 78% of the mass flow rate at the emission source).
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Figure 5-12. TAMOC-c simulations of the time-dependent mass flow rate of petroleum residues arriving
at the sea surface during a dispersant application test. In the simulation results shown above, a situa-
tion of steady state flow has been achieved before time zero, during which dispersant is not applied.
At time = 0, dispersant application begins, continuing for a duration of 88 h, as shown by the time
window delimited by the two vertical yellow lines. The simulated dispersant application ends at
time = 88 h. The resulting dynamical mass flow rate of petroleum residues arriving at the sea surface is
expressed as a percentage of the total mass flow rate of petroleum fluids emitted from the broken
Macondo riser stub, which is assumed constant with time. Results are shown for TAMOC-c simulations
with both the VDROP-J model (green line) and the Johansen et al.?”” correlation (red line) used to de-
scribe size distributions of droplets and bubbles at the emission source boundary.
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5.6.5 Effect of reservoir fluid composition on predicted aque-
ous dissolution extent of petroleum compounds based on
MCy,14c, MC3,14c, and MGCs 14c

The predicted relative extents of aqueous dissolution (Table 5-11 and Table 5-12) are insensi-
tive to the model reservoir fluid composition used (MCi,1ac, MCy,14c, or MCs 1ac, see Chapter
4). The main difference in TAMOC-c predictions depending on the reservoir fluid model com-
position used resides in the total mass flow rate of petroleum compounds predicted to parti-
tion to the water column (Table 5-13), as expected from the larger content of C;—Cs compound
in MCy,14c and MCs 14c compared to MCy 1ac.

Table 5-11. TAMOC-c predicted fractionation indices with respect to methane for three different as-
sumed reservoir fluid model compositions (MCz,1ac, MCz,14c, or MCs,14c). We assumed that added dis-
persant led to a decrease in the liquid/seawater and gas/seawater interfacial tensions by a factor 5.4.
The Johansen et al. correlation?”” was used to determine the resulting RR size distributions* of droplets
and bubbles at the emission source boundary.

compound field observa- | TAMOC-c TAMOC-c TAMOC-c
tions (Reddy et | predictions** | predictions** | predictions**
al.,® table S-3) (MCy,14c) (MC3,14c) (MCs3,14¢)

methane 1 1 1 1

ethane 0.91 0.84 0.84 0.84

propane 0.78 0.43 0.46 0.46

i-Ca - 0.16 0.19 0.19

n-Cy - 0.15 0.17 0.17

i-Cs - 0.043 0.055 0.055

n-Cs - 0.040 0.052 0.052

CO; - 1.06 1.08 1.07

* RR size distributions were used at the emission source in this test because the TAMOC implementation of the
correlation of Johansen et al.2’7 could be used to determine the size distributions. Using the VDROP-J size distri-
butions would have required to obtain VDROP-J simulation results from Lin Zhao for each tested case, which was
impractical in the time frame of this work.

** With the RR size distributions, <<1% of the mass flux of petroleum fluids was predicted to be trapped in the
deep-water hydrocarbon plume at the downstream boundary of the deep-water hydrocarbon plume model.
Therefore we report the simulated fractionation indices based on aqueously dissolved compounds only.
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Table 5-12. TAMOC-c predicted fractions of petroleum compounds aqueously dissolved during ascent
for three different assumed reservoir fluid model compositions (MCz,14c, MCz,14c, or MCs 14c). We as-
sumed that added dispersant led to a decrease in the liquid/seawater and gas/seawater interfacial
tensions by a factor 5.4. The Johansen et al. correlation?’” was used to determine the resulting RR size
distributions* of droplets and bubbles at the emission source boundary.

compound field observa- | TAMOC-c TAMOC-c TAMOC-c
tions (Ryerson | predictions predictions predictions
et al.,’”® table | (MCy14c) (MC2,14¢) (MCs3,14c)
S01)

methane 1.00 1.00 1.00 1.00

ethane 1.00 1.00 1.00 1.00

propane 0.99 0.83 0.84 0.84

i-Ca 0.84 0.42 0.43 0.43

n-C4 0.74 0.38 0.41 0.41

i-Cs 0.26 0.14 0.16 0.15

n-Cs 0.17 0.13 0.15 0.14

CO, - 1.00 1.00 1.00

* RR size distributions were used at the emission source in this test because the TAMOC implementation of the
correlation of Johansen et al.?’7 could be used to determine the size distributions. Using the VDROP-J size distri-
butions would have required to obtain VDROP-J simulation results from Lin Zhao for each tested case, which was
impractical in the time frame of this work.

Table 5-13. Predicted mass flow rate apportionment for three different assumed reservoir fluid model
compositions (MCz,1ac, MCz,14c, or MCs,1ac). We assumed that added dispersant led to a decrease in the
liquid/seawater and gas/seawater interfacial tensions by a factor 5.4. The Johansen et al. correlation?”’
was used to determine the resulting RR size distributions* of droplets and bubbles at the emission
source boundary. (Note: the 14-component model compositions of the reservoir fluid underestimate
the total aqueous dissolution, because compounds >Cs are assumed insoluble.)

estimated mass flow rate of pe- | TAMOC-c TAMOC-c TAMOC-c

troleum compound (kg s) predictions predictions predictions
(MCy,1ac) (MCz,14c) (MCs,1ac)

fluid particles predicted to reach | 74.0 76.9 76.1

the sea surface

deep-water hydrocarbon plume, | 17.5 27.2 26.5

900-1300 m depth
(aqueously dissolved)
upper water column, 3.0 5.6 5.2
0-900 m depth
(aqueously dissolved)
* RR size distributions were used at the emission source in this test because the TAMOC implementation of the
correlation of Johansen et al.?’7 could be used to determine the size distributions. Using the VDROP-J size distri-
butions would have required to obtain VDROP-J simulation results from Lin Zhao for each tested case, which was

impractical in the time frame of this work.
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5.6.6 Effect of estimated water current velocity at >1184 m
depth on predicted aqueous dissolution extent of petro-
leum compounds based on MC; 14c

Recognizing that some uncertainty exists regarding the magnitude of water current velocities
at >1184 m depth, we tested how the assumed velocity value at >1184 m depth affected the
TAMOC-c model predictions. In these tests, we considered only the influence of varying mag-
nitude of the water current velocity, assuming a constant current heading (direction). We find
that the predicted extent of relative aqueous dissolution for petroleum compounds are in-
sensitive to the assumed magnitude of the water current velocity (Table 5-14 and Table 5-15),
whereas the total water flow into the intrusion layer is more sensitive to the magnitude of
the water current velocity (Table 5-16).

Table 5-14. TAMOC-c predictions of fractionation indices with respect to methane for four different
assumed water current velocities at >1184 m depth, using the reservoir fluid model composition
MCz,14c. We assumed that added dispersant led to a decrease in the liquid/seawater and gas/seawater
interfacial tensions by a factor 5.4. The Johansen et al. correlation?”” was used to determine the result-
ing RR size distributions of droplets and bubbles at the emission source boundary.

compound field obser- | TAMOC-c TAMOC-c TAMOC-c TAMOC-c
vations predictions* | predictions* | predictions* | predictions*
(Reddy et | (base case: | (doubled ve- | (tripled ve- | (quadrupled
al.,® table S- | 1.6 cm s be- | locity below | locity below | velocity be-
3) low 1184 m) | 1184 m) 1184 m) low 1184 m)

methane 1 1 1 1 1

ethane 0.91 0.84 0.81 0.79 0.79

propane 0.78 0.43 0.40 0.38 0.38

i-Ca - 0.16 0.15 0.14 0.14

n-Cy - 0.15 0.14 0.13 0.13

i-Cs - 0.043 0.038 0.034 0.034

n-Cs - 0.040 0.036 0.032 0.032

CO; - 1.06 1.08 1.10 1.10

* With the RR size distributions, <<1% of the mass flux of petroleum fluids was predicted to be trapped in the
deep-water hydrocarbon plume at the downstream boundary of the deep-water hydrocarbon plume model.
Therefore we report the simulated fractionation indices based on aqueously dissolved compounds only.
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Table 5-15. TAMOC-c predictions of the fractions of petroleum compounds that became aqueously
dissolved during ascent for four different assumed water current velocities at >1184 m depth, using
the reservoir fluid model composition MCy,1ac. We assumed that added dispersant led to a decrease in
the liquid/seawater and gas/seawater interfacial tensions by a factor 5.4. The Johansen et al. correla-
tion?”” was used to determine the resulting RR size distributions of droplets and bubbles at the emission
source boundary.

compound | field obser- | predictions predictions predictions predictions
vations (base case: | (doubled ve- | (tripled ve- | (quadrupled
(Ryerson et | 1.6cms? at | locity at | locity at | velocity at
al.,”> table | >1184 m >1184 m >1184 m >1184 m
S01) depth) depth) depth) depth)

methane 1.00 1.00 1.00 1.00 1.00

ethane 1.00 1.00 1.00 1.00 1.00

propane 0.99 0.83 0.83 0.83 0.83

i-Ca 0.84 0.42 0.41 0.41 0.41

n-C4 0.74 0.38 0.38 0.38 0.38

i-Cs 0.26 0.14 0.14 0.14 0.14

n-Cs 0.17 0.13 0.13 0.13 0.13

CO; - 1.00 1.00 1.00 1.00

Table 5-16. TAMOC-c predictions of: the total mass flow rate of aqueously dissolved petroleum com-
pounds into the deep-water hydrocarbon plume; the volumetric flow rate of seawater into the deep-
water hydrocarbon plume; and the depth of the center line of the deep-water hydrocarbon plume for
four different assumed water current velocities at >1184 m depth, using the reservoir fluid model com-
position MCy,1ac. We assumed that added dispersant led to a decrease in the liquid/seawater and
gas/seawater interfacial tensions by a factor 5.4. The Johansen et al. correlation?’” was used to deter-
mine the resulting RR size distributions of droplets and bubbles at the emission source boundary.
(Note: MCu,14c underestimates the total aqueous dissolution, because compounds >Cs are assumed in-

soluble.)

predictions predictions predictions predictions
(base case: | (doubled ve- | (tripled ve- | (quadrupled
1.6cms? at | locity at | locity at | velocity at
>1184 m >1184 m >1184 m >1184 m
depth) depth) depth) depth)

mass flow rate of petro- | 17.5 16.9 16.5 16.5

leum compounds aque-

ously dissolved in the

deep-water hydrocarbon

plume (kg s?)

water flow in the deep-wa- | 4544 3600 2880 2810

ter hydrocarbon plume

(ms™)

depth of the center line of | 1092 1113 1144 1145

the deep-water hydrocar-

bon plume (m)
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5.6.7 Binary interaction parameters used to describe oxygen in-
teractions with petroleum compounds

The group-contribution method?* used to estimate binary interaction parameters (Chapter
4) has not been parameterized for oxygen. Here we propose that the binary interaction pa-
rameter between oxygen and a hydrocarbon can be assumed as the same as the binary inter-
action parameter between nitrogen and this hydrocarbon. This assumption is made based on
the fact that dioxygen (0.) and dinitrogen (N>) are both of similar size and shape, and both
molecules are nonpolar.3*2

To validate this assumption, we used previously reported data on the equilibrium mole frac-
tions of oxygen dissolved into different liquid hydrocarbons at atmospheric pressure
(101325 Pa), including n-Cs, n-Ce, n-C7, n-Cg, n-Cs, n-Cio, 2,2,4-trimethylpentane, cyclohexane,
methylcyclohexane, cyclooctane, benzene, toluene, 1,2-dimethylbenzene, 1,3-dimethylben-
zene, 1,4-dimethylbenzene, ethylbenzene, n-propylbenzene, isopropylbenzene (cumene),
and butylbenzene.?!® These data span a temperature range of 243.15 K to 353.15 K. 70% of
these data span a temperature range of 0 to 30 °C. We compared experimentally observed
equilibrium mole fractions to predictions of our thermodynamic model, using two different
assumptions for the binary interaction parameters with oxygen. The first assumption was to
treat the binary interaction parameter between oxygen and a hydrocarbon as the same as
the binary interaction parameter between nitrogen and this hydrocarbon. The second as-
sumption was to treat the binary interaction parameter between oxygen and a hydrocarbon
as equal to zero. The former assumption performs better than the latter (Figure 5-13 and
Table 5-17).
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Figure 5-13. Comparison of our thermodynamic model with literature experimental data on the equi-
librium mole fractions of oxygen in liquid hydrocarbons.3!®> We tested two assumptions: the oxygen-
hydrocarbon binary interaction parameter is equal to zero, or the oxygen-hydrocarbon binary interac-
tion parameter is equal to that describing the nitrogen-hydrocarbon interaction.?®® (Refer to the text
above for the list of compound names.)

Table 5-17. Error statistics describing the agreement between experimental observations and thermo-
dynamic model predictions for the equilibrium mole fractions of oxygen dissolved into liquid hydrocar-
bons. Results are shown for two sets of assumptions for the binary interaction parameter between
oxygen and hydrocarbon liquids.

assuming the binary inter-
action parameter with oxy-
gen is zero

assuming the binary inter-
action parameter with oxy-
gen is the same as would be
for nitrogen

average relative error

0.4916

-0.0615

average relative absolute
error

0.5310

0.2320
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5.6.8 Numerical values of the predicted fractionation indices
and fraction of aqueously dissolved mass for petroleum
compounds during ascent of petroleum fluids to the sea
surface

Table 5-18. Fractionation indices for several petroleum compounds predicted by the TAMOC-c model,
and comparison to available field observations.® Results are shown based on size distributions of drop-
lets and bubbles given by three different models: VDROP-J, RR, and a custom distribution.

I:i, methane I:i, benzene

field ob- [VDROP-J |Custom |RRinitial |field ob- [VDROP-J |Custom |RRinitial
Compound s.erva- ir‘1itial' ir‘1itial' si?e dis- szrva- il.1itiaI‘ ir-1itial' sife dis-

tions size dis- |size dis- |tribu- tions size dis- |size dis- |tribu-

(Reddy |tribu- tribu- tions (Reddy |tribu- tribu- tions

etal.”?) |tions tions etal.””) |tions tions
methane 1 1 1 1 1.07E+0 | 1.10E+0 | 1.92E+0
ethane 9.10E-1 | 9.89E-1 | 9.54E-1 | 8.44E-1 1.06E+0 | 1.05E+0 | 1.62E+0
propane 7.80E-1 | 8.58E-1 | 7.53E-1 | 4.44E-1 9.22E-1 | 8.29E-1 | 8.53E-1
benzene 9.30E-1 | 9.09E-1 | 5.20E-1 1 1 1 1
toluene 6.13E-1 | 4.64E-1 | 2.48E-1 | 5.05E-1 | 6.59E-1 | 5.11E-1 | 4.78E-1
o-xylene 2.84E-1 | 1.56E-1 | 1.05E-1 | 3.78E-1 | 3.05E-1 | 1.72E-1 | 2.02E-1
ethylbenzene 2.81E-1 | 1.54E-1 | 1.04E-1 | 3.69E-1 | 3.02E-1 | 1.70E-1 | 2.00E-1
p/m-xylenes 2.83E-1 | 1.55E-1 | 1.05E-1 | 3.59E-1 | 3.04E-1 | 1.71E-1 | 2.01E-1
naphthalene 1.84E-1 | 8.97E-2 | 6.76E-2 | 2.21E-1 | 1.98E-1 | 9.87E-2 | 1.30E-1
1,2,4-trimethylbenzene 1.11E-1 | 4.71E-2 | 4.07E-2 | 2.11E-1 | 1.19E-1 | 5.19E-2 | 7.82E-2
n-propylbenzene 1.30E-1 | 5.80E-2 | 4.81E-2 | 2.18E-1 | 1.40E-1 | 6.38E-2 | 9.25E-2
1,3,5-trimethylbenzene 1.29E-1 | 5.62E-2 | 4.71E-2 | 2.32E-1 | 1.38E-1 | 6.19E-2 | 9.06E-2
C;-naphthalenes 5.66E-2 | 2.21E-2 | 2.06E-2 | 2.04E-2 | 6.08E-2 | 2.43E-2 | 3.96E-2
dibenzothiophene 1.06E-3 | 3.70E-4 | 3.81E-4 | 1.38E-2 | 1.14E-3 | 4.08E-4 | 7.33E-4
fluorene 3.89E-2 | 1.47E-2 | 1.41E-2 | 3.83E-2 | 4.18E-2 | 1.62E-2 | 2.71E-2
Cy-naphthalenes 1.78E-2 | 6.34E-3 | 6.40E-3 | 1.04E-2 | 1.92E-2 | 6.98E-3 | 1.23E-2
C;-dibenzothiophenes 2.98E-4 | 1.02E-4 | 1.07E-4 | 1.05E-2 | 3.20E-4 | 1.13E-4 | 2.05E-4
phenanthrene 6.56E-3 | 2.30E-3 | 2.35E-3 | 1.12E-2 | 7.05E-3 | 2.53E-3 | 4.52E-3
C;-fluorenes 5.86E-3 | 2.04E-3 | 2.10E-3 | 3.35E-2 | 6.30E-3 | 2.25E-3 | 4.04E-3
Cs-naphthalenes 3.91E-3 | 1.34E-3 | 1.40E-3 | 1.42E-2 | 4.20E-3 | 1.48E-3 | 2.69E-3
C,-dibenzothiophenes 9.24E-5 | 3.13E-5 | 3.29E-5 | 8.50E-3 | 9.93E-5 | 3.44E-5 | 6.33E-5
C,-fluorenes 1.77E-3 | 6.02E-4 | 6.29E-4 | 1.29E-2 | 1.90E-3 | 6.62E-4 | 1.21E-3
Cs-naphthalenes 5.21E-4 | 1.76E-4 | 1.85E-4 | 1.74E-2 | 5.60E-4 | 1.93E-4 | 3.56E-4
fluoranthene 1.53E-3 | 5.21E-4 | 5.46E-4 | 1.02E-1 | 1.65E-3 | 5.73E-4 | 1.05E-3
pyrene 2.53E-4 | 8.81E-5 | 9.09E-5 | 3.19E-2 | 2.72E-4 | 9.70E-5 | 1.75E-4
Cs-dibenzothiophenes 3.06E-5 | 1.02E-5 | 1.08E-5 | 4.30E-3 | 3.29E-5 | 1.12E-5 | 2.08E-5
C,-phenanthrenes 8.82E-5 | 2.99E-5 | 3.14E-5 | 5.15E-2 | 9.48E-5 | 3.29E-5 | 6.05E-5
Cs-fluorenes 5.60E-4 | 1.87E-4 | 1.98E-4 | 1.38E-2 | 6.02E-4 | 2.06E-4 | 3.82E-4
C;-fluoranthenes/pyrenes 1.11E-4 | 3.84E-5 | 3.99E-5 | 1.32E-2 | 1.20E-4 | 4.22E-5 | 7.68E-5
Cs-dibenzothiophenes 1.08E-5 | 3.52E-6 | 3.82E-6 | 4.40E-3 | 1.16E-5 | 3.88E-6 | 7.34E-6
Cs-phenanthrenes 2.72E-5 | 9.08E-6 | 9.66E-6 | 5.90E-3 | 2.93E-5 | 1.00E-5 | 1.86E-5
benz[a]anthracene 1.04E-4 | 3.58E-5 | 3.73E-5 | 2.95E-2 | 1.12E-4 | 3.94E-5 | 7.17E-5
C,-fluoranthenes/pyrenes 6.53E-5 | 2.22E-5 | 2.33E-5 | 1.26E-2 | 7.02E-5 | 2.44E-5 | 4.49E-5
Cs-phenanthrenes 8.87E-6 | 2.91E-6 | 3.13E-6 | 5.90E-3 | 9.54E-6 | 3.20E-6 | 6.03E-6
Cs-fluoranthenes/pyrenes 4.04E-5 | 1.35E-5 | 1.44E-5 | 1.07E-2 | 4.34E-5 | 1.49E-5 | 2.76E-5
C;-fluoranthenes/pyrenes 2.63E-5 | 8.67E-6 | 9.32E-6 | 1.01E-2 | 2.83E-5 | 9.54E-6 | 1.79E-5
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Table 5-19. Predicted fraction of aqueously dissolved mass during ascent to the sea surface for several
petroleum compounds according to the TAMOC-c model, and comparison to available field observa-

tions.”

field observa- TAMOC-C,“{ith TAMOC-.C .w'ith TAMOC-c with
tions (Ryerson \{DR?P-J !m-. c.ustOTn "."t'al RR initial size

75 tial size distri- | size distribu- L
Compound etal.”) butions tions distributions
methane 1.00 1.00 1.00 1.00
ethane 1.00 1.00 1.00 1.00
propane 0.99 1.00 1.00 0.85
benzene 1.00 1.00 1.00 0.90
toluene 0.96 0.96 0.97 0.56
i-Cq 0.84 0.88 0.82 0.43
n-Cq 0.74 0.87 0.81 0.42
cyclopentane 0.75 0.77 0.69 0.33
o-xylene 0.64 0.71 0.61 0.28
p/m-xylenes 0.58 0.70 0.59 0.28
cyclohexane 0.50 0.43 0.28 0.15
ethylbenzene 0.48 0.70 0.60 0.28
methylcyclopentane 0.39 0.37 0.23 0.13
methylcyclohexane 0.29 0.20 0.099 0.067
1-methyl,4-ethylbenzene 0.24 0.47 0.33 0.16
i-Cs 0.26 0.43 0.27 0.15
n-Cs 0.17 0.40 0.25 0.14
2,3-dimethylpentane 0.16 0.064 0.023 0.021
1-methyl,3-ethylbenzene 0.15 0.33 0.19 0.11
2-methylhexane 0.14 0.034 0.011 0.012
1,3,5-trimethylbenzene 0.13 0.40 0.26 0.14
3-methylhexane 0.11 0.045 0.015 0.015
1,2,4-trimethylbenzene 0.1039 0.3616 0.2231 0.1216
n-propylbenzene 0.0932 0.4255 0.2818 0.1465
1,2,3-trimethylbenzene 0.0000 0.3632 0.2241 0.1223
2,2-dimethylbutane 0.0000 0.2312 0.1127 0.0787
2,3-dimethylbutane 0.0000 0.2748 0.1419 0.0937
2-methylpentane 0.0000 0.1706 0.0754 0.0577
3-methylpentane 0.0000 0.1521 0.0652 0.0513
n-Ce 0.0000 0.1287 0.0527 0.0433
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5.6.9 Comparison of TAMOC-c model predictions (assuming no
dispersant addition) with field observations for the frac-
tion of aqueously dissolved mass during ascent and frac-
tionation indices of several individual petroleum com-
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Figure 5-14. Comparison of TAMOC-c predictions with field observations for fractionation in-
dices of several hydrocarbon compounds, evaluated at 900-1300 m depth and also at the sea
surface. (a) Fractionation of C;—Cs hydrocarbons in the deep-water hydrocarbon plume at
900-1300 m depth; (b) fractionation of >Cs hydrocarbons in the deep-water hydrocarbon
plume; and (c) extent of fractionation for volatile compounds at the sea surface. Displayed
simulation results are based on the VDROP-J, RR, and custom initial size distributions of drop-
lets and bubbles, without dispersant addition.
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5.6.10 Estimation of the fraction of the mass flow rate of pe-
troleum fluids trapped in the deep-water hydrocarbon
plume as small droplets having slow rise velocities

We compared the composition of the deep-water hydrocarbon plume predicted by TAMOC-c
simulations with that observed by Reddy et al.® Based on this comparison, we infer that 1.2%
of the mass flow rate of sparingly soluble petroleum compounds became trapped in the deep-
water hydrocarbon plume as small droplets having slow rise velocities. This estimate is dis-
cussed in detail below.

Fibenzene Values predicted by TAMOC-c simulations agree with observed Fipenzene Values for
predicted Fipenzene Values = 0.01 (Table 5-18). Discrepancies between predicted and observed
Fibenzene Values of up to three orders of magnitudes are noticed for compounds with predicted
Fibenzene Values < 0.01 (Table 5-18). We postulated that this could be explained by the presence
of small droplets of liquid petroleum. Based on a previous approach,4 we assumed that the
following relation holds for the deep-water hydrocarbon plume:

C :C +mdeaduil,i.c

observed i dissolved predicted ,i droplets

Equation 5-8

where Copserveqi iS the concentration of the compound i observed in the deep-water
hydrocarbon plume, Cuissoived predicted,i 1S the concentration of the compound i predicted by
TAMOC-c simulations to be aqueously dissolved in the deep-water hydrocarbon plume,
Caroplets 15 the concentration of droplets estimated to be trapped in the deep-water
hydrocarbon plume, and Mgeadoiii is the mass fraction of compound i in the Macondo dead oil.
Mdead oiti IS Chosen here as a proxy for the composition of small droplets trapped in the deep-
water hydrocarbon plume. In this computation, we normalized Copserveqi SO that

Cobserved,benzene = Cdissolved predicted,benzene-

We fitted the Caropiets value that minimizes the difference between the left hand side and right
hand side of Equation 5-8. We then use this fitted Caropiers Value to compute the fractionation
index of droplets with respect to methane, Fropietsmethane, and we obtain a value of 0.012. In
other words, we conclude that 1.2% of the mass flow rate of sparingly-soluble petroleum
compounds became trapped in the deep-water hydrocarbon plume as small droplets having
slow rise velocities. When this contribution of small droplets having slow rise velocities is
added to the TAMOC-c model predictions, a good agreement with the Reddy et al.® field
observations is obtained for all of the compounds studied by these authors (Figure 5-15).
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Figure 5-15. Comparison of predictions with field observations® for the composition of the deep-water
hydrocarbon plume. Comparisons are shown both for the case when no droplets are assumed to be
present in the deep-water hydrocarbon plume (Cuissoived predicted,i), and for the case when 1.2% of the
mass flow rate of sparingly-soluble petroleum compounds is assumed to have become trapped in the
deep-water  hydrocarbon plume as small droplets having slow rise velocities
(Cdissolved predicted,i + Mdead oil,i * Cdrap/ets).

5.6.11 Estimated concentration of dispersant in live oil at the
emission source boundary (15.5 MPa and 4.3 °C) on differ-
ent days during the Deepwater Horizon disaster

We find that estimated concentrations of dispersant in live oil at the emission source bound-
ary during the period after the riser was cut (June 4 to July 14) are between 2,500 and
5,300 ppm on 62% of the days (Figure 5-16). Dispersant dosages in this range (2,500-
5,300 ppm) likely led to small variations in initial droplet and bubble size distributions, and
therefore our TAMOC-c simulations for June 8 are likely representative of 262% of the days
after the riser was cut (2June 4). This arises because the interfacial tension of dead oil with
water is 5.05 mN m™ for dead oil with 2,500 ppm of Corexit EC9500A, and this interfacial ten-
sion is 4.2 mN m™ for dead oil with 5,000 ppm of Corexit EC9500A. (These data, reported pre-
viously by Abdelrahim, were acquired at 25 g kg salinity, 15.3 MPa, and 4.4 °C.%3) Predicted
droplet and bubble size distributions are not sensitive to such small variations of interfacial
tension between liquid petroleum and seawater.
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Figure 5-16. Estimated concentrations of dispersant in live oil at the emission source boundary. These
estimates are based on previously reported volumetric flow rates from Appendix 3 of the Oil Budget
Calculator.?>* We estimated the concentration of dispersant in live oil at the emission source boundary
(15.5 MPa and 4.3 °C), assuming that 100% of the injected dispersant was mixed with 100% of the live
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oil exiting the broken Macondo riser stub, on each day after the riser was cut (44" day, vertical line).

Before the riser was cut, we computed the concentration of dispersant in live oil at the open end of
the broken riser (assumed 74% of the flow based on estimates reported previously by Camilli et al.**);
no dispersant was injected at the riser kink emission location, not reported on this graph (before riser

was cut, estimated to 26% of the flow*). The pink circle represents June 8, 2010.

225






Chapter 6 Resolving biodegradation
patterns of persistent saturated hydro-
carbons in weathered oil samples from
the Deepwater Horizon disaster

Published in: Environmental Science & Technology 2014, 48, 1628-1637
(http://pubs.acs.org/doi/abs/10.1021/es4042836).

Authors: Jonas Gros, Christopher M. Reddy, Christoph Aeppli, Robert K. Nelson,
Catherine A. Carmichael, and J. Samuel Arey.

Contributions: This chapter was prepared principally by me. | wrote the Matlab codes for
the data analysis. Christoph Aeppli, Catherine Carmichael, Christopher
Reddy, and Bob Nelson conducted field sampling and laboratory analysis.
Some previously published results from Christoph Aeppli are used to draw
conclusions regarding the fraction of originally spilled material that re-
mains in the environment. Christopher Reddy and Samuel Arey provided
guidance to me and participated prominently in text writing and editing.

Note: An error in the Matlab built-in function interp2 resulted in a slightly al-
tered performance of our alignment algorithm in the published version.
This chapter was updated using a version of the alignment algorithm com-
patible with both the bugged and non-bugged Matlab versions.

Qriginal oil Weathered oil
Light Moderate Severe

methylalkanes
cyclic isoprenoids
acyclic isoprenoid:

Biodegradation
Index 2 1 0

Figure 6-1. Schematic depiction of our biodegradation index.

Reproduced/adapted with permission from Environmental Science & Technology 2014, 48,
1628-1637. Copyright 2014 American Chemical Society.
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6.1 Abstract

Biodegradation plays a major role in the natural attenuation of oil spills. However, limited
information is available about biodegradation of different saturated hydrocarbon classes in
surface environments, despite that oils are composed mostly of saturates, due to the limited
ability of conventional gas chromatography (GC) to resolve this compound group. We studied
eight weathered oil samples collected from four Gulf of Mexico beaches 12-19 months after
the Deepwater Horizon disaster. Using comprehensive two-dimensional gas chromatography
(GCxGC), we successfully separated, identified, and quantified several distinct saturates clas-
ses in these samples. We find that saturated hydrocarbons eluting after n-C;, dominate the
GC-amenable fraction of these weathered samples. This compound group represented
8-10%, or 38-68 thousand metric tons, of the oil originally released from Macondo well. Sat-
urates in the n-Cy, to n-Cys elution range were found to be partly biodegraded, but to different
relative extents, with ease of biodegradation decreasing in the following order: n-alkanes >
methylalkanes and alkylcyclopentanes+alkylcyclohexanes > cyclic and acyclic isoprenoids. We
developed a new quantitative index designed to characterize biodegradation of >n-C,; satu-
rates. These results shed new light onto the environmental fate of these persistent, hydro-
phobic, and mostly overlooked compounds in the unresolved complex mixtures (UCM) of
weathered oils.

6.2 Introduction

In previous chapters, we considered mass transfer processes which are dominant during the
early hours to days after release of petroleum fluids. In this chapter we will focus on the
longer-term fate, by considering biodegradation.

Biodegradation is a major transformation process for petroleum hydrocarbons in both surface
and subsurface environments.1>31%316 However, it is not uniform, varying in extent, com-
pound specificity, and relative rates for different compounds, depending on environmental
conditions.”?!® Qil residues can persist for years in the environment without exhibiting any

183 \wwhereas under other conditions 40% of the oil can be

significant sign of biodegradation,
degraded within one month.3* Additionally, biodegradability depends on oil composition, be-
cause different compounds exhibit different susceptibilities to biodegradation.>>31%31 |n or-
der to understand the spectrum of fates of spilled hydrocarbons, it is therefore essential to
account for the rate, extent, and possible cessation of biodegradation in relevant environ-
mental contexts. In this chapter, we assess the biodegradation of several classes of saturated
hydrocarbons (“saturates”) that are difficult to resolve and that can persist in weathered oils

in surface environments.

Saturates often dominate the gas chromatography (GC)-amenable fraction of moderately
weathered oils in surface environments, 31828319320 typically described as an “unresolved com-
plex mixture” (UCM) of compounds that are difficult or impossible to separate using conven-
tional GC-based techniques.3?! Early stages of weathering are typified by the loss of light com-
pounds (<15-20 carbons) from the oil mixture through evaporation (Chapter 3),*! as well as
loss of two- to four-ring polycyclic aromatic hydrocarbons (PAHs) by evaporation, aqueous
dissolution, and photodegradation.1%5317.1479 The remaining compounds in the weathered oil,
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which are subject to removal principally by biodegradation,”?!” are usually mostly satu-
rates. 31828319320 This oil fraction includes easily biodegradable n-alkanes and more resistant
branched and cyclic compounds,®31® as well as some highly recalcitrant biomarkers such as
hopanoids or steranes®?? that biodegrade only under extreme conditions.3?® Indirect photo-
degradation can also affect saturates,®*=%¢ although the time frame of this process under
relevant environmental conditions remains unclear.

Despite the prominence of saturates in weathered oils3%°

diagnose biodegradation are centered mostly on PAHs and highly recalcitrant biomarkers.

presently available approaches to
6,316
Several different biodegradation indices, formulated as compound concentration ratios,3>3%’
have been proposed to diagnose biodegradation in weathered oil; however most of these
ratios involve PAHs and/or biomarkers (see reference *° for a compilation). In a recent review,
biodegradability rankings for the “>Cis category” included 10 PAH groups, 7 biomarker
groups, and only 2 saturates groups (n-alkanes+isoalkanes group and isoprenoids group).3!®
These biases partly reflect the wide use of conventional GC, which effectively separates and
quantifies PAHs in weathered petroleum mixtures, but which is less effective at separating
structural isomers of saturates,??328 thus giving rise to the “unresolved” fraction of weath-
ered oil, or UCM 3%

Compared to PAHs, limited information is available about biodegradation of different satu-

329331 and field*2333 studies have re-

rates clas