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Abstract

The paper by Karma and Tourret (this volume) in this special issue focuses on multiscale modeling approaches ranging from atoms to microstructure. In the present one, the most recent and significant modeling contributions dealing with the scale of solidification from microstructure to grain structure are briefly reviewed. The paper also covers modeling of defect formation during the last stage of solidification, namely porosity and hot tearing. As will be shown, the field of solidification has taken advantage of several simulation and experimental tools which have become increasingly powerful and accessible over the past decade. The emphasis will be put on complex 2D and 3D models for which correlations with in situ observations using synchrotron radiation and/or combined orientation and metallography imaging have been made.

1. Introduction

Solidification has been one of the pioneering fields of materials science in which multiscale modeling aspects have been considered. One of the reasons is that phase transformations become simpler to approach when the assumption of a purely diffusion-controlled process is made (i.e., no convection in the liquid and no deformation of the solid for solidification). Under such assumption, solidification morphologies are controlled by thermal and solute diffusion and by the properties of the solid–liquid interface. Among those, the anisotropy of the solid–liquid interfacial energy, and to some extent that of the attachment kinetics, are key parameters. Grain boundary properties are also important for multi-phase solidification (eutectic, peritectic). The connection between the microstructure, grain structure and macroscopic scale of solidification processes has been a very active topic since the 1980s [2–4]. With the arrival in solidification of the phase-field method in the mid 90’s [5], it was initially thought that this technique would solve all the problems and cover all the scales, predicting microstructure and grain structure at the scale of an entire casting. Some attempts along this direction have been made, but at a huge computational cost on graphic processors and yet for a volume of a few tens of mm$^3$ only [6]. After twenty years, we have to recognize that phase-field is “just” another, yet very powerful, tool to improve our understanding of solidification microstructures.

It is now fairly well understood that a multiscale approach of solidification involves the prediction of the right properties at a given scale with an appropriate model. As input, it usually needs some information coming from a lower scale, while output results can be passed to a larger one. For example, as summarized in the paper of Karma and Tourret paper [1], the anisotropic properties of a solid–liquid interface can be deduced from atomistic simulations. These properties can then be used in phase-field calculations to predict dendrite growth orientation and kinetics. Such dendrite growth kinetics can then be used in micro-macro or mesoscopic models of solidification, i.e., models that make the connection between the microstructure and the process scale. Recent developments at this mesoscale have been made along two main directions. On one hand, analytical models of nucleation and growth, together with their coupling with heat-and-mass transfer calculations, have been refined. Their main goal is to improve predictions of macrosegregation and grain structures (columnar, equiaxed) in castings. On the other hand, similar goals have been set for so-called stochastic models of solidification such as CAFE (Cellular Automata coupled with Finite Elements). Compared to analytical models, this type of approach offers the additional advantage of providing a direct view of the grain structure and texture.

If models have made tremendous progress over the past two or three decades, analysis tools have also become more and more sophisticated. At present, one can have access to 3-dimensional (3D) information, sometimes also as a function of time, about the distribution, nature, composition and orientation of phases making
a microstructure. This is notably the case of in situ X-ray radiography, diffraction, tomography or topography, thanks to high-power X-ray beams delivered by dedicated synchrotron beam lines around the world. Crystallographic orientation of microstructures and grains are also now accessible in 2D sections thanks to automated imaging orientation technique such as Electron Back-Scattered Diffraction (EBSD). This can be extended to 3D if EBSD is combined with eitherFocused Ion Beam (FIB) or standard serial sectioning techniques. One has seen recently an increased number of publications combining sophisticated in situ observations with numerical simulations.

On the other hand, solidified microstructures are perhaps not as important as solidification defects (porosity, hot tearing) for the quality and mechanical properties of cast products. While there are many papers in the area of defect prediction, the present contribution will focus mainly on those where a link with microstructure and/or grain structure is made. In particular, one has seen recently an improved description of the last stage solidification of alloys. This is indeed the hot-cracking sensitive region of the mushy zone of dilute alloys. The gradual transition of the mushy zone leading to a continuous solid containing isolated liquid pockets (i.e., percolation of initially isolated grains) is now much better understood and analyzed.

The paper is subdivided as follows. Analytical micro–macro models of solidification are briefly reviewed in Section 2, while the main core of the paper (Section 3) is dedicated to stochastic models. Finally, the prediction of microporosity and hot tearing is described in the last section of the paper. In each section, the emphasis will be put on numerical simulations that are combined with in situ observations or experimental results.

2. Analytical micro–macro models of solidification

In the 1990’s, C. Beckermann and his group derived the formalism to couple heat- and mass-transfer equations for a 2-phase solid–liquid system with microscopic model of solidification describing nucleation and growth of equiaxed grains [7,3,4]. Such micro–macro models are mainly used for the prediction of macrosegregation in large scale castings, including grain movement and sedimentation. In addition to macrosegregation maps, they provide access to spatial information about grain size distribution. Using the concept of grain envelope [8], three regions are distinguished in such models: the solid, the liquid within (intradendritic) and outside (extradendritic) the grain envelope.

These concepts have been used and refined in order to investigate the effect of thermosolutal natural convection, solidification shrinkage and motion of free floating grains on the resulting macrosegregation and grain density [9,10]. Assuming athermal nucleation on inoculant particles such as TiC characterized by a size distribution [11], the evolution of each class of inoculant particles can be tracked. These inoculant particles are assumed to be transported with the velocity of the liquid until they become active at their corresponding undercooling and become grains. Grains then move with the velocity of the solid phase. It is shown that different classes can be activated depending on the hypotheses. In the presence of grain motion, grains are nucleated in a small zone close to the cooled surface of the mold only. Some of them settle and pack at the bottom, while others travel through a low-undercooling zone before packing. Such simulations can possibly explain the duplex grain structure often observed in the center of ingots.

In [12,13], the concept of a splitting operator introduced already by several authors, e.g. [14], is generalized and justified. The basic idea is to consider the different time scales that govern microscopic phenomena of grain nucleation and growth on one hand, and macroscopic phenomena of heat- and mass-transfer, including grain motion, on the other hand. An interesting benchmark for the simulation of macrosegregation and freckling in columnar grain structures (no grain movement) has been reported in [15]. Besides comparison with carefully calibrated experiments [16,17], such benchmarks of complex codes are really necessary. Indeed, very small differences in the resolution scheme, method or mesh size can lead to slightly different results, especially for freckles.

Micro–macro models have also been used for the modeling of small Al–Cu droplet solidification [18] in order to predict the distribution of copper and to analyze the influence of the nucleation undercooling. They have also been extended to include the mold filling stage [19]. The influence of the equiaxed grain morphology (globular or dendritic) and of their transport on macro- and mesosegregation (freckles) has been demonstrated for large steel ingots in [20]. In such ingots, both columnar and equiaxed grain structures [21] have been accounted for using a micro–macro approach based on 5 “phases” [22,23]. This terminology is unfortunate in materials science since these are not phases, but regions or zones. They correspond in fact to: (i) the solid dendrite and (ii) interdendritic melt of equiaxed grain envelopes; (iii) the solid dendrites and (iv) interdendritic melt of columnar dendrite envelopes; and (v) the extradendritic melt. Each of these “phases” is characterized by a volume fraction and a velocity.

One of the weak points of such micro–macro modeling approaches is the transition of equiaxed grain morphologies. For small radius, equiaxed grains remain globular with the growth kinetics of a sphere. For large radius, they are fully dendritic and the growth kinetics of their envelope is essentially that of an isolated dendrite tip (until solute layers of neighbor grains start overlapping, i.e., “soft impingement”). The problem comes for intermediate growth radii when globular equiaxed grains become globular-dendritic, i.e., the equiaxed equivalent of cells in directional solidification: For such morphologies, there is no analytical solution for the growth kinetics. In this respect, phase-field simulations such as reported in [24], or a simple globular-dendritic transition (GDT) criterion, such as the one derived in [25], can help improve the description of this transition and thus micro–macro models.

3. Stochastic grain structure models

The Cellular Automata coupled with Finite Elements (so-called CAFE model) [26,27] was developed in the 1990’s. Compared to analytical micro–macro models of solidification, it offers the advantage of providing a direct view of the grain structure (columnar and equiaxed) and of the texture. Such model has since been improved in many ways by many authors, but in particular by the group of Gandin at CEMEF. From a computational point of view, the dynamic allocation of the memory already implemented in the original CAFE approach to track the liquidus [27] has been improved. Several new algorithms and parallelization strategies have been implemented [28] in order to predict grain structure formation for much larger castings within reasonable computation times. In [28], an ingot of about 0.2 m³ containing more than 1 million grains has been simulated with CAFE and about 4.9 x 10²⁴ cells.

Such computational optimisations are also necessary if one wants to couple CA with average equations of mass, momentum and solute in order to predict convection and macrosegregation. A very good example of such a CAFE calculation combining grain growth, thermosolutal convection and macrosegregation is given in [17]. These authors have simulated the solidification of a Sn–3 wt% Pb alloy in a rectangular cavity having the dimensions of Hebditch and Hunt’s experiment [29]. However, the experiment
has been improved to control the heat exchange of this cavity with the surrounding. The temperature of the smallest opposite faces are totally controlled and the thermal losses of the four others are compensated by a Kirchhoff box to have adiabatic conditions. Further details of this benchmark experiment can be found in [16]. A result of such simulations is shown in Fig. 1. As can be seen, solutal convection dominates in this experiment, and this influences the growth of columnar tin grains and the columnar-to-equiaxed (CET) transition.

Another interesting extension and application of the CAFE model is shown in Fig. 2 [30,31]. It shows a comparison with in situ X-ray radiography solidification experiments performed on the ID19 beamline of the ESRF synchrotron facility. A thin Al–3.5 wt.% Ni specimen inoculated with 0.5 wt.% AlTiB was directionally solidified and observed in situ. After 4200 s, the pulling velocity of the specimen was increased from 1.5 to 4 \( \mu \text{m/s} \). This increased the undercooling of the columnar front, thus allowing the formation of a few equiaxed grains ahead of the columnar front (left image in Fig. 2), i.e., start of a CET. In this configuration, the thermal gradient is vertical and the heavier nickel has a segregation coefficient smaller than 1. Therefore, the gradient of liquid density is expected to be parallel to gravity and there should be no convection. However, as can be seen, the columnar dendrite front is not horizontal in Fig. 2. This indicates that the isotherms are not precisely horizontal, thus initiating a flow of liquid towards the edges of the thin specimen with a positive macrosegregation at those locations [25]. The position and orientation of each grain were then fed to the 2D version of the CAFE model, coupled with fluid flow and macrosegregation calculations. The figure at the center of Fig. 2 shows the calculated Ni composition profile, with the enrichment near the edges. The grain structure map on the right clearly reproduces the shape of the curved columnar front.

Although the extension and recent applications of CAFE are quite impressive, it does not mean that some of its assumptions cannot be put into question. Since the grains are assumed to be dendritic with the growth kinetics taken from that of an isolated tip, the model does not apply to globular or globular-dendritic equiaxed grains (see previous remark for analytical models). One of the basic principles of the original CAFE model [26] is that dendrites are constrained to grow along \( h_{100} \) directions. As such, it is not directly applicable to other situations, such as hexagonal-type elements (e.g., Mg or Zn) or fcc metals having other growth directions [32]. The grains in CAFE also interact via “hard-impingement”, i.e., they do not slow down when their surrounding solute layers overlap. This has some implication on the competition between columnar grains. Columnar (100) dendrites well aligned with the thermal gradient have a lower growth velocity, and thus a smaller undercooling, than those of a misaligned grain. At a converging grain boundary, misaligned dendrites are thus slightly behind those of the well-aligned grain and the boundary is locked. However, Zhou et al. [33] have shown in a bicrystal Ni-base superalloy that such is not strictly the case. The solutal interaction between two converging neighboring dendrite tips slows them both down. This allows the next misaligned dendrite tip neighbor to grow ahead and bypass the well-aligned dendrite located at the grain boundary. As a consequence, the converging grain boundary moves by one dendrite trunk spacing in the well-aligned grain when “soft” grain impingement (i.e., solute interactions) is considered. Such a phenomenon, which is not accounted for in the standard CAFE approach, has been modeled in 2D with the phase-field method [34]. But to be realistic, dendrite growth competition at grain boundaries should be calculated with phase field in 3D, as in [6], in order to improve the growth algorithm of CA’s. An alternative solution, with lower computation costs, could be provided by the Dendrite Needle Network (DNN) developed by Tourret and Karma and already described in [1].

---

**Fig. 1.** Grain structure and velocity field at two instants in a Sn–3 wt.% Pb alloy solidified in a rectangular cavity 10 \( \times \) 6 \( \times \) 1 cm\(^3\) which has temperature-controlled external surfaces [17].

**Fig. 2.** In situ X-ray radiography of an Al–3.5 wt.% Ni specimen (left) showing the columnar dendritic front with a few equiaxed grains forming just ahead at the time the pulling velocity of the specimen was changed from 1.5 to 4 \( \mu \text{m/s} \). The computed grain structure and concentration field calculated with CAFE are displayed on the right and center, respectively [30].
Since the beginning of 2000, one has seen the emergence of so-called “modified CAFE” models. These models solve the solute diffusion equation and thus can handle “soft” grain impingement. They estimate the curvature of the solid–liquid interface on the basis of the solid fraction of neighbor cells [35,36] (see also the fairly complete reference list in [37]). Besides “soft” impingement, such modified CA have the advantage over simpler CA that they produce dendritic patterns within the grains that look like those produced by phase field calculations. They can mimic the dendrite competition that occurs among different dendrite variants in a single crystal [37], the selection of primary trunks within a grain [35] and the dendrite competition at grain boundaries. They can also be coupled with heat- and mass-transfer equations for the prediction of macrosegregation and freckles formation, as illustrated in Fig. 3. In the experiment of Shevchenko et al. [38], a thin Ga–25 wt.% In specimen is solidified directionally while X-ray radiographies are recorded. The gray-level contrast pictures are then converted into a color code that reflects the composition. In this system, indium dendrites solidify first, thus rejecting lighter gallium in the liquid. This leads to the formation of solute plumes and freckles, which strongly modify the growth of columnar grains. They can also fragment dendrite arms which then become equiaxed grains falling back on top of the columnar front or in the freckles. Such a situation has been modeled in [39] using the code μMatIC, which is based on the modified CA of Wang et al. [35].

Although modified CA overcome some limitations of CAFE and produce phase field-like dendritic patterns, the underlying hypotheses and limitations should not be forgotten. In particular, the growth algorithm cannot predict correctly the actual kinetics of dendrite tips. The dendrite tip kinetics has almost never been validated on analytical solutions or phase field computations. Furthermore, the dendrite growth directions are biased by the mesh unless a huge anisotropy of the solid–liquid interfacial energy, much larger than the few percents of real metallic alloys, is introduced. In order to be close to the phase-field method accuracy, modified CA require a much finer mesh and a much more refined algorithm for the estimation of interfacial curvature. This is precisely what is done in the level set [40] or pseudo-front tracking [41] methods. But these methods have a computation cost comparable with that of the phase-field method, while they are more difficult to extend to 3D.

Another mesoscale approach to compute the formation of grains is the so-called “mesoscopic” model initially developed for pure substances by Steinbach et al. [42], and later adapted to alloys in [43]. It accounts for solutal interactions between grains without providing a resolution of individual dendrite arms. A confocal envelope of a grain, i.e., a surface located at a fixed distance from that surrounding the “active” dendrite arms, is first defined. The velocity of the dendrite tips and “active” arms is provided by an analytical solution, as in the regular CAFE model, but with the undercooling across a stagnant film surrounding the envelope. From its construction, it handles cruciform envelope grain shapes, as opposed to the regular CAFE model which considers octahedra. It also considers “soft” grain impingement. Recently, such a model has been applied to analyze in situ X-ray radiographies of Al–30 wt.% Cu alloys [44]. The in situ observations and mesoscopic simulations shown in Fig. 4 illustrate how a primary dendrite trunk is eliminated during growth by solute rejected by too-closely packed dendrite trunk neighbors.

4. Modeling of microporosity and hot tearing

Shrinkage microporosity and hot tearing typically occur in the last stage solidification of low-concentration alloys. Since they are the main limiting factors for the mechanical properties of cast products, in particular ductility, toughness and fatigue strength, one has seen a regain of interest to model their formation with more accurate simulation tools. In the same way, in situ observation techniques have allowed them to be visualized in real alloys during solidification. We will restrict our discussion to those models and approaches in which a clear link with the solidification microstructure is made.

4.1. Microporosity

Numerical models of microporosity formation have been pioneered by Piwonka and Flemings [45] and later refined by Kubo and Pehlke [46]. As reviewed in [47] or explained in basic textbooks [25], these models first solve the mass- and momentum conservation equations in the mushy zone, with appropriate boundary conditions. Assuming a Darcy-type liquid flow in between fixed dendrites, this allows to calculate the pressure drop in the liquid of the mushy zone. Under simplified assumptions and 1D configuration, analytical expressions can even be calculated [25]. Things get more complicated when microporosity models consider the formation of the new phase, i.e. the pores. Indeed, nucleation and growth of pores require to account for segregation and diffusion of gaseous and/or volatile solute elements into the liquid. Accordingly, the supersaturation of the melt associated with such elements has to be considered. It is a function of the pressure, besides temperature and composition, of the liquid. Furthermore, the formation of voids partially compensates solidification shrinkage, and thus relaxes the local liquid pressure.

A fairly general formalism to encompass multiple dissolved gas elements, such as H2 or N2, as well as volatile solute elements, such as Zn, in the equilibrium conditions has been made in [48]. The effect of limited hydrogen diffusion in aluminum alloys on the pore fraction has been evidenced in [49], while the diffusion coefficient of this element in a two-phase solid–liquid mixture has been calculated in [50]. But the most important refinements of microporosity models are related to curvature of micropores. Since shrinkage micropores have to grow in between well-developed dendrites (or grains), they have a very complex and tortuous morphology, as shown in Fig. 5 [51].
Fig. 4. Three time-sequences of in situ X-ray radiography of a directionally solidified Al–30 wt.% Cu specimen (right) in which the gray-level initially measured for the Cu concentration has been converted into a color scale. Simulations made with the mesoscopic model is shown on the left, with the grain envelope (white contour lines) and composition field (in color) [44].
This 3D X-ray microtomography reconstruction reveals shrinkage micropores in Al–Cu alloys. When the alloy is inoculated with TiB2 particles, the grains are equiaxed and the overall morphology of micropores is also fairly “equiaxed” (Fig. 5, left). Without inoculation, the primary dendrites are columnar and micropores adopt an elongated shape surrounding the primary trunks (Fig. 5, right). The “negative” shape of columnar dendrites, with primary and secondary arm spacings, is clearly visible in the second microtomograph. The 3D shape of the micropores being reconstructed, the two local principal radii of curvatures of its surface can be calculated in order to construct an Interface Shape Distribution (ISD) map. Such maps were originally proposed by Voorhees and his group for the study of coarsening in alloys [52]. The ISD plots corresponding to Fig. 5 indicate that most of the surface of the micropores has a saddle-type morphology. The smallest principal curvature is negative (average of about $-0.1 \mu m^{-1}$), while the other one is positive. The associated negative radius of curvature ($-10 \mu m$) corresponds roughly (with the opposite sign) to half the secondary dendrite arm spacing ($\lambda_s = 20 \mu m$ in this case). Such saddle-type shape regions correspond to the surface of the pore in contact with the solid dendrites.

The micropore surfaces in Fig. 5 have been colored according to the local mean curvature. As can be seen, most of the surface has a slightly negative mean curvature (blue-green regions, $-0.1$ to $0 \mu m^{-1}$) and corresponds to the micropore-primary dendrite interface. A few regions have a very high positive mean curvature (red regions, $0.3 \mu m^{-1}$); They correspond to the regions of the surface of the micropore in contact with the interdendritic regions, i.e., the eutectic. It is not sure that the micropore had the same mean curvature when it was in contact with the last interdendritic liquid of eutectic composition, just before it solidified. But if we make this assumption, the capillary overpressure associated with a curvature of $0.3 \mu m^{-1}$ correspond to a capillary pressure of about 600 kPa (the liquid–air interfacial energy is about 1 J/m$^2$ for Al). This contribution is very often larger than the pressure drop in the liquid and can compensate the negative pressure reached sometimes in the interdendritic liquid, deep in the mushy zone.

In order to estimate more accurately this capillary overpressure during solidification, the multiphase-field method has been used recently to simulate the growth of a pore in simple configurations [53] or in a representative volume element extracted from tomography measurements [54]. The group of Lee et al. implemented the same concepts in a modified CA to predict and visualize microporosity formation in Al–Cu–Si alloys [55].

### 4.2. Hot tearing

The problem of hot tearing has seen a regain of interest and new approaches over the past fifteen years. Simple models such as the RDG criterion [56], similar to the Niyama criterion for microporosity formation [25], or more complex models based on averaged conservation equations [57,58] have been developed. On the other hand, the rheological behavior of alloys in the semi-solid state has been measured (e.g. [59] for Al alloys). It is well-known that hot tearing is an intergranular defect that forms as a result of thermal strains in the coherent solid and insufficient liquid feeding. Its intergranular nature is linked with the presence of thin liquid films that remain at grain boundaries of dilute alloys until a late stage of solidification. These films cannot sustain mechanical tensile and shear strains induced and transmitted by the coherent solid and thus behave as a brittle phase. Consequently, localized strains at those “wet” grain boundaries can no longer be compensated by liquid feeding due to the very low permeability of the mushy zone.

Average approaches such as [56–58] are definitely useful for the prediction of hot cracking tendency of alloys in solidification processes such as continuous casting or welding. However, refined models which account for the grain structure are needed if the intergranular and localized nature of hot tears is to be described. For that purpose, the coalescence of two solid–liquid interfaces leading to the formation of a grain boundary had to be described first. Using a simple thermodynamic approach, it was shown in [60] that two types of grain boundaries have to be distinguished: (i) when the grain boundary energy $\gamma_{gb}$ is smaller than $2\gamma_{sl}$, where $\gamma_{sl}$ is the solid–liquid interfacial energy, the boundary is “attractive”. The two solid–liquid interfaces tend to immediately coalesce when they get within interaction distance; (ii) when $\gamma_{gb} > 2\gamma_{sl}$, the boundary is repulsive. A so-called coalescence or bridging undercooling is required to overcome the surface energy barrier given by $(\gamma_{gb} - 2\gamma_{sl})$. Molecular dynamic simulations with an embedded atom approximation have shown a slightly more complex behavior for pure nickel [61]. A symmetric $\Sigma 9$ twist boundary shows a fairly simple repulsive behavior, but a symmetric $\Sigma 9$ tilt boundary exhibits a more complex behavior: it has a weak attractive disjoining
potential at larger boundary width and a repulsive behavior at short width. The influence of the misorientation angle of a symmetric tilt boundary on the hot tearing sensitivity of a laser weld of a Ni-base superalloy bicrystal was clearly evidenced in [62].

On the basis of such coalescence concepts, the percolation of a population of randomly oriented equiaxed-globular grains has been investigated, in 2D [63] and 3D [64]. Percolation is essential for hot tearing since it determines when the coherent solid can transmit tensile stresses across a domain. Using a Voronoi tessellation of randomly distributed grains, solidification was first calculated. The result was then used to calculate fluid flow within the intergranular liquid channels, using a Poiseuille-type approximation. This fluid flow model was coupled with the movement of rigid grains in 2D [65] or with 3D thermomechanical calculations for the solid phase [66]. Finally, the combined fluid flow - deformation calculation was completed with a cracking-criterion based on cavitation in the intergranular liquid (see below).

In parallel to these “granular” model developments, in situ tensile tests were performed by Terzi et al. on the X-ray microscopic tomography beam line of ESRF [67]. Fig. 6, left, shows a longitudinal section of an Al–8 wt.% Cu specimen strained at 555 °C (just above the eutectic temperature) and at a speed of 0.1 μm/s. The liquid of eutectic composition is white in this reverse contrast tomogram, while solid Al and voids are shown in gray and black, respectively. The specimen has been machined with a notch prior to the in situ tensile test in order to localize the strains in the

![Fig. 6. Longitudinal section of the X-ray tomography stack of the in situ hot tear test of Al–8 wt.% Cu (top-left). The 3D granular simulation result at the same time is shown on the right. The small insert shows the intergranular liquid pressure and the cavitation pressure in the widest liquid channel connected to air, as a function of displacement [67,68].](image)

![Fig. 7. X-ray tomography (left) and level-set simulation (right) of Al–8 wt.% Cu [69].](image)
observation zone. In a first stage of deformation, grains deform and rearrange so as to accommodate the strain. During this stage, the intergranular liquid is drained in the highly strained region (the notch) from the upper and lower parts of the specimen. This can be measured directly from the fraction of liquid: uniform with about 7% before deformation, it increases in the notch region during deformation. Once this mechanism is no longer possible, cracks are initiated. Time-resolved X-ray tomography has shown that they form at the periphery of the specimen, where the new phase (air) is already available (no crack nucleation necessary in this case). They tend to form in the widest liquid channels since the air–liquid meniscus has the lowest curvature (and thus capillary overpressure) in such regions.

The same situation has been simulated with the granular model [68], as shown on the right of Fig. 6. Although grain boundaries are flat surfaces in this Voronoï model, the same mechanisms are fairly well reproduced. The small graph shows two curves as a function of the displacement of the jaw of the micro-tensile test: The calculated capillary pressure associated with the liquid–air (in fact oxide skin–air) meniscus has the widest liquid channel connected to the exterior (curve going up). When these two curves cross, the first void is initiated at the periphery of the specimen in the widest channel and then propagates inside.

Another modeling approach to this tensile test has been made in [69] using a level set method. The initial configuration of solid grains, intergranular liquid and air has been taken first from the X-ray tomography stack. The 3-phase system was then simulated assuming an elastic behavior with different elastic modulus. Fig. 7 shows a comparison of the calculated and observed deformed specimen after some stage of deformation. Although the mechanical behaviors of liquid and air are poorly approximated, the model reproduces remarkably well the introduction of air (crack) within the notched area.

5. Conclusion

Modeling of solidification grain structures and defects has made significant progress over the past five to ten years. Besides cheaper and more powerful computers, improvements of the models have been made possible thanks to new or optimized numerical methods. As importantly, our understanding of the key phenomena has improved with the help of careful experiments and simulation. In this respect, simulation is a wonderful “learning” tool, probably as important as a fitting method. This short paper has reviewed some of these developments and is by far not exhaustive. The emphasis has been put on contributions in which a clear link with the microstructure is made.

For large castings, analytical micro–macro models of solidification are still very suitable for the prediction of macrosegregation. The transport of inoculant particles and grains very often plays a significant contribution. For smaller castings (e.g., turbine blades), the continuous improvement of Cellular Automata has shown its potential to incorporate many phenomena, in particular convection and macrosegregation. The criteria of grain propagation in the CA should be refined in order to include solute interactions between dendrite tips (“soft” grain impingement). This is particularly important at convergent grain boundaries. From that point of view, modified CA, DNN or mesoscopic models of solidification have an advantage. When trying to include a curvature contribution in so-called modified CA to produce dendrite-like patterns, it should be kept in mind that the shape, growth direction and kinetics of dendrites simulated with such techniques are qualitative only.

For the prediction of microporosity, especially when it occurs at a late stage in solidification, the capillary overpressure plays a major role and has been too often underestimated in the models. This overpressure directly influences the fraction of pores since this phase is compressible. Considering the importance of this defect for the mechanical properties of cast components, further work is needed and not only on capillary effects. As shown by in situ X-ray tomography, shrinkage porosity appears quite suddenly when the interdendritic eutectic solidifies. Under such conditions, it is not sure that local thermodynamic equilibrium (including curvature) applies.

Substantial progress has been made in the area of hot tearing prediction. The development of average 2-phase methods accounting for the very different behaviors and interaction of the solid and liquid is an important step to predict this defect in industrial castings and in welding. At a more microscopic scale, granular models and in situ hot tearing tests have enlightened the basic mechanisms. The two approaches could probably be combined in the future. Average 2-phase models can be used in a first step to identify critical regions of the casting/welding where hot tears are mostly susceptible to form. They also provide boundary conditions to be applied in such critical zones for a finer microscopic simulation at the scale of the grains. Such types of approaches have already been used for crack propagation in solids.

Finally, it is important to recall that reliable simulations require accurate thermophysical data. Although several are fairly well known (e.g., thermal conductivity, latent heat of fusion, phase diagram, ...), many need to be more accurately assessed, in particular diffusion coefficients and properties related to solid–liquid and solid–solid interfaces. Their temperature- and/or solute dependence is very often ignored. Yet, they strongly influence microstructure characteristics such as growth directions and kinetics, and thus grain structures. Carefully controlled experiments and atomistic simulations based on accurate potentials are really needed in this area to improve phase field simulations and the lower scale of mesoscopic models. On the upper scale of such models, efforts should be made to make those simulations useable in industrial applications. Finally, if growth kinetics models are fairly well established, phenomena related to grain “birth” need to be studied in greater depth, sometimes with “new eyes”. Production of new grains by dendrite fragmentation should consider remelting, for which there are limited studies only [70]. Heterogeneous nucleation on foreign particles such as Al on TiB2 or TiC particles has been shown to be athermal and thus does not follow standard theories, at least at small undercooling [11]. Finally, it has been shown recently that homogeneous nucleation in the liquid might depend on the short range order of atoms in the liquid, itself influenced by minute additions of solute elements [71].
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