Abstract—Augmented reality, interactive navigation in 3D scenes, multiview video and other emerging multimedia applications require large sets of images hence larger data volumes and increased resources compared to traditional video services. The significant increase of the number of images in multiview systems leads to new challenging problems in data representation and data transmission to provide high quality of experience on resource-constrained environments. In order to reduce the size of the data, different multi view video compression strategies have been proposed recently. Most of them use the concept of reference or key views that are used to estimate other images when there is high correlation in the dataset. In such coding schemes, the two following questions become fundamental: i) how many reference views have to be chosen for keeping a good reconstruction quality under coding cost constraints? ii) where to place these key views in the multiview dataset? As these questions are largely overlooked in the literature, we study the reference view selection problem and propose an algorithm for the optimal selection of reference views in multiview coding systems. Based on a novel metric that measures the similarity between the views, we formulate an optimization problem for the positioning of the reference views such that both the distortion of the view reconstruction and the coding rate cost are minimized. We solve this new problem with a shortest path algorithm that determines both the optimal number of reference views and their positions in the image set. We experimentally validate our solution in a practical multiview distributed coding system and in the standardized 3D-HEVC multi view coding scheme. We show that considering the 3D scene geometry in the reference view positioning problem brings significant rate-distortion improvements and outperforms traditional coding strategy that simply selects key frames based on the distance between cameras.
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I. INTRODUCTION

Several new applications based on multiview transmission systems have been recently developed, such as immersive communications, interactive systems, navigation in a 3D environment (see Fig. 1), etc [1], [2]. Such systems require large data volumes to describe the visual information in potentially complex 3D scenes. The most common approaches to represent such visual information rely on image-based models, which are built on sets of views that capture the 3D scene for several different viewpoints. The image-based representation is well aligned with the current capture and rendering hardware systems, which typically acquire 2D images and display images on 2D screens1. The main drawback of image-based models is however the large redundancy between different views that increases significantly the size of the data. A point in the 3D scene is generally visible from multiple viewpoints and thus represented in multiple views. The size of the data increases with the number of views of the 3D scene, while the new information (i.e., the actual new pixels) in the representation increases much slower. Hence, there is a need for effective multiview image coding techniques that can reduce the inter-view redundancy hence the data size. This is especially the case for the development of systems that consider 100 [3] or 1600 [4] views, for example, for navigation. This can be achieved with inter-view prediction techniques that rely on disparity vector fields [5], [6] or depth maps [7], [8], [9].

In order to enable view prediction, most coding schemes in the literature rely on the concept of reference view, which is by definition the view used for the prediction of the other ones. These views are sometimes called base views in the video coding standards [10], key pictures in distributed video coding schemes [11], or reference views in interactive schemes [12]. One can rapidly observe that the positioning of such reference views has a large impact on the quality of the inter-view prediction, hence in the distortion and the coding rate of the multiview representation. The problem of reference view positioning has been mostly overlooked in the literature. It bears some resemblances with the positioning of reference frames in video sequences. This has been studied for both standard [13], [14] and distributed video coding schemes [15], [16]. The reference frame positions are adjusted based on the content of video sequences. Typically, a high speed motion video will profit from a larger number of reference frames. Such works mostly rely on heuristics or simple motion modeling but demonstrate that coding gains are achieved with proper positioning of reference views. These techniques cannot however be applied to multi view coding, where the correlation information comes from geometric considerations, hence very different from motion in video sequences.

In this paper, we study the problem of selecting the reference views for prediction-based coding of multiview datasets. We first propose and validate a novel similarity model that captures the redundancy between different views of the 3D scene. We assume that the prediction across views is based on Depth Image-Based Rendering (DIBR) techniques. These are the most efficient approaches for

![Fig. 1. Interactive multiview navigation application. Example of a navigation path, made of \( N \) viewpoints, in a static scene. In such scenario, \( N \) is large.](image-url)
prediction, since each pixel of the reference view is projected on its position on the predicted view using depth information [17]. Our new model states that an inter-view prediction based on depth maps provides two different kinds of regions in the predicted view: a) the predictable pixels and b) the disoccluded areas. In the region of predictable pixels, the reconstruction by DIBR does not introduce any distortion as long as the geometry information is accurate. In the disoccluded regions however, inter-view prediction is not possible, and the prediction error can be very large. Additional information has therefore to be coded for these regions. We show here that the coding rate of the predicted views grows linearly with the size of the disoccluded areas for a constant distortion. We demonstrate the validity of this model on multiple multiview sequences and we build a rate-distortion model for multiview encoders, which is used in the reference view selection problem. We then formulate this problem for the general scenario where views are predicted by one or several reference viewpoints in order to be generic and cover various multiview coding schemes. The advantage of our solution is thus to take into account the geometry of the scene, when choosing the number of key views and their positions such that the representation of the predicted view is done with the optimally low coding cost. We propose an original problem formulation to select both the number of reference views and their position, such that a proper tradeoff between distortion and coding rate can be achieved. We eventually solve the problem with a new shortest path algorithm. The shortest path formulation permits to avoid a complex full search algorithm on both the number of reference views and their positions. Other works have proposed to optimally choose the set of views to be coded in a multi-view plus depth scenario [18], [19]. Among a set of views captured by the acquisition system, the sender is able to discard some views in the coding process and eventually synthesize them at the receiver. These works have also proposed a rate allocation algorithm between depth and texture signals for the selected views. The objective of these algorithms is however different from the one pursued in this work, namely the choice of the reference views in a prediction-based coding scheme where all views are transmitted and not only a part of them.

We then test our reference view selection algorithm in coding experiments with both the D3VC framework [20] and a state-of-the-art multiview DSC algorithm proposed in [21], [22]. The latter consists in using depth images for correlation estimation at the encoder side, and side information generation at the decoder side. The reference views are transmitted alone, while for WZ views we send only the occluded regions by shape adaptive algorithms [23], [24]. We experimentally demonstrate in both schemes the great potential of the proposed reference view positioning algorithm. First, it determines the optimal number of reference views, and thus avoids a complex full search over all the possible numbers of reference views. Second, the optimal positioning of reference views leads to significantly reduced coding cost compared to a traditional equidistant key view distribution that is blind to correlation between views. The proposed work thus experimentally demonstrate in both schemes the great potential of the proposed reference view positioning algorithm. First, it determines the optimal number of reference views, and thus avoids a complex full search algorithm [25]. The number of reference views used for the generation of one predicted view is denoted by \( N_{\text{pred}} \) and is fixed for every segment (it depends for example on the configuration and the adopted coder). The set of segments is denoted by \( S \). The segments are analogous of the Group Of Pictures (GOP) in video coding in the sense that they are DIBR-predicted views from the same key views. An example of the view arrangement is given in Fig. 2 for \( N_{\text{pred}} = 1 \) and \( N_{\text{pred}} = 2 \). We assume in the following that the depth maps are also coded, but at a sufficiently high quality to preserve the DIBR accuracy (e.g., by using contour preserving techniques [27], [28], [29]). At the decoder side, depth maps are only used to perform prediction of camera views (i.e., we do not consider virtual viewpoint prediction of camera views (e.g., 3D). The key views are respectively the sets \( \mathcal{K} = \{2, 6\} \) and \( \mathcal{K} = \{\{1, 3\}, \{3, 6\}, \{6, 8\}\} \) and their attached segments are respectively the sets \( S = \{\{1, 3, 4\}, \{5, 7, 8\}\} \) and \( S = \{\{2\}, \{4, 5\}, \{7\}\} \).

Fig. 2. Example of segment partitioning of a set of 8 camera views for (a) \( N_{\text{pred}} = 1 \) and (b) \( N_{\text{pred}} = 2 \). The key views are respectively the sets \( \mathcal{K} = \{2, 6\} \) and \( \mathcal{K} = \{\{1, 3\}, \{3, 6\}, \{6, 8\}\} \) and their attached segments are respectively the sets \( S = \{\{1, 3, 4\}, \{5, 7, 8\}\} \) and \( S = \{\{2\}, \{4, 5\}, \{7\}\} \).

II. REFERENCE VIEW POSITIONING

A. Framework

We study here the scenario of multiple camera views capturing a static scene. In order to match the challenges posed by the new multiview applications, we assume that the image set is made of a high number \( N \) of views (e.g., \( N > 10 \)). The \( N \) views of the 3D scene have to be coded, and transmitted to users for decoding and reconstruction of the 3D scene. We assume that these \( N \) views are arranged on a 1D path within the 3D scene (i.e., they can be indexed with an integer between 1 and \( N \)), and that they are not necessarily rectified. Additionally, we suppose that the texture image, the depth map and the camera parameters are available for each of the \( N \) views. The availability of depth maps is justified by the arrival of depth sensors in the market, which makes depth acquisition cheap and accurate [25]. The camera parameters are known or estimated from gyroscopic and GPS devices that equip every recent capture systems or even smartphones. They are sufficient to define the extrinsic parameters of a camera, namely the rotation and translation parameters [26].

We consider a generic framework that does not depend on the specific multiview coder as long as it involves view prediction (e.g., predictive coder or distributed coder). There are \( N_K \) reference views (also called key views in the following) in the whole dataset, and \( \mathcal{K} \) is the set of indices for these reference views. The reference views define segments that are sets of consecutive views predicted from the references via DIBR [10]. The number of reference views used for the generation of one predicted view is denoted by \( N_{\text{pred}} \) and is fixed for every segment (it depends for example on the configuration and the adopted coder). The set of segments is denoted by \( S \). The segments are analogous of the Group Of Pictures (GOP) in video coding in the sense that they are DIBR-predicted views from the same key views. An example of the view arrangement is given in Fig. 2 for \( N_{\text{pred}} = 1 \) and \( N_{\text{pred}} = 2 \). We assume in the following that the depth maps are also coded, but at a sufficiently high quality to preserve the DIBR accuracy (e.g., by using contour preserving techniques [27], [28], [29]). At the decoder side, depth maps are only used to perform prediction of camera views (i.e., we do not consider virtual viewpoint prediction of camera views (e.g., 3D)). The key views are respectively the sets \( \mathcal{K} = \{2, 6\} \) and \( \mathcal{K} = \{\{1, 3\}, \{3, 6\}, \{6, 8\}\} \) and their attached segments are respectively the sets \( S = \{\{1, 3, 4\}, \{5, 7, 8\}\} \) and \( S = \{\{2\}, \{4, 5\}, \{7\}\} \).
The purpose of the reference view selection problem is to determine the key views and segment sets \((K, S)\) for a given quality such that the coding of the overall image dataset is effective from a rate-distortion perspective. The goal is thus to minimize the global coding rate of both key and predicted views, which depends on the number of key views and the innovation in the predicted views with respect to the reference ones. In general, the better the prediction by inter-view estimation, the smaller the information needed for completing the view reconstruction and the better the rate-distortion performance of the multiview encoder. When DIBR is used for inter-view prediction (see Fig. 3), the prediction effectiveness is high if the geometry information is accurate, since the projected pixels perfectly correspond to the ones in the target view. Therefore, in our hypothesis, the additional information that is needed for view reconstruction only corresponds to the disoccluded region. This is the part of the predicted view that is occluded in the reference view (e.g., it is hidden by a foreground object or out of the image boundaries). The coding rate for this additional information grows with the size of the occlusion, which further depends on relative positions of both the reference and predicted views. More precisely, if these positions are not carefully controlled in the compression scheme, the disocclusion area can be large and the coding rate is high. In this case, the reference view is not very similar to the predicted one. It is important to note that the size of the disocclusion region does not only depend on the distance between the two viewpoints but also varies with the geometrical properties of the 3D scene. For example, a distance of 10 cm between two cameras leads to different disocclusion sizes depending if the objects in the scene are at 1 or 10 meters from the cameras.

Overall, the coding rate and therefore the optimal reference view selection are driven by the geometry of the scene and the dependencies between the positioning of the \(N_K\) reference cameras along the navigation path. The reference view selection problem is further driven by the coding cost of these reference views, which are generally more expensive than the predictive views. This implies the need of optimizing the number of key views \(N_K\).

The optimization of the key frame positioning therefore consists in finding jointly the optimal number of key views \((N_K)\) their positions on the navigation paths, \(K\) and the corresponding segments of predicted views, \(S\). This is achieved by minimizing the disocclusion sizes hence the coding rate, for each predicted view in a segment. In other words, we should choose the reference views in order to maximize the overall similarity between the reference views and the predicted views. The optimization further deals with the following tradeoff: choosing a higher number of optimally positioned reference views reduces the dissimilarity with the predicted views but at the same time, the total rate for reference views increases. We introduce below our rate-distortion model, which is used later for finding the optimal key frame positioning.

### III. View similarity model

#### A. Dissimilarity metric

In this section, we study the relationship between disocclusion size and coding rate. We propose a new dissimilarity metric between two views which is related to the size of the disocclusion in the view prediction. We then derive a new rate-distortion model that links this dissimilarity metric with the coding performance. With accurate depth maps, we can compute the inter-view similarity exactly [21] as the correlation between views is driven by the geometry information. The similarity between views can be related to the image region that is common in two views. This concept introduced in [30] holds under two hypotheses that are commonly used in multiview video applications: i) the scene is lambertian (i.e., a point in the 3D scene is observed under similar illumination conditions from the different viewpoints) and ii) the navigation path remains approximately at a uniform distance from the scene\(^2\).

Equipped with the above notion, we introduce here the dissimilarity metric \(\gamma\) to measure the difference between views. This metric corresponds to the normalized size of the region that remains uncovered by the reference view. More precisely, if \(I_i\) and \(I_j\) are two different views, we compute the dissimilarity between them by measuring the size of the uncovered region after the DIBR-based projection of \(I_j\) onto \(I_i\). For example, if \(I_j\) can estimate 80% of \(I_i\), the dissimilarity \(\gamma(i, j)\) is equal to 20% (see Fig. 3). This definition can be extended to the case where multiple reference views are used to predict a view. If \(I_i\) is the predicted view and \(\mathcal{J} \subset K\) the set of reference views, we denote by \(\gamma(i, \mathcal{J})\) the size of the region in \(I_i\), which cannot be predicted by the reference views in \(\mathcal{J}\). The dissimilarity values can be computed for any multiview dataset. It depends on the depth maps and the intrinsic and extrinsic camera parameters. For the particular case of one reference view per segment, we can for example compute a matrix \(\Gamma\), where the element of the \(i\)-th row and \(j\)-th row is equal to the dissimilarity \(\gamma(i, j)\) between views \(I_i\) and \(I_j\). Note that such a matrix \(\Gamma\) is not necessarily symmetric, since it may happen that \(\gamma(i, j) \neq \gamma(j, i)\).

For example, in the case of two views translated along the camera axis, the disocclusion is larger when the view synthesis is done in the backward direction since a portion of the scene may appear at the image border. However, under the earlier assumption that the navigation path remains at a uniform distance from the scene, the difference between \(\gamma(i, j)\) and \(\gamma(j, i)\) remains limited. We further note that, when the number of reference views is higher than one (i.e., when the predicted views are interpolated rather than extrapolated), the disocclusion size (or dissimilarity) is often very small (< 0.1%), except in some peculiar cases. Overall, the exact evaluation of the dissimilarity can be very complex, especially with multiple reference frames. In order to circumvent this issue, we redefine the dissimilarity with the following linear combination:

\[
\gamma(i, \mathcal{J}) = \sum_{j \in \mathcal{J}} a_j \gamma(i, j),
\]

where \(a_j\) is a coefficient modeling the influence of the reference view \(I_j\) in the interpolation of view \(I_i\). In practice, we evaluate these coefficients based on the codec characteristics and on the importance given to the different reference views. The choice of these coefficients has not been optimized yet.

Finally we note that, for sake of simplicity, we assume that the cameras lie on a 1D path, i.e., the view sets follows a 1D curve

\(^2\)This assumption is made so that the resolution of the color texture remains similar in the different views.
B. Rate versus dissimilarity

We now relate the dissimilarity between views to the coding rate that is necessary for the non-key views. In particular, we formulate the hypothesis that the coding rate of a predicted view increases linearly with the dissimilarity with respect to the reference view and we validate this intuition. For that purpose we use two predictive coder frameworks: the distributed codec proposed in [22] and the 3D-HEVC codec [31]. For both coders, we consider the case where all views are coded with the same distortion. This is done to guarantee a consistent inter-view navigation, and to avoid flickering effect [32].

In the context of the video codec proposed in [22], the predicted views are generated using a DIBR algorithm based on one reference view coded in intra mode. The disoccluded regions that cannot be estimated by DIBR are coded with a shape adaptive compression algorithm [23], [24]. In Fig. 4, we show the evolution of the rate used to code the predicted views as a function of their dissimilarity with respect to the key view for mansion, bikes, statue and church sequences, for a constant value of the mean squared error (MSE) calculated w.r.t. the original view that is assumed to be available. We see that the relationship is nearly linear. We have also computed the absolute Pearson coefficient between the dissimilarity and the bit-rate necessary for having a certain distortion for each sequence (i.e., for a given quantization step size). The coefficients are given in Tab. I, where we remark that, in the worst case, there is a linear relationship of more than 97.93% between the dissimilarity and the bit-rate.

We now present a similar experiment with a more conventional coder, namely 3D-HEVC. We have run the 3D-HEVC for P-frames \(N_{\text{pred}} = 1\) and B-frames \(N_{\text{pred}} = 2\), i.e., with one and two reference views respectively, in different positions and distances from the reference frames under constant QP (30) that implies a likely variable distortion. We have obtained the curves in Fig. 5. In these figures, we show the coding rate for the P- and B-Frames as a function of the dissimilarity between the predicted and the reference view(s). For the example with B-frames, the GOP is made of one intra frame \((I_1)\) and one predicted frame \((I_2)\), and one bidirectionally predicted frame \((I_3)\) that is interpolated between the two frames. We plot the rate of the latter frame as a function of the dissimilarity with the other two. The coefficients \(a_1\) and \(a_3\) in Eq.(1) are set to 3/4 and 1/4 since the intra view \(I_1\) has more influence on the bitrate coding of \(I_2\) than the predicted view \(I_3\). We observe from both the curves in Fig. 5 and Tab. I that the coding rate of a predicted view grows almost linearly with the dissimilarity, which allows us to introduce our rate model in the next section.

Finally, we consider that the effect of depth compression on the rate model is negligible. Indeed, in our model, the depth maps are used to estimate the similarity between views, i.e., the size of the occlusions. While compressed depth maps indeed bring inaccuracies on the projected pixels positions, it does not significantly change the size of the occlusions, which is the information that drives the view similarity estimation.

C. Rate Model

We recall that we impose that the quality over the views is constant. In other words, the rate of each view is set in order to achieve a predefined distortion value, such that the user navigation experience is pleasant (i.e., there is no variation of the view quality during the navigation). From the experiments obtained above, we can derive an affine model for the coding rate depending on the percentage of occluded zones in the predicted views. Let us consider a view \(I_i\) that is predicted from one or multiple reference views described by the view set \(\mathcal{J}\). The proposed model reads

\[
\frac{R_{\text{p}}(i, \mathcal{J})}{\mu_\mathcal{J}} = \rho(D)\gamma(i, \mathcal{J}) + r_0(D),
\]

where \(\rho(D)\) is the slope and depends on the targeted distortion \(D\), and \(r_0(D)\) is the rate of the information that is transmitted when the occlusion size is zero (i.e., for the geometry error correction) and also depends on \(D\). The parameters \(\rho(D)\) and \(r_0(D)\) are estimated by linear fitting for each sequence and coder. In the following, we will sometimes drop the dependency regarding \(D\) for sake of conciseness.

The proposed model Eq. (2) relies on the observation that the coding rate of a predicted view is roughly linearly dependent on the dissimilarity with respect to the reference views [30]. Hence, the knowledge of the geometry of the scene (e.g., the dissimilarity between the views) permits to model the coding rates for a given target distortion.

D. Rate allocation

We now discuss the allocation of the coding rate between reference and predicted views for a constant distortion over all views. It relies on the fact that, as said before, we want the distortion to be constant in order to guarantee a constant quality during multi-view navigation and a good user experience. Each view \(i\) in the navigation path is characterized by a rate-distortion function for high bit-rate ([33]):

\[
D_i(R_i) = \mu_i \sigma_i^2 2^{-\beta_i R_i},
\]

where the bitrate \(R_i\) is expressed in bit per pixel and \(\mu_i\), \(\sigma_i\) and \(\beta_i\) are three parameters that depend on the source distribution. In more details, \(\sigma\) is the variance of the source, \(\mu\) and \(\beta\) are two parameters depending on the distribution (e.g., Laplacian or Gaussian) [34]. We assume that all the key views have the same source characteristics (variance, distribution, etc.). In other words,

\[
\forall i \in \mathcal{K}, \quad D_i(R_i) = D_{\mathcal{K}}(R_i) = \mu_{\mathcal{K}} \sigma_{\mathcal{K}}^2 2^{-\beta_{\mathcal{K}} R_i},
\]

where \(\mu_{\mathcal{K}}, \sigma_{\mathcal{K}}\) and \(\beta_{\mathcal{K}}\) are the parameters corresponding to the key views. Furthermore, the distortion of the \(N - N_{\mathcal{K}}\) predicted views is equal to \(D_{\mathcal{K}}\) on the regions covered by a DIBR-based projection from one or several key view(s) (if the depth data is perfect). Similarly to the above model, the distortion on the rest of the image (i.e., the occluded areas) is equal to

\[
\forall i \in [1, N] \setminus \mathcal{K}, \quad D_i(R_i) = D_{\mathcal{P}}(R_i) = \mu_{\mathcal{P}} \sigma_{\mathcal{P}}^2 2^{-\beta_{\mathcal{P}} R_i}.
\]

We fix the view quality by fixing the rate of the key views \(R_{\mathcal{K}}\). Using Eq. (3) and (4), we determine the bitrate of the predicted views, \(R_{\mathcal{P}}\), necessary to have a constant quality, i.e., \(D_{\mathcal{K}} = D_{\mathcal{P}}\),

\[
R_{\mathcal{P}} = \frac{1}{\beta_{\mathcal{P}}} \left( \frac{\mu_{\mathcal{K}} \sigma_{\mathcal{K}}^2}{\mu_{\mathcal{P}} \sigma_{\mathcal{P}}^2} (\beta_{\mathcal{K}} R_{\mathcal{K}} - \log_2 \left( \frac{\mu_{\mathcal{K}} \sigma_{\mathcal{K}}^2}{\mu_{\mathcal{P}} \sigma_{\mathcal{P}}^2} \right)) \right),
\]
This formula allows us to relate the rate per pixel of a predicted view to the one of a reference view. This rate is used to define $\rho(D_k) = M R_k(D_k)$ in Eq. (2), where $M$ is the number of pixels in the images. From different experiments, we have noticed that the parameters $\beta_K$, $\beta_P$, $\mu_K$ and $\mu_P$ vary quite a lot depending on the sequence.

IV. OPTIMAL REFERENCE VIEW POSITIONING

A. Problem formulation

We formulate now the problem of optimal reference view positioning, where we search for the optimal number of key views, and their position, in order to minimize the rate under quality constraints. In other words, the solution of our problem is characterized by the number of reference views, $N_k$, the segments $S = \{I_1, \ldots, I_{N_S}\}$ (each $I_l$ containing the indices of the non-reference views predicted from the same key views), and the positions $K = \{J_1, \ldots, J_{N_S}\}$ of the associated key views, where $N_S$ is the number of segments.

First, we assume that a non-reference view can be predicted from one or multiple reference views. We recall that the number of reference views used for the prediction of non-reference view is $N_{\text{pred}}$ and it depends on the system settings or the multiview encoder characteristics. In our framework, we assume that $N_{\text{pred}}$ is the same for all the non-reference views. For example, if $N_{\text{pred}} = 1$ the non-reference views are extrapolated from neighbor key views, and if $N_{\text{pred}} = 2$, they are rather interpolated.

We are now looking for the optimal key view allocation, such that a constant quality is reached for all the views. This means that the rate of each view is adjusted in order to guarantee a constant distortion over the view set. Under these hypotheses, an optimal key view positioning corresponds to a solution where the coding cost is minimized. The coding cost is given by the sum of the segment sizes. Each segment size is the sum of the frame rates composing this segment, namely the rate of the key view ($r_k = MR_k$) and of the predicted views ($r_P$). The problem of key view positioning is thus defined by the following optimization problem:

$$\left( N_k^*, K^*, S^* \right) \text{ s.t. } \min_{(N_k, K, S)} \left( \sum_{k=1}^{N_k} r_k + \sum_{l=1}^{N_S} \sum_{i \in I_l} r_P(i, J_l) \right).$$

Using Eq. (2), the problem formulation becomes:

$$\left( N_k^*, K^*, S^* \right) \text{ s.t. } \min_{(N_k, K, S)} \left( \sum_{k=1}^{N_k} r_k + \sum_{l=1}^{N_S} \sum_{i \in I_l} \left( \rho(D) \gamma(i, J_l) + r_0(D) \right) \right).$$

The above problem does not have any straightforward solution for arbitrary multiview datasets and generic navigation paths apart from an exhaustive search approach. In the next section, we propose a new
optimization method to find the solution \((N_{\text{K}}, K^*, S^*)\) to the problem (6), by proper decomposition according to the key view positions.

**B. Shortest path algorithm**

In this section, we consider two instances of the optimization problem in Eq. (6), which correspond to two values of the number of key views used in prediction \(N_{\text{pred}}\), respectively \(N_{\text{pred}} = 1\) and \(N_{\text{pred}} = 2\). These values correspond to the most common of the scenarios in view prediction, namely extrapolation and interpolation. For both cases, we cast the optimization problem as the search of the shortest path in a graph.

1) **Coding with view extrapolation**: Let us start with the case \(N_{\text{pred}} = 1\). In this situation, the non-reference views are predicted with only one reference view. We first build a graph as illustrated in Fig. 6, where the vertices \((j, i)\) correspond to the case when view \(I_{i}\) is predicted with reference view \(I_{j}\), for all \(j \leq N\) and \(i \leq N\). These vertices represent all the coding options for each of the views. A coding solution is therefore described by a path from node \((1, 1)\) to node \((N, N)\) with a succession of vertical jumps and horizontal segments, as illustrated in Fig. 6. Coding solution represents the structure of the segment. In particular each segment corresponds to a sequence of nodes \((i, j)\) made of views \(i \in \mathbb{Z}\) predicted from view \(j\). For example, the coding solution (a) in Fig. 6 is made of two key views \(I_2\) and \(I_3\) and two attached segments \(I_3 = \{1, 3\}\) and \(I_2 = \{4, 6, 7, 8\}\). The corresponding path in the graph is made of two horizontal segments on lines 1 and 3 (the indices of the key views) respectively between columns \(1 - 3\) and \(4 - 8\) (the indices \(I_1\) and \(I_2\) of the predicted views in the segments). Similarly, the coding solution (b) is made of three horizontal segments and three key views. The number of horizontal segments thus corresponds to the number of key views \(N_{\text{K}}\).

In order to make the shortest path problem in graph \(\Gamma\) equivalent to the minimization problem in Eq. (6), we have to build the connections and weights such that a typical solution path (as described before) would have the cost as in (Eq. (6)). For this purpose, the edges between vertices are built under four rules detailed in Fig. 6. Rule 1 and 2 build the edges in the first and last columns of vertices and set the weights to 0. All views are thus possible candidates for being the first and the last reference. Rule 3 sets the vertical edges that correspond to the beginning of a new coding segment. An edge linking vertices \((j, i)\) and \((j', i + 1)\) represents the end of a segment having \(I_j\) as reference view, and the beginning of a new segment having \(I_{j'}\) as reference. The border between these two segments is between the two predicted views \(I_i\) and \(I_{i+1}\). The cost of this kind of edge is naturally the rate of a key view, \(r_{\text{K}}\) (it corresponds to the cost of starting a new segment). We have the constraint that \(j' > i\) since the reference view should be within a segment. In other words, all the vertical edges cross the diagonal (the line where \(i = j\)). Finally, Rule 4 sets the horizontal connections. An horizontal edge corresponds to including a new predicted view in the current segment. In this sense, the edge cost corresponds to the rate of a predicted view \(r_{\text{P}}\) (Eq. (2)).

We prove in the Appendix that if we run a shortest path algorithm (e.g., Dijkstra [35]) we obtain the minimal cost, hence the optimal values for \(N_{\text{K}}, K^*\) and \(S^*\), which solves the problem in Eq. (6).

2) **Coding with view interpolation**: Let us now study the case \(N_{\text{pred}} = 2\). In this case, a segment is made of two reference views at its extremes. The extremes are the rightmost and leftmost views of the segment, in order to enable interpolation of all the views in between. The graph construction is a bit different from the case of \(N_{\text{pred}} = 1\) and is summarized in Fig. 7. Since two views \(I_j\) and \(I_{j'}\) now determine a segment, it can be indicated by an edge that links the two views. The associated cost is thus the addition of \(r_{\text{K}}\) (the cost of an additional reference view) and the sum of all the intermediate view rates \(r_{\text{P}}(i, \{j, j'\}) + r_0\). The algorithm starts with a cost of \(r_{\text{K}}\) which corresponds to the transmission cost of \(I_1\) and then counts the reference view cost when they are chosen to close a segment. The problem is now equivalent to the one posed in Eq. (6). As in the previous case, we run a Dijkstra algorithm between vertices 1 and \(N\).

**V. EXPERIMENTS**

A. **Analysis of the optimal positioning**

Before testing the proposed algorithm on real datasets, we analyse here the behaviour of our solution for specific situations in order to illustrate its properties. In the case of \(N_{\text{pred}} = 1\), we study synthetic scene as shown in Fig. 9, and compute the corresponding dissimilarity matrices. A typical dissimilarity matrix is shown in Fig. 8, where a dissimilarity of 1 is shown in white and a dissimilarity of 0 is black.

A position \((i, j)\) in this matrix indicates the dissimilarity of view \(j\) when view \(i\) is used as reference. For example the view subset pointed by arrow 1 corresponds to a navigation segment where the content is varying quickly from one view to another one. It is due for example to close objects or to large distance between cameras. On the contrary the region pointed by arrow 2 contains views that are highly similar to each other. Two partitioning solutions are represented in this matrix by two paths going from the up left corner to the bottom right corner. Each horizontal segment on row \(i\) points the views (column indices) belonging to a segment attached to the reference view \(i\). In the example in Fig. 8, the blue positioning solution is made of 8 segments, with reference views: \(K = \{6, 19, 32, 45, 57, 70, 82, 95\}\). We evaluate the cost of a partitioning as explained in Eq. (6). The cost is expressed as a normalized cost, where the normalization factor is the cost of a reference view. We see in the synthetic example in Fig. 8 that the red path follows the evolution of the inter-view dissimilarities (e.g. smaller segment in region 1) and would intuitively lead to a lower cost than the equidistant positioning (blue). In all the following experiments, we compare our optimal positioning algorithm with the solution classically adopted in the literature, i.e., an equidistant positioning not aware of the scene. Since this baseline method does not have any tool for determining the optimal \(N_{\text{K}}\), we run a full search algorithm on the \(N_{\text{K}}\) values. For each \(N_{\text{K}}\), we position the reference views equidistantly (i.e., with a constant view index interval between them), and we evaluate the rate cost of such a solution. We pick the \(N_{\text{K}}\) which has the minimum total rate cost and we compare it with the rate obtained with our optimal solution (we recall that it avoids any full search algorithm). Therefore, in the following, when we present a gain of our solution with respect to the equidistant solution, it corresponds to the comparison of the rate cost obtained with our algorithm, and the one obtained with the best equidistant solution.

We first consider a scene made of a flat background and some foreground objects. They are 2D squares, parallel to the background and placed at different distances. We assume that the camera set is also on a 1D horizontal line, parallel to the background. We further consider that all the cameras are parallel and rectified. A view from the top of such a scene is shown in Fig. 9. For this scene, the dissimilarity \(\gamma\) between two consecutive views can be formally estimated. Let us assume that the distance between two views is \(\delta\). We have the following cases which all rely on the relationship that the disparity is proportional to the inverse of the depth.

- If no foreground is visible in the reference view, all the image content of the reference view is shifted with the same disparity value equal to \(f\delta/Z_0\), where \(Z_0\) is the distance between the background and the reference camera plane, and \(f\) is the focal
Each vertex \((j, i)\) is connected to the vertices \((j+1, i)\), with a weight of \(r_j\).

Each vertex \((j, i)\) is connected to the vertices \((j+1, i)\), with \(j' = j + 1\) and with a weight of \(r_j\).

Each vertex \((j, i)\) is connected to the vertices \((j, i+1)\), with \(j' = i + 1\) and with a weight of \(r_i\).

Each vertex \((j, i)\) is connected to the vertices \((j+1, i)\), with \(j' = i\) and with a weight of \(r_j\) otherwise.

Reference views index

Predicted views index

Fig. 6. Graph initialization rules for the shortest path algorithm. Two partitioning solution (a) and (b) are drawn as paths in the graph: horizontal segments correspond to segments in \(S\) and vertical jumps are in correspondence with the key views.

Fig. 7. Graph initialization for shortest path algorithm with \(N_{pred} = 2\). Nodes are the reference views. Each one is linked to the next ones only with a cost of \(r_j + \sum_{i=r}^{j-1} \phi(i, \{j, j'\}) + r_0\). The target path reaches vertices 1 to \(N\).

Fig. 8. Black and white respectively indicate a dissimilarity of 0 and 1. A point \((j, i)\) in this matrix indicates the similarity of view \(j\) as reference. Blue and red paths respectively represent the equidistant and optimized reference view positions. Arrows 1 and 2 show two different correlation modes (resp. low and high) between neighboring views.

The dissimilarity reads:

\[
\gamma = \frac{f_\delta}{Z_\delta} \frac{1}{W} + \frac{f_\delta}{Z_\delta} \frac{1}{H_f} \frac{1}{W} \frac{1}{H}.
\]

where \(W\) is the width of the image. This relationship is linear with the distance, and if there is no foreground object in the scene, the optimal distribution would lead to an equidistant reference view distribution (only depending on the distance). We show in Fig. 10 (a) and (b) the theoretical comparison with equidistant reference view positioning for a scene without background using the rate models of Sec. III. We see that there is no gain between our solution and the equidistant ones. Our solution keeps however one advantage, which is the fact that it finds the optimal \(N_{\delta}\) and thus avoids a full search algorithm.

- If a foreground object at depth \(Z_f\) and of height \(H_f\) is visible on the reference camera, the dissimilarity increases with respect to the previous case, because of the occlusions. The normalized size of the occlusion is equal to \(\frac{f_\delta}{Z_\delta} \frac{1}{W} \frac{1}{H} \frac{1}{H_f}\) (where \(H\) is the height of the predicted image). Then, the dissimilarity is equal to

\[
\gamma = \frac{f_\delta}{Z_\delta} \frac{1}{W} + \frac{f_\delta}{Z_\delta} \frac{1}{H_f} \frac{1}{W} \frac{1}{H}.
\]

\(H_f\) corresponds to the relative height of the foreground object in the image. However, this is true only if the distance \(\delta\) is not too big. After a certain point, the foreground disappears from the scene and the second term decreases linearly to 0, and the similarity thus comes back to the first case where no foreground objects were visible. This equation can be generalized if more than one foreground object is visible from the reference view.

In Fig. 10 (c) and (d), we show the partitioning results for a synthetic scene made of 10 foreground objects. These curves have been calculated using rate models of Sec. III. We see that the optimal partitioning (red curve) has a gain compared to the equidistant positioning (blue curve). We can conclude that our solution brings improvements for scenes where the geometry is not similar over the view set.

In addition to the previous examples, we build artificial dissimilarity matrices \(\Gamma\), with a dissimilarity that is varying sinusoidally. Although these are synthetic variations, they might be realistic for complex scene or view repartition. In Fig. 11, we show the obtained curves for two artificial scenes. We see that even with the best \(N_{\delta}\) view equidistant positioning, our optimized solution leads to a rate gain of 34% and 26%. The optimal positioning is shown in Fig. 11(b) and (d). We see that our reference view positioning solution better follows the variation of the correlation. More precisely, the size of
Fig. 10. Positioning results for scenes without foregrounds (a) and (b), and with 10 foregrounds (c) and (d). Blue and red curves respectively correspond to equidistant and optimized reference view positioning. For each synthetic scene (i.e., for each row), left figure is the rate cost for different values of $N_K$ and right one shows the positioning.

Fig. 11. Blue and red curves respectively correspond to equidistant and optimized reference view positioning. For each synthetic scene (i.e., for each row), the left figure is the rate cost for different values of $N_K$ and the right one shows the positioning.

As a preliminary test for setting the parameters of the experiments we have computed the ratio $\frac{R_{\Delta P}}{R_{\Delta K}}$ for each sequence, where $R_P$ and $R_K$ are the bit-rates (in bits per pixels) necessary for obtaining the same distortion in the predicted views (on the occlusion zones) and in the texture key views, respectively, as defined in Eq. (4) and (3). This ratio is averaged for all the available views (for an equidistant path with two key views) and for different values of $qp$ for the key views. This ratio strongly depends on the statistical properties of the occlusion regions in the predicted views. For example, smooth occluded region are coded more efficiently than highly textured ones, which impacts on this ratio.

Then, we have measured the impact of our key view positioning solution on the performance of the distributed source coder proposed in [22]. The texture key views (of reference views) are coded with H.264/AVC at four different QPs, namely 31, 34, 37 and 40. The corresponding $qp$ for depth key views is chosen according the empirical rule proposed in [37]. Then, we have computed the Rate Distortion performance of our solution and the optimal equidistant scheme (i.e., the optimal number of $N_K$ reference view equidistantly positioned on the view set), as shown in Fig. 12. For each $qp$, we have computed the total bit-rate (the bit-rate for predicted views is chosen in order to have the same distortion on the occluded predicted view and the key view) and the average PSNR on all the views. The Rate Distortion curves are in Fig. 13. The bit-rate reduction expressed by the Bjontegaard metric [38] are shown in Tab. II.

<table>
<thead>
<tr>
<th>$N_{\text{pred}}$</th>
<th>[22]</th>
<th>3D-HEVC</th>
</tr>
</thead>
<tbody>
<tr>
<td>mansion</td>
<td>-5.80</td>
<td>-1.97</td>
</tr>
<tr>
<td>bikes</td>
<td>-7.76</td>
<td>-1.93</td>
</tr>
<tr>
<td>statue</td>
<td>-47.75</td>
<td>-2.19</td>
</tr>
<tr>
<td>church</td>
<td>-2.79</td>
<td>-1.49</td>
</tr>
</tbody>
</table>

**TABLE II**

RATE REDUCTION $\Delta R[\%]$ OF OUR OPTIMIZED KEY VIEW POSITIONING W.R.T. AN EQUIDISTANT APPROACH

In order to further validate our solution with another coder, we have implemented it within the 3D-HEVC coding standard. The depth maps are coded only for INTRA views. The $qp$ used for INTRA depth maps is calculated from the $qp$ used for INTRA, by the empirical rule proposed in [37]. The QPs used for texture are 31, 34, 37 and 40. As for the extrapolation techniques, we have sub-sampled irregularly the views in order to have a non trivial solution with two INTRA views at the two extremes and all B-Frames for the other views. As done before, we have compared our optimized positioning with the optimal equidistant scheme (i.e., the optimal number of $N_K$ reference view equidistantly positioned on the view set). The rate-distortion performance can be found in Tab. II, for two configurations: $N_{\text{pred}} = 1$ and $N_{\text{pred}} = 2$. 

B. Applications to existing coders

Now we test our reference view positioning algorithm on real datasets. The proposed study is mostly developed for systems with a high number of views and for which depth maps are available. We therefore use the super multi-view dataset provided by Disney Research in [36], [3]. It is made of 100 aligned views of a static scene. Instead of using the original version of the dataset, we have created a more challenging scenario. The views have sub-sampled irregularly. In particular, we have selected 25 views, namely, 1, 5, 9, 13, 17, 18, 21, 24, 27, 30, 33, 36, 37, 39, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, in the dataset of [36]. We have also tested our solution on a challenging test sequence, called new Tsukuba [39]. This synthetic dataset is made of 1600 views (color+depth), in which the camera transitions can be very complex (e.g., large rotations).
Moreover, we have compare our key view positioning solution with the optimal equidistant one for the “new Tsukuba” dataset. We have encoded the 1600 views with 3D-HEVC coder with $N_{\text{pred}} = 2$, using both optimized and equidistant configurations. The results are shown in Fig. 14. The Bjontegaard gain measured for this scenario is 2.23% in rate reduction.

C. Discussion

In the previous section, we have shown that the proposed solution leads to some rate gains in DVC or 3D-HEVC coders. These gains demonstrate the benefit of relying on the geometry information when defining the reference views. More precisely they show that, once the optimal number of key views is known, the proposed rate model based on depth and similarity metric is reliable to efficiently position them on the 1D view set. In other words, the geometry content has a direct impact on the rate performance, and the rate model is an efficient way to take it into account.

The above results have to be interpreted as rate gains between our method and an equidistant approach that is already a sort of oracle method. More precisely, our approach is compared with the optimal equidistant view positioning method with an optimal number of reference viewpoints. But no method in the literature proposes a smart way to obtain such an optimal number. The equidistant algorithm has already high performance but it does not correspond to an actual practical solution. We therefore propose here another experiment to measure one of the main benefits of our proposed solution, namely a solution to find the optimal number of key views without a full search. In this experiment, the dataset is new Tsukuba and the codec is 3D-HEVC with $N_{\text{pred}} = 2$. Let $N_K$ be the optimal number of reference views found by our algorithm. In this example, it is 179 (for a set of 1600 views). It is easily understandable that a full search over the 1600 possible values of $N_K$ is impossible. Let us therefore consider the case of an ad hoc method that makes an error of 6% in the determination of the optimal $N_K$. This error corresponds to more or less 10 additional or missing key views. In Fig. 15, we show the performance of such suboptimal equidistant methods. We see that the performance of our solution is much higher (especially when the number of reference view is higher). In that case, the RD gain measured with Bjontegaard is 21%.

In summary, the interest of the proposed method is mostly twofolds: i) to determine the optimal number of key views and ii) to position them optimally in the view set. Both contributions are supported by a new and accurate rate model, and a shortest path algorithm formulation. The proposed method thus avoids a full search that can be very complex in practical multiview settings.

VI. CONCLUSION

In this paper, we have proposed an approach for optimally choosing the number and the positions of reference views in a multi-view image coding scheme. For that purpose, we have proposed a new dissimilarity metric and linked it to the coding rate of the predicted views via a rate-distortion model, validated on multiple sequences. One of the main advantages of our solution is to perform the view selection based only on the knowledge of the dissimilarity metric, which is simply deduced from the geometry information. Maximizing the similarity is actually equivalent to minimizing the rate. Compared to a full search solution that would run the real prediction and coding of views for each candidate subset of reference views, our method builds its optimal solution based only on the original depth maps information. Future work may focus on the extension of our method for view sets of higher dimension (ex: 2D).

VII. APPENDIX: PROOF OF OPTIMALITY

In this section, we prove that finding the shortest path in the graph of Fig. 6 is equivalent to finding the optimal solution of Eq (6).

**Proof:** Let us consider a path following the rules detailed in Sec. IV.B.1 and Fig. 6, with a shape of stairs. We want to prove that the cost associated to this path is equivalent to the formula inside the minimization of Eq (7), since the shortest path found by the Dijkstra algorithm [35] for example, is the path that has the lowest cost among...
all possible paths. Since the path is made of different horizontal sub-path (see the rules detailed in Sec IV.B.1 and Fig 6), we first calculate the cost of an horizontal sub-path (e.g., between vertices $(j, v_{ij})$ and $(j, v_{ij}'): \sum_{i_{j-1}^{i_{j+1}}} (\rho(i,j) + r_{ij})$, which is the sum of the edge weights composing this segment (i.e., the sum of the coding rate of the non-reference views in the coding segment). If we add the cost of every sub-path composing a total path, we obtain the right term, namely $\sum_{i=1}^{N_{i}} \sum_{t \in \mathcal{T}_{i}} (\rho(D) \gamma(i, t_{i}) + r_{i}(D))$. If we add the costs of all the vertical transitions, $r_{ij}$ (namely the coding rate of the key views), we obtain the term $\sum_{k=1}^{N_{i}} r_{jk}$. This almost corresponds to the left term in Eq. (7), since we miss one key view cost $r_{jk}$ (actually, the first one). This is why we consider each path with a cost augmented of $r_{jk}$. The key frame selection problem is thus equivalent to finding the path with minimal cost between nodes $(1, 1)$ and $(N, N)$.

This proof demonstrates the optimality of our solving method in the sense of Eq (6) based on the model of Eq. (2). However, we note that the optimality in terms of actual rate performance is not formally demonstrated, but it is strongly supported by the rate model validation introduced in Sec. III.
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