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## Abstract

This thesis presents a study of the flavour-changing neutral-current radiative $B^{+} \rightarrow$ $K^{+} \pi^{-} \pi^{+} \gamma$ decay performed using $3 \mathrm{fb}^{-1}$ of data collected with the LHCb detector in proton-proton collisions at 7 and 8 TeV centre-of-mass energies. The study of radiative decays with three scalar hadrons in the final state gives access to the polarisation of the photon, one of the very few predictions of the Standard Model of particle physics that has not been precisely tested experimentally and that is sensitive to new physics effects in the $b \rightarrow s \gamma$ penguin loop. Nearly 14000 signal events, containing all possible intermediate resonances with a $K^{+} \pi^{-} \pi^{+}$final state in the $[1,2] \mathrm{GeV} / c^{2}$ mass interval, are reconstructed and selected in the data sample. The distribution of the angle of the photon direction with respect to the plane defined by the final-state hadrons in their rest frame is studied in intervals of $K^{+} \pi^{-} \pi^{+}$mass and the asymmetry between the number of signal events with the photon emitted on each side of the plane is obtained. The first direct observation of the photon polarisation in the $b \rightarrow s \gamma$ transition is reported with a significance of $5.2 \sigma$. The contributions of the resonances populating the studied $K^{+} \pi^{-} \pi^{+}$ mass interval are then disentangled by means of a three-dimensional amplitude analysis of the invariant squared masses of the $K^{+} \pi^{-} \pi^{+}, K^{+} \pi^{-}$and $\pi^{+} \pi^{-}$systems, integrating out the angular dimensions that describe the direction of the photon. The results of this analysis are the most precise ever obtained in this decay channel, allowing for an accurate description of the decay modes of the intermediate resonances and their interference patterns: the $K_{1}(1270)^{+} \rightarrow K^{+} \rho(770)^{0}$ channel has been found to be the dominant kaon resonance decay mode, followed by $K_{1}(1270)^{+} \rightarrow K^{*}(892)^{0} \pi^{+}$; the fraction of the $K_{1}(1270)^{+}$decaying to $K^{*}(1430)^{0} \pi^{+}$has been found to be much lower than the world average, analogously to already existing experimental and theoretical studies; a significant interference between the $K_{1}(1270)^{+}$and $K_{1}(1400)^{+}$kaon resonances decay modes is observed. Based on the results of these studies, the full five-dimensional amplitude analysis of the invariant masses and the angular variables is introduced, aiming at the first determination of a numerical value for the polarisation of the photon.

Keywords: experimental particle physics, flavour physics, radiative $B$ decays, photon polarisation, amplitude analysis.

## Résumé

Cette thèse présente une étude de la désintégration radiative à courant neutre avec changement de saveur $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$, réalisée en utilisant $3 \mathrm{fb}^{-1}$ de données recueillies avec le détecteur LHCb dans les collisions proton-proton à des énergies dans le centre de masse de 7 et 8 TeV . L'étude des désintégrations radiatives en trois hadrons scalaires donne accès à la polarisation du photon, l'une des rares prédictions du modèle standard de la physique des particules qui n'a pas été testée expérimentalement de façon précise et qui est sensible à la nouvelle physique dans le diagramme en boucle de type pingouin $b \rightarrow s \gamma$. Près de 14000 événements de signal, contenant toutes les résonances intermédiaires possibles avec l'état final $K^{+} \pi^{-} \pi^{+}$dans l'intervalle de masse $[1,2] \mathrm{GeV} / c^{2}$, sont reconstruits et sélectionnés dans l'échantillon de données. La distribution de l'angle de la direction du photon par rapport au plan défini par les hadrons de l'état final dans le référentiel de leur centre de masse est étudiée dans différents intervalles de masse du système $K^{+} \pi^{-} \pi^{+}$et l'asymétrie entre le nombre d'événements de signal avec le photon émis de chaque côté du plan est obtenue. La première observation directe de la polarisation du photon dans la transition $b \rightarrow s \gamma$ est présentée avec une signification statistique de $5.2 \sigma$. Les contributions des résonances peuplant l'intervalle de masse du système $K^{+} \pi^{-} \pi^{+}$étudié sont ensuite estimées par une analyse d'amplitude en trois dimensions des masses invariantes $\left(m_{K^{+} \pi^{-} \pi^{+}}^{2}, m_{K^{+} \pi^{-}}^{2}\right.$ et $\left.m_{\pi^{+} \pi^{-}}^{2}\right)$, après intégration sur les dimensions angulaires qui décrivent la direction du photon. Les résultats de cette analyse sont les plus précis jamais obtenus dans ce canal de désintégration, permettant une description précise des modes de désintégration des résonances intermédiaires et leurs interférences: le canal $K_{1}(1270)^{+} \rightarrow K^{+} \rho(770)^{0}$ se révèle être le mode de désintégration dominant, suivi par $K_{1}(1270)^{+} \rightarrow K^{*}(892)^{0} \pi^{+}$; la fraction de $K_{1}(1270)^{+}$qui se désintègre en $K^{*}(1430)^{0} \pi^{+}$s'est avérée beaucoup plus petite que la moyenne mondiale, en accord avec les études expérimentales et théoriques récentes ; une interférence significative entre les résonances $K_{1}(1270)^{+}$et $K_{1}(1400)^{+}$est observée. Sur la base des résultats de ces études, l'analyse d'amplitude des masses invariantes et des variables angulaires en cinq dimensions est introduite, en vue de la première détermination d'une valeur numérique pour la polarisation du photon.

Mots clés: physique expérimentale des particules, physique des saveurs, désintégration radiative, polarisation du photon, analyse d'amplitude.

## Riassunto

Questa tesi presenta uno studio del decadimento di corrente neutra con cambiamento di sapore $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$, realizzato utilizzando $3 \mathrm{fb}^{-1}$ di dati raccolti con il rivelatore LHCb in collisioni protone-protone con energia del centro di massa di 7 e 8 TeV . Lo studio dei decadimenti con tre adroni scalari e un fotone nello stato finale dà accesso alla polarizzazione del fotone, una delle poche predizioni del Modello Standard della fisica delle particelle ancora non testate sperimentalmente con precisione, sensibile a effetti di fisica oltre il Modello Standard nel diagramma a loop $b \rightarrow s \gamma$. Nel campione di dati vengono ricostruiti e selezionati quasi 14000 eventi, contenenti tutte le possibili risonanze intermedie con uno stato finale $K^{+} \pi^{-} \pi^{+}$nell'intervallo di massa $[1,2] \mathrm{GeV} / c^{2}$. La distribuzione angolare dei fotoni rispetto al piano definito dagli adroni nello stato finale nel loro sistema di riposo è studiata in intervalli di massa del sistema $K^{+} \pi^{-} \pi^{+}$ al fine di ottenere l'asimmetria tra il numero di eventi con il fotone emesso su ciascun lato di tale piano. La prima osservazione diretta della polarizzazione dei fotoni nella transizione $b \rightarrow s \gamma$ è ottenuta con una significativitá di $5,2 \sigma$. I contributi delle risonanze che popolano l'intervallo di massa del sistema $K^{+} \pi^{-} \pi^{+}$studiato vengono separati per mezzo di un'analisi delle ampiezze tridimensionale delle masse invarianti dei sistemi $K^{+} \pi^{-} \pi^{+}, K^{+} \pi^{-}$e $\pi^{+} \pi^{-}$, integrando sugli angoli che descrivono la direzione del fotone. I risultati di questa analisi sono i più precisi ottenuti per questo decadimento, consentendo una descrizione accurata delle modalità di decadimento delle risonanze intermedie e dei loro schemi di interferenza: il decadimento $K_{1}(1270)^{+} \rightarrow K^{+} \rho(770)^{0}$ risulta essere dominante, seguito da $K_{1}(1270)^{+} \rightarrow K^{*}(892)^{0} \pi^{+}$; la frazione di $K_{1}(1270)^{+}$che decade in $K^{*}(1430)^{0} \pi^{+}$è molto ridotta rispetto alla media mondiale, analogamente a quanto osservato da altri studi sperimentali e teorici recenti; viene misurata un'interferenza significativa tra le risonanze $K_{1}(1270)^{+}$e $K_{1}(1400)^{+}$. Sulla base dei risultati di questo studio, è introdotta l'analisi delle ampiezze in cinque dimensioni delle masse invarianti e delle variabili angolari, finalizzata alla prima determinazione numerica della polarizzazione del fotone.

Parole chiave: fisica sperimentale delle particelle, fisica del sapore, decadimenti radiativi, polarizzazione del fotone, analisi delle ampiezze.
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## Context and outline

The Standard Model (SM) of particle physics has proven in the last decades to be very successful at describing nature at the most fundamental level. Despite being incomplete (it does not include gravitational forces and cannot explain neither the huge matterantimatter asymmetry in the universe nor the neutrino masses) the model has brilliantly passed every test, and each new discovery has turned out to be a confirmation of one of its predictions. A few currently accessible corners remain unexplored with plenty of ongoing searches looking for any sign of physics beyond its predictions.
The polarisation of the photon, accessible through the study of radiative $B$ decays, is one of the predictions of the model that have never been precisely tested. Rare $b \rightarrow s \gamma$ flavour-changing neutral-current transitions are expected to be sensitive to new physics effects that may arise from the exchange of heavy fermions in the electroweak penguin loop. These effects might result in the enhancement of the photon right-handed component, whereas the SM predicts it to be mostly left-handed.

This thesis presents a study of the $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ decay, with $K^{+} \pi^{-} \pi^{+}$mass in the $[1,2] \mathrm{GeV} / c^{2}$ interval, performed on data collected with the LHCb detector at 7 and 8 TeV centre-of-mass energies. The three scalar hadrons in the final state can be used to build a parity-odd triple product with the photon momentum that can be used to access the photon helicity. In particular, the angular distribution of the photon can be directly related to the photon polarisation parameter $\lambda_{\gamma}$, expected to be $+1(-1)$ for $B(\bar{B})$ decays in the SM, up to small corrections. A simplified approach consists in determining the photon polarisation from the asymmetry between the number of signal events with the photon observed on each side of the $K^{+} \pi^{-} \pi^{+}$plane, the up-down asymmetry, that is directly proportional to $\lambda_{\gamma}$. However, since the available theoretical predictions cannot account for the many kaon resonances that populate the studied $K^{+} \pi^{-} \pi^{+}$mass interval, this measurement cannot be translated into a numerical value for the polarisation of the photon.

The road towards the experimental determination of $\lambda_{\gamma}$ goes through the separation of the
modes that crowd the $K^{+} \pi^{-} \pi^{+}$mass spectrum and the identification of their interference patterns. This can be achieved by means of a multidimensional amplitude analysis that characterises the final state $K^{+} \pi^{-} \pi^{+} \gamma$ system using all its degrees of freedom: three invariant masses ( $m_{K^{+} \pi^{-} \pi^{+}}^{2}, m_{K^{+} \pi^{-}}^{2}$ and $m_{\pi^{+} \pi^{-}}^{2}$ ) and two angles ( $\theta$ and $\chi$ ) defining the direction of the photon with respect to the decay plane of the final state hadrons. An amplitude analysis relying solely on the three invariant masses can be exploited to identify the $m_{K^{+} \pi^{-} \pi^{+}}$resonance content, laying the foundations for a subsequent full amplitude study that will allow for a direct measurement of the polarisation of the photon.

A theoretical introduction to the SM and to the photon polarisation is given in Chapter 1. The LHCb detector is presented in Chapter 2, highlighting the contribution of each subdetector to tracking, particle identification and trigger. In Chapter 3 a fit to the $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ invariant mass is performed to separate signal and background events; the background-subtracted photon angle, $m_{K^{+} \pi^{-} \pi^{+}}, m_{K^{+} \pi^{-}}$and $m_{\pi^{+} \pi^{-}}$distributions are determined. In Chapter 4 the up-down asymmetry is exploited to claim the first observation of a nonzero photon polarisation in $b \rightarrow s \gamma$ transitions. This result has led to the publication of Ref. [1]. The three-dimensional amplitude analysis performed to identify the resonances peaking in the $K^{+} \pi^{-} \pi^{+}$mass interval and their interference patterns is presented in Chapter 5. A conclusion is given in Chapter 6 together with an outlook on the extension of the amplitude analysis to the photon angular dimensions.

This thesis has been performed in the context of the LHCb experiment, one of the three main experiments aimed at the detection of new physics effects in proton-proton collisions placed along the 27 km LHC ring that runs across the border between Switzerland and France. The LHCb detector has successfully delivered $3 \mathrm{fb}^{-1}$ of data during its Run 1, and is already collecting Run 2 data at 13 TeV centre-of-mass energy. A long shutdown is foreseen at the end of Run 2 , during which the detector will be upgraded to efficiently perform at higher luminosities.

As a member of the LHCb collaboration, I have been leading the study presented in this thesis, being personally involved in every step of the analysis. I have also contributed to the detector R\&D studies for the scintillating fibre tracker for the LHCb upgrade, characterising silicon photomultiplier detectors and testing their radiation hardness, and realising part of the software for testbeam data analysis. My contributions to these R\&D studies are not covered in this document.

## 1

## Theoretical introduction

Starting from the first pioneering experiments of Thomson [2], who discovered the electron (1897), Röntgen, whose studies on X-rays (1895) set the basis for the understanding of the wave-particle dual nature of the photon [3], and Rutherford, responsible for the identification of the nucleus (1908) [4], the study of the infinitesimal components of matter has involved many physicists, aiming at a fundamental description of particles and their interactions.
Following the first quantum description of the structure of the atom by Niels Bohr (1913) [5], who introduced the concept of energy quanta in Ernest Rutherford's planetary atom model, and the observation of protons (Rutherford 1908 [4]) and neutrons (Chadwick 1932 [6]) in the nucleus, a very close interplay between theoretical predictions and experimental searches has led to many discoveries that, over the years, have repeatedly expanded our understanding of the structure of matter. This is the case, for example, of neutrinos, experimentally discovered in the '50s [7], after having been theorized by Pauli twenty years earlier in order to justify the missing energy in $\beta$ decays.
Three kinds of interactions amongst the discovered particles were identified:

- electromagnetic interactions, with an infinite range, mediated by the massless photon;
- low-energy weak interactions, responsible for the decays with neutrinos in the final state, such as the $\beta$ decay, and described by Fermi's point interaction theory [8], without any mediators;
- strong interactions, accounting for the attraction and repulsion forces in the nucleus, whose mediator was theorized by Yukawa (1935) [9] to be massive ( $\sim 100 \mathrm{MeV} / \mathrm{c}^{2}$ ) in order for the interaction to be confined within the nucleus (short-range).

Around 1947 Tomonaga, Schwinger and Feynman independently found a solution to the divergences that were encountered in electromagnetic interactions calculations when combining Dirac equations for spin- $1 / 2$ particles and electromagnetic field equations, laying the foundations for a quantum theory of electrodynamics (QED) [10-15].

### 1.1. The Standard Model of particle physics

With the first experimental observation of pions (1947) [16,17], Yukawa's theory found its strong-force carrier, giving an almost complete description of particles and their interactions at the energy levels accessible at the time. Some years earlier, the first antiparticles were discovered (positrons [18] and antiprotons [19]), giving a physical meaning to the negative energy solutions of the Dirac theory. The description of matter was not complete though: an additional particle discovered a couple of years earlier, the muon [20], could not fit in, being just a massive copy of the electron, and behaving like a fundamental particle. Soon after, with the development of more sophisticated experiments, it was possible to access higher energies, opening the way to the discovery of a multitude of strongly interacting particles (hadrons) that could not be included in any existing theory.

It was not until the ' 60 s that Gell-Mann and Zweig independently proposed a way of describing all the discovered hadrons as a combination of elementary building blocks, called quarks, posing the bases for the development of quantum chromodynamics (QCD) [21-23]. It was then possible to interpret strong interactions at a more fundamental level: protons and neutrons in the nucleus are made of quarks, that interact exchanging massless mediators called gluons.

Concerning the study of weak interactions, Fermi's description was not well behaved at high energies. In 1968 Glashow, Salam and Weinberg proposed a theory that unified electromagnetic and weak interactions introducing very massive mediators ( $\sim 80 \mathrm{GeV} / c^{2}$ ) in order to solve such difficulties at high energies, while still preserving Fermi's point interaction in the low-energy limit [24-26]. The theory also predicted the unexpected existence of electroweak neutral currents. With the observation of these currents at CERN in 1973 [27], and the subsequent discovery of the $W$ and $Z$ bosons in 1983 [28, 29], a very clear and detailed description of the particle universe was achieved.

### 1.1 The Standard Model of particle physics

It is common to refer to the model that describes strong, weak and electromagnetic interactions with a unified formalism as the Standard Model (SM) of particle physics (Fig. 1.1) ${ }^{1}$.
In the SM particles are divided in two large families: fermions, half-integer spin particles that are the building blocks of matter, and bosons, with integer spin, responsible for the interactions amongst fermions. At a fundamental level, the SM fermions are six quarks and six leptons, organized in three generations. Twelve gauge bosons are foreseen in the SM: eight gluons, mediating the strong interaction that keeps the nucleus together, a photon, exchanged in electromagnetic transitions, and three vector bosons $W^{ \pm}$and $Z^{0}$, responsible for the weak interaction. To complete the picture, an additional spinless massive boson is requested, responsible for giving mass to all particles. This boson was theorized in 1964 by Brout, Englert, and Higgs, after whom it has been named [32-34]. It has been observed for the first time in 2012 by the CMS and ATLAS experiments at

[^0]

Figure 1.1 A schematic representation of the Standard Model of particle physics. Credits to https://en.wikipedia.org/wiki/Standard_Model .

CERN $[35,36]$ and represents the final validation of the model.
The SM represents our best understanding of the properties of all the particles and fields described above, and almost all its predictions have been experimentally validated. Nonetheless, it is far from being a theory of everything: in fact, it completely neglects gravitational forces, and it does not address the nature of dark matter and dark energy, which account for about $95 \%$ of the total energy of the universe, as found from the study of astrophysical and cosmological sources [37]. Without leaving the realm of particle physics, it is important to point out that the SM fails to explain the evident asymmetry between matter and antimatter observed in the universe, while non-SM physics effects have already been seen in the neutrino sector, with the observation of neutrino flavour oscillations $[38,39]$. In fact, in order to oscillate, neutrinos are requested to have a mass which is not easily accounted for in the SM, where they are massless, left-handed particles.

### 1.1.1 Symmetries in the Standard Model

The SM describes strong and electroweak interactions by means of a lagrangian density $\mathcal{L}_{S M}$ in a local $\mathrm{SU}(3)_{C} \times \mathrm{SU}(2)_{L} \times \mathrm{U}(1)_{Y}$ gauge symmetry group, where $\mathrm{SU}(3)_{C}$ represents the colour symmetry of strong interactions, and $\mathrm{SU}(2)_{L} \times \mathrm{U}(1)_{Y}$ are the representations of the weak isospin and hypercharge symmetries of the electroweak interactions. The ultimate goal would be to write a lagrangian density describing all the physics of the universe in the most compact and elegant way possible, with the fewest free parameters.

### 1.1. The Standard Model of particle physics

In order to do so, the description of the SM lagrangian has to rely on the continuous symmetries of the laws of physics, which represent the mathematical expression of physical conservation laws, as stated by the well-known Noether theorem [40].

## Groups

The mathematical approach to the study of symmetries relies on the concept of groups. A group is an algebraic collection of symmetries, where an operation $*$ is defined (e.g. the sum or the product of symmetries), and that satisfies certain properties (axioms):

- $A * B$ is an element of the group, for any elements $A$ and $B$ of the group;
- $A *(B * C)=(A * B) * C$ (associative property);
- the group contains an identity element $\hat{I}$ defined such that $\hat{I} * A=A$;
- each element of the group has an inverse such that $A * A^{-1}=\hat{I}$.

Each group is characterized by its generators, a set of elements of the group from which all the group elements can be obtained. The dimension ${ }^{2}$ of a group is the number of its independent parameters.

If the symmetries are continuous, then the group is a Lie group. Let's consider for example a circle in a plane: rotating it by any angle around any axis will leave the circle unchanged. The collection of such continuous symmetries defines a Lie group, where the term continuous indicates that they are defined for any value of a continuous parameter, as, for example, the rotation angle.
Examples of relevant groups for particle physics are

- the unitary group $\mathrm{U}(n)$, containing all $n \times n$ unitary matrices ${ }^{3}$, with the matrix multiplication operation. For $n=1$ the trivial circle group is obtained, consisting of all complex numbers with magnitude 1 . This group has dimension one, and is abelian, because its symmetries commute;
- the special unitary group $\operatorname{SU}(n)$, containing all the $n \times n$ unitary matrices with determinant 1 , the group operation being matrix multiplication. These groups have dimension $n^{2}-1$, and are, in general, non-abelian, meaning that their symmetries do not commute. For $n=2$ the matrices are traceless ${ }^{4}$ and anti-hermitian ${ }^{5}$ of the form

$$
\left(\begin{array}{cc}
i a & -z^{*}  \tag{1.1}\\
z & -i a
\end{array}\right) \quad z \in \mathbb{C}, a \in \mathbb{R}
$$

[^1]The Lie algebra generators of $\operatorname{SU}(2)$ are

$$
\tau^{1}=\left(\begin{array}{cc}
0 & i  \tag{1.2}\\
i & 0
\end{array}\right), \quad \tau^{2}=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right), \quad \tau^{3}=\left(\begin{array}{cc}
i & 0 \\
0 & -i
\end{array}\right)
$$

For $n=3$, the group has eight traceless hermitian generators of the form $T_{a}=\frac{\lambda_{a}}{2}$

$$
\begin{array}{llrl}
\lambda_{1} & =\left(\begin{array}{ccc}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) \\
\lambda_{3} & =\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 0
\end{array}\right) & \lambda_{2}=\left(\begin{array}{ccc}
0 & -i & 0 \\
i & 0 & 0 \\
0 & 0 & 0
\end{array}\right) \\
\lambda_{5} & =\left(\begin{array}{ccc}
0 & 0 & -i \\
0 & 0 & 0 \\
i & 0 & 0
\end{array}\right) & \lambda_{4}=\left(\begin{array}{lll}
0 & 0 & 1 \\
0 & 0 & 0 \\
1 & 0 & 0
\end{array}\right) \\
\lambda_{7} & =\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & -i \\
0 & i & 0
\end{array}\right) & \lambda_{6}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{array}\right) \\
\sqrt{3}\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -2
\end{array}\right)
\end{array}
$$

As will be shown in the following sections, the three generators of $\operatorname{SU}(2)$ and the eight generators of $\operatorname{SU}(3)$ are the mathematical representation of the mediator bosons of weak interactions and the gluons mediating strong interactions, respectively. The photon is the representation of the $U(1)$ symmetry, whose generator is the identity.

## Discrete symmetries

Three additional discrete symmetries play a relevant role in the SM: parity $P$, charge conjugation $C$, and time reversal $T$, corresponding to the invariance of physical laws when the sign of the spatial coordinates is flipped, when the particles are exchanged into their antiparticles, and when the direction of time is reversed, respectively. Strong and electromagnetic interactions respect all the discrete symmetries, while weak interactions violate each of them individually $[41,42]$. For many years the $C P$ symmetry was believed to be respected, until it was discovered to be violated in weak interactions (1964) [43]. $C P$ violation is the only known source of matter-antimatter asymmetry in the SM.
The simultaneous application of the three discrete symmetries, the $C P T$ symmetry, is conserved in the SM [44].

## Gauge invariance in $\mathrm{U}(1)$

A gauge theory is a quantum field theory whose lagrangian is invariant under a continuous (Lie) group of local transformations. The principle of local gauge invariance enforces the
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theory to be invariant under transformations of the type

$$
\begin{equation*}
\psi(x) \rightarrow e^{i \xi^{a}(x) T^{a}} \psi(x) \tag{1.4}
\end{equation*}
$$

where $\psi(x)$ is a wavefunction that describes a generic field, $T^{a}$ are the generators of the Lie group, and $\xi^{a}(x)$ are a set of arbitrary real functions. The invariance is local because $\xi$ is different at each point of the space-time.

Let's introduce an example of how a gauge invariant field theory may be constructed, using a Dirac field describing massive fermions. It is straightforward to notice that a free Dirac lagrangian ${ }^{6}$

$$
\begin{equation*}
\mathcal{L}_{\psi}=\bar{\psi}(i \not \partial-m) \psi \tag{1.5}
\end{equation*}
$$

is invariant under a global phase transformation of the form

$$
\begin{equation*}
\psi \rightarrow \psi^{\prime}=e^{i q \xi} \psi \tag{1.6}
\end{equation*}
$$

where $\xi$ is constant, $q$ is a constant that weighs the strength of the transformation, and the dependency of the Dirac fields on the space-time coordinates is implied. The generator of simple phase transformations is the identity, suggesting that its symmetry group is $\mathrm{U}(1)$.
In the case of local transformations, $\xi \rightarrow \xi(x)$, the phase becomes a function of the space-time coordinates. Under the transformation, the mass term of the lagrangian does not change, while the kinetic term introduces complications because of the derivative

$$
\begin{equation*}
\mathcal{L}_{\psi} \rightarrow \mathcal{L}_{\psi}^{\prime}=\bar{\psi} \gamma^{\mu}\left[i \partial_{\mu}-q \partial_{\mu} \xi(x)\right] \psi-m \bar{\psi} \psi \tag{1.7}
\end{equation*}
$$

The invariance of the lagrangian under local phase transformations can be restored with the introduction of a covariant derivative $D_{\mu}$ that transforms as

$$
\begin{equation*}
D_{\mu} \psi \rightarrow\left(D_{\mu} \psi\right)^{\prime}=e^{i q \xi(x)}\left(D_{\mu} \psi\right) \tag{1.8}
\end{equation*}
$$

in order to absorb the additional term in Eq. 1.7.
It is natural to build the covariant derivative so that

$$
\begin{align*}
D_{\mu} \psi & =\left(\partial_{\mu}+i q A_{\mu}(x)\right) \psi  \tag{1.9}\\
D_{\mu} \psi \rightarrow\left(D_{\mu} \psi\right)^{\prime} & =e^{i q \xi(x)}\left(\partial_{\mu}-i \partial_{\mu} \xi(x)+i q A_{\mu}^{\prime}(x)\right) \psi \tag{1.10}
\end{align*}
$$

where $A_{\mu}(x)$ is a local quantity, with a transformation rule

$$
\begin{equation*}
A_{\mu} \rightarrow A_{\mu}^{\prime}=A_{\mu}+\frac{1}{q} \partial_{\mu} \xi(x) \tag{1.11}
\end{equation*}
$$

as follows from Eq. 1.8. Such quantity is a gauge field.
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$$
\begin{align*}
\mathcal{L}_{\psi} & =\bar{\psi}(i \not D-m) \psi \\
& =\bar{\psi}(i \not \partial-m) \psi-q \bar{\psi} \gamma^{\mu} \psi A_{\mu} \\
& =\bar{\psi}(i \not \partial-m) \psi-j^{\mu} A_{\mu} \tag{1.12}
\end{align*}
$$

at the cost of adding an interaction term for the fermions, in the form of a conserved current $j_{\mu}$. The conservation of this current, $\partial_{\mu} j^{\mu}=0$, is the effect of the $\mathrm{U}(1)$ symmetry of the lagrangian of Eq. 1.12, as stated by Noether's theorem.
The gauge field describes a boson that mediates the interaction of fermions. For the $\mathrm{U}(1)$ lagrangian to be complete, a kinetic term for the gauge field is needed. From $A_{\mu}$ the covariant and gauge invariant curvature tensor can be built

$$
\begin{equation*}
F_{\mu \nu}=\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu} \tag{1.13}
\end{equation*}
$$

where the dependency of $A_{\mu}$ on the space-time coordinates is implied.
Adding the term of Eq. 1.13 to the lagrangian gives

$$
\begin{equation*}
\mathcal{L}_{\psi}=\bar{\psi}(i \not \partial-m) \psi-j_{\mu} A^{\mu}-\frac{1}{4} F_{\mu \nu} F^{\mu \nu} . \tag{1.14}
\end{equation*}
$$

It is interesting to point out that the mass term for the gauge field $\frac{1}{2} m^{2} A_{\mu} A^{\mu}$ cannot be featured in this lagrangian, because it would invalidate its gauge invariance. This suggests the existence of an additional mechanism to give mass to gauge bosons.
To summarise, a lagrangian that describes fermions interacting with a gauge field has been introduced by just imposing it to be invariant with respect to local phase transformations. In the specific case in which $A_{\mu}$ is the vector potential, it is straightforward to see that the theory described is electrodynamics, $F_{\mu \nu}$ being the strength of the electromagnetic field, $q$ the electric charge, and $j_{\mu}$ the conserved electromagnetic current.

## Gauge invariance in non-abelian groups

The arguments introduced above for simple local phase transformations still hold for more complex gauge transformations depending on more than one parameter. A number of independent gauge fields corresponding to the number of parameters is needed to describe the system: this leads to the existence of more mediator bosons than in the simple $\mathrm{U}(1)$ case.

Let's start by imposing the Dirac lagrangian in Eq. 1.5 to be invariant with respect to generic non-abelian local gauge transformations of the form

$$
\begin{equation*}
\psi \rightarrow \psi^{\prime}=e^{i \vec{T} \cdot \vec{\xi}(x)} \psi \tag{1.15}
\end{equation*}
$$
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where the Dirac fields are represented by spinor multiplets $\psi=\left(\begin{array}{c}\psi_{1} \\ \ldots \\ \psi_{N}\end{array}\right), \vec{\xi}(x)$ are arbitrary local functions, and the matrices $\vec{T}$ are the generators of the group, bound by the relation

$$
\begin{equation*}
\left[T^{i}, T^{j}\right]=i f_{i j k} T^{k} \tag{1.16}
\end{equation*}
$$

with $f_{i j k}$ being the structure constants of the group.
To ease the notation, the local transformation $U(x)$ is defined:

$$
\begin{equation*}
U(x)=e^{i \vec{T} \cdot \vec{\xi}(x)} . \tag{1.17}
\end{equation*}
$$

In order for the lagrangian to be invariant under the transformation 1.15, the covariant derivative has to be generalized to the form

$$
\begin{equation*}
D_{\mu}(x)=\partial_{\mu}+i \Gamma_{\mu}(x), \tag{1.18}
\end{equation*}
$$

where $\Gamma_{\mu}(x)$ is a generic object, corresponding to $q A_{\mu}(x)$ in the case of $\mathrm{U}(1)$, whose transformation law is

$$
\begin{equation*}
\Gamma_{\mu}(x) \rightarrow \Gamma_{\mu}(x)^{\prime}=U(x) \Gamma_{\mu}(x) U^{\dagger}(x)+i\left(\partial_{\mu} U(x)\right) U^{\dagger}(x) . \tag{1.19}
\end{equation*}
$$

It is common to relate $\Gamma_{\mu}$ to the generators,

$$
\begin{align*}
\Gamma_{\mu} & =\Gamma_{\mu}^{j} T^{j}  \tag{1.20}\\
\Gamma_{\mu}^{\prime} & =\left[\Gamma_{\mu}^{k}+\xi^{j} \Gamma_{\mu}^{i} f_{j i k}-\left(\partial_{\mu} \xi^{k}\right)\right] T^{k} \tag{1.21}
\end{align*}
$$

where the dependence on the space-time coordinates is implicit.
The local gauge transformation invariant lagrangian will be made of two parts

$$
\begin{align*}
\mathcal{L}_{\psi} & =\mathcal{L}_{0}+\mathcal{L}_{\text {gauge }} \\
& =\bar{\psi}(i \not D-m) \psi+\mathcal{L}_{\text {gauge }} . \tag{1.22}
\end{align*}
$$

The term $\mathcal{L}_{0}$ accounts for the description of the fermions and their interactions with the gauge fields, while $\mathcal{L}_{\text {gauge }}$ describes the gauge field. In the case of $\mathrm{U}(1), \mathcal{L}_{\text {gauge }}=$ $-\frac{1}{4} F_{\mu \nu} F^{\mu \nu}$.
The generalized Yang-Mills strength tensor $G_{\mu \nu}[45]$ can be obtained as

$$
\begin{equation*}
G_{\mu \nu}=\partial_{\nu} \Gamma_{\mu}-\partial_{\mu} \Gamma_{\nu}-i g\left[\Gamma_{\nu}, \Gamma_{\mu}\right], \tag{1.23}
\end{equation*}
$$

where $g$ is the coupling constant, and the last term accounts for the non commutativity of the transformations. If the group is abelian, the Yang-Mills tensor becomes $F_{\mu \nu}$ (Eq. 1.13). The Yang-Mills gauge invariant lagrangian can be built from this tensor, after noticing that $\operatorname{Tr}\left(\mathrm{G}_{\mu \nu} \mathrm{G}^{\mu \nu}\right)$ is invariant. After explicitly calculating the trace, the lagrangian can
be expressed as

$$
\begin{align*}
\mathcal{L}_{\text {gauge }} & =\frac{1}{4 g^{2}}\left(G_{\mu \nu}\right)^{k}\left(G^{\mu \nu}\right)^{k} \\
& =\frac{1}{4 g^{2}}\left[\partial_{\nu}\left(\Gamma_{\mu}\right)^{k}-\partial_{\mu}\left(\Gamma_{\nu}\right)^{k}+g\left(\Gamma_{\nu}\right)^{i}\left(\Gamma_{\mu}\right)^{j} f_{i j k}\right]\left[\partial^{\nu}\left(\Gamma^{\mu}\right)^{k}-\partial^{\mu}\left(\Gamma^{\nu}\right)^{k}+g\left(\Gamma^{\nu}\right)^{i}\left(\Gamma^{\mu}\right)^{j} f_{i j k}\right] \tag{1.24}
\end{align*}
$$

where the Yang-Mills tensor has been related to the generators of the group using the relation

$$
\begin{equation*}
G_{\mu \nu}=\left(G_{\mu \nu}\right)^{j} T^{j} \tag{1.25}
\end{equation*}
$$

In the case of abelian $\mathrm{U}(1)$ transformations, the coupling constant $g$ is the charge, $\Gamma_{\mu}=q A_{\mu}$, and $G_{\mu \nu}=F_{\mu \nu}$, with all the terms $\Gamma_{\mu} \Gamma_{\nu}$ equal to zero. This corresponds to a theory with a massless boson of spin 1 , the photon, mediating the electromagnetic interactions amongst fermions. For non-abelian groups, the lagrangian 1.24 describes a system of fermions interacting via $N$ "photons", $N$ being the dimension of the group. Since the terms in $\Gamma_{\mu} \Gamma_{\nu}$ are different from zero, in this case the mediator fields can interact with each other. $\mathrm{SU}(2)$ and $\mathrm{SU}(3)$ have respectively 3 and 8 interacting gauge bosons. Since the experiments show that these bosons can be massive, there must be an additional process that gives them mass. This process is known as the Brout-Englert-Higgs mechanism [32-34].

## Symmetry breaking

Let's introduce a complex scalar field that describes interacting bosons, using a KleinGordon lagrangian with an interaction term

$$
\begin{equation*}
\mathcal{L}_{\phi}=\partial_{\mu} \phi \partial^{\mu} \phi^{\dagger}-\mu^{2} \phi^{\dagger} \phi-\lambda\left(\phi^{\dagger} \phi\right)^{2} \tag{1.26}
\end{equation*}
$$

It is easy to see that this lagrangian is invariant with respect to global phase transformations

$$
\begin{equation*}
\phi \rightarrow \phi^{\prime}=e^{i \xi} \phi \tag{1.27}
\end{equation*}
$$

Noether's theorem predicts the current

$$
\begin{equation*}
j_{\mu}=i\left[\left(\partial_{\mu} \phi\right) \phi^{\dagger}-\phi\left(\partial_{\mu} \phi^{\dagger}\right)\right] \tag{1.28}
\end{equation*}
$$

to be conserved, $\partial_{\mu} j^{\mu}=0$.
The hamiltonian associated to the obtained lagrangian is

$$
\begin{align*}
\mathcal{H}_{\phi} & =\frac{\partial \mathcal{L}_{\phi}}{\partial \dot{\phi}} \dot{\phi}+\frac{\partial \mathcal{L}_{\phi}}{\partial \dot{\phi}^{\dagger}} \dot{\phi}^{\dagger}-\mathcal{L}_{\phi} \\
& =\dot{\phi}^{\dagger} \dot{\phi}+(\vec{\nabla} \phi)\left(\vec{\nabla} \phi^{\dagger}\right)+\mu^{2} \phi^{\dagger} \phi+\lambda\left(\phi^{\dagger} \phi\right)^{2} \tag{1.29}
\end{align*}
$$

where the dot indicates the derivative over time, and $\vec{\nabla}$ is the gradient operator. For
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the energy to be larger than zero, $\lambda$ has to be positive, because in the limit $\phi \rightarrow \infty$ the interaction term dominates, completely determining the sign of energy.

The lagrangian and the hamiltonian can be rewritten as

$$
\begin{align*}
\mathcal{L}_{\phi} & =\left(\partial_{\mu} \phi\right)\left(\partial^{\mu} \phi^{\dagger}\right)-V(\phi)  \tag{1.30}\\
\mathcal{H}_{\phi} & =\dot{\phi} \dot{\phi}^{\dagger}+V(\phi) \tag{1.31}
\end{align*}
$$

with

$$
\begin{equation*}
V(\phi)=\mu^{2} \phi^{\dagger} \phi+\lambda\left(\phi^{\dagger} \phi\right)^{2} \tag{1.32}
\end{equation*}
$$

so that $V(\phi)_{\min }$ corresponds to the fundamental energy state, often called the quantum vacuum state $|0\rangle$.

The potential minima satisfy the condition

$$
\begin{equation*}
\phi\left(\mu^{2}+2 \lambda \phi^{\dagger} \phi\right)=0 \tag{1.33}
\end{equation*}
$$

To better understand this result, the bosonic field $\phi$ can be expressed in its cartesian representation

$$
\begin{equation*}
\phi=\frac{\phi_{1}+i \phi_{2}}{\sqrt{2}} \quad \phi_{1}, \phi_{2} \in \mathbb{R} \tag{1.34}
\end{equation*}
$$

so that the phase transformation can easily be interpreted as a rotation in the $\left(\phi_{1}, \phi_{2}\right)$ plane (Fig. 1.2).


Figure 1.2 A representation of the potential $V(\phi)$ for $\mu^{2}>0$ (a) and $\mu^{2}<0$ (b).
Credits to http://portal.kph.uni-mainz.de/lectures/emk/Astroteilchen02/.

For $\mu^{2}>0$, Eq. 1.33 is satisfied only if $\phi=0$. This is the case in which the global phase transformation is an exact symmetry of the system. In fact, any rotation in the $\left(\phi_{1}, \phi_{2}\right)$ plane leaves the system in the same minimum, where the expectation value of the field is zero, $\langle 0| \phi|0\rangle=0$.
For $\mu^{2}<0$, the potential has a local maximum at 0 , and its minima are distributed along a circumference of radius $|\phi|=\sqrt{\frac{-\mu^{2}}{2 \lambda}} \equiv \eta$. In this case, a phase transformation of the field changes the state of the system: the symmetry of the lagrangian is broken.
The expectation value of the field at the minimum has been found to be different from zero in case of spontaneous symmetry breaking, $\langle 0| \phi|0\rangle=\eta$.
The fluctuations of the system around its fundamental state can be described in terms of
the quantized oscillations of the field $\phi$ around its value at the minimum, different from zero only in case of a broken symmetry

$$
\begin{equation*}
\phi=\eta+\frac{\sigma_{1}+i \sigma_{2}}{\sqrt{2}} \tag{1.35}
\end{equation*}
$$

where the fields $\sigma_{i}$ represent the oscillations.
Developing the potential of Eq. 1.32 in a Taylor series, up to the second order, gives

$$
\begin{equation*}
V(\phi)=V_{0}+\frac{1}{2} \sum_{i, j=1}^{2} \overline{\left(\frac{\partial^{2} V}{\partial \phi_{i} \partial \phi_{j}}\right)} \sigma_{i} \sigma_{j} \tag{1.36}
\end{equation*}
$$

where $V_{0}$ is the potential at the minimum, and the horizontal line indicates that the derivatives are calculated at $\phi=\phi_{\min }$. By construction, the term in the first derivative is null when calculated at the minimum.
In analogy to the Klein-Gordon formulation of the lagrangian, the quadratic term is expected to be related to the masses of the system. Defining the squared masses

$$
\begin{equation*}
M_{i j}^{2}=\overline{\left(\frac{\partial^{2} V}{\partial \phi_{i} \partial \phi_{j}}\right)} \tag{1.37}
\end{equation*}
$$

the mass matrix for the system is found to be

$$
M^{2}=\left(\begin{array}{cc}
-2 \mu^{2} & 0  \tag{1.38}\\
0 & 0
\end{array}\right)
$$

The lagrangian can then be written as

$$
\begin{equation*}
\mathcal{L}_{\phi}=\frac{1}{2} \partial_{\mu} \sigma_{1} \partial^{\mu} \sigma_{1}+\mu^{2} \sigma_{1}^{2}+\frac{1}{2} \partial_{\mu} \sigma_{2} \partial^{\mu} \sigma_{2} \tag{1.39}
\end{equation*}
$$

The spontaneous breaking of the symmetry has caused the two degrees of freedom of the theory, associated to the real fields $\phi_{1}$ and $\phi_{2}$, to transfer to two particles of mass $\sqrt{-2 \mu^{2}}$ and 0 .
In case the symmetry is conserved, the curvature of the potential is always zero, and the mass terms for the field vanish.

This result, which predicted for the first time the existence of a scalar massless boson, was, though, not supported by the experiments, since no such particle was ever observed.
The theory developed by Goldstone [46] for global phase transformations can be extended to local transformations, analogously to what has been shown earlier for Yang-Mills gauge fields. For simplicity, gauge transformations in the abelian group $U(1)$ are considered, where gauge invariance is achieved by introducing the covariant derivative $D_{\mu}$, the gauge field $A_{\mu}$, and the field strength tensor $F_{\mu \nu}$.
The gauge invariant lagrangian developed from the combination of Eq. 1.14 and Eq. 1.26
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becomes, neglecting the fermion fields,

$$
\begin{equation*}
\mathcal{L}_{\text {gauge }}=\left(D_{\mu} \phi\right)\left(D^{\mu} \phi^{\dagger}\right)-\mu^{2} \phi^{\dagger} \phi-\lambda\left(\phi^{\dagger} \phi\right)^{2}-\frac{1}{4} F_{\mu \nu} F^{\mu \nu} \tag{1.40}
\end{equation*}
$$

For $\mu^{2}>0,\langle 0| \phi|0\rangle=0$ and using Eq. 1.35 with $\eta=0$ at second order the lagrangian reads

$$
\begin{equation*}
\mathcal{L}_{\text {gauge }}=\frac{1}{2} \partial_{\mu} \sigma_{1} \partial^{\mu} \sigma_{1}-\frac{1}{2} \mu^{2} \sigma_{1}^{2}+\frac{1}{2} \partial_{\mu} \sigma_{2} \partial^{\mu} \sigma_{2}-\frac{1}{2} \mu^{2} \sigma_{2}^{2}-\frac{1}{4} F_{\mu \nu} F^{\mu \nu} \tag{1.41}
\end{equation*}
$$

that describes two particles of mass $\mu$ and opposite charge, interacting by means of a mediator for which no mass term is foreseen in the lagrangian. The gauge symmetry of QED is respected, hence the photons mediating electromagnetic interactions have no mass.
When the symmetry is broken $\left(\mu^{2}<0\right), \eta$ is different from zero, and from Eq. 1.35 follows

$$
\begin{equation*}
\phi \rightarrow \phi^{\prime}=\eta+\frac{\sigma_{1}+i\left[\sigma_{2}+\sqrt{2} \eta \xi(x)\right]}{\sqrt{2}} \tag{1.42}
\end{equation*}
$$

where the approximation $e^{i \xi(x)} \sim(1+i \xi(x))$ has been used. In contradiction with what is observed in the Goldstone case for global gauge transformations, $\sigma_{1}$ is left unchanged by the local transformation, while $\sigma_{2} \rightarrow \sigma_{2}+\sqrt{2} \eta \xi(x)$ and an opportune choice of the gauge condition can eliminate the latter field, formerly associated to the massless Goldstone boson. In the unitary gauge

$$
\begin{equation*}
\xi(x)=-\frac{\sigma_{2}}{\sqrt{2} \eta} \tag{1.43}
\end{equation*}
$$

Eq 1.35 simplifies to

$$
\begin{equation*}
\phi=\eta+\frac{\sigma_{1}}{\sqrt{2}} \quad \phi \in \mathbb{R} \tag{1.44}
\end{equation*}
$$

Developing the potential at second order Taylor expansion, as done previously, the lagrangian becomes

$$
\begin{equation*}
\mathcal{L}_{\text {gauge }}=\frac{1}{2} \partial_{\mu} \sigma_{1} \partial^{\mu} \sigma_{1}-\frac{1}{2} M_{H}^{2} \sigma_{1}^{2}-\frac{1}{4} F_{\mu \nu} F^{\mu \nu}+\frac{1}{2} M_{A}^{2} A_{\mu} A^{\mu}+\text { interaction terms } \tag{1.45}
\end{equation*}
$$

where

$$
\begin{align*}
M_{H}^{2} & =-2 \mu^{2}=4 \lambda \eta^{2}  \tag{1.46}\\
M_{A}^{2} & =2 q^{2} \eta^{2} \tag{1.47}
\end{align*}
$$

Imposing local gauge invariance to the QED lagrangian, two new pieces of the SM puzzle are obtained

$$
\begin{equation*}
\mathcal{L}_{A}=-\frac{1}{4} F_{\mu \nu} F^{\mu \nu}+\frac{1}{2} M_{A}^{2} A_{\mu} A^{\mu} \tag{1.48}
\end{equation*}
$$

which describes a massive gauge mediator of spin 1 , and

$$
\begin{equation*}
\mathcal{L}_{H}=\frac{1}{2} \partial_{\mu} \sigma_{1} \partial^{\mu} \sigma_{1}-\frac{1}{2} M_{H}^{2} \sigma_{1}^{2} \tag{1.49}
\end{equation*}
$$

describing a massive scalar neutral boson, the Higgs boson.
The one just described is the Higgs mechanism, which reunites Yang-Mills gauge theories with the Goldstone model, predicting the existence of a new field, and coincidentally a new boson, transferring the initial degrees of freedom of the system into mass terms for the interaction mediators when the symmetry is broken.

### 1.1.2 Electroweak interactions

At the beginning of the $1960 s$, before Higgs introduced his symmetry breaking mechanism, Glashow [24] unveiled for the first time the electromagnetic and weak interactions as a single force, with the observed differences being related to the mass of their propagators.
Let's consider a leptonic doublet spinor and its associated Dirac lagrangian

$$
\begin{equation*}
\mathcal{L}=\bar{\psi} i \not \partial \psi-m \bar{\psi}\left(\frac{1-\tau^{3}}{2}\right) \psi, \quad \psi=\binom{\nu}{e} \tag{1.50}
\end{equation*}
$$

where the matrix $\tau^{3}$, introduced in Eq.1.2, ensures that only the electron term is coupled to the mass. Neglecting the mass terms, the lagrangian is symmetric under

- the rotation of the spinor (isospin transformation)

$$
\begin{equation*}
\psi \rightarrow \psi^{\prime}=e^{\frac{i}{2} \alpha^{j} \tau^{j}} \psi \tag{1.51}
\end{equation*}
$$

- chiral transformations

$$
\begin{equation*}
\psi \rightarrow \psi^{\prime}=e^{\frac{i}{2} \beta^{j} \tau^{j} \gamma^{5}} \psi \tag{1.52}
\end{equation*}
$$

where $\gamma^{5}=\left(\begin{array}{cc}0 & \mathbb{I}_{2} \\ \mathbb{I}_{2} & 0\end{array}\right)$ from a combination of Dirac matrices. Chirality is a property of Dirac spinors used to separate their left- and right-handed components

$$
\begin{equation*}
\psi=\psi_{L}+\psi_{R}=\frac{1}{2}\left(1-\gamma^{5}\right) \psi+\frac{1}{2}\left(1+\gamma^{5}\right) \psi . \tag{1.53}
\end{equation*}
$$

The transformation $U=e^{\frac{i}{2}\left(\alpha^{j} \tau^{j}+\beta^{j} \tau^{j} \gamma^{5}\right)}$ describes an $\mathrm{SU}(2)$ algebra, separated for leftand right-handed components because of the chirality transformation. Adding the global phase transformation symmetry, the most general group for describing the properties of the spinor $\psi$ is obtained

$$
\mathrm{SU}(2)_{L} \times \mathrm{SU}(2)_{R} \times \mathrm{U}(1)_{L} \times \mathrm{U}(1)_{R}
$$

with eight generators and eight associated conserved currents ${ }^{7}$.
Glashow understood that it was possible to determine the electromagnetic current $j_{\mu}^{\mathrm{em}}=$ $-\bar{e} \gamma_{\mu} e$ and the weak current $j_{\mu}^{\text {weak }}=\bar{e} \gamma_{\mu}\left(1-\gamma^{5}\right) \nu$ by combining the currents of $\mathrm{SU}(2)_{L}$ to
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an additional group $\mathrm{U}(1)_{Y}$ describing the symmetry for weak hypercharge transformations, where $Y=2\left(Q-I_{3}\right)$ with $Q$ the electromagnetic charge and $I_{3}$ the third component of isospin. Given the expression for the $\mathrm{SU}(2)_{L}$ currents

$$
\begin{equation*}
L_{\mu}^{j}=\psi_{L} \gamma_{\mu} \frac{\tau^{j}}{2} \psi \quad j=1,2,3 \tag{1.54}
\end{equation*}
$$

it is easy to see that

$$
\begin{align*}
& 2\left(L_{\mu}^{1}-i L_{\mu}^{2}\right)=\bar{e} \gamma_{\mu}\left(1-\gamma^{5}\right) \nu=j_{\mu}^{\text {weak }}  \tag{1.55}\\
& 2\left(j_{\mu}^{\text {em }}-L_{\mu}^{3}\right)=-\left(\bar{e}_{L} \gamma_{\mu} e_{L}+\bar{\nu}_{L} \gamma_{\mu} \nu_{L}\right)-\bar{e}_{R} \gamma_{\mu} e_{R}=Y_{\mu} . \tag{1.56}
\end{align*}
$$

Since $\mathrm{SU}(2)_{L}$ and $\mathrm{U}(1)_{Y}$ commute, $\mathrm{SU}(2)_{L} \times \mathrm{U}(1)_{Y}$ is still a symmetry group for our system. It is, in fact, the minimal gauge group representation that can be used to describe the electroweak interactions in a unified formalism.

Studying the symmetry breaking mechanism in Glashow's minimal gauge group for local transformations, Weinberg and Salam $[25,26]$ developed a unified electroweak theory, which is now considered to be the main building block of the SM.

Let's consider the former leptonic doublet $\psi$ in its chiral representation

$$
l=\binom{\nu_{L}}{e_{L}}_{Y=-1} \quad r=\left(e_{R}\right)_{Y=-2}
$$

where the right-handed neutrino $\nu_{R}$ is not considered because it does not play a role in electroweak interactions.

Four gauge fields can be introduced: $W_{\mu}^{i}(i=1,2,3)$ corresponding to the three generators of the non-abelian group $\mathrm{SU}(2)_{L}$, and $B_{\mu}$ that is the generator of $\mathrm{U}(1)_{Y}$. Analogously to what has been introduced for the Yang-Mills tensor

$$
\begin{align*}
\left(W_{\mu \nu}\right)^{i} & =\partial_{\nu} W_{\mu}^{i}-\partial_{\mu} W_{\nu}^{i}+i g \epsilon_{i j k} W_{\mu}^{j} W_{\nu}^{k},  \tag{1.57}\\
\left(B_{\mu \nu}\right) & =\partial_{\nu} B_{\mu}-\partial_{\mu} B_{\nu} . \tag{1.58}
\end{align*}
$$

The lagrangian of the system is

$$
\begin{equation*}
\mathcal{L}_{\text {ew }}=\mathcal{L}_{\text {lept }}+\mathcal{L}_{\text {gauge }}, \tag{1.59}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{L}_{\text {lept }}=\bar{l}\left[i \gamma^{\mu}\left(D_{\mu}\right)_{L}\right] l+\bar{r}\left[i \gamma^{\mu}\left(D_{\mu}\right)_{R}\right] r, \tag{1.60}
\end{equation*}
$$

with

$$
\begin{align*}
& \left(D_{\mu}\right)_{L}=\partial_{\mu}-i g \frac{\tau^{i}}{2} W_{\mu}^{i}-i \frac{g^{\prime}}{2} Y_{l} B_{\mu}  \tag{1.61}\\
& \left(D_{\mu}\right)_{R}=\partial_{\mu}-i \frac{g^{\prime}}{2} Y_{r} B_{\mu}, \tag{1.62}
\end{align*}
$$

and

$$
\begin{equation*}
\mathcal{L}_{\text {gauge }}=-\frac{1}{4}\left(W_{\mu \nu}\right)^{i}\left(W^{\mu \nu}\right)^{i}-\frac{1}{4} B_{\mu \nu} B^{\mu \nu} . \tag{1.63}
\end{equation*}
$$

The current description of the system presents two issues

- the lagrangian is invariant under local gauge transformations in $\mathrm{SU}(2)_{L} \times \mathrm{U}(1)_{Y}$ only in the limit of massless leptons;
- it predicts four massless boson mediators, not observed by experiments.

Both problems are solved introducing the Higgs mechanism for spontaneous symmetry breaking.
A scalar Higgs doublet with hypercharge $Y_{H}=1$ is introduced, so that the hypercharge of the system is conserved:

$$
\phi=\binom{\phi^{+}}{\phi^{0}}_{Y=1} .
$$

The covariant derivative for the Higgs scalar field, ensuring that the symmetry of the lagrangian holds under local gauge transformation, has the form

$$
\begin{equation*}
D_{\mu} \phi=\left(\partial_{\mu}-\frac{i}{2} g \vec{\tau} \cdot \vec{W}_{\mu}-\frac{i}{2} g^{\prime} Y_{H} B_{\mu}\right) \phi \tag{1.64}
\end{equation*}
$$

The Higgs field introduces two lagrangian terms

$$
\begin{align*}
\mathcal{L}_{H} & =\left(D_{\mu} \phi\right)\left(D^{\mu} \phi\right)^{\dagger}-V\left(\phi^{\dagger} \phi\right) \\
& =\left(D_{\mu} \phi\right)\left(D^{\mu} \phi\right)^{\dagger}-\mu^{2}\left(\phi^{\dagger} \phi\right)-\lambda\left(\phi^{\dagger} \phi\right)^{2} \tag{1.65}
\end{align*}
$$

and

$$
\begin{equation*}
\mathcal{L}_{m_{e}}=-g_{e}\left(\bar{r} \phi^{\dagger} l+\bar{l} \phi r\right), \tag{1.66}
\end{equation*}
$$

the latter being the term from which the mass of the electron arises, with $g_{e}$ the coupling constant.
One can already see how the Higgs field has allowed the introduction of a mass term for the leptons that respects the gauge invariance of the minimal symmetry group under study, with a convenient choice of its hypercharge.
As seen in the previous section, according to the sign of $\mu^{2}$ in the Higgs potential, the symmetry of the lagrangian can be broken in the physical observed state. With an opportune transformation, the expectation value of the Higgs field on the vacuum state can be expressed as

$$
\begin{equation*}
\langle 0| \phi|0\rangle=\binom{0}{\eta} \quad \eta=\sqrt{\frac{-\mu^{2}}{2 \lambda}} \tag{1.67}
\end{equation*}
$$

The symmetry breaking of the system should preserve the conservation of the electromagnetic current, because the electromagnetic interaction is mediated by a massless photon,
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and the charge is conserved

$$
\mathrm{SU}(2)_{L} \times \mathrm{U}(1)_{Y} \rightarrow \mathrm{U}(1)_{\mathrm{e} . \mathrm{m}}
$$

where $\mathrm{U}(1)_{\mathrm{e} . \mathrm{m}}$ indicates the gauge symmetry of electromagnetism. The symmetry that has to be conserved is not one of the initial symmetries of the system. From the definition of the hypercharge, the quantity $Q=\frac{Y}{2}+I_{3}=\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)$ is such that the transformation $U(x)=e^{i Q \xi(x)}$ does not break the symmetry. The quantity $Q$ is the conserved charge.
Let's study the case of broken symmetry ( $\mu^{2}<0$ ), and, in particular, how the oscillations of the Higgs field around the vacuum state transfer the degrees of freedom of the initial system to massive mediator bosons. In the unitary gauge the Higgs field can be expressed as

$$
\begin{equation*}
\phi=\binom{0}{\eta+\frac{\sigma}{\sqrt{2}}}_{Y=1} \tag{1.68}
\end{equation*}
$$

where $\sigma$ is the scalar field that describes the oscillations.
The lagrangian of the system reads

$$
\begin{equation*}
\mathcal{L}_{\text {ew }}=\mathcal{L}_{\text {lept }}+\mathcal{L}_{\text {gauge }}+\mathcal{L}_{H}+\mathcal{L}_{\mathrm{m}_{e}} . \tag{1.69}
\end{equation*}
$$

The mass of the interaction mediators comes from the Higgs lagrangian

$$
\left.\begin{array}{rl}
\mathcal{L}_{H} & =\frac{1}{2} \partial_{\mu} \sigma \partial^{\mu} \sigma-\frac{1}{2} \mu^{2} \sigma^{2} \\
& +\frac{1}{2} M_{W}^{2}\left[\left(W_{\mu}\right)^{1}\left(W^{\mu}\right)^{1}+\left(W_{\mu}\right)^{2}\left(W^{\mu}\right)^{2}\right] \\
& +\frac{1}{4} \eta^{2}\left(\left(W_{\mu}\right)^{3}\right.  \tag{1.70}\\
B_{\mu}
\end{array}\right)\left(\begin{array}{cc}
g^{2} & -g g^{\prime} \\
-g g^{\prime} & \left(g^{\prime}\right)^{2}
\end{array}\right)\binom{\left(W_{\mu}\right)^{3}}{B_{\mu}}, ~ \$
$$

where the additional interaction terms are not considered for simplicity. The lagrangian contains the masses of the charged mediators $W^{ \pm}$associated to the fields $\left(W_{\mu}\right)^{1}$ and $\left(W_{\mu}\right)^{2}$

$$
\begin{equation*}
M_{W}^{2}=\frac{1}{2} \eta^{2} g^{2} \tag{1.71}
\end{equation*}
$$

as well as those of the neutral mediators

$$
\mathcal{M}^{2}=\frac{1}{2} \eta^{2}\left(\begin{array}{cc}
g^{2} & -g g^{\prime}  \tag{1.72}\\
-g g^{\prime} & \left(g^{\prime}\right)^{2}
\end{array}\right) .
$$

The expression for $\mathcal{M}^{2}$ can be simplified introducing the electroweak mixing angle $\theta_{\text {ew }}$, that rotates the lagrangian basis into the physical observable fields $Z_{\mu}$, representing the neutral weak current field associated to the mediator boson $Z^{0}$, and $A_{\mu}$, that represents
the electromagnetic field associated to the photon $\gamma$ :

$$
\binom{Z_{\mu}}{A_{\mu}}=\left(\begin{array}{cc}
\cos \theta_{\mathrm{ew}} & -\sin \theta_{\mathrm{ew}}  \tag{1.73}\\
\sin \theta_{\mathrm{ew}} & \cos \theta_{\mathrm{ew}}
\end{array}\right)\binom{\left(W_{\mu}\right)^{3}}{B_{\mu}}
$$

For the photon to be massless, the condition

$$
\begin{equation*}
g \sin \theta_{\mathrm{ew}}=g^{\prime} \cos \theta_{\mathrm{ew}}=e \tag{1.74}
\end{equation*}
$$

has to be respected, so that the eigenvalue associated to $A_{\mu}$ is null, where $e$ is the electric charge.
The term describing how the electrons mass arises from the interaction with the Higgs field becomes

$$
\begin{equation*}
\mathcal{L}_{\mathrm{m}_{e}}=-g_{e} \eta \bar{e} e-g_{e} \frac{\sigma}{\sqrt{2}} \bar{e} e \tag{1.75}
\end{equation*}
$$

where $-g_{e} \eta$ is the mass of the electron in analogy to the Dirac lagrangian mass term, and the second term represents the interaction between the electron field and the Higgs field.
Following Glashow, Weinberg and Salam, the application of the Higgs mechanism to a gauge invariant lagrangian in $\mathrm{SU}(2)_{L} \times \mathrm{U}(1)_{Y}$ has resulted into the unified gauge invariant description of electroweak interactions. The masses of fermions and mediator bosons have been obtained from their interaction with the Higgs field in case of symmetry breaking, preserving the gauge invariance of the theory. As an additional result, the theory predicted for the first time the existence of neutral weak currents, whose subsequent discovery represented the final validation of the model.
The masses of the quarks can also be obtained from the Higgs field, since, being fermions, they are also described by the Dirac lagrangian.
Let's introduce the first generation of quarks (up and down quarks) in their $\mathrm{SU}(2)_{L} \times \mathrm{U}(1)_{Y}$ representation

$$
q=\binom{u_{L}}{d_{L}}_{Y=1 / 3} \quad\left(u_{R}\right)_{Y=4 / 3} \quad\left(d_{R}\right)_{Y=-2 / 3}
$$

In this case there is an additional right-handed singlet. Analogously to Eq. 1.66, it can be shown that the quark mass terms are

$$
\begin{align*}
\mathcal{L} m_{d} & =-g_{d}\left(\bar{q} \phi d_{R}+h . c .\right)=-g_{d} \eta\left(\bar{d}_{L} d_{R}+\bar{d}_{R} d_{L}\right)+\mathcal{L}_{\phi-d}  \tag{1.76}\\
\mathcal{L} m_{u} & =-g_{u}\left(\bar{u}_{R} \epsilon_{i j} \phi^{i} q^{i}+h . c .\right)=-g_{u} \eta\left(\bar{u}_{L} u_{R}+\bar{u}_{R} u_{L}\right)+\mathcal{L}_{\phi-u} \tag{1.77}
\end{align*}
$$

where h.c. indicates the hermitian conjugate of the term it follows in the equation, and $\mathcal{L}_{\phi-q}$ indicates the Higgs-quark interaction term, and the masses of the quarks are

$$
\begin{align*}
m_{d} & =g_{d} \eta  \tag{1.78}\\
m_{u} & =g_{u} \eta \tag{1.79}
\end{align*}
$$
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## Flavour physics

Extending the theory to the three experimentally observed generations of quarks and leptons is straightforward, but has some interesting implications. It is usual to refer to the different quarks and leptons as flavours. Flavour physics is the branch of particle physics dedicated to the study of flavour-changing processes.

In the lepton sector, the general mass lagrangian becomes

$$
\begin{equation*}
\mathcal{L}_{m_{\text {lept }}}=\bar{L}_{L} \phi G L_{R}+h . c . \tag{1.80}
\end{equation*}
$$

where $L$ is the spinor describing the left-handed component of a generation of quarks, and $G$ is a $3 \times 3$ complex matrix of coupling constants. The matrix $G$ is non-hermitian, and its diagonalisation requires two transformations:

- a unitary transformation $T$ on the right-handed fields

$$
\begin{equation*}
L_{R} \rightarrow T L_{R}^{\prime} \tag{1.81}
\end{equation*}
$$

that does not affect weak interactions, and where only the left-handed components contribute;

- a base transformation $U$ for the left-handed components

$$
\begin{equation*}
L_{L} \rightarrow U L_{L}^{\prime} \tag{1.82}
\end{equation*}
$$

that also leaves the weak lagrangian unchanged.
The lagrangian Eq. 1.80 becomes

$$
\begin{equation*}
\mathcal{L}_{m_{\mathrm{lept}}} \rightarrow \bar{L}_{L}^{\prime} \phi\left(U^{\dagger} G T\right) L_{R}^{\prime}+\text { h.c. } \tag{1.83}
\end{equation*}
$$

Since every complex matrix $G$ can be written as $\left(U \rho T^{\dagger}\right)$, with $\rho$ diagonal, real matrix, with non-negative eigenvalues, with an opportune choice of the initial transformations $U^{\dagger} G T \rightarrow \rho$, the eigenvalues of $\rho$ being the masses of the leptons

$$
\begin{align*}
\mathcal{L}_{m_{\text {lept }}} & =\bar{L}_{L}^{\prime} \mathcal{M}_{\text {lept }} L_{R}^{\prime}+h . c . \\
& =m_{e}\left(\bar{e}_{L} e_{R}+\bar{e}_{R} e_{L}\right)+m_{\mu}\left(\bar{\mu}_{L} \mu_{R}+\bar{\mu}_{R} \mu_{L}\right)+m_{\tau}\left(\bar{\tau}_{L} \tau_{R}+\bar{\tau}_{R} \tau_{L}\right) . \tag{1.84}
\end{align*}
$$

Analogously, the weak current

$$
\begin{array}{rlrl}
j_{\mu}^{\text {weak }} & =\left(\bar{L} \gamma_{\mu} \tau^{+} L\right)+\text { h.c. } & \tau^{+}=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right) \\
& =\left(\bar{\nu}_{e_{L}} \gamma_{\mu} e_{L}+\bar{\nu}_{\mu_{L}} \gamma_{\mu} \mu_{L}+\bar{\nu}_{\tau_{L}} \gamma_{\mu} \tau_{L}\right)+\text { h.c. } & &
\end{array}
$$

because of the transformation becomes

$$
\begin{align*}
j_{\mu}^{\text {weak }} & \rightarrow\left(\bar{L}^{\prime} \gamma_{\mu} \tau^{+} L^{\prime}\right)+\text { h.c. } \\
& =\left(\bar{\nu}_{e_{L}}^{\prime} \gamma_{\mu} e_{L}^{\prime}+\bar{\nu}_{\mu_{L}}^{\prime} \gamma_{\mu} \mu_{L}^{\prime}+\bar{\nu}_{\tau_{L}}^{\prime} \gamma_{\mu} \tau_{L}^{\prime}\right)+\text { h.c. } \tag{1.86}
\end{align*}
$$

It is evident that the weak leptonic currents are diagonal, that is, lepton flavour changing is forbidden. This happens because the transformations used to diagonalize the mass matrix commute with the minimal gauge group, and do not modify its algebra.
The situation is different in the quark sector. The mass lagrangian of the system is more complex and the former procedure fails to diagonalize the matrices

$$
\begin{equation*}
\mathcal{L}_{m_{\text {quark }}}=\bar{Q}_{L} \phi G_{d} D_{R}+\bar{U}_{R} G_{u} \epsilon_{i j} \phi^{i} Q_{L}^{j} \tag{1.87}
\end{equation*}
$$

where $Q_{L}$ indicates the left-handed quark doublets and $U_{R}, D_{R}$ the right-handed singlet of each generation.
An opportune basis in which one of the mass matrices is diagonal can always be found, but any transformation that diagonalizes one of them without affecting the other would not commute with $\mathrm{SU}(2)_{L} \times \mathrm{U}(1)_{Y}$. Hence, the corresponding mass lagrangian is

$$
\begin{equation*}
\mathcal{L}_{m_{\text {quark }}}=\mathcal{M}_{U} \bar{U} U+\eta\left(\bar{D}_{L} G_{d} D_{R}\right)+h . c . \tag{1.88}
\end{equation*}
$$

with $U$ indicating the spinor containing the up-like quarks, $u, c$, and $t$ (Fig. 1.1).
The weak current in the quark sector $j_{\mu}^{\text {weak }}=\bar{Q}_{L} \gamma_{\mu} \tau^{+} Q_{L}$ becomes

$$
j_{\mu}^{\text {weak }} \rightarrow \bar{Q}_{L} \gamma_{\mu} \tau^{+} V_{\mathrm{CKM}} Q_{L}=\left(\begin{array}{lll}
\bar{u}_{L} & \bar{c}_{L} & \bar{t}_{L}
\end{array}\right) \gamma_{\mu} V_{\mathrm{CKM}}\left(\begin{array}{l}
d_{L}  \tag{1.89}\\
s_{L} \\
b_{L}
\end{array}\right) .
$$

The non-diagonal $3 \times 3$ unitary matrix $V_{\text {CKM }}$ is known as the Cabibbo-Kobayashi-Maskawa (CKM) matrix [47]. Since the CKM matrix is not diagonal, quark mixing is allowed, and weak interactions do not conserve flavour in the quark sector. The CKM matrix can be written as

$$
V_{\mathrm{CKM}}=\left(\begin{array}{ccc}
V_{u d} & V_{u s} & V_{u b}  \tag{1.90}\\
V_{c d} & V_{c s} & V_{c b} \\
V_{t d} & V_{t s} & V_{t b}
\end{array}\right)
$$

where the $V_{i j}$ are the complex elements of the matrix, related by the relation

$$
\begin{equation*}
\sum_{k=1}^{3} V_{k i}^{*} V_{k j}=\delta_{i j} \tag{1.91}
\end{equation*}
$$

following from the unitarity condition $V_{\mathrm{CKM}} V_{\mathrm{CKM}}^{\dagger}=1$.
To better understand the nature of mixing, it is helpful to look at its first introduction. At the beginning of 1960 physicists were puzzled by the long standing issue of the universality of electroweak interactions. The first observations of weak processes evidenced how $s \rightarrow u$
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transitions are about twenty times less likely to happen than $d \rightarrow u$ transitions, despite the coupling constant of the interaction being expected to be the same for any generation of quarks. Cabibbo [48] explained the discrepancy introducing the idea that the interaction and mass eigenstates of the fields representing the quarks were related by a rotation, so that

$$
\binom{d^{\prime}}{s^{\prime}}=\left(\begin{array}{cc}
\cos \theta_{C} & \sin \theta_{C}  \tag{1.92}\\
-\sin \theta_{C} & \cos \theta_{C}
\end{array}\right)\binom{d}{s},
$$

where $\theta_{C}$ is the Cabibbo angle. The different magnitudes of the transitions were due to the rotation

$$
\begin{equation*}
\frac{\Gamma(s \rightarrow u W)}{\Gamma(d \rightarrow u W)}=\left|\frac{g_{u s}}{g_{u d}}\right|^{2}=\left|\frac{\sin \theta_{C}}{\cos \theta_{C}}\right|^{2} \simeq \frac{1}{20} \tag{1.93}
\end{equation*}
$$

that recovers weak interactions universality for $\theta_{C} \simeq 12^{\circ}$.
The extension of this concept to the three generations of quarks led Kobayashi and Maskawa to the formulation of the CKM matrix introduced above. The mixing matrix can be parametrised in many ways. A common choice is to introduce three real mixing angles $\theta_{i j}$ and an imaginary phase $\delta$, responsible for $C P$ violation, so that the matrix can be expressed as

$$
V_{\mathrm{CKM}}=\left(\begin{array}{ccc}
c_{12} c_{13} & s_{12} c_{13} & s_{13} e^{-i \delta}  \tag{1.94}\\
-s_{12} c_{23}-c_{12} s_{23} s_{13} e^{i \delta} & c_{12} c_{23}-s_{12} s_{23} s_{13} e^{i \delta} & s_{23} c_{13} \\
s_{12} s_{23}-c_{12} c_{23} s_{13} e^{i \delta} & -c_{12} s_{23}-s_{12} c_{23} s_{13} e^{i \delta} & c_{23} c_{13}
\end{array}\right)
$$

where $s_{i j}=\sin \theta_{i j}$ and $c_{i j}=\cos \theta_{i j}$.
The magnitude of the CKM matrix elements makes one quark transition more probable than another. This concept is made evident using the Wolfenstein parametrisation [49], that describes the parameters as an expansion of $s_{12}$, renamed to $\lambda$, with the following convention

$$
\begin{align*}
s_{12} & =\lambda=\frac{\left|V_{u s}\right|}{\sqrt{\left|V_{u d}\right|^{2}+\left|V_{u s}\right|^{2}}}  \tag{1.95}\\
s_{23} & =A \lambda^{2}=\lambda\left|\frac{V_{c b}}{V_{u s}}\right|  \tag{1.96}\\
s_{13} e^{i \delta} & =V_{u b}^{*}=A \lambda^{3}(\rho+i \eta)=\frac{A \lambda^{3}(\bar{\rho}+i \bar{\eta}) \sqrt{1-A^{2} \lambda^{4}}}{\sqrt{1-\lambda^{2}}\left[1-A^{2} \lambda^{4}(\bar{\rho}+i \bar{\eta})\right]} \tag{1.97}
\end{align*}
$$

where $\bar{\rho}+i \bar{\eta}=-\frac{V_{u d} V_{u b}^{*}}{V_{c d} V_{c b}^{*}}$ does not depend on the phase convention.
The CKM matrix can then be written as

$$
V_{\mathrm{CKM}}=\left(\begin{array}{ccc}
1-\lambda^{2} / 2 & \lambda & A \lambda^{3}(\rho-i \eta)  \tag{1.98}\\
-\lambda & 1-\lambda^{2} / 2 & A \lambda^{2} \\
A \lambda^{3}(1-\rho-i \eta) & -A \lambda^{2} & 1
\end{array}\right)+\mathcal{O}\left(\lambda^{4}\right)
$$

Exploiting Eq. 1.91, the unitarity of the CKM matrix can be represented as triangles in the $(\bar{\rho}, \bar{\eta})$ plane, so that the angles of the triangle are directly related to the phase
differences of the $V_{i j}$ elements. Amongst the possible triangles, a common choice is

$$
\begin{equation*}
V_{u d} V_{u b}^{*}+V_{c d} V_{c b}^{*}+V_{t d} V_{t b}^{*}=0 \tag{1.99}
\end{equation*}
$$

The corresponding unitary triangle is shown in Fig. 1.3, with the current best experimental knowledge represented as $68 \%$ confidence level bands [50].


Figure 1.3 Unitary triangle representation of the CKM matrix [50].

## GIM mechanism

The CKM matrix describes flavour-changing charged transitions, mediated by the massive charged gauge bosons $W^{ \pm}$. As seen before, the SM provides additional neutral weak currents, mediated by the neutral boson $Z^{0}$, which should, in principle, also be responsible for flavour-changing interactions. From the experiments, though, the rate of flavourchanging neutral current (FCNC) decays is strongly suppressed

$$
\begin{equation*}
\Gamma\left(s \rightarrow d Z^{0}\right) \ll \Gamma\left(s \rightarrow u W^{-}\right) \tag{1.100}
\end{equation*}
$$

It can be shown that this is due to a cancellation mechanism for the neutral current terms in the weak lagrangian, proposed for the first time by Glashow, Iliopoulos and Maiani (GIM) [51]. The three physicists introduced for the first time the charm quark, so that at the $Z^{0}$ tree-level vertex only the $\bar{q}_{i} q_{i}$ flavour conserving contributions would
survive (e.g. $\bar{u} u$ ), while the flavour-changing contributions from the first quark generation would be cancelled by the ones from the second generation due to the unitarity of the CKM matrix. As a result, FCNC are allowed in the SM only at loop level, explaining the observed suppression.

### 1.1.3 Strong interactions

Strong interactions amongst quarks are described in the SM by a non-abelian quantum field theory known as quantum chromodynamics (QCD) [21-23]. Murray Gell-Mann hypothesized the existence of an additional quantum number characterizing quarks, the colour charge, with three possible states

$$
\left(\begin{array}{l}
1 \\
0 \\
0
\end{array}\right),\left(\begin{array}{l}
0 \\
1 \\
0
\end{array}\right), \text { and }\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right)
$$

describing a $\mathrm{SU}(3)_{C}$ algebra. The group has eight generators corresponding to as many physical massless mediators, the gluons, described by a Yang-Mills gauge lagrangian.
Unlike the photons in QED, gluons transport the colour, hence they can interact not only with quarks, but also amongst themselves. This causes an effect called confinement, consisting in the impossibility of observing an isolated colour-charged particle. Quarks and gluons inside a proton can be depicted as a system of particles bound by strings: because of the strong interaction potential, the tension of the strings increases with the distance between the particles. Trying to isolate a particle would result in the strings breaking and releasing their energy in the form of a shower of particles, through a process called hadronisation.

Quarks and gluons can then be observed as jets of particles, but their detection as isolated objects is forbidden. Systems of a quark and an antiquark, $q \bar{q}$ mesons, and of three quarks, $q q q$ baryons, are colour-neutral, and so they are not confined. Tetra- ( $q \bar{q} q \bar{q}$ ) and penta- ( $q q q q \bar{q})$ quarks can also be observed.
For the study of QCD processes the experiments need to have access to very large energies, corresponding to very small distances between quarks in a hadron (deep inelastic scattering experiments), so that the quarks can be studied as quasi-free objects. This property of the QCD potential is called asymptotic freedom [52,53].

### 1.1.4 Parametrising new physics in the Standard Model

In order to study non-SM new physics (NP) interactions, effective field theories have to be introduced, gauge-invariant quantum field theories with an energy scale $\Lambda$ interpreted as the NP scale [54]. Such theories have to return the SM in the limit $\Lambda \rightarrow \infty$,

$$
\begin{equation*}
\mathcal{L}=\mathcal{L}_{\mathrm{SM}}+\frac{1}{\Lambda^{2}} \sum_{i} C_{i} \mathcal{O}_{i} \tag{1.101}
\end{equation*}
$$

where $C_{i}$ are the dimensionless Wilson coefficients, and $\mathcal{O}_{i}$ are operators built from SM fields.

This formulation has the advantage that it can be used to describe the effect of NP interactions mediated by particles of mass $\sim \Lambda$ at current energy scales; the new interaction can then be described from the behaviour of the system at lower energies ${ }^{8}$.

### 1.2 Photon polarisation in the Standard Model

Rare $b \rightarrow s \gamma$ FCNC transitions (Fig. 1.4) are expected to be very sensitive to NP effects. These transitions are, in the SM, allowed only at loop level because of the GIM mechanism, and NP may be observed in the exchange of heavy particles in the electroweak penguin loop.

In the SM, the recoil $s$ quark that couples to a $W$ boson is left-handed, causing the photon emitted in $b \rightarrow s \gamma$ decays to be left-handed. This implies a maximal parity violation up to small corrections of the order $m_{s} / m_{b}$. Various measurements of the inclusive $b \rightarrow s \gamma$ rate have shown good agreement with the SM predictions, strongly constraining possible NP effects (see Ref. [55] for a detailed review of this topic). Several theories beyond the SM, though, suggest that there is still the possibility of a non-SM photon polarisation. In some scenarios [56] the photon may acquire a significant right-handed component, because of a heavy fermion being exchanged in the electroweak penguin loop. This effect is due to a chirality flip along the heavy fermion line in the electroweak loop. Relevant examples are the minimal supersymmetric model (MSSM), where left-right squark mixing causes a chirality flip along the gluino line in the loop [57], and the $\mathrm{SU}(2)_{L} \times \mathrm{SU}(2)_{R} \times \mathrm{U}(1)_{Y}$ left-right symmetric model [58-64] where a chirality flip along the top quark line in the loop involves $W_{L}-W_{R}$ mixing. In addition, in grand unification models, right-handed neutrinos (and the consequent right-handed quark coupling) are expected to enhance the right-handed photon component [65].

## Effective field theory description of $b \rightarrow s \gamma$

Following Ref. [65], the study of NP effects in the $b \rightarrow s \gamma$ sector can be carried out introducing the effective hamiltonian

$$
\begin{equation*}
\mathcal{H}_{\mathrm{eff}}=-\frac{G_{F}}{\sqrt{2}} V_{t b} V_{t s}{ }^{*}\left[\sum_{i=1}^{6} C_{i}(\mu) \mathcal{O}_{i}(\mu)+\sum_{i=7}^{10}\left(C_{i}(\mu) \mathcal{O}_{i}(\mu)+C_{i}^{\prime}(\mu) \mathcal{O}_{i}^{\prime}(\mu)\right)\right] . \tag{1.102}
\end{equation*}
$$

The $C_{i}^{(\prime)}$ Wilson coefficients account for the short distance physics effects, the operators $\mathcal{O}_{1-6}$ are the local four-quarks operators, $\mathcal{O}_{7}^{(\prime)}$ is the operator describing electromagnetic penguins, $\mathcal{O}_{8}^{(1)}$ is the chromomagnetic penguin operator, and $\mathcal{O}_{9,10}^{(1)}$ are the semileptonic
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Figure 1.4 Feynman diagram for the $b \rightarrow s \gamma$ transition.
operators. Primed (non-primed) coefficients and operators indicate right- (left-) handed currents. The scale of renormalization $\mu$ is commonly the mass of the $b$ quark.
The electromagnetic penguin operators $\mathcal{O}_{7}$ and $\mathcal{O}_{7}^{\prime}$ are very relevant in $b \rightarrow s \gamma$ transitions, since they describe the SM-favoured left-handed photon, and the SM-suppressed righthanded photon respectively

$$
\begin{align*}
& \mathcal{O}_{7} \propto \bar{s}_{\alpha_{L}} \sigma^{\mu \nu} b_{\alpha_{R}} F_{\mu \nu}  \tag{1.103}\\
& \mathcal{O}_{7}^{\prime} \propto \bar{s}_{\alpha_{R}} \sigma^{\mu \nu} b_{\alpha_{L}} F_{\mu \nu} \tag{1.104}
\end{align*}
$$

where $\alpha$ is a colour index, $\sigma^{\mu \nu}=\frac{i}{2}\left[\gamma^{\mu}, \gamma^{\nu}\right]$, and $F_{\mu \nu}$ is the electromagnetic field strength tensor.
In general, it is common to refer to the effective Wilson coefficients $C_{7}^{(\prime)}$ eff, which absorb the effects of mixing between $\mathcal{O}_{7}$ and $\mathcal{O}_{1-6}$ operators, due to short distance effects. Under these assumptions, the leading order amplitude for $b \rightarrow s \gamma$ transitions can be written as

$$
\begin{equation*}
\langle f| \mathcal{H}_{\mathrm{eff}}|i\rangle=-4 \frac{G_{F}}{\sqrt{2}} V_{t b} V_{t s}{ }^{*}\left[C_{7}^{\mathrm{eff}}\left(m_{b}\right)\langle f| \mathcal{O}_{7}\left(m_{b}\right)|i\rangle+C_{7}^{\prime} \mathrm{eff}\left(m_{b}\right)\langle f| \mathcal{O}_{7}^{\prime}\left(m_{b}\right)|i\rangle\right] \tag{1.105}
\end{equation*}
$$

with $f$ and $i$ the final and initial states.
In the $\mathrm{SM}, C_{9,10}^{\prime}=0$ and

$$
\begin{equation*}
\frac{\left|C_{7}^{\prime}\right|}{\left|C_{7}\right|} \simeq \frac{\left|C_{8}^{\prime}\right|}{\left|C_{8}\right|} \simeq \frac{m_{s}}{m_{b}} \simeq 0.02 \tag{1.106}
\end{equation*}
$$

It is common to represent the Wilson coefficients in the $\left(\delta C_{i}, \delta C_{i}^{\prime}\right)$ plane, where $\delta$ indicates the difference with the SM expectation. The most precise results for $C_{7}^{\prime}$, obtained combining the latest experimental observations, are shown in Fig. 1.5.

In the past years, the precision on $C_{7}^{\prime}$ has increased substantially, with a central value becoming more and more compatible with the SM expectations ${ }^{9}$.

[^5]

Figure 1.5 Combination of the experimental data for the Wilson coefficient $C_{7}^{\prime}$ after the results presented in Moriond 2015. Credits to Ref. [66].

## Determination of the photon polarisation

Introducing the weak amplitudes involving left- and right-handed photons as $c_{\mathrm{L}}$ and $c_{\mathrm{R}}$, and the corresponding strong decay amplitudes as $\mathcal{M}_{L}$ and $\mathcal{M}_{R}$, the decay width for a radiative $B$ meson decay can in general be written as

$$
\begin{equation*}
\Gamma\left(\bar{B} \rightarrow \bar{X}_{s} \gamma\right) \propto\left|c_{\mathrm{L}}\right|^{2}\left|\mathcal{M}_{\mathrm{L}}\right|^{2}+\left|c_{\mathrm{R}}\right|^{2}\left|\mathcal{M}_{\mathrm{R}}\right|^{2} \tag{1.107}
\end{equation*}
$$

where the left- and right-handed components do not interfere because the helicity of the photon is, in principle, a measurable quantity.

In the SM the photon from radiative $\bar{B}(B)$ decays is predominantly left (right) handed, i.e. $\left|c_{\mathrm{L}}\right|^{2} \gg\left|c_{\mathrm{R}}\right|^{2}\left(\left|c_{\mathrm{L}}\right|^{2} \ll\left|c_{\mathrm{R}}\right|^{2}\right)$. Defining the photon polarisation $\lambda_{\gamma}$ as

$$
\begin{equation*}
\lambda_{\gamma} \equiv \frac{\left|c_{\mathrm{R}}\right|^{2}-\left|c_{\mathrm{L}}\right|^{2}}{\left|c_{\mathrm{R}}\right|^{2}+\left|c_{\mathrm{L}}\right|^{2}}, \tag{1.108}
\end{equation*}
$$

the SM implies $\lambda_{\gamma} \simeq-1(+1)$ for radiative $\bar{B}(B)$ decays up to $\mathcal{O}\left(m_{s}^{2} / m_{b}^{2}\right)$ corrections. The weak amplitudes $c_{\mathrm{L}, \mathrm{R}}$ are the product of hadronic form factors and the radiative Wilson coefficients in the effective weak Hamiltonian. The left- and right-handed configurations are sensitive to the same form factors, so that for a $\bar{B}$ decay [69, 70]

$$
\begin{equation*}
\frac{\left|c_{\mathrm{R}}\right|}{\left|c_{\mathrm{L}}\right|}=\frac{\left|C_{7}^{\prime}\right|}{\left|C_{7}\right|} \tag{1.109}
\end{equation*}
$$

### 1.2. Photon polarisation in the Standard Model

and the photon polarisation parameter $\lambda_{\gamma}$ can be translated directly into information about underlying new physics effects in terms of Wilson coefficients

$$
\begin{equation*}
\lambda_{\gamma}=\frac{\left|C_{7}^{\prime}\right|^{2}-\left|C_{7}\right|^{2}}{\left|C_{7}^{\prime}\right|^{2}+\left|C_{7}\right|^{2}} \tag{1.110}
\end{equation*}
$$

The analogous result for $B$ decays is obtained exchanging $C_{7}$ and $C_{7}^{\prime}$ in Eqs. 1.109 and 1.110 .
Various complementary approaches have been proposed for the determination of $\lambda_{\gamma}$ in radiative decays:

- Radiative decays with three charged hadrons in the final state allow direct access to the photon polarisation parameter $\lambda_{\gamma}$. This method is the main topic of this thesis, and will be discussed in detail from the next section on.
- An indirect method for the determination of the polarisation of the photon consists in studying the time-dependent decay rate of $B_{(s)} \rightarrow f^{C P} \gamma$ decays, $f^{C P}$ being a particle (or system of particles) in a $C P$ eigenstate. Following Ref. [71], the decay rate can be expressed as

$$
\begin{align*}
& \Gamma\left(B_{(s)}\left(\bar{B}_{(s)}\right) \rightarrow f^{C P} \gamma\right)(t) \propto  \tag{1.111}\\
& e^{-\Gamma_{(s)} t}\left[\cosh \left(\frac{\Delta \Gamma_{(s)}}{2} t\right)-H \sinh \left(\frac{\Delta \Gamma_{(s)}}{2} t\right) \pm C \cos \left(\Delta m_{(s)} t\right) \mp S \sin \left(\Delta m_{(s)} t\right)\right]
\end{align*}
$$

where the coefficients $C, S$ and $H$ are the direct $C P$ asymmetry, the $C P$ asymmetry associated with $B_{(s)}-\bar{B}_{(s)}$ mixing, and a parameter related to the polarisation of the photon:

$$
\begin{align*}
C & =\frac{\left(\left|c_{L}\right|^{2}+\left|c_{R}\right|^{2}\right)-\left(\left|\bar{c}_{R}\right|^{2}+\left|\bar{c}_{L}\right|^{2}\right)}{\left|c_{L}\right|^{2}+\left|\bar{c}_{L}\right|^{2}+\left|c_{R}\right|^{2}+\left|\bar{c}_{R}\right|^{2}} \\
S & =\frac{2 \mathcal{I} m\left[\left(\bar{c}_{L} c_{L}^{*}+\bar{c}_{R} c_{R}^{*}\right)\right]}{\left|c_{L}\right|^{2}+\left|\bar{c}_{L}\right|^{2}+\left|c_{R}\right|^{2}+\left|\bar{c}_{R}\right|^{2}} \\
H & =\frac{2 \mathcal{R} e\left[\left(\bar{c}_{L} c_{L}^{*}+\bar{c}_{R} c_{R}^{*}\right)\right]}{\left|c_{L}\right|^{2}+\left|\bar{c}_{L}\right|^{2}+\left|c_{R}\right|^{2}+\left|\bar{c}_{R}\right|^{2}} \tag{1.112}
\end{align*}
$$

$\Delta \Gamma_{(s)}$ and $\Delta m_{(s)}$ are the decay width and mass differences between the $B_{(s)} C P$ eigenstates.

In case $B_{(s)}$ and $\bar{B}_{(s)}$ decays cannot be distinguished (untagged analyses), the overall decay rate $\Gamma(t)$ is studied as

$$
\begin{align*}
\Gamma(t) & =\Gamma\left(B_{(s)} \rightarrow f^{C P} \gamma\right)(t)+\Gamma\left(\bar{B}_{(s)} \rightarrow f^{C P} \gamma\right)(t) \\
& \simeq e^{-\Gamma_{(s)} t}\left[\cosh \left(\frac{\Delta \Gamma_{(s)}}{2} t\right)-H \sinh \left(\frac{\Delta \Gamma_{(s)}}{2} t\right)\right] \tag{1.113}
\end{align*}
$$

that relies on the precise knowledge of the $\Delta \Gamma_{(s)}$ parameter and provides access to the polarisation of the photon.

When the decay can be tagged, it is possible to study the time-dependent asymmetry

$$
\begin{equation*}
\mathcal{A}^{C P}(t)=\frac{\Gamma\left(\bar{B}_{(s)} \rightarrow f^{C P} \gamma\right)(t)-\Gamma\left(B_{(s)} \rightarrow f^{C P} \gamma\right)(t)}{\Gamma\left(\bar{B}_{(s)} \rightarrow f^{C P} \gamma\right)(t)+\Gamma\left(B_{(s)} \rightarrow f^{C P} \gamma\right)(t)} \tag{1.114}
\end{equation*}
$$

aiming at the determination of the mixing $C P$ asymmetry $S$, expected to be zero in the SM, up to small corrections since the left- and right-handed amplitudes $c_{\mathrm{L}}$ and $c_{\mathrm{R}}$ do not interfere [65]. Neglecting direct $C P$ violation and the decay width difference between the $B$ mesons one has [65,72]

$$
\begin{equation*}
\mathcal{A}^{C P}(t) \simeq S \sin \left(\Delta m_{(s)} t\right) \tag{1.115}
\end{equation*}
$$

Introducing the $C P$ violating phase $\phi_{\text {mix }}$ corresponding in the SM to $2 \beta \simeq 43^{\circ}$ and $-2 \beta_{s} \simeq-2^{\circ}$ for $B^{0}$ and $B_{s}^{0}$ respectively, $S$ can be related to the Wilson coefficients by the relation

$$
\begin{equation*}
S \simeq-\frac{2 \mathcal{I} m\left[e^{-i \phi_{\operatorname{mix}}} C_{7}^{\prime} C_{7}\right]}{\left|C_{7}^{\prime}\right|^{2}+\left|C_{7}\right|^{2}} \tag{1.116}
\end{equation*}
$$

that has to be compared to the SM prediction for $b \rightarrow s \gamma$ transitions

$$
\begin{equation*}
S^{\mathrm{SM}} \simeq-2 \frac{m_{s}}{m_{b}} \sin \phi_{\mathrm{mix}} \tag{1.117}
\end{equation*}
$$

- An alternative approach consists in studying NP effects in the angular distributions of the four bodies in the final state of $B^{0} \rightarrow K^{* 0} l^{+} l^{-}$decays. Following the notation of Ref. [73], the differential decay rate is

$$
\begin{align*}
& \frac{\mathrm{d} \Gamma\left(\bar{B}^{0} \rightarrow \bar{K}^{* 0} \ell^{+} \ell^{-}\right)}{d q^{2} d \cos \theta_{\ell} d \cos \theta_{K} d \phi}=\frac{9}{32 \pi}\left\{I_{1}^{s}\left(q^{2}\right) \sin ^{2} \theta_{K}+I_{1}^{c}\left(q^{2}\right) \cos ^{2} \theta_{K}\right. \\
& \quad+\left[I_{2}^{s}\left(q^{2}\right) \sin ^{2} \theta_{K}+I_{2}^{c}\left(q^{2}\right) \cos ^{2} \theta_{K}\right] \cos 2 \theta_{\ell}+I_{3}\left(q^{2}\right) \sin ^{2} \theta_{K} \sin ^{2} \theta_{\ell} \cos 2 \phi \\
& \quad+I_{4}\left(q^{2}\right) \sin 2 \theta_{K} \sin 2 \theta_{\ell} \cos \phi+I_{5}\left(q^{2}\right) \sin 2 \theta_{K} \sin \theta_{\ell} \cos \phi \\
& \quad+\left[I_{6}^{s}\left(q^{2}\right) \sin ^{2} \theta_{K}+I_{6}^{c}\left(q^{2}\right) \cos ^{2} \theta_{K}\right] \cos \theta_{\ell}+I_{7}\left(q^{2}\right) \sin 2 \theta_{K} \sin \theta_{\ell} \sin \phi \\
& \left.\quad+I_{8}\left(q^{2}\right) \sin 2 \theta_{K} \sin 2 \theta_{\ell} \sin \phi+I_{9}\left(q^{2}\right) \sin ^{2} \theta_{K} \sin ^{2} \theta_{\ell} \sin 2 \phi\right\} \tag{1.118}
\end{align*}
$$

where the functions $I_{i}\left(q^{2}\right)$ can be expressed in terms of two transverse amplitudes, $A_{\perp, \|}\left(q^{2}\right)$, a longitudinal one, $A_{0}\left(q^{2}\right)$, related to the spin of the $K^{* 0}$, and an additional time-like amplitude, $A_{t}\left(q^{2}\right)$, describing the decay of the virtual gauge boson to the
lepton pair, as

$$
\begin{align*}
& I_{2}^{s}\left(q^{2}\right)=\frac{\beta_{\ell}^{2}}{4}\left[\left|A_{\perp}^{\ell_{L}}\right|^{2}+\left|A_{\perp}^{\ell_{R}}\right|^{2}+\left|A_{\|}^{\ell_{L}}\right|^{2}+\left|A_{\|}^{\ell_{R}}\right|^{2}\right] \\
& I_{3}\left(q^{2}\right)=\frac{\beta_{\ell}^{2}}{2}\left[\left|A_{\perp}^{\ell_{L}}\right|^{2}+\left|A_{\perp}^{\ell_{R}}\right|^{2}-\left|A_{\|}^{\ell_{L}}\right|^{2}-\left|A_{\|}^{\ell_{R}}\right|^{2}\right] \\
& I_{6}^{s}\left(q^{2}\right)=2 \beta_{\ell} \mathcal{R} e\left[A_{\|}^{\ell_{L}} A_{\perp}^{\ell_{L} *}-A_{\|}^{\ell_{R}} A_{\perp}^{\ell_{R^{*}}}\right] \\
& I_{9}\left(q^{2}\right)=\beta_{\ell}^{2} \mathcal{I} m\left[A_{\perp}^{\ell_{L}} A_{\|}^{\ell_{L} *}+A_{\perp}^{\ell_{R}} A_{\|}^{\ell_{R^{*}}}\right] \tag{1.119}
\end{align*}
$$

The transverse asymmetries, which can be obtained combining Eqs. 1.119, are expected to have small theoretical uncertainties, and can be related to the Wilson coefficients in the limit $q^{2} \rightarrow 0[74,75]$

$$
\begin{align*}
\mathcal{A}_{T}^{(2)}\left(q^{2}\right) & =\frac{I_{3}\left(q^{2}\right)}{2 I_{2}^{s}\left(q^{2}\right)} \rightarrow \frac{2 \mathcal{R} e\left[C_{7} C_{7}^{\prime *}\right]}{\left|C_{7}\right|^{2}+\left|C_{7}^{\prime}\right|^{2}}  \tag{1.120}\\
\mathcal{A}_{T}^{(\mathrm{im})}\left(q^{2}\right) & =\frac{I_{9}\left(q^{2}\right)}{2 I_{2}^{s}\left(q^{2}\right)} \rightarrow \frac{2 \mathcal{I} m\left[C_{7} C_{7}^{\prime *}\right]}{\left|C_{7}\right|^{2}+\left|C_{7}^{\prime}\right|^{2}}  \tag{1.121}\\
\mathcal{A}_{T}^{(\mathrm{re})}\left(q^{2}\right) & =\frac{\beta_{\ell}}{4} \frac{I_{6}^{s}\left(q^{2}\right)}{I_{2}^{s}\left(q^{2}\right)} \rightarrow 0 \tag{1.122}
\end{align*}
$$

- As an alternative to the method proposed above, $b \rightarrow s \gamma$ transitions can be studied in the case real photons convert to $e^{+} e^{-}$pairs.
- The study of photon polarisation in b-baryon decays is also very promising [76-78]. The idea is to exploit the angular distributions of the photon and the proton in the final state of the $\Lambda_{b} \rightarrow \Lambda_{X}(\rightarrow p h) \gamma$ decay, where $h$ is a kaon or a pion. The spin $S$ of the $\Lambda_{X}$ baryon determines the helicity states accessible by the decay. For $S=\frac{1}{2}$, introducing the angles $\theta_{\gamma}$ and $\theta_{p}$, respectively defined as the angle between the direction of the photon and of the spin of the $\Lambda_{b}$ in the rest frame of the $\Lambda_{b}$, and the angle between the $\Lambda_{X}$ momentum and the direction of the proton in the $\Lambda_{X}$ rest frame, the rate of the decay can be written as

$$
\begin{align*}
\frac{d \Gamma}{d \cos \theta_{\gamma}} & \propto 1-\lambda_{\gamma} P_{\Lambda_{b}} \cos \theta_{\gamma}  \tag{1.123}\\
\frac{d \Gamma}{d \cos \theta_{p}} & \propto 1-\lambda_{\gamma} \alpha_{p, \frac{1}{2}} \cos \theta_{p} \tag{1.124}
\end{align*}
$$

The proton asymmetry parameter $\alpha_{p, \frac{1}{2}}$ is known experimentally with good precision ( $\sim 2 \%$ ) for the $\Lambda(1115)$, while it has to be zero for heavier $\Lambda$ baryons because of parity conservation. A nonzero polarisation of the $\Lambda_{b}, P_{\Lambda_{b}}$, recently measured by the LHCb experiment [79], gives access to the polarisation of the photon.

The peculiarity of this method is that it provides a double handle on $\lambda_{\gamma}$, which can be related to the angular distributions of the photon and of the proton independently.


Figure 1.6 Sketch of a $B \rightarrow K_{\text {res }} \gamma \rightarrow P_{1} P_{2} P_{3} \gamma$ decay in the rest frame of the intermediate kaon resonance ( $K_{\text {res }}$ ). The direction of the photon is defined by the angle $\theta$ between the direction opposite to the photon momentum and the normal to the decay plane of the $P_{1} P_{2} P_{3}$ hadronic system defined by $\vec{p}_{1} \times \vec{p}_{2}$.

- It as also been proposed [80] to probe photon helicity in radiative B decays using the interference between charmonium resonant states.


### 1.2.1 Photon polarisation in radiative decays with three charged hadrons in the final state

Let's consider radiative decays of the type $B \rightarrow K_{\text {res }} \gamma \rightarrow P_{1} P_{2} P_{3} \gamma$, where $K_{\text {res }}$ is a kaon resonance, $P_{1}, P_{2}, P_{3}$ are three pseudo-scalar mesons with four-momenta $p_{1}, p_{2}$ and $p_{3}$, and $\gamma$ is a photon with four-momentum $p_{\gamma}$ (Fig. 1.6). In these decays, the angular distribution of the photon can be used for the determination of its polarisation. A parity-odd (pseudoscalar) triple product $\vec{p}_{\gamma} \cdot\left(\vec{p}_{i} \times \vec{p}_{j}\right)$, whose sign changes according to the photon chirality, can be defined in the rest frame of the three hadrons. This is not possible with two hadrons in the final state, because the decay is symmetric along the helicity axis, offering no way of distinguishing left- and right-handed photons (Fig. 1.7).


Figure 1.7 Sketch of the $B \rightarrow K_{\text {res }} \gamma$ decay in the $B$ meson rest frame, in the case of a two-body (left) and three-body (right) decay of $K_{\text {res }}$.


Figure 1.8 Representation of the Euler angles that describe the orientation of the $K^{+} \pi^{-} \pi^{+}$ system (red plane) with respect to the helicity vector $z$, defined to be along the photon momentum direction and opposite to it. Adaptation of the Figure from https://en.wikipedia.org/wiki/Euler_angles.

Choosing the helicity vector $\hat{e}_{z}$ to be opposite to the photon momentum direction $\left(\hat{e}_{z}=-\vec{p}_{\gamma} /\left|\vec{p}_{\gamma}\right|\right)$, and the normal vector $\hat{n}$ to the kaon resonance decay plane to be defined as

$$
\begin{equation*}
\hat{n} \equiv \frac{\vec{p}_{1} \times \vec{p}_{2}}{\left|\vec{p}_{1} \times \vec{p}_{2}\right|}, \tag{1.125}
\end{equation*}
$$

the orientation of the $K^{+} \pi^{-} \pi^{+}$system with respect to the helicity vector is uniquely identified by three Euler angles: the polar angle $\theta$, the azimuthal angle $\chi$, and the angle $\psi$ that parametrises the rotations around the helicity vector (Fig. 1.8). In particular the angle $\theta$ is defined as

$$
\begin{equation*}
\cos \theta \equiv \hat{e}_{z} \cdot \hat{n}=-\frac{\vec{p}_{\gamma}}{\left|\vec{p}_{\gamma}\right|} \cdot \hat{n} \tag{1.126}
\end{equation*}
$$

The momenta of the final state hadrons do not depend on the angle $\psi$, meaning that a rotation of the system around $\hat{e}_{z}$ leaves them unchanged.
Following the notation and calculations of Refs. [69, 70], integrating over the azimuthal
angle $\chi$, the $B \rightarrow K_{\text {res }} \gamma \rightarrow P_{1} P_{2} P_{3} \gamma$ decay rate can be written as

$$
\begin{align*}
& \frac{\mathrm{d} \Gamma\left(B \rightarrow K_{\mathrm{res}} \gamma \rightarrow P_{1} P_{2} P_{3} \gamma\right)}{\mathrm{d} s \mathrm{~d} s_{13} \mathrm{~d} s_{23} \mathrm{~d} \cos \theta} \propto \\
& \sum_{\text {pol=L,R }} \Gamma\left(B \rightarrow K_{\text {res }, \mathrm{pol}} \gamma_{\mathrm{pol}}\right) \times \frac{\mathrm{d} \Gamma\left(K_{\text {res }, \mathrm{pol}} \rightarrow P_{1} P_{2} P_{3}\right)}{\mathrm{d} s \mathrm{~d} s_{13} \mathrm{~d} s_{23} \mathrm{~d} \cos \theta} \times \frac{1}{\left(s-m_{K_{\mathrm{res}}}^{2}\right)^{2}+m_{K_{\mathrm{res}}}^{2} \Gamma_{K_{\mathrm{res}}}^{2}}, \tag{1.127}
\end{align*}
$$

where $s_{i j}=\left(p_{i}+p_{j}\right)^{2}$ and $s=\left(p_{1}+p_{2}+p_{3}\right)^{2}$.
The strong decay width of the $K_{\text {res }}$ resonance in Eq. 1.127 , can be described with an helicity amplitude $\mathcal{H}_{\mu}$,

$$
\begin{equation*}
\mathcal{M}\left(K_{\mathrm{res}, \mathrm{pol}} \rightarrow P_{1} P_{2} P_{3}\right)=\xi_{\mathrm{pol}}^{\mu} \mathcal{H}_{\mu} \tag{1.128}
\end{equation*}
$$

with the circular polarisation vectors $\xi_{\mathrm{pol}}^{\mu}(\mathrm{pol}=\mathrm{L}, \mathrm{R})$ defined as

$$
\begin{equation*}
\xi_{\mathrm{L}}^{\mu}=\frac{1}{\sqrt{2}}(0,1,-i, 0), \quad \xi_{\mathrm{R}}^{\mu}=\frac{1}{\sqrt{2}}(0,1, i, 0) \tag{1.129}
\end{equation*}
$$

Then, in the $K_{\text {res }}$ rest frame,

$$
\begin{equation*}
\frac{\mathrm{d} \Gamma\left(K_{\mathrm{res}, \mathrm{pol}} \rightarrow P_{1} P_{2} P_{3}\right)}{\mathrm{d} s \mathrm{~d} s_{13} \mathrm{~d} s_{23} \mathrm{~d} \cos \theta} \propto\left|\mathcal{M}\left(K_{\mathrm{res}, \mathrm{pol}} \rightarrow P_{1} P_{2} P_{3}\right)\right|^{2} \propto\left|\xi_{\mathrm{pol}}^{\mu} \mathcal{H}_{\mu}\right|^{2} \tag{1.130}
\end{equation*}
$$

The actual value of this quantity will change according to the property of the $K_{\text {res }}$ state.

### 1.2.2 Photon polarisation in $B^{+} \rightarrow K^{+} \boldsymbol{\pi}^{-} \boldsymbol{\pi}^{+} \gamma$

Gronau et al. $[69,70]$ propose to study $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ decays, with intermediate kaon resonances decaying to a $K^{+} \pi^{-} \pi^{+}$final state with masses in the $[1,2] \mathrm{GeV} / c^{2}$ interval, adopting the identification $P_{1}=\pi^{-}, P_{2}=\pi^{+}$and $P_{3}=K^{+} .{ }^{10}$ In this mass interval, they consider only $K_{\text {res }}$ states with quantum numbers $J^{P}=1^{+}, 2^{+}$and $1^{-}$. The amplitude in Eq. 1.127 for left and right-polarised photons in the rest frame of the $K^{+} \pi^{-} \pi^{+}$system is developed as

$$
\begin{equation*}
\mathcal{A}_{R, L}\left(B \rightarrow K \pi \pi \gamma_{R, L}\right)=A\left(\vec{\xi}_{ \pm} \cdot \overrightarrow{\mathcal{J}}\right) \pm B\left(\left(\vec{\xi}_{ \pm} \cdot \hat{n}\right)\left(\vec{\xi}_{0} \cdot \overrightarrow{\mathcal{K}}\right)+\left(\vec{\xi}_{ \pm} \cdot \overrightarrow{\mathcal{K}}\right)\left(\vec{\xi}_{0} \cdot \hat{n}\right)\right) \pm C\left(\vec{\xi}_{ \pm} \cdot \hat{n}\right) \tag{1.131}
\end{equation*}
$$

where the $+(-)$ sign refers to the right (left) polarisation, the coefficients $A, B$ and $C$ contain the information about the strong amplitude of $K_{\text {res }} \rightarrow K^{+} \pi^{-} \pi^{+}$for kaon resonances with spin-parity $J^{P}=1^{+}, 2^{+}$and $1^{-}$, respectively, and the vectors $\overrightarrow{\mathcal{J}}$ and $\overrightarrow{\mathcal{K}}$ contain all the dependencies on the Dalitz variables $s_{13}$ and $s_{23}$. The polarisation vectors $\vec{\xi}_{i}$ are defined in terms of the helicity vector $\hat{e}_{z}$ and two arbitrary vectors $\hat{e}_{x}$ and $\hat{e}_{y}$ in the plane perpendicular to $\hat{e}_{z}$ as

$$
\begin{equation*}
\vec{\xi}_{ \pm}=\mp \frac{1}{\sqrt{2}}\left(\hat{e}_{x} \pm i \hat{e}_{y}\right), \quad \vec{\xi}_{0}=\hat{e}_{z} \tag{1.132}
\end{equation*}
$$

[^6]Following the developments of Refs. [69, 70], the $\cos \theta$ dependence is introduced, and the decay distribution of $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ becomes sensitive to the photon polarisation parameter $\lambda_{\gamma}$, that contains the weak amplitude information (Eq. 1.108):

$$
\begin{align*}
& \frac{\mathrm{d} \Gamma\left(B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma\right)}{\mathrm{d} s \mathrm{~d} s_{13} \mathrm{~d} s_{23} \mathrm{~d} \cos \theta}= \\
& |A|^{2}\left\{\frac{1}{4}|\overrightarrow{\mathcal{J}}|^{2}\left(1+\cos ^{2} \theta\right)+\frac{1}{2} \lambda_{\gamma} \mathcal{I} m\left[\hat{n} \cdot\left(\overrightarrow{\mathcal{J}} \times \overrightarrow{\mathcal{J}}^{*}\right)\right] \cos \theta\right\}+ \\
& +|B|^{2}\left\{\frac{1}{4}|\overrightarrow{\mathcal{K}}|^{2}\left(\cos ^{2} \theta+\cos ^{2} 2 \theta\right)+\frac{1}{2} \lambda_{\gamma} \mathcal{I} m\left[\hat{n} \cdot\left(\overrightarrow{\mathcal{K}} \times \overrightarrow{\mathcal{K}}^{*}\right)\right] \cos \theta \cos 2 \theta\right\}+|C|^{2} \frac{1}{2} \sin ^{2} \theta+ \\
& +\left\{\frac{1}{2}\left(3 \cos ^{2} \theta-1\right) \mathcal{I} m\left[A B^{*} \hat{n} \cdot\left(\overrightarrow{\mathcal{J}} \times \overrightarrow{\mathcal{K}}^{*}\right)\right]+\lambda_{\gamma} \mathcal{R} e\left[A B^{*}\left(\overrightarrow{\mathcal{J}} \cdot \overrightarrow{\mathcal{K}}^{*}\right)\right] \cos ^{3} \theta\right\} . \tag{1.133}
\end{align*}
$$

The interference between the amplitudes for the $J^{P}=1^{+}$and $2^{+}$resonances gives rise to the expression in the last line of Eq. 1.133; the interferences between $1^{-}$resonance and the other spin-parity states vanish. The terms in $|A|^{2},|B|^{2}$ and the interference contribution introduce an asymmetry between left and right-handed amplitudes that can be used to determine $\lambda_{\gamma}$ by counting the number of photons on each side of the $K^{+} \pi^{-} \pi^{+}$ decay plane (Sec. 1.2.3).

The definition of the photon angle plays a key role in the determination of $\lambda_{\gamma}$. The $\cos \theta$ variable changes sign under the exchange of $s_{13}$ and $s_{23}$, hence it is replaced with the new angular variable, $\cos \tilde{\theta} \equiv \operatorname{sign}\left(s_{12}-s_{23}\right) \cos \theta$, as done in Ref. [70]. The angle $\tilde{\theta}$ is then the angle between $-\vec{p}_{\gamma}$ and the normal to the decay plane defined by $\vec{p}_{\text {slow }} \times \vec{p}_{\text {fast }}$, where $\vec{p}_{\text {slow }}$ and $\vec{p}_{\text {fast }}$ correspond to the momenta of the slowest and fastest pions in the final state hadrons rest frame, respectively.
In the case of $B^{0} \rightarrow K^{+} \pi^{-} \pi^{0} \gamma$ and $B^{+} \rightarrow K^{0} \pi^{+} \pi^{0} \gamma$ decays, using the angle $\theta$ would cancel the effect of the asymmetry, because of the symmetric structure of the $s_{13}, s_{23}$ Dalitz plot. In fact $\overrightarrow{\mathcal{J}}$ and $\overrightarrow{\mathcal{K}}$ are such that under the exchange $s_{13} \leftrightarrow s_{23}$ the former changes sign and the latter stays unchanged, causing the cancellation of the terms in $\left|A^{2}\right|$ and $\left|B^{2}\right|$ in Eq. 1.133.
This is not true in the case under study, where both conventions lead to non-zero, and generally different, results. Hence, the results obtained using both angle definitions will be presented in this thesis. Moreover, the differences between the values obtained in the two scenarios is expected to give information about the structure of the Dalitz plot. The two cases will be referred to hereinafter as the $\operatorname{sign}$-flip $(\cos \tilde{\theta})$ and no-flip $(\cos \theta)$ scenarios.

It is evident from Eq. 1.133 that neglecting the interferences between resonances with different spin-parity, photon polarisation can be experimentally accessed only in case the helicity amplitudes contain more than one term with non-vanishing relative phase, i.e., interference is needed to measure $\lambda_{\gamma}$. In fact, in such case the terms proportional to $\lambda_{\gamma}$ are different from zero only when $\overrightarrow{\mathcal{J}}$ and $\overrightarrow{\mathcal{K}}$ contain complex values $(\overrightarrow{\mathcal{J}}, \overrightarrow{\mathcal{K}} \in \mathbb{C})$.
Gronau et al. distinguish three different interference patterns for the $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ system:

- Interference between two intermediate $K^{*} \pi$ states with different charges, related by isospin symmetry, e.g. $K_{1}(1270)^{0} \rightarrow K^{* 0} \pi^{0}$ and $K_{1}(1270)^{0} \rightarrow K^{*+} \pi^{-}$; in our case of study, the decay of $B^{ \pm}$into charged hadrons, this interference is not possible.
- Interferences between intermediate resonances amplitudes, e.g. $K_{1}(1270)^{+} \rightarrow K^{* 0} \pi^{+}$ and $K_{1}(1270)^{+} \rightarrow \rho^{0} K^{+}$.
- Interferences between $S$ and $D$ wave amplitudes in the decay, e.g. in the decay $K_{1}(1270)^{+} \rightarrow K^{* 0} \pi^{+}$the angular momentum states $L=0$ and $L=2$ are both allowed.

Another source of interference expected to play a significant role is the interference between kaon resonances with the same spin-parity, e.g. $K_{1}(1270)^{+}$and $K_{1}(1400)^{+}$, both with $1^{+}$spin-parity and close enough in mass to interfere. This kind of interference has not been considered in any theoretical study of $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ decays, because of the limited experimental knowledge of the $K^{+} \pi^{-} \pi^{+}$spectrum in the past years: at the time of the writing of the Gronau et al. articles, the $K_{1}(1400)$ was believed to be the dominant $1^{+}$resonance in the $K^{+} \pi^{-} \pi^{+}$mass window considered, so $K_{1}(1270)$ was not considered; it has now been established at the $B$-factories that the $K_{1}(1270) \gamma$ state has the largest branching fraction [81], with only an upper limit available for the $K_{1}(1400) \gamma$ branching fraction.

In case the latter interference term turns out to be not negligible, the currently available theory will not help in the determination of the photon polarisation from the experimental observations. A more general description that extends the theory of Gronau et al. to account for this interference pattern is needed.

### 1.2.3 Up-down asymmetry

A simplified approach to the study of the photon polarisation consists in exploiting the angular distribution of the photon, integrating Eq. 1.133 over the Dalitz variables. Developing Eq. 1.133 in terms of the angular dependence, the $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ differential branching fraction can be written as

$$
\begin{align*}
\frac{\mathrm{d} \Gamma\left(B \rightarrow K_{\mathrm{res}} \gamma \rightarrow P_{1} P_{2} P_{3} \gamma\right)}{\mathrm{d} s \mathrm{~d} s_{13} \mathrm{~d} s_{23} \mathrm{~d} \cos \tilde{\theta}} & \propto \sum_{i=0,2,4} a_{i}\left(s, s_{13}, s_{23}\right) \cos ^{i} \tilde{\theta} \\
& +\lambda_{\gamma} \sum_{j=1,3} a_{j}\left(s, s_{13}, s_{23}\right) \cos ^{j} \tilde{\theta} \tag{1.134}
\end{align*}
$$

showing that only terms in odd powers of $\cos \tilde{\theta}$ are sensitive to the photon polarisation. The sums in Eq. 1.134 extend to the fourth order and the $a_{k}$ parameters depend on the resonances and their interference patterns.

Integrating over the Dalitz variables [69, 70] Gronau et al. introduce the up-down asym-
metry $\mathcal{A}_{\text {ud }}$, defined as

$$
\begin{equation*}
\mathcal{A}_{\mathrm{ud}} \equiv \frac{\int_{0}^{1} \mathrm{~d} \cos \tilde{\theta} \frac{\mathrm{~d} \Gamma}{\mathrm{~d} \cos \tilde{\theta}}-\int_{-1}^{0} \mathrm{~d} \cos \tilde{\theta} \frac{\mathrm{~d} \Gamma}{\mathrm{~d} \cos \hat{\theta}}}{\int_{-1}^{1} \mathrm{~d} \cos \tilde{\theta} \frac{\mathrm{~d} \Gamma}{\mathrm{cos} \tilde{\theta}}} \tag{1.135}
\end{equation*}
$$

The terms in even powers of $\cos \tilde{\theta}$ integrate out, so that the resulting asymmetry is directly proportional to $\lambda_{\gamma}$. As an example, for $1^{+}$resonances, the asymmetry is found to be

$$
\begin{equation*}
\mathcal{A}_{\text {ud }}^{1^{+}}=\frac{3}{4} \lambda_{\gamma} \frac{\int \mathrm{d} s \mathrm{~d} s_{13} \mathrm{~d} s_{23} \operatorname{Im}\left[\hat{n} \cdot\left(\overrightarrow{\mathcal{J}} \times \overrightarrow{\mathcal{J}}^{*}\right)\right]}{\int \mathrm{d} s \mathrm{~d} s_{13} \mathrm{~d} s_{23}|\mathcal{J}|^{2}}, \tag{1.136}
\end{equation*}
$$

proportional to $\lambda_{\gamma}$ as expected. If $\overrightarrow{\mathcal{J}}$ is known, it allows the determination of the photon polarisation. In case of no interference, $\overrightarrow{\mathcal{J}}$ is real and the asymmetry vanishes.
In the more realistic case of multiple resonance contents, the asymmetry is still proportional to the photon polarisation, but the determination of the proportionality constant is more complicated. Reference [70] introduces a detailed study of the case of $K_{1}(1400), K_{2}^{*}(1430)$ and $K^{*}(1410)$, adequately illustrating the nature of the problem. Gronau et al. calculate a $\sim 10 \%$ up-down asymmetry for the charged $K_{1}(1400)^{+} \gamma$ decay, with some dilution coming from the other two resonances. A realistic calculation of the expected up-down asymmetry has not been performed so far.

In the case of $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$, one has to take into account that the multitude of resonances peaking in the $K^{+} \pi^{-} \pi^{+}$region of interest cannot be easily distinguished due to their overlap. Each of these resonances has its own distribution in the $K^{+} \pi^{-}$and $\pi^{+} \pi^{-}$dimensions, and thus can contribute differently to the inclusive up-down asymmetry. Moreover, the interference between overlapping resonances can enhance or dilute the asymmetry.

As a first, largely simplified, approach to the problem, four intervals of $K^{+} \pi^{-} \pi^{+}$mass are considered. In Ref. [70], a recommendation is made to use the [1400, 1600] $\mathrm{MeV} / c^{2}$ range for up-down asymmetry studies. This region includes the $K_{1}(1400), K_{2}^{*}(1430)$ and $K^{*}(1410)$ resonances, with strong, small and null up-down asymmetries, respectively; it also avoids the upper tail of the $K_{1}(1270)$, which would interfere with the $K_{1}(1400)$. As said earlier, since the publication of Gronau's paper, the understanding of the $K^{+} \pi^{-} \pi^{+}$ has evolved considerably, and $K_{1}(1270)$ has been shown to be the prominent resonance in the mass range of interest. For this reason, the $[1100,1300] \mathrm{MeV} / c^{2}$ range will also be studied. The $[1300,1400] \mathrm{MeV} / \mathrm{c}^{2}$ mass bin is studied since it contains the overlap region between the two $K_{1}$ resonances. The results are also obtained for the high mass $K^{+} \pi^{-} \pi^{+}$ region, $[1600,1900] \mathrm{MeV} / c^{2}$, which mainly includes $2^{-}$resonances not considered in the development of Eq. 1.133.
Binning the $K^{+} \pi^{-} \pi^{+}$spectrum is very helpful for getting a first understanding of the system and the up-down asymmetry. It is still, though, a significant simplification that prevents the extraction of $\lambda_{\gamma}$ from the observations, but can reveal the presence of photon polarisation

### 1.3 Study of the $\boldsymbol{K}^{+} \boldsymbol{\pi}^{-} \boldsymbol{\pi}^{+}$system

As previously stated, the study of the photon polarisation in $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ decays is not easy because of the multitude of kaon resonances populating the $[1,2] \mathrm{GeV} / c^{2}$ $K^{+} \pi^{-} \pi^{+}$mass interval. To proceed a step further from what is proposed in Sec. 1.2.3, the kaon resonances need to be separated fitting the single modes peaking in the $K^{+} \pi^{-} \pi^{+}$ mass spectrum, so that all the interference contributions that allow access to the photon polarisation parameter $\lambda_{\gamma}$ can be highlighted.

### 1.3.1 Experimental status

The Belle [82] and BaBar [83, 84] experiments have studied the $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ decay as a control sample for the study of the time-dependent $C P$ asymmetry in $B^{0} \rightarrow K_{\mathrm{S}}^{0} \rho \gamma$ decays. The $K^{+} \pi^{-} \pi^{+}$mass distributions obtained are shown in Fig. 1.9. In both existing experimental efforts from the $B$-factories, the resonant structure of the $K^{+} \pi^{-} \pi^{+}$ spectrum has been studied without exploiting completely the final state system, leading to incomplete descriptions of the resonance content: in the Belle analysis a $2 D$ fit is performed on the $m_{K^{+} \pi^{-}}$and $m_{\pi^{+} \pi^{-}}$dimensions, while the BaBar study consists in a simple fit of the $m_{K^{+} \pi^{-} \pi^{+}}$distribution.
The LHCb dataset, being significantly larger than the Belle and BaBar ones (about 14000 signal events against $\sim 1500$ and $\sim 2500$ respectively), allows the $m_{K^{+} \pi^{-} \pi^{+}}^{2}$ data distribution to be complemented by the $m_{K^{+} \pi^{-}}^{2}$ and $m_{\pi^{+} \pi^{-}}^{2}$ information, so that the complete information can be seen as a collection of $\left(m_{K^{+} \pi^{-}}^{2}, m_{\pi^{+} \pi^{-}}^{2}\right)$ Dalitz plots for all values of the $K^{+} \pi^{-} \pi^{+}$mass.

This full amplitude analysis of the $K^{+} \pi^{-} \pi^{+}, K^{+} \pi^{-}, \pi^{+} \pi^{-}$Dalitz plot is expected to provide the separation power needed for the identification of the single resonances contributions, allowing for a better understanding of the interference patterns that give access to the photon polarisation parameter $\lambda_{\gamma}$. A measurement of such a quantity could eventually help in constraining the effects of physics beyond the SM in the $b \rightarrow s \gamma$ sector.


Figure $1.9 K^{+} \pi^{-} \pi^{+}$mass distributions obtained by the Belle and BaBar experiments. Credits to Refs. [85] and [83].

Some theoretical and technical aspects to be faced for the Dalitz study are presented in Sec. 1.3.2.

## Further considerations on $1^{+}$resonances

In the chosen $K^{+} \pi^{-} \pi^{+}$mass range $1^{+}$resonances are expected to play a relevant role, the $K_{1}(1270)$ being the dominant state with a small contribution from the $K_{1}(1400)$, as observed by the Belle collaboration [81]. As pointed out in Ref. [86], the $K_{1}(1270)$ and $K_{1}(1400)$ are the two mass eigenstates of the interaction states $K_{1 A}$ and $K_{1 B}$

$$
\binom{\left|K_{1}(1270)\right\rangle}{\left|K_{1}(1400)\right\rangle}=\left(\begin{array}{cc}
\sin \theta_{K} & \cos \theta_{K}  \tag{1.137}\\
\cos \theta_{K} & -\sin \theta_{K}
\end{array}\right)\binom{\left|K_{1 A}\right\rangle}{\left|K_{1 B}\right\rangle}
$$

with the mixing angle $\theta_{K}$ predicted to be $33^{\circ}$ or $57^{\circ}$ [87] in agreement with the results reported by the CLEO collaboration [88].
Concerning the expected branching fractions for the $1^{+}$states, the PDG [89] reports in its averages the values obtained by the ACCMOR collaboration [90]: it has been questioned $[86,91]$ whether those results have been properly interpreted. Most of the discussion arises in the study of the $K^{+} \pi^{-}$spectrum, where Ref. [92] observes a much reduced rate of $K_{1}(1270)^{+} \rightarrow K_{0}^{*}(1430)^{0} \pi^{+}$, with respect to what is claimed in the PDG, in the study of both $B^{+} \rightarrow J / \psi K^{+} \pi^{-} \pi^{+}$and $B^{+} \rightarrow \psi^{\prime} K^{+} \pi^{-} \pi^{+}$decays. It has been suggested [93] that the scalar component observed by the ACCMOR collaboration in the $K^{+} \pi^{-}$mass spectrum might be the $K^{*}(800)^{0}$, also known as $\kappa$. Moreover, in all the studies of the $K^{+} \pi^{-} \pi^{+}$spectrum performed so far, the $D$ wave component of the $K_{1}(1270)^{+} \rightarrow K^{* 0} \pi^{+}$decay has never been considered: the interference between the $S$ and $D$ wave amplitudes for this decay, introduced in Sec. 1.2 .2 , might be large and then very helpful in the study of the polarisation of the photon.
On another issue, Ref. [91] points out that the proximity of the $K_{1}(1270)$ resonance to the production threshold of the $K^{+} \rho(770)^{0}$ channel causes the definition of the kaon resonance width to be ambiguous. Therefore, the possibility that the width from Ref. [89] is not correct has to be considered.

### 1.3.2 Dalitz plot and meson spectroscopy

The decay rate for a particle of mass $M$ and four-momentum $p$ decaying to a final state with $n$ particles with four-momenta $p_{i}=\left(E_{i}, \vec{p}_{i}\right)$ can be expressed as

$$
\begin{equation*}
\mathrm{d} \Gamma=\frac{1}{2 M}|\mathcal{M}|^{2} \mathrm{~d} \phi^{n} \tag{1.138}
\end{equation*}
$$

where $\mathcal{M}$ is the decay amplitude and the $n$-body phase-space $\mathrm{d} \phi^{n}$ is given by

$$
\begin{equation*}
\mathrm{d} \phi^{n}=(2 \pi)^{4} \delta^{4}\left(p-\sum_{i=1}^{n} p_{i}\right) \prod_{i=1}^{n} \frac{\mathrm{~d}^{3} \vec{p}_{i}}{16 \pi^{3} E_{i}} \tag{1.139}
\end{equation*}
$$

where four-momentum conservation is enforced by the Dirac delta function $\delta^{4}\left(p_{\text {initial }}-\right.$ $\left.p_{\text {final }}\right)$.

The phase-space element of Eq. 1.139 provides $3 n$ degrees of freedom to the system, that, because of four-momenta conservation, reduce to $3 n-4$ independent degrees of freedom, corresponding to the relative orientation of the $n$ momenta $\vec{p}_{i}$ and to the Euler angles that describe the orientation of the reference frame with respect to the initial state.

Integrating Eq. 1.138 over the Dirac delta function the phase-space term can be expressed as a function of $3 n-4$ independent kinematic variables $x_{i}$

$$
\begin{equation*}
\mathrm{d} \phi^{n}=\phi^{n}\left(x_{1}, \ldots, x_{3 n-4}\right) \prod_{i=1}^{3 n-4} \mathrm{~d} x_{i} \tag{1.140}
\end{equation*}
$$

The kinematic variables are chosen so that the phase-space term $\phi^{n}\left(x_{1}, \ldots, x_{3 n-4}\right)$ is constant within the kinematically allowed region. As a result, the decay rate of Eq. 1.138 becomes

$$
\begin{equation*}
\mathrm{d} \Gamma \propto|\mathcal{M}|^{2} \prod_{i=1}^{3 n-4} \mathrm{~d} x_{i} \tag{1.141}
\end{equation*}
$$

highlighting how, using this formalism, any non-uniformity observed in the distribution of the kinematic variables $x_{i}$ can be directly related to the structure of the amplitude $\mathcal{M}$. A common choice for the kinematic variables are the final state squared invariant masses $m_{i j}^{2}=\left(p_{i}+p_{j}\right)^{2}$.
In case the initial and final state particles are spinless, the system is invariant under any rotation and three additional degrees of freedom can be removed choosing a reference frame, leaving $3 n-7$ independent degrees of freedom.
This technique was first used by R. H. Dalitz in 1953 for the study of the decay of a particle into a three-body final state [94, 95].

## Three-body decays

For a generic three-body decay $P \rightarrow a b c$ of a pseudoscalar with mass $M$ in three pseudoscalar particles, the system has only 2 degrees of freedom and, following Ref. [96], Eq. 1.138 can be written as

$$
\begin{equation*}
\mathrm{d} \Gamma=\frac{1}{(2 \pi)^{3}} \frac{1}{32 M^{3}}\left|\mathcal{M}\left(m_{a b}^{2}, m_{b c}^{2}\right)\right|^{2} \mathrm{~d} m_{a b}^{2} \mathrm{~d} m_{b c}^{2} \tag{1.142}
\end{equation*}
$$

The squared invariant masses of the $a b c$ system are related by the linear relation

$$
\begin{equation*}
m_{a b}^{2}+m_{a c}^{2}+m_{b c}^{2}=M^{2}+m_{a}^{2}+m_{b}^{2}+m_{c}^{2} \tag{1.143}
\end{equation*}
$$

Introducing the energies of $b$ and $c$ in the $a b$ rest frame as

$$
\begin{align*}
E_{b}^{*} & =\frac{m_{a b}^{2}-\left(m_{a}^{2}-m_{b}^{2}\right)}{2 m_{a b}} \\
E_{c}^{*} & =\frac{M^{2}-\left(m_{a b}^{2}+m_{c}^{2}\right)}{2 m_{a b}} \tag{1.144}
\end{align*}
$$

and the corresponding momenta

$$
\begin{align*}
& p_{b}^{*}=\sqrt{E_{b}^{* 2}-m_{b}^{2}} \\
& p_{c}^{*}=\sqrt{E_{c}^{* 2}-m_{c}^{2}} \tag{1.145}
\end{align*}
$$

the range of the invariant mass $m_{b c}^{2}$ can be written as a function of the other kinematic variable $m_{a b}^{2}$.

$$
\begin{align*}
\left(m_{b c}^{2}\right)_{\min } & =\left(E_{b}^{*}+E_{c}^{*}\right)^{2}-\left(p_{b}^{*}+p_{c}^{*}\right)^{2} \\
\left(m_{b c}^{2}\right)_{\max } & =\left(E_{b}^{*}+E_{c}^{*}\right)^{2}-\left(p_{b}^{*}-p_{c}^{*}\right)^{2} \tag{1.146}
\end{align*}
$$



Figure 1.10 Kinematic boundaries of the three-body decay phase-space. Credits to Ref. [96].
The resulting drop-shaped $\left(m_{a b}^{2}, m_{b c}^{2}\right)$ region (Fig. 1.10) represents the kinematically allowed phase-space for the three-body decay described by Eq. 1.142. The $\left(m_{a b}^{2}, m_{b c}^{2}\right)$ scatter plot of the events in this region is referred to as Dalitz plot.

The three-body decay can take place through many intermediate resonant states $R_{k}$, so that

$$
\begin{equation*}
|\mathcal{M}|^{2}=\left|\sum_{k} f_{k} \mathcal{A}_{k}\right|^{2} \tag{1.147}
\end{equation*}
$$

where $f_{k}$ are complex coefficients accounting for the relative magnitude and phase of the amplitudes. For example, using Eq. 1.142 to describe a decay of the type $P \rightarrow a R_{k}(\rightarrow b c)$ results in a vertical band at $m_{b c}^{2}=m_{R_{k}}^{2}$ in the Dalitz plot. In case $\mathcal{M}$ is a constant, the Dalitz plot is uniformly populated.

The amplitudes $\mathcal{A}_{k}$ are commonly parametrised using the isobar formalism [97, 98], which describes the amplitude for the decay going through the resonance $R_{k}$ as

$$
\begin{equation*}
\mathcal{A}_{k}=F_{P} \times F_{R_{k}} \times T_{R_{k}} \times W_{R_{k}} \tag{1.148}
\end{equation*}
$$

where $F_{P}$ and $F_{R_{k}}$ are the form factors describing the transition for the parent particle and the resonance, and $T_{R_{k}}$ and $W_{R_{k}}$ are the dynamical and angular part of the resonance propagator, respectively.

## The Dalitz plot of $B^{+} \rightarrow K^{+} \pi^{-} \boldsymbol{\pi}^{+} \gamma$ decays

In order to simplify the description of the system, the four-body $K^{+} \pi^{-} \pi^{+} \gamma$ final state is described using a two-body approximation as a kaon resonance ( $K_{\mathrm{res}}$ ) plus a photon, allowing the study of the $K^{+} \pi^{-} \pi^{+}$system per se ${ }^{11}$.

The three-body $K_{\text {res }} \rightarrow K^{+} \pi^{-} \pi^{+}$decay features important differences with respect to the example of the previous section:

- The initial state is a resonance, hence its mass varies for each event.
- Since the mother resonance $K_{\text {res }}$ has spin different from zero, only one degree of freedom associated to the Euler angles can be removed choosing a reference direction in space.

For the sake of simplicity, for this initial stage of the study the rotational degrees of freedom are not considered. This corresponds to analysing the resonant structure of the $K^{+} \pi^{-} \pi^{+}$system after integrating over the angles $\theta, \chi$ and $\psi$ introduced in Sec. 1.2.1, so that the decay amplitude depends only on $m_{K^{+} \pi^{-} \pi^{+}}^{2}, m_{K^{+} \pi^{-}}^{2}$ and $m_{\pi^{+} \pi^{-}}^{2}$. A detailed description of the decay amplitudes is presented in Chapter 5.

In a future extension of this work, the angular dimensions can be added, aiming at a direct fit of the photon angle, providing direct access to the photon polarisation parameter $\lambda_{\gamma}$ (Chapter 6).

[^7]
## The LHCb experiment

The Large Hadron Collider (LHC) at CERN, designed to collide protons at 14 TeV , is the largest and most powerful particle accelerator ever built. Starting from 2010, the accelerator has been smoothly running at 7 and 8 TeV centre-of-mass energy until the beginning of 2013 (Run I), when it has undergone a long shutdown before the 13 TeV restart in 2015 (Run II).

The LHC 27 km ring, running across the border between Switzerland and France, hosts a number of experiments, of which three main ones aim at the observation of new physics phenomena in proton-proton $(p p)$ collisions: ATLAS, CMS and LHCb.

The main goal of the LHCb experiment is to search for new physics phenomena in flavour physics by testing the SM through high precision measurements of rare decays and $C P$ violation. Such searches are usually referred to as indirect searches, to mark the difference with the direct searches performed by ATLAS and CMS.

At the high luminosity of the LHC, a very large number of $b$ hadrons is produced in the $p p$ interactions. The LHCb detector is designed to trigger, reconstruct, and identify as many as possible of these events in this very challenging experimental environment. In order to accomplish this task, the detector must be equipped with

- a tracking system with very high momentum resolution;
- subdetectors devoted to the identification of charged and neutral particles;
- an efficient and flexible trigger system.

Additionally, a powerful data acquisition system, capable of online processing, is necessary to optimize the data taking.
During Run I of the LHC, the LHCb detector has efficiently collected $\sim 3 \mathrm{fb}^{-1}$ of data, at an average luminosity of $4 \times 10^{32} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$, above the design value. In order to run at higher luminosities with an improved trigger efficiency and data acquisition rate, the LHCb detector will be upgraded in 2019 - 2020.

### 2.1 The LHCb detector



Figure 2.1 Lateral view of the LHCb detector.

The LHCb detector (Fig. 2.1) is a single-arm spectrometer designed for the study of particles containing $b$ or $c$ quarks $[100,101]$.

It covers the pseudorapidity range $2<\eta<5$, corresponding to a narrow polar angle of $10-300 \mathrm{mrad}$ in the horizontal bending plane, and $10-250 \mathrm{mrad}$ in the vertical plane. Its forward design exploits the characteristic distribution of $b$ and $\bar{b}$ hadrons produced by a $b \bar{b}$ pair in a $p p$ collider environment. In fact, the momentum distributions of the constituents of the protons are such that the $b \bar{b}$ pair gets a strong boost along the beam direction $z$, implying that most of the $b \bar{b}$ pairs are produced at small angles with respect to the beam axis, in the forward or backward direction (Fig. 2.2). The detector coordinate system is completed by the horizontal $x$ axis and the vertical $y$ axis.

The LHCb detector systems are described in the following sections, organized according to the main purpose of the subdetectors. The detector description is based on Ref. [100], which is also the source of the figures presented in the text, while the performances are taken from Ref. [101].

### 2.1.1 Tracking

The tracking system (Fig. 2.3) has been designed for a very precise reconstruction of charged particles traversing the detector, in order to allow the necessary momentum and vertex resolution needed for the study of $c$ and $b$ hadrons. These particles are reconstructed as tracks made of many hits, before and after a dipole magnet that bends them to allow the determination of the ratio between their charge and momentum. Upstream of the magnet, hits are produced first in the Vertex Locator (VELO), situated around the $p p$


Figure 2.2 Polar angle distribution of $b$ and $\bar{b}$ hadrons produced in a $p p$ collider environment. The distribution shown is simulated using the PYthia event generator.
interaction point and responsible for the reconstruction of collision and decay vertices, and then in the Tracker Turicensis (TT). Both subdetectors are based on a silicon technology. Downstream of the magnet, three tracking stations T1-T3 are responsible for the precise determination of the trajectory. Each station is made of an Inner Tracker (IT) situated in the high occupancy region close to the beam axis, and an Outer Tracker (OT), in the lower occupancy region. While the IT is made of silicon strips, the OT is a straw-tube gaseous detector, better suited to cover large areas.
The track reconstruction algorithm starts by searching for hits in the VELO compatible with a straight line. To fully reconstruct the track trajectory, this information is then first combined with hits in the T stations and then in the TT. A full track fit is then performed using a Kalman filter, that accounts for the effects of multiple scattering and energy loss $\mathrm{d} E / \mathrm{d} x$. Track quality is ensured monitoring the $\chi^{2}$ of such fit.

Tracks traversing the full tracking system (long tracks) are usually preferred for physics analyses because of their better momentum resolution. For the study of long-lived particles, though, it is necessary to use downstream tracks ( $\mathrm{TT}+\mathrm{T}$ stations only), because the decay vertex is not reconstructed in the VELO. This is, for example, the case of $K_{\mathrm{s}}^{0}$ and $\Lambda$ decays. Upstream tracks (VELO + TT only), corresponding to low momentum tracks bent outside the acceptance by the magnet, are usually not used because of their poor momentum resolution.

For Run I, the tracking system has provided an excellent combined momentum resolution, with an uncertainty $\delta p / p$ of $\sim 0.4 \%$ for tracks of $5 \mathrm{GeV} / c$ and $\sim 0.6 \%$ at $100 \mathrm{GeV} / c$.


Figure 2.3 Overview of the LHCb tracking system.

## Vertex Locator

The VELO subdetector has been designed in order to allow the best possible separation of the $b$ hadron vertex, named secondary vertex (SV), from the $p p$ interaction vertex, or primary vertex (PV). Since the $b$ hadrons produced at the PV travel typical distances of a centimetre before decaying at the SV and because of the spread of the PV positions, the VELO has been designed to be sensitive in the region $|z|<10.6 \mathrm{~cm}$ around the nominal interaction point. The information from the backward region $(z<0)$ is also used for the PV reconstruction.

The VELO (Fig. 2.4) is made of a series of silicon stations perpendicular to the beam direction, providing radial $(r)$ and azimuthal $(\phi)$ cylindrical coordinates for the track hits. In order to be as close as possible to the interaction point, the stations are placed inside a vacuum vessel, and split in two halves mounted on movable supports. The VELO is opened when the beam is not stable, to avoid damage during the LHC injection and dumping phases, and closed during data taking. Each station is made of two half-moon-shaped $300 \mu \mathrm{~m}$ thick silicon sensors, a $\phi$ and an $r$ sensor, with a small hole in the centre to let the beam through (Fig. 2.5). The two halves are staggered in $z$, allowing an overlap of the sensors used for the detector alignment. The 2D $(r, \phi)$ information together with the $z$ coordinate of the station provide a 3D localization of the track hit, with a hit resolution of $5-25 \mu \mathrm{~m}$, depending on the track angle and on the thickness of the silicon strip at the hit position (finer in the central region and coarser toward the outer part). The PV offline reconstruction resolution is $40 \mu \mathrm{~m}$ in the ( $x, y$ ) plane.

Since most of the background comes from the PV, the precise determination of the SV has a very important role in the trigger stage. Hence, four additional $r$ sensors are placed in the backward region to form the so-called pile up stations, used for the hardware trigger.


Figure 2.4 Overview of the VELO subdetector structure showing the spacing of the modules along the $z$ axis (top). A sketch of the closed and open VELO positions is also shown (bottom).

## Dipole magnet

A very important role in the tracking system is played by the dipole magnet. Particles are distinguished according to their charge $q$ and momentum $p$ exploiting the relation

$$
\begin{equation*}
\rho=\frac{q B}{p} \tag{2.1}
\end{equation*}
$$

where $\rho$ is the track curvature and $B$ the magnetic field intensity, mapped with a relative precision of $4 \times 10^{-4}$.
The dipole magnet consists of two identical conical-shaped coils of 27 ton each, held by a 1450 -ton steel frame. Its integrated magnetic field value of 4 Tm has been chosen in order to accommodate the needs of the nearby subdetectors.

In order to cancel left-right detection asymmetries of the tracking that would affect the $C P$ asymmetry measurements, the polarity of the magnet is inverted regularly during data taking. The magnet and the profile of the magnetic field along the $z$ axis are shown in Fig. 2.6.

### 2.1. The LHCb detector



Figure 2.5 Schematic representation of the $(r, \phi)$ geometry of a VELO station during data collection.


Figure 2.6 The LHCb magnet and the magnetic field profile along the $z$ axis for both polarities.

## Silicon Tracker

The Silicon Tracker (ST) is responsible for the detection of the hits of charged particles as they travel across the detector, after the VELO. Track hits are determined before and after the magnet by two silicon subdetectors, the TT and the IT respectively, both made of silicon microstrips sensors with a pitch of about $200 \mu \mathrm{~m}$, allowing a spatial resolution of $\sim 50 \mu \mathrm{~m}$. The silicon technology is chosen because of its very good resolution, signal-to-noise ratio and radiation tolerance, indispensable in the region close to the beam pipe because of the very high hit occupancy $\left(5 \times 10^{-2}\right.$ per $\mathrm{cm}^{2}$ in the TT and $1.5 \times 10^{-2}$ per $\mathrm{cm}^{2}$ in the IT for minimum bias events). Both TT and IT are requested to have a fast shaping time ( $\sim 25 \mathrm{~ns}$ ) to avoid the superposition of events from consecutive bunch crossings. The detectors are placed in light-tight insulated boxes, where the temperature is kept below $5^{\circ} \mathrm{C}$.

The TT (Fig. 2.7) is made of four $150 \times 130 \mathrm{~cm}^{2}$ layers, organized in two stations separated by 27 cm along the beam axis, and covering a total active area of $8.4 \mathrm{~m}^{2}$. In each station, the two layers are slightly tilted with respect to each other ( $\pm 5^{\circ}$ stereo angle) in order to allow a 2D hit position measurement.


Figure 2.7 Layout of the stereo layer of a TT station.

The IT (Fig. 2.8) consists of four detector boxes arranged around the beam pipe to form a cross shape. The structure has three replica, that together with the OT form the T1-T3 tracking stations. Despite covering only $2 \%$ of the IT + OT area, the IT detects $\sim 20 \%$ of the tracks because of the larger track density close to the beam. The detector boxes contain four detection layers, each of them made of seven detector modules. In order to minimize the material budget without compromising the tracking performance, a different design has been chosen for the detector modules according to their location: a single $320 \mu \mathrm{~m}$-thick silicon sensor is placed in the top and bottom boxes, while two $410 \mu \mathrm{~m}$-thick


Figure 2.8 Structure of one of the IT stations.
sensors are placed in the side boxes. Each silicon sensor additionally contains a readout hybrid. With its mechanical supports, cooling pipes, readout hybrids and cables, the IT is responsible for most of the inactive material in the LHCb acceptance.

## Outer tracker

The OT (Fig. 2.9) is a gaseous straw-tube detector that detects track hits by measuring the drift time of the ions freed when a charged particle goes through the tube. Its $\sim 55000$ tubes of 4.9 mm diameter are divided in three $6 \times 5 \mathrm{~m}^{2}$ panels surrounding the IT stations. The straw-tubes are filled with a mixture of $\mathrm{Ar}(70 \%)$ and $\mathrm{CO}_{2}(30 \%)$, carefully chosen to provide a drift time below 50 ns , a spatial resolution of $200 \mu \mathrm{~m}$, and resistance against aging. Each OT station consists of 72 modules, each made of two layers glued together to improve gas tightness. The tubes present a double-layer structure: an inner layer acts as cathode collecting the positive ions, while an outer layer provides shielding and fast signal transmission.
The OT spatial resolution is worse than the ST one. Anyway, straw tubes being much cheaper and easier to handle than silicon, they represent the best choice for covering large detector areas. Moreover, a higher resolution would not be needed because of the lower occupancy in the region occupied by the OT.


Figure 2.9 Arrangement of the OT subdetector modules.

### 2.1.2 Particle identification

Flavour physics relies on the ability of distinguishing the particles in the final state of a decay. The excellent particle identification (PID) performance of the LHCb experiment is guaranteed by two ring-imaging Cherenkov detectors (RICH), which identify charged hadrons, a calorimeter system consisting of a pad/preshower calorimeter (SPD/PS), an electromagnetic (ECAL) and a hadron calorimeter (HCAL) for the identification of high momentum $e, \gamma$ and $\pi^{0}$, and five muon chambers (M1-M5). The calorimeters also provide energy measurements, while the input from the muon chambers is crucial for the trigger.

## Ring Imaging Cherenkov detectors

The main goal of the RICH detectors is to identify kaons, pions and protons. In addition, they complement the information from the ECAL and the muon chambers for the identification of charged leptons.

The RICH system is made of two subdetectors (Fig. 2.10), placed before and after the magnet, to detect particles in different angle and momentum ranges. They use the Cherenkov light produced by a charged particle travelling in a medium at a speed larger than the speed of light in that medium, to relate the light emission angle $\theta_{c}$ to its velocity $v$

$$
\begin{equation*}
\frac{v}{c}=\frac{1}{n \cos \theta_{c}} \tag{2.2}
\end{equation*}
$$

where $c$ is the speed of light in vacuum and $n$ is the refraction index of the medium. A system of spherical and flat mirrors brings the Cherenkov light on a plane of photodetectors located outside of the acceptance, to reduce the material budget. The shape of the light ring, combined with the information from the tracking system, allows the determination of the particle mass.

The RICH1 subdetector, placed between the VELO and the TT, covers the low momentum


Figure 2.10 Layout of the RICH1 and RICH2 subdetectors.
range $(1-60 \mathrm{GeV} / c)$ and uses silicon aerogel tiles and $\mathrm{C}_{4} \mathrm{~F}_{10}$ gas as radiator media. The RICH2 subdetector is placed downstream of the magnet, between the T1-T3 trackers and the calorimeters, and covers the high momentum range ( $>15 \mathrm{GeV} / c$ ) using $\mathrm{CF}_{4}$ gas. The difference in density of the gases increases the discrimination power of the system, as shown in Fig. 2.11.

Averaging over particle momenta in the range $2-100 \mathrm{GeV} / c$, the RICH system provides a kaon detection efficiency of $\sim 95 \%(85 \%)$ at the cost of $\mathrm{a} \sim 10 \%(3 \%)$ pion misidentification rate.


Figure 2.11 Cherenkov angle versus particle momentum for different media.

## Calorimeter

The calorimeter system uses the data collected by the ECAL and the HCAL subdetectors, to measure the energy of the final state particles. Its information is needed for the identification of electrons, photons and $\pi^{0}$, and as input to the trigger.
The calorimeter technology exploits a sequence of heavy absorbers and scintillating tiles. The scintillation light produced by the charged particles of a shower is then transmitted to photomultipliers by wavelength-shifting fibres. The inner acceptance of the system, which starts at $\theta_{x, y}>25 \mathrm{mrad}$, is limited by the high radiation level in the beam pipe region, while the outer dimensions match projectively those of the tracking system $\left(\theta_{x}<300 \mathrm{mrad}\right.$, $\left.\theta_{y}<250 \mathrm{mrad}\right)$.
Particles hitting the calorimeter deposit their energy in clusters of different shape. Charged and neutral particles are discriminated according to the existence of tracks pointing to the calorimeter in correspondence to the showers. For neutral particles, the shape of the cluster is used to distinguish between photons and $\pi^{0}$, while for charged particles specific algorithms are used to distinguish electrons from hadrons.
The ECAL (Fig. 2.12) is optimized for the detection of particles with transverse energy lower than 10 GeV : at larger energies the calorimeter response saturates. Its design energy resolution results in a $B$ mass resolution of $\sim 65 \mathrm{MeV} / c^{2}$ for $B \rightarrow K^{*} \gamma$ decays with high$E_{\mathrm{T}}$ photons. This is achieved with a structure width of 25 radiation lengths, deep enough to fully contain the high- $E_{\mathrm{T}}$ photon showers, and three different surface segmentations, because of the varying occupancies in the different portions of the calorimeter.

The HCAL is a 500 ton, 5.6 radiation length structure located $13-15 \mathrm{~m}$ from the interaction point. Its reduced depth does not allow a full reconstruction of the hadronic showers in the detector, affecting the overall energy resolution. The main characteristic of the HCAL is that its scintillating tiles are parallel to the beam axis (Fig. 2.13).


Figure 2.12 The ECAL subdetector during its assembly (left), and its three types of modules (right).


Figure 2.13 Schematic representation of the HCAL internal cell structure, with the scintillating tiles parallel to the beam axis.

Additionally, its cells are larger than the ECAL ones, and its surface is segmented in two different sections instead of three.
In order to reject background pions, a pre-shower (PS) detector is added in front of the ECAL, providing longitudinal segmentation for the detection of the electromagnetic showers. A scintillating detector (SPD) placed in front of the PS selects charged particles, identifying most of the high- $E_{\mathrm{T}} \pi^{0}$ background. The full SPD/PS system has a depth of 2.5 radiation lengths, and shows the same segmentation as the ECAL.

The overall calorimeter system provides a photon detection efficiency of $95 \%$ while rejecting $45 \%$ of the merged $\pi^{0}$ background, consisting of $\pi^{0}$ decaying in two photons that form a single calorimeter cluster. Analogously, a $\sim 92 \%$ identification efficiency for the electrons in $B^{ \pm} \rightarrow K^{ \pm} J / \psi\left(\rightarrow e^{+} e^{-}\right)$decays is achieved at the cost of a $\sim 4.5 \%$ misidentification rate.

## Muon chambers

Being present in the final state of many rare decays of interest in the realm of flavour physics (e.g. $B_{s}^{0} \rightarrow \mu^{+} \mu^{-}$and $\left.B^{0} \rightarrow K^{* 0} \mu^{+} \mu^{-}\right)$, a performant muon identification system is fundamental for the LHCb experiment. The muon identification information is used in the trigger, as well as in the tracking reconstruction algorithms.

Muons are very penetrating particles, having a long lifetime and a low interaction probability, hence they traverse the full detector and they are identified in a system of five stations M1-M5 perpendicular to the beam located at the far end of the detector, just before (M1) and after (M2-M5) the calorimeters (Fig. 2.14).

The muon chambers are gaseous detectors, made of multi-wire proportional chambers (MWPC) containing a mixture of $\mathrm{Ar}(40 \%), \mathrm{CO}_{2}(55 \%)$ and $\mathrm{CF}_{4}(5 \%)$, best suited to provide a fast time resolution ( 5 ns ). The innermost part of M1 is made of three gas electron multipliers (GEM) chambers, with better radiation tolerance. The chambers are segmented, providing $(x, y)$ information for the muon tracks hits used in the tracking. The stations M2-M5 are made of four active layers, separated by 80 cm thick iron plates acting as absorbers, so that only muons with momentum larger than $6 \mathrm{GeV} / c$ are expected to reach the last station, while the M1 station has only two active layers.
The total efficiency for muon detection is larger than $95 \%$.


Figure 2.14 Schematic representation of the muon chambers.


Figure 2.15 Schematic view of the LHCb trigger system in 2012.

### 2.1.3 Trigger

The trigger system $[102,103]$ consists of two levels, a hardware-based Level 0 (L0) and a software-based High Level Trigger (HLT), as shown in Fig. 2.15. The system design aims at reducing the event rate to a value below 5 kHz , which allows storing and further processing of the data. The trigger selections have been stable during Run I data taking, with small modifications introduced to account for the changes in the running conditions between 2011 and 2012.

Level 0

The completely hardware-based L0 trigger uses the calorimeter and muon system information to reduce the rate to 1 MHz , the largest rate at which the full detector can be readout. The calorimeter information is used to compute the transverse energy $E_{\mathrm{T}}$ associated with particle clusters, and build L0Hadron, LOPhoton and L0Electron candidates. L0Hadron candidates correspond to clusters with high $E_{\mathrm{T}}$ in the HCAL, while L0Photon and L0Electron candidates are built from high- $E_{\mathrm{T}}$ ECAL clusters with one or two hits in the PS subdetector, the latter requiring an additional hit in the SPD subdetector. Events with too high SPD multiplicity are removed, because they would significantly slow down the following software stages. The muon system provides
the two muon tracks with the highest $p_{\mathrm{T}}$ in each quadrant from which L0Muon and LODimuon candidates are formed.
Given the detector design, the L0 trigger stage is not very efficient ${ }^{1}$ for hadronic $b$ decays ( $40 \%-60 \%$ ), since only the calorimeter information is used. The efficiency is significantly higher for muonic final states ( $\sim 90 \%$ ).

## High Level Trigger

Events passing L0 are forwarded to the online farm, where the software-based HLT further reduces the rate before the events are stored. The HLT is split in two levels: a HLT1 stage that provides fast partial event reconstruction, and a HLT2 stage where the complete reconstruction is made.
The inclusive single track HLT1 trigger, which represents the largest contribution ( 58 kHz ) to the HLT1 bandwidth, efficiently selects high momentum track candidates that cannot be associated with any of the primary vertices in the event. Additional inclusive lines combine the L0 information from calorimeter clusters and muon chambers hits with tracking information to select electrons and photons ( 7 kHz ), and muons ( 14 kHz ), respectively. The remaining bandwidth is split between high- $E_{\mathrm{T}}$ jets, displaced vertices, diprotons, calibration, and technical lines. The HLT1 processes a L0 selected event in $\sim 15 \mathrm{~ms}$, with an average efficiency of $\sim 90 \%$, before passing it to the HLT2 stage, where the reconstruction is refined.

Around 80 kHz of events reach the HLT2 stage, where time-expensive operations can be performed. As an example, the VELO vertex-finding algorithms used during the previous trigger stages are run again in the HLT2, including tracks with softer requirements. A large fraction of the HLT2 output rate $(2 \mathrm{kHz})$ corresponds to events selected by topological lines, designed to retain $b$ hadron decays also when not all the tracks in the decay are reconstructed. These inclusive $n$-body topological lines select any event with at least $n$ tracks forming a displaced vertex, tracks and vertex being requested to satisfy certain quality requirements. Several HTL2 lines are dedicated to the detection of decays with one or more muons in the final state, corresponding to 1 kHz of bandwidth: single muons are selected only if they have a very large transverse momentum $\left(p_{\mathrm{T}}>10 \mathrm{GeV} / c\right)$, while softer requirements are enforced on dimuon candidates $\left(p_{\mathrm{T}}>2 \mathrm{GeV} / c\right)$. The charm trigger also accounts for a large HLT2 output rate. The very strong requirements applied to reduce the output rate of charm decays to 2 kHz significantly affect the channel-by-channel efficiency. The remaining HLT2 bandwidth is reserved for lower-rate exclusive lines designed to enhance the efficiency of channels that are not efficiently selected by the inclusive triggers.

## Trigger performance

During Run I, the trigger has shown a very good performance with a total output rate of 5 kHz , despite running conditions much more challenging than what had been initially

[^8]Table 2.1 Efficiencies of selected channels, normalized to the corresponding offline-selected samples, for 2012 trigger conditions [101].

| Channel | L0 | HLT1 | HLT2 |
| :--- | :---: | :---: | :---: |
| $B^{+} \rightarrow J / \psi K^{+}, J / \psi \rightarrow \mu^{+} \mu^{-}$ | $89 \%$ | $92 \%$ | $87 \%$ |
| $B^{0} \rightarrow K^{+} \pi^{-}$ | $53 \%$ | $97 \%$ | $80 \%$ |
| $B^{0} \rightarrow D^{+} \pi^{-}, D^{+} \rightarrow K^{-} \pi^{+} \pi^{+}$ | $59 \%$ | $98 \%$ | $77 \%$ |
| $D^{+} \rightarrow K^{-} \pi^{+} \pi^{+}$ | $44 \%$ | $89 \%$ | $91 \%$ |
| $D^{*+} \rightarrow D^{0} \pi^{+}, D^{0} \rightarrow K^{-} \pi^{+} \pi^{-} \pi^{+}$ | $49 \%$ | $93 \%$ | $30 \%$ |

foreseen: the design luminosity of $2 \times 10^{32} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$, with an expected interaction rate of 10 MHz and mostly dominated by single interactions, was raised to $\sim 4 \times 10^{32} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ causing the rate to increase and multiple interactions to dominate.
The Run I trigger efficiencies of a few selected channels are shown in Table 2.1.

### 2.2 Upgrade plans

In 2019 - 2020, the LHC will go through a long shutdown during which the LHCb detector will be upgraded in order to allow an efficient collection of events at higher luminosity $\left(\mathcal{L}=2 \times 10^{33} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}\right)$, with a full detector readout at 40 MHz .
In the upgrade conditions, the current detector would not be efficient because of the higher occupancy, interaction rate and event multiplicity: the current trigger design cannot withstand such a rate, and the current subdetectors cannot cope with the higher occupancy that would cause a premature aging and a very inefficient data collection.
In order to face these problems, the LHCb detector will go through a series of deep modifications, like the rebuilding of the front-end electronics, the complete rethinking of the trigger (which will be fully software-based), and a change of technology for the tracking stations. Various consolidations of the existing subdetectors are also foreseen.

- The VELO detector resolution will be improved introducing $55 \times 55 \mu \mathrm{~m}^{2}$ silicon pixels. Its acceptance will also be extended, and the material budget will be reduced using thinner materials. A new radiation-hard readout chip will be introduced, designed to withstand up to $50 \mathrm{fb}^{-1}$ of integrated luminosity.
- The upstream tracker will be moved closer to the beam pipe to improve its smallangle acceptance. Thinner silicon strip sensors will provide better hit resolution. The material budget will also be reduced.
- The current downstream tracker (T1-T3 stations) will be replaced with a scintillating fibre tracker covering the full acceptance, read out with silicon photomultipliers (SiPM).
- The RICH structure will remain unchanged, except for some modifications to the

RICH1 optical layout aimed at reducing hit occupancy. The aerogel radiator in the RICH1 will be removed.

- The SPD / PS system will be removed, since simulations show that removing it will help rejecting more background with the same signal efficiency.
- The muon chamber M1 will be removed, and shielding will be installed around the beam pipe to reduce the occupancy in the other stations.

A detailed description of the foreseen detector upgrade can be found in Refs. [104-108].

## Study of the $\boldsymbol{B}^{+} \rightarrow \boldsymbol{K}^{+} \boldsymbol{\pi}^{-} \boldsymbol{\pi}^{+} \boldsymbol{\gamma}$ signal

The $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ decay has been studied in two stages, first using data collected in 2012 , and then adding the 2011 sample. Different analysis strategies have been used according to the available statistics. In this Chapter, the analysis performed on the full LHCb Run I data sample is described in detail: after introducing the event selection strategy and discussing the description of signal and backgrounds, the unbinned extended maximum likelihood fit to the $K^{+} \pi^{-} \pi^{+} \gamma$ mass distribution performed to identify the signal is presented. Some relevant aspects that were studied only for the 2012 sample, such as the $C P$ asymmetry, are reported in Appendix A.

### 3.1 Data samples

The full LHCb Run I data sample corresponds to an integrated luminosity of about $3 \mathrm{fb}^{-1}$ of proton-proton collisions at $\sqrt{s}=7$ and 8 TeV recorded with the LHCb detector during 2011 and 2012. With a measured inclusive $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ branching fraction of $(2.8 \pm 0.2) \times 10^{-5}[89,109,110]$, taking into account acceptance, reconstruction and selection efficiencies, approximately $14000 B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ signal events are expected in a $K^{+} \pi^{-} \pi^{+}$mass range of $[1,2] \mathrm{GeV} / c^{2}$.
Monte Carlo (MC) simulated data generated with 2011 and 2012 conditions in the Pythia [111] simulation environment, have been used to study signal and background. All simulated events are truth-matched, meaning that the MC distributions obtained from signal events do not include any unwanted background (e.g. combinatorial). For signal studies, due to the lack of an inclusive MC simulation sample, simulations of the dominant $B^{+} \rightarrow K_{1}(1270)^{+} \gamma, B^{+} \rightarrow K_{1}(1400)^{+} \gamma$ and $B^{+} \rightarrow K_{2}^{*}(1430)^{+} \gamma$ decays have been performed. Table 3.1 summarizes basic information on the MC simulation samples used for the studies described in this Chapter.

Table 3.1 Monte Carlo samples used for signal (upper section) and background (lower section) studies.

|  | MC production | Number of events |
| :--- | :---: | :---: |
| $B^{+} \rightarrow K_{1}(1270)^{+} \gamma$ | MC12 | $3.080 \times 10^{6}$ |
| $B^{+} \rightarrow K_{1}(1400)^{+} \gamma$ | MC12 | $1.035 \times 10^{6}$ |
| $B^{+} \rightarrow K_{2}^{*}(1430)^{+} \gamma$ | MC12 | $1.030 \times 10^{6}$ |
| $B^{+} \rightarrow \bar{D}^{0}\left(\rightarrow K^{+} \pi^{-} \pi^{0}\right) \pi^{+}$ | MC11 | $0.110 \times 10^{6}$ |
| $B^{+} \rightarrow \bar{D}^{* *}\left(\rightarrow \bar{D}^{0}\left(\rightarrow K^{+} \pi^{-}\right) \gamma\right) \pi^{+}$ | MC11 | $0.503 \times 10^{6}$ |
| $B^{0} \rightarrow K^{* 0} \gamma$ | MC11 | $7.551 \times 10^{6}$ |
| $B^{+} \rightarrow K^{* 0} \pi^{+} \gamma$ | MC11 | $2.013 \times 10^{6}$ |
| $B^{+} \rightarrow K^{*+}\left(\rightarrow K^{+} \pi^{0}\right) \pi^{+} \pi^{-}$ | MC11 | $1.042 \times 10^{6}$ |
| $B^{0} \rightarrow K_{1}(1270)^{0} \gamma$ | MC12 | $0.205 \times 10^{6}$ |
| $B^{+} \rightarrow K_{1}(1270)^{+} \eta$ | MC12 | $0.358 \times 10^{6}$ |
| $B^{+} \rightarrow a_{1}^{+}\left(\rightarrow \pi^{+} \pi^{-} \pi^{+}\right) \gamma$ | MC12 | $0.088 \times 10^{6}$ |

### 3.2 Event selection

Kaon resonances, decaying to three charged tracks, and high energy photons are used to build signal $B^{+} \rightarrow K_{\text {res }}^{+} \gamma \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ candidates. At first, three charged tracks with a total electric charge of +1 are combined to form the kaon resonance vertex. This resonance is then combined with a high- $E_{\mathrm{T}}$ photon to build a $B^{+}$candidate.

Selected events are mainly triggered by the Photon and Electron L0 lines (accounting for $\sim 95 \%$ of the sample), the TrackAllL0 and TrackPhoton HLT1 lines (fired by $\sim 99 \%$ of the events), and the radiative [112] (only in 2012) and regular topological [113] HLT2 lines. In this study, however, no trigger lines are explicitly required in order to maximise the sensitivity; it has been checked that the differences between using all triggered events and using only candidates firing specific HLT2 lines are well below the size of the statistical error.

The following sections show the selection stages applied to collected (triggered) events to obtain the final sample.

### 3.2.1 Event pre-selection (stripping)

Collected data are, at first, subject to a coarse selection, aimed at reducing the disk space and computational power for the following steps. The Radiative stripping stream, processed with the Stripping S20r1 and S20r0p1 configurations for 2011 and 2012 data respectively, is used. More precisely, the selected candidates pass the B2K1Gamma_B2VG line selection requirements, which reconstruct $B^{+} \rightarrow K_{\text {res }}^{+} \gamma \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ decays with very soft PID cuts.
The main selection requirements applied at stripping level are listed in Table 3.2 and are

Table 3.2 B2K1Gamma_B2VG stripping line selection requirements for the charged tracks (first and second sections), the kaon resonance (third section), the photon (fourth section) and the $B^{+}$candidate (last section).

| Variable | Requirement | Unit |
| :--- | :---: | :---: |
| Track $p_{\mathrm{T}}$ | $>350$ | $\mathrm{MeV} / c$ |
| Track $p$ | $>2000$ | $\mathrm{MeV} / c$ |
| Track $\chi^{2}$ | $<3$ |  |
| Track IP $\chi^{2}$ | $>16$ |  |
| Track ghost probability | $<0.4$ |  |
| $\pi$ DLL $_{K-\pi}$ | $<20$ |  |
| $K$ DLL $_{K-\pi}$ | $>-10$ |  |
| Resonance tracks DOCA | $<0.5$ | mm |
| Resonance tracks $\sum_{2} p_{\mathrm{T}}$ | $>1500$ | $\mathrm{MeV} / c$ |
| Resonance vertex $\chi^{2}$ | $<20$ |  |
| Resonance IP $\chi^{2}$ | $>64$ |  |
| Resonance mass window | $[800,3500]$ | $\mathrm{MeV} / c^{2}$ |
| Photon $E_{\mathrm{T}}$ | $>2500$ | MeV |
| Photon CL | $>0.25$ |  |
| Photon and tracks $\sum p_{\mathrm{T}}$ | $>5000$ | $\mathrm{MeV} / c$ |
| $B^{+}$vertex $\chi^{2}$ | $<9$ |  |
| $B^{+}$IP $\chi^{2}$ | $<9$ |  |
| $B^{+}$DIRA | $>0.9998$ |  |
| $B^{+}$mass window | $[4000,7000]$ | $\mathrm{MeV} / c^{2}$ |

described below.

- Minimum momentum $p$ and transverse momentum $p_{\mathrm{T}}$ requirements are used to reject low momentum combinatorial background.
- The impact parameter (IP) $\chi^{2}$ establishes the compatibility of a particle with the PV ; this cut is used to ensure that the $B$ meson comes from the PV and the other particles do not.
- Vertex quality criteria ensure that the $\chi^{2}$ of the decay vertex fit is small.
- Track ghost probability requirements remove tracks wrongly reconstructed from random hits in the tracking subdetectors.
- PID requirements use the RICH information to discriminate between two different particles hypotheses (e.g. kaons and pions) using the difference of the logarithm of their likelihoods (DLL).
- A maximum value is set for the distance of closest approach (DOCA) between the directions defined by the momenta of the tracks.
- Photons are requested to be hard, applying a minimum transverse energy $E_{\mathrm{T}}$ requirement.
- The photon confidence level (CL) uses the calorimeter information to assign a certain probability for the photon to be correctly reconstructed. It is calculated as

$$
\begin{equation*}
\mathrm{CL}=\frac{\tanh \left(\gamma \mathrm{DLL}_{\gamma-e}\right)+1}{2}, \tag{3.1}
\end{equation*}
$$

where $\gamma$ DLL $_{\gamma-e}$ is the difference of the logarithm of the likelihoods for the photon and electron hypotheses provided by the calorimeter [114].

- The cosine of the angle between the reconstructed momentum of the $B$ candidate and the direction defined by the vector from the PV to the decay vertex of the $B$ (DIRA) is constrained to separate signal from partially reconstructed backgrounds. A signal event is characterized by a DIRA very close to one, the two directions being parallel because the $B$ comes from the PV. For partially reconstructed events, instead, the angle is different from zero since the non reconstructed daughters cause the reconstructed momentum not to be parallel to the direction of flight.


### 3.2.2 Offline event selection

In order to obtain the final analysis sample, stripped data are subject to a further selection step, removing most of the combinatorial background. This offline selection consists of a cut-based set of criteria, followed by a multivariate (MVA) selection.

## Cut-based selection

In the cut-based offline selection, a further photon calibration-with more precise calibration constants - is applied and several of the stripping cuts are tightened. Specially significant is the increase of the photon $E_{\mathrm{T}}$ cut, which is introduced in order to avoid border effects due to the calorimeter energy post-calibration, in analogy to the L0 photon threshold.

Several new requirements are introduced:

- A vertex isolation is used to remove partially reconstructed $B$ decays in which one charged particle has not been reconstructed. Each track in the event is combined with the resonance vertex and the $\chi^{2}$ of the new vertex is computed. A cut is then applied on the difference between the original $\chi^{2}$ and the minimum $\chi^{2}$ of all vertex + track combinations.
- A $\gamma / \pi^{0}$ separation criterion is applied by means of a multivariate tool which takes into account the different geometry of the electromagnetic showers in the ECAL and PS detectors: most of the time, a $\pi^{0}$ with $p_{\mathrm{T}}>4 \mathrm{GeV} / c$ decays in two photons that form a single calorimeter cluster, faking a photon signal; the algorithm distinguishes

Table 3.3 $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ offline selection cuts, applied on top of the Stripping requirements detailed in Table 3.2. Track cuts are listed in the first and second sections, followed by cuts on the $K^{+} \pi^{-} \pi^{+}$system, the photon and the $B^{+}$candidate; the last two sections are the mass cuts to remove $\bar{D}^{0}$ and $\rho^{+}$backgrounds and the fiducial cut.

| Variable | Requirement | Unit |
| :--- | :---: | :--- |
| Max track $p_{\mathrm{T}}$ | $>1200$ | $\mathrm{MeV} / c$ |
| Min track $p_{\mathrm{T}}$ | $>500$ | $\mathrm{MeV} / c$ |
| $K \operatorname{Prob}(K) \times(1-K \operatorname{Prob}(\pi))$ | $>0.2$ |  |
| $\pi^{+} \operatorname{Prob}\left(\pi^{+}\right) \times\left(1-\pi^{+} \operatorname{Prob}(K)\right)$ | $>0.2$ |  |
| $\pi^{-} \operatorname{Prob}\left(\pi^{-}\right) \times\left(1-\pi^{-} \operatorname{Prob}(K)\right)$ | $>0.2$ |  |
| $K^{+} \pi^{-} \pi^{+}$vertex isolation $\Delta \chi^{2}$ | $>2$ |  |
| $m_{K^{+} \pi^{-} \pi^{+}}$mass window | $[1100,1900]$ | $\mathrm{MeV} / c^{2}$ |
| Photon $E_{\mathrm{T}}$ | $>3000$ | MeV |
| Photon CL | $>0.25$ and $\neq 0.5$ |  |
| Photon $/ \pi^{0}$ separation | $>0.6$ |  |
| $B p_{\mathrm{T}}$ | $>2500$ | $\mathrm{MeV} / c$ |
| $K^{+} \pi^{-} \pi^{0}$ mass | $>2000$ | $\mathrm{MeV} / c^{2}$ |
| $\pi^{+} \pi^{0}$ mass | $>1100$ | $\mathrm{MeV} / c^{2}$ |
| Fiducial cut on $\left\|p_{x}\right\|$ | $\leq 0.317\left(p_{z}-2400\right)$ | $\mathrm{MeV} / c$ |

$\gamma$ from $\pi^{0}$ because clusters coming from the latter are expected to be more elliptical than spherical, their energy being concentrated in two different focal points.

- The photon CL is asked to be different from 0.5, because, as seen from Eq. 3.1, $\mathrm{CL}=0.5$ when $\mathrm{DLL}_{\gamma-e}=0$, a condition met every time the calorimeter PID variable fails to be evaluated. Candidates with this CL value are thus removed.
- The $K^{+} \pi^{-} \pi^{+}$mass spectrum is reduced to the range $1100<m_{K \pi \pi}<1900 \mathrm{MeV} / c^{2}$ due to the lack of signal outside this region (Fig. 3.1). Future analyses will profit from softer stripping cuts on the momenta that are expected to increase the statistics at low $K^{+} \pi^{-} \pi^{+}$masses.
- Additional PID requirements are introduced, combining the RICH and tracking information to determine the probability for a charged track to be a $\pi$ or a $K$.
- The magnetic field breaks the left-right symmetry of the detector because it bends positive and negative particles in opposite directions, providing them a horizontal momentum kick of $\sim 1.25 \mathrm{GeV} / c$ [115]. This effect causes tracks with low momentum moving in certain directions to leave the detector acceptance for a given magnet polarity, leading to a charge-dependent acceptance of the detector. Regions with $100 \%$ charge asymmetry appear at the lower edge of the momentum distributions. This effect has been studied carefully for the $D^{0} \rightarrow h^{+} h^{-}$decay [115], where, using


Figure 3.1 $B$-mass-constrained $m_{K^{+} \pi^{-} \pi^{+}}$as a function of the mass of the $K^{+} \pi^{-} \pi^{+} \gamma$ system for 2012 data. It can be seen that removing the candidates outside the $1100<m_{K^{+} \pi^{-} \pi^{+}}<1900 \mathrm{MeV} / c^{2}$ mass range improves the signal over background ratio.
a model of the magnetic field, a fiducial cut was defined as

$$
\begin{equation*}
\left|p_{x}\right| \leq \alpha\left(p_{z}-p_{0}\right), \tag{3.2}
\end{equation*}
$$

where $p_{x}$ and $p_{z}$ are the momenta along the $x$ and $z$ axis of the detector system, $\alpha=0.317$ and $p_{0}=2400 \mathrm{MeV} / c$. This fiducial cut, the effects of which are shown in Fig. 3.2, has been applied only when the $B^{+}$and $B^{-}$candidates are fitted separately (App. A and B).

- Because of its large branching fraction, the $B^{+} \rightarrow \bar{D}^{0} \rho^{+}$decay constitutes a potentially dangerous partially reconstructed background when $\rho^{+} \rightarrow \pi^{+} \pi^{0}$ and $\bar{D}^{0} \rightarrow K^{+} \rho^{-}\left(\rightarrow \pi^{-} \pi^{0}\right)$, with a $\pi^{0}$ meson misidentified as a $\gamma$. The vertex isolation criterion does not help removing this background because the missing particle is neutral, hence, additional mass cuts are introduced (Table 3.3):

1. In case the $\pi^{0}$ from the $\bar{D}^{0}$ is lost and the $\pi^{0}$ from the $\rho^{+}$is misidentified as a $\gamma$, the $\pi^{+} \gamma$ mass with the $\gamma$ reconstructed as a $\pi^{0}$ will peak at the $\rho$ mass (Fig. 3.3). Requiring the $\pi^{+} \pi^{0}$ mass to be above the $\rho$ mass is very effective in rejecting this background, without affecting the signal, as seen in simulated data (Fig. 3.3).
2. When the $\pi^{0}$ from the $\rho^{+}$is lost and the $\pi^{0}$ from the $\bar{D}^{0}$ is misidentified as a $\gamma$, the $K^{+} \pi^{-} \gamma$ mass spectrum with $\gamma$ reconstructed as a $\pi^{0}$ is expected to peak at the $\bar{D}^{0}$ mass (Fig. 3.4). In Fig. 3.5 some $\rho^{-}$can be observed in the $\pi^{-} \pi^{0}$ mass spectrum: requiring the $K^{+} \pi^{-} \pi^{0}$ mass to be above the $D^{0}$ mass removes this background; also this requirement does not affect the signal (Fig. 3.4).


Figure $3.2 \quad p_{x}$ versus $p_{z}$ for the $\pi^{+}$track of $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ candidates (black) and for the $\pi^{-}$track of $B^{-} \rightarrow K^{-} \pi^{+} \pi^{-} \gamma$ candidates (red) before (left) and after (right) the fiducial cut for up (top) and down (bottom) magnet configurations in the full 2012 dataset. The artificial asymmetry between the number of $B^{+}$and $B^{-}$ decays is evident at low $p_{z}$.


Figure $3.3 \pi^{+} \gamma$ (with $\gamma$ reconstructed as $\pi^{0}$ ) vs $K^{+} \pi^{-} \pi^{+} \gamma$ mass distribution for data (top) and signal MC (bottom). In the data, a peak corresponding to the $\rho^{+}$can be observed in the $\pi^{+} \pi^{0}$ distribution. Credits to Ref. [116].


Figure $3.4 K^{+} \pi^{-} \gamma\left(\right.$ with $\gamma$ reconstructed as $\left.\pi^{0}\right)$ vs $K^{+} \pi^{-} \pi^{+} \gamma$ mass distribution for data (top) and signal MC (bottom). In the data, a small peak corresponding to the $\bar{D}^{0}$ can be observed in the $K^{+} \pi^{-} \pi^{0}$ distribution. Credits to Ref. [116].

### 3.2. Event selection



Figure 3.5 $\pi^{-} \gamma$ vs $K^{+} \pi^{-} \gamma$ mass distribution, with $\gamma$ reconstructed as $\pi^{0}$, for 2012 data, showing the correlation of the $\bar{D}^{0}$ peak from Fig. 3.4 with the small peak at the $\rho^{-}$mass in the $\pi^{-} \pi^{0}$ plot. Credits to Ref. [116].

A summary of the offline pre-selection, applied after the stripping selection, is given in Table 3.3.

## Multivariate selection

After the cut-based selection, a MVA selection is implemented to further separate signal and background events. With its high discriminating power, speed, and robustness to overtraining, a boosted decision tree (BDT) $[117,118]$ represents the best choice for our needs. The BDT is trained, optimised and applied following the scheme of Fig. 3.6:

1. The pre-selected $3 \mathrm{fb}^{-1}$ data sample and the signal MC sample are randomly divided in two equal-sized subsamples $A 0$ and $A 1$ : data sidebands $\left(\left|m_{B}-5279.0\right|>\right.$ $200 \mathrm{MeV} / c^{2}$ ) are used for describing the background and a mixture of different $B^{+} \rightarrow K_{\text {res }}^{+} \gamma \mathrm{MC}$ decays are used for the signal;
2. $2 / 3$ of each subsample $(B 0)$ are used for training and testing the BDT;
3. the remaining third $(B 1)$ is used to select the BDT response cut that maximises the signal significance;
4. the BDT weights obtained on the sample $A 0$ are then applied to the other sample $A 1$ and vice versa. This avoids possible sources of bias without removing any data.


Figure 3.6 Scheme used to train and optimise the BDT. The sidebands of the pre-selected data sample and the signal MC sample are divided in two subsamples $A 0$ and $A 1$; $2 / 3$ of each subsample ( $B 0$ ) are used for training and testing, and the remaining $1 / 3(B 1)$ is used for selecting the BDT response cut that optimises the signal significance. The BDT response cut found from the initial sample $A 0$ is applied to the sample $A 1$, and vice versa.

The variables included in the BDT are the IP $\chi^{2}$ of the tracks and of the $B^{+}$candidate, the $B^{+}$DIRA, the $B^{+}$flight distance $\chi^{2}$ and the resonance vertex $\chi^{2}$, whose distributions for data and MC are shown in Fig. 3.7. These variables show the best discrimination power between signal and background (Fig. 3.8). Other variables, even if showing a good discrimination power like the $\gamma / \pi^{0}$ separation variable, are not used for the training, because they are not well described in the MC and could lead to an incorrect training.
For all the BDT training variables except the resonance vertex $\chi^{2}$, the logarithm of the variable has been used instead of the variable itself.
Figure 3.9 shows the BDT response, with the separation between signal and background. From the signal significance optimisation, the optimal cut for the BDT response is found to be $>-0.19$ and $>-0.18$ for the two subsamples respectively.


Figure 3.7 Normalised distributions of the BDT training variables (the tracks and $B^{+}$IP $\chi^{2}$, the $B^{+}$DIRA, the $B^{+}$flight distance $\chi^{2}$ and the resonance vertex $\chi^{2}$ ) for data (black) and signal MC (red).


Figure 3.8 Signal (blue) and background (red) distributions of the BDT training variables (the resonance vertex $\chi^{2}$, the tracks and $B^{+}$IP $\chi^{2}$, the $B^{+}$DIRA, and the $B^{+}$ flight distance $\chi^{2}$ ). For most of the variables, the logarithm of their value has been used instead of the values themselves, making the difference between signal and background more evident.


Figure 3.9 Distributions of the BDT output for signal (blue) and background (red) for one of the two subsamples. The training and test samples are overlaid. From the signal significance optimisation, the optimal cuts on the BDT output are found to be $>-0.19$ and -0.18 for the two subsamples.

### 3.2.3 Selection efficiency as a function of $\cos \tilde{\theta}$

The overall acceptance effect due to reconstruction and selection is determined from simulation in order to assess whether an artificial asymmetry is introduced in the distribution of the photon angle $\tilde{\theta}$. Figure 3.10 shows the efficiency for the $B$ candidates in bins of $\cos \tilde{\theta}$ for the $K_{1}(1270)^{+} \gamma \mathrm{MC}$ sample normalised to unity. The acceptance effect induced by the selection is accounted for in the fits described in the following sections. Using the $K_{1}(1400)^{+} \gamma$ and $K_{2}^{*}(1430)^{+} \gamma$ MC samples for the determination of the acceptance yields compatible results.
It has been checked that the discrepancies observed between data and MC in Fig. 3.7 lead to negligible effects on the acceptance.


Figure 3.10 Normalised selection acceptance for the $B$ candidates as determined from the $K_{1}(1270)^{+} \gamma$ simulated sample in bins of $\cos \tilde{\theta}$.

### 3.3. Signal study

### 3.3 Signal study

The shape of the $K^{+} \pi^{-} \pi^{+} \gamma$ mass distribution for the signal is studied using the $B^{+} \rightarrow$ $K_{\text {res }}^{+} \gamma$ MC samples introduced in Sec. 3.1. After applying the selection described in Sec. 3.2, the resulting $B^{+}$mass distribution is fitted using a double-tail Crystal Ball function with tails below and above the $B$ mass,

$$
C B\left(m ; \mu, \sigma, \alpha_{L}, n_{L}, \alpha_{R}, n_{R}\right)=N \begin{cases}A_{L}\left(B_{L}-\frac{m-\mu}{\sigma}\right)^{-n_{L}}, & \text { for } \frac{m-\mu}{\sigma} \leq-\alpha_{L}  \tag{3.3}\\ \exp \left(-\frac{(m-\mu)^{2}}{2 \sigma^{2}}\right), & \text { for }-\alpha_{L}<\frac{m-\mu}{\sigma}<\alpha_{R} \\ A_{R}\left(B_{R}+\frac{m-\mu}{\sigma}\right)^{-n_{R}}, & \text { for } \frac{m-\mu}{\sigma} \geq \alpha_{R}\end{cases}
$$

where $\mu$ and $\sigma$ are the signal mean and resolution, $\alpha_{L}, \alpha_{R}, n_{L}$ and $n_{R}$ must be positive, $N$ is a normalisation factor and

$$
\begin{align*}
A_{i} & =\left(\frac{n_{i}}{\alpha_{i}}\right)^{n_{i}} \exp \left(-\frac{\alpha_{i}^{2}}{2}\right)  \tag{3.4}\\
B_{i} & =\frac{n_{i}}{\alpha_{i}}-\alpha_{i} \tag{3.5}
\end{align*}
$$

The results for $K_{\text {res }}^{+}=K_{1}(1270)^{+}, K_{1}(1400)^{+}$and $K_{2}^{*}(1430)^{+}$are shown in Table 3.4 and Figs. 3.11-3.12. The shape parameters are reasonably consistent. Since the $K_{1}(1270)$ resonance is expected to be the leading contribution to the $K^{+} \pi^{-} \pi^{+}$mass spectrum, it has been decided to use the parameters obtained from the $B^{+} \rightarrow K_{1}(1270)^{+} \gamma \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ MC fit for describing the signal in the data.

Table 3.4 Fitted parameters of the double-tail Crystal Ball function describing the mass distribution of $B^{+} \rightarrow K_{\text {res }}^{+} \gamma \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ MC decays.

| Parameter | $K_{1}(1270)^{+}$ | $K_{1}(1400)^{+}$ | $K_{2}^{*}(1430)^{+}$ | Unit |
| :---: | :---: | :---: | :---: | :---: |
| $\mu$ | $5280.0 \pm 0.7$ | $5281.3 \pm 1.4$ | $5278.8 \pm 1.5$ | $\mathrm{MeV} / c^{2}$ |
| $\sigma$ | $85.4 \pm 0.7$ | $86.5 \pm 1.3$ | $83.9 \pm 1.4$ | $\mathrm{MeV} / c^{2}$ |
| $\alpha_{L}$ | $2.21 \pm 0.05$ | $2.39 \pm 0.10$ | $2.35 \pm 0.10$ |  |
| $\alpha_{R}$ | $1.58 \pm 0.05$ | $1.59 \pm 0.11$ | $1.39 \pm 0.10$ |  |
| $n_{L}$ | $1.41 \pm 0.13$ | $1.04 \pm 0.19$ | $1.16 \pm 0.21$ |  |
| $n_{R}$ | $7.6 \pm 1.1$ | $6.1 \pm 1.5$ | $13.0 \pm 5.6$ |  |



Figure 3.11 Mass distribution of $B^{+} \rightarrow K_{1}(1270)^{+} \gamma \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ MC decays. The result of the fit to a double-tail Crystal Ball function is superimposed.


Figure 3.12 Mass distribution of $B^{+} \rightarrow K_{1}(1400)^{+} \gamma \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ (left) and $B^{+} \rightarrow$ $K_{2}^{*}(1430)^{+} \gamma \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ (right) MC decays. The results of the fit of a double-tail Crystal Ball function are superimposed.

### 3.3. Signal study

### 3.3.1 Double misidentification of same-sign $K$ and $\pi$

Due to the relatively soft particle identification cuts applied on pions and kaons (Table 3.3), some signal events might have been selected with a double misidentification of the samesign $K$ and $\pi$, i.e., the true $K^{+}\left(K^{-}\right)$is identified as a $\pi^{+}\left(\pi^{-}\right)$and, at the same time, the true $\pi^{+}\left(\pi^{-}\right)$is misidentified as a $K^{+}\left(K^{-}\right)$. This misidentification may cause a wrong calculation of $\cos \tilde{\theta}$, since, as discussed in Sec. 1.2.2, the direction of the $K^{+} \pi^{-} \pi^{+}$ plane is defined by the momenta of the two pions. Moreover, it is also possible that both candidates - the one with and the one without double misidentification-are selected, leading to at least two candidates in the event.

The probability of double misidentification has been evaluated using the PIDCalib package [119] and found to be $1 \%$. In the 2012 dataset, with a signal of about 8000 events, it is therefore expected to have $\sim 80$ of these events. The software determines also the probability of having multiple candidates in the event due to double misidentification, found to be half of the double misidentification probability. This is consistent with what is observed in data, where 44 events with multiple candidates are found in a $\pm 200 \mathrm{MeV} / c^{2}$ mass window around the $B$ mass. In order to decrease the impact of these events, it is chosen to remove all events with multiple candidates, a total of 690 in the full mass region, the mass distribution of which is shown in Fig. 3.13.


Figure 3.13 Mass distribution of selected $K^{+} \pi^{-} \pi^{+} \gamma$ combinations in the 2012 data sample corresponding to events with multiple candidates.

### 3.4 Background studies

In this section the possible background contributions to the $B$ mass spectrum of $B^{+} \rightarrow$ $K^{+} \pi^{-} \pi^{+} \gamma$ candidates are presented: the combinatorial and partially reconstructed backgrounds (Secs. 3.4.1 and 3.4.2), the contamination from $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \eta$ (Sec. 3.4.3) and $B^{0} \rightarrow K_{1}^{0} \gamma$ (Sec. 3.4.4), peaking backgrounds with or without $\pi^{0} / \gamma$ misidentification (Sec. 3.4.5) and the crossfeed from the decay $B^{+} \rightarrow \pi^{+} \pi^{-} \pi^{+} \gamma$ (Sec. 3.4.6), occurring when a pion is misidentified as a kaon. Other backgrounds not mentioned here, such as $B^{+} \rightarrow \omega K^{+}$and $B^{+} \rightarrow \eta^{\prime} K^{+}$do not appear in the $\pi^{+} \pi^{-} \pi^{0}$ and $\pi^{+} \pi^{-} \gamma$ mass distributions respectively, $\omega$ and $\eta^{\prime}$ being outside the available phase space.
The contamination $C_{\mathrm{bkg}}$ from $B^{0} \rightarrow K_{1}^{0} \gamma$, peaking backgrounds, $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \eta$ and crossfeed from $B^{+} \rightarrow \pi^{+} \pi^{-} \pi^{+} \gamma$, summarized in Table. 3.5, is obtained from simulation studies, and is calculated as

$$
\begin{equation*}
C_{\mathrm{bkg}}=\frac{N_{\mathrm{bkg}}}{N_{\mathrm{sig}}}=\frac{\mathcal{L} \cdot \sigma_{b \bar{b}} \cdot 2 \cdot f_{\mathrm{bkg}} \cdot \mathcal{B}_{\mathrm{bkg}} \cdot \varepsilon_{\mathrm{bkg}}}{\mathcal{L} \cdot \sigma_{b \bar{b}} \cdot 2 \cdot f_{\mathrm{sig}} \cdot \mathcal{B}_{\mathrm{sig}} \cdot \varepsilon_{\mathrm{sig}}}=\frac{f_{\mathrm{bkg}} \cdot \mathcal{B}_{\mathrm{bkg}} \cdot \varepsilon_{\mathrm{bkg}}}{f_{\mathrm{sig}} \cdot \mathcal{B}_{\mathrm{sig}} \cdot \varepsilon_{\mathrm{sig}}} \tag{3.6}
\end{equation*}
$$

where $\mathcal{L}$ is the luminosity, $\sigma_{b \bar{b}}$ is the $b \bar{b}$ cross section, $f$ is the fragmentation fraction and $\varepsilon$ is the total efficiency. The branching fractions $\mathcal{B}$ for signal and backgrounds are taken from HFAG [120] and PDG [89], or estimated when not available. The number of events $N$ is defined over the full mass range.

### 3.4.1 Combinatorial background

In the absence of high-mass peaking backgrounds, a good indication of the shape of the $K \pi \pi \gamma$ combinatorial background is given by the $K \pi \pi \gamma$ high-mass region, away from the $B$ mass signal peak. Thus, in order to facilitate the fitting of the combinatorial background, a signal mass window with a long high-mass tail, up to $6829 \mathrm{MeV} / c^{2}$, is used. The combinatorial background is modelled with a simple exponential function $e^{\frac{m}{\tau}}$, whose

Table 3.5 Contamination from $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \eta, B^{0} \rightarrow K_{1}^{0} \gamma$, peaking backgrounds and the crossfeed from $B^{+} \rightarrow \pi^{+} \pi^{-} \pi^{+} \gamma$ backgrounds to $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$. All upper limits are set at $90 \%$ CL.

| Decay | $\mathcal{B}_{\mathrm{bkg}}$ | $\epsilon_{\mathrm{bkg}}$ | $C_{\mathrm{bkg}}$ |
| :--- | :---: | :---: | :---: |
| $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \eta$ | $\sim 4.1 \times 10^{-6 \dagger}$ | $\sim 1.6 \times 10^{-3}$ | $1 \times 10^{-2}$ |
| $B^{0} \rightarrow K_{1}^{0} \gamma \rightarrow K^{+} \pi^{-} \pi^{0} \gamma$ | $\sim 2.8 \times 10^{-5 \dagger}$ | $<6 \times 10^{-6}$ | $8 \times 10^{-4}$ |
| $B^{+} \rightarrow \bar{D}^{0}\left(\rightarrow K^{+} \pi^{-} \pi^{0}\right) \pi^{+}$ | $(6.7 \pm 0.3) \times 10^{-4}$ | $<4 \times 10^{-6}$ | $<4 \times 10^{-2}$ |
| $B^{+} \rightarrow \bar{D}^{* 0}\left(\rightarrow \bar{D}^{0}\left(\rightarrow K^{+} \pi^{-}\right) \gamma\right) \pi^{+}$ | $(4.3 \pm 1.1) \times 10^{-5}$ | $<6 \times 10^{-7}$ | $<4 \times 10^{-4}$ |
| $B^{+} \rightarrow K^{*+}\left(\rightarrow K^{+} \pi^{0}\right) \pi^{+} \pi^{-}$ | $(2.5 \pm 0.3) \times 10^{-5}$ | $<7 \times 10^{-7}$ | $<3 \times 10^{-4}$ |
| $B^{+} \rightarrow \pi^{+} \pi^{-} \pi^{+} \gamma$ | $\sim 1.1 \times 10^{-6 \dagger}$ | $\sim 2 \times 10^{-5}$ | $6 \times 10^{-4}$ |
|  | ${ }^{\dagger}$ estimated |  |  |

### 3.4. Background studies



Figure 3.14 Mass distribution of the $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ candidates selected in $2 \mathrm{fb}^{-1}$ of data. The superimposed fit has been performed in the mass interval $5700<$ $m_{B}<6829 \mathrm{MeV} / c^{2}$, assumed to contain only combinatorial background.
decay constant $\tau$ is determined from a fit to the 2012 data sample for $m_{B}>5700 \mathrm{MeV} / c^{2}$ (Fig. 3.14) as

$$
\begin{equation*}
\tau=(-0.52 \pm 0.08) \mathrm{GeV}^{-1} c^{2} \tag{3.7}
\end{equation*}
$$

### 3.4.2 Partially reconstructed $b$-hadron background

The low-mass side of the mass region of interest is dominated by partially reconstructed events, i.e. events with the same final state as the signal, but with one or more particles not reconstructed. These types of backgrounds have a mass distribution with an endpoint given by the mass of the missing particle, and are usually described by a generalized Argus function

$$
\begin{equation*}
A\left(m ; c, m_{0}, p\right)=\frac{2^{-p} c^{2(p+1)}}{\Gamma(p+1)-\Gamma\left(p+1, \frac{1}{2} c^{2}\right)} \cdot \frac{m^{2}}{m_{0}^{2}}\left(1-\frac{m^{2}}{m_{0}^{2}}\right)^{p} \exp \left\{-\frac{1}{2} c^{2}\left(1-\frac{m^{2}}{m_{0}^{2}}\right)\right\} \tag{3.8}
\end{equation*}
$$

for $0 \leq m \leq m_{0}$, where $c, m_{0}$ and $p$ are the curvature, endpoint and power, respectively. $\Gamma(\ldots)$ is the gamma function and $\Gamma(\ldots, \ldots)$ is the upper incomplete gamma function. For $m>m_{0}$ the function returns zero.

In radiative decays, the resolution of the photon affects significantly the shape of the partially reconstructed background. Therefore, in our background model the generalized Argus PDF is convolved with a Gaussian PDF centered at zero and with the same
resolution of the signal PDF, $G(m ; 0, \sigma)$, accounting for this effect.
In addition, the wide $B^{+}$mass window may induce the appearance of two partially reconstructed background regimes: those where only one pion is missing, and those with at least two pions missing. While the first case represents a very well defined background, the latter corresponds basically to all possible backgrounds with two or more pions missing, one or more kaon missing, $K \rightarrow \pi$ misidentification, or combinations thereof. The general partially reconstructed background and the missing pion background are thus treated separately, and will be referred to hereinafter as partially reconstructed background and missing pion background, respectively.
The partially reconstructed background has been studied in previous radiative decays analyses [121]. It will be modelled with a generalized Argus function with its endpoint fixed at $m_{B}-2 m_{\pi^{0}}$ and the other parameters left free. The missing pion background is discussed in detail in the next section.

## Missing pion background

In order to study the missing pion background, and because of the lack of a sizeable $B^{0(+)} \rightarrow K^{+} \pi^{-} \pi^{+} \pi^{-(0)} \gamma$ MC sample, the $B^{0} \rightarrow K^{* 0} \gamma$ decay is used as a signal proxy and the study is performed on $B^{+} \rightarrow K^{* 0} \pi^{+} \gamma$ reconstructed as $B^{0} \rightarrow K^{* 0} \gamma$. While the kinematics of the used decays slightly differ from those of the true $B^{0(+)} \rightarrow K^{+} \pi^{-} \pi^{+} \pi^{-(0)} \gamma$ background, it has been checked that the change in the mass shape mainly affects the tail of the Argus function, which does not significantly influence the determination of the parameters of interest.
The distribution of offline-selected $B^{0} \rightarrow K^{* 0} \gamma$ candidates reconstructed in a MC sample of $B^{+} \rightarrow K^{* 0} \pi^{+} \gamma$ decays is fitted with an Argus PDF convolved with a Gaussian PDF, accounting for the photon resolution. The $\mu$ and $\sigma$ parameters obtained from fitting the $B^{0} \rightarrow K^{* 0} \gamma$ MC sample (Fig. 3.15) are used to fix the endpoint of the Argus PDF ( $m_{0}^{\text {mis }-\pi}=\mu-m_{\pi^{0}}$ ) and the mass resolution, respectively. The resulting fit for the missing pion background is shown in Fig. 3.16 and the fitted values of the floated parameters are listed in Table 3.6.

### 3.4. Background studies

Table 3.6 Fitted parameters of the Argus function (convolved with a Gaussian resolution) describing the mass distribution of $B^{0} \rightarrow K^{* 0} \gamma$ candidates reconstructed in a MC sample of $B^{+} \rightarrow K^{* 0} \pi^{+} \gamma$ decays. The $\mu$ and $\sigma$ parameters obtained from fitting the $B^{0} \rightarrow K^{* 0} \gamma$ MC sample are used to fix the endpoint of the Argus function and the mass resolution.

| Parameter | Value | Unit |
| :---: | :---: | :---: |
| $c^{\text {mis }-\pi}$ | $-4.2 \pm 0.3$ |  |
| $p^{\text {mis }-\pi}$ | $0.058 \pm 0.032$ |  |
| $m_{0}^{\text {mis }-\pi}$ | $\mu-m_{\pi^{0}}$ (fixed) | $\mathrm{MeV} / c^{2}$ |
| $\mu_{K^{*} \gamma}$ | 5278 (fixed) | $\mathrm{MeV} / c^{2}$ |
| $\sigma_{K^{*} \gamma}$ | 97.0 (fixed) | $\mathrm{MeV} / c^{2}$ |



Figure 3.15 Mass distribution of $B^{0} \rightarrow K^{* 0} \gamma$ MC decays. The result of the fit of a double-tail Crystal Ball function is superimposed.


Figure 3.16 Mass distribution of $B^{0} \rightarrow K^{* 0} \gamma$ candidates selected in a MC sample of $B^{+} \rightarrow K^{* 0} \pi^{+} \gamma$ decays. The result of the fit to an Argus PDF convolved with a Gaussian PDF is superimposed.

### 3.4. Background studies

### 3.4.3 Contamination from $B^{+} \rightarrow K^{+} \boldsymbol{\pi}^{-} \boldsymbol{\pi}^{+} \boldsymbol{\eta}(\rightarrow \gamma \gamma)$

The $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \eta$ decay, with $\eta \rightarrow \gamma \gamma$, can be misidentified as signal in case one of the photons from the $\eta$ is not reconstructed. The detected photon is expected to be soft, with an energy below the photon $E_{\mathrm{T}}$ requirement (Table 3.3), which is then expected to remove most of these events.

The contamination from this partially reconstructed background has been checked using simulated data, since it is expected to peak very close to the signal mass peak. When applying the $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ selection to the $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \eta$ MC sample, 567 events survive with a selection efficiency of $\sim 1.6 \times 10^{-3}$. The fit of their mass distribution with a double-tail Crystal Ball function is shown in Fig. 3.17.


Figure 3.17 Mass distribution of $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ candidates selected in $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \eta$ MC events. The curve shows the fit of a double-tail Crystal Ball function. The very long left tail is due to the energy that has been missed because one of the photons coming from the $\eta$ has not been reconstructed.

The calculation of the $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \eta$ contamination to the $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ signal is based on a branching fraction estimated to be $\sim 0.15 \times \mathcal{B}\left(B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma\right)$ from the analogy with the decays $B^{0} \rightarrow K^{* 0} \eta$ and $B^{0} \rightarrow K^{* 0} \gamma$, and considering that $\eta$ decays to two photons $40 \%$ of the time. This branching fraction, combined with the ratio of efficiencies for signal and background, gives a contamination in the full mass range of $\sim 1.0 \%$, of which only $\sim 0.6 \%$ is under the mass peak (within $\pm 200 \mathrm{MeV} / c^{2}$ of the $B$ mass). As a result, the contamination from $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \eta(\rightarrow \gamma \gamma)$ is neglected. As a check, this background has been included in the final mass fit and found to be consistent with zero.

### 3.4.4 Contamination from $B^{0} \rightarrow K_{1}^{0} \gamma$

Contamination from $B^{0} \rightarrow K_{1}^{0} \gamma \rightarrow K^{+} \pi^{-} \pi^{0} \gamma$, where the $\pi^{0}$ is not detected and a charged $\pi$ is randomly associated with the candidate, has also been studied using a $B^{0} \rightarrow K^{+} \pi^{-} \pi^{0} \gamma$ MC sample reconstructed as $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$.

The shape resulting from applying only the stripping requirements, fitted with a Gaussian function, is shown in Fig. 3.18. When the full offline selection is applied, only two events survive in this neutral channel.


Figure 3.18 Mass distribution of $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ candidates selected in $B^{0} \rightarrow K_{1}^{0} \gamma \rightarrow$ $K^{+} \pi^{-} \pi^{0} \gamma$ MC events. Only the stripping requirements are applied. The result of the fit to a simple Gaussian function is superimposed.

An upper limit for the contamination is obtained from Eq. 3.6. The branching fraction of the $B^{0} \rightarrow K_{1}^{0} \gamma \rightarrow K^{+} \pi^{-} \pi^{0} \gamma$ channel, which has not been measured so far, is chosen to be the same as for the charged channel. Setting an upper limit (at $90 \% \mathrm{CL}$ ) for the efficiency at $6 \times 10^{-6}$ assuming a Poisson distribution [89], the contamination from $B^{0} \rightarrow K_{1}^{0} \gamma$ to $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ is expected to be smaller than $0.8 \%$, and is therefore deemed negligible (Table 3.5).

### 3.4.5 Peaking backgrounds

The following peaking backgrounds-in which the final state is the same as the signal except for a possible $\pi^{0} / \gamma$ misidentification-are taken into account:

- $B^{+} \rightarrow \bar{D}^{0}\left(\rightarrow K^{+} \pi^{-} \pi^{0}\right) \pi^{+}$


### 3.4. Background studies

- $B^{+} \rightarrow \bar{D}^{* 0}\left(\rightarrow \bar{D}^{0}\left(\rightarrow K^{+} \pi^{-}\right) \gamma\right) \pi^{+}$
- $B^{+} \rightarrow K^{*+}\left(\rightarrow K^{+} \pi^{0}\right) \pi^{+} \pi^{-}$

The first background, which is very similar to the decay $B^{+} \rightarrow \bar{D}^{0} \rho^{+}$mentioned in Sec. 3.2.2, has a large branching fraction; however, the mass cuts used to remove $\bar{D}^{0}$ are also effective to reject it. The other backgrounds are suppressed by the hard photon cut. Nonetheless their contributions have been evaluated.

The procedure is analogous in the three cases: a MC sample of each of the backgrounds has been reconstructed as $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$, selection requirements have been applied and the selection efficiency has been calculated. In all cases, the number of surviving events is very small and therefore upper limits at $90 \%$ CL have been set.

Finally, the contamination from these channels is evaluated and included in Table. 3.5. It can be seen that the limit on the contamination coming from $B^{+} \rightarrow \bar{D}^{0}\left(\rightarrow K^{+} \pi^{-} \pi^{0}\right) \pi^{+}$is not very stringent. However, the specific cuts applied to remove its contribution provide the needed rejection power. In conclusion, peaking backgrounds have been found to be negligible, and will not be included in the full fit model.

### 3.4.6 Crossfeed from $B^{+} \rightarrow \pi^{+} \pi^{-} \pi^{+} \gamma$

The crossfeed from the misidentification of the yet unobserved decay $B^{+} \rightarrow \pi^{+} \pi^{-} \pi^{+} \gamma$ is taken into account following the same procedure as in the case of $B^{0} \rightarrow K_{1}^{0} \gamma$. The $B \rightarrow a_{1} \gamma \rightarrow \pi \pi \pi \gamma$ simulated sample, reconstructed and selected as $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$, is described by a double-tail Crystal Ball function (Fig. 3.19).
In order to find the level of contamination, Eq. 3.6 requires the branching ratio for the decay $B^{+} \rightarrow \pi^{+} \pi^{-} \pi^{+} \gamma$ with respect to the signal channel $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ to be estimated. It is easy to see that, being a $b \rightarrow d \gamma$ transition, this background channel is strongly suppressed:

$$
\begin{equation*}
\frac{\mathcal{B}\left(B^{+} \rightarrow \pi^{+} \pi^{-} \pi^{+} \gamma\right)}{\mathcal{B}\left(B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma\right)} \propto\left(\frac{V_{t d}}{V_{t s}}\right)^{2}=\lambda^{2} \sim 0.04 \tag{3.9}
\end{equation*}
$$

After applying the offline selection, only 22 events are left from the initial MC sample and the contamination is found to be at per mille level, $\sim 6 \times 10^{-4}$. Therefore, the contribution from this background will not be included in the fit.


Figure 3.19 Mass distribution of $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ candidates selected in a MC sample of $B^{+} \rightarrow \pi^{+} \pi^{-} \pi^{+} \gamma$ events. The results of a fit to a double-tail Crystal Ball function is superimposed.

### 3.5 Mass fit to the full dataset

The fit function for the $K^{+} \pi^{-} \pi^{+} \gamma$ mass distribution is built taking into account the signal and background simulation studies detailed in the previous sections.
The signal is modelled with a double-tail Crystal Ball function with $\alpha_{i}$ and $n_{i}$ tail parameters fixed from $B^{+} \rightarrow K_{1}(1270)^{+} \gamma$ MC simulation (Table 3.4):

$$
\begin{equation*}
S(m ; \mu, \sigma)=C B\left(m ; \mu, \sigma, \alpha_{L}=2.21, n_{L}=1.41, \alpha_{R}=1.58, n_{R}=7.60\right) \tag{3.10}
\end{equation*}
$$

Three components have been included in the background model, as discussed in Sec. 3.4:

- the combinatorial background, modelled with an exponential function,

$$
\begin{equation*}
\operatorname{Comb}(m ; \tau)=\exp (m / \tau) \tag{3.11}
\end{equation*}
$$

- the missing pion background, modelled with an Argus PDF convolved with a Gaussian resolution, with shape parameters fixed from simulation,

$$
\begin{equation*}
\operatorname{MissPi}(m ; \mu, \sigma)=A\left(m ; \mu-m_{\pi^{0}}, c=-4.2, p=0.058\right) \otimes G(0, \sigma) \tag{3.12}
\end{equation*}
$$

- the partially reconstructed background, modelled with an Argus PDF convolved with a Gaussian resolution, with its endpoint fixed to the difference between the
signal peak position and $2 m_{\pi^{0}}$,

$$
\begin{equation*}
\operatorname{Partial}(m ; \mu, \sigma, c, p)=A\left(m ; \mu-2 m_{\pi^{0}}, c, p\right) \otimes G(0, \sigma) \tag{3.13}
\end{equation*}
$$

In this case both the curvature and power parameters are left free, since the overall shape is the superposition of different types of partially reconstructed events, e.g. missing kaon, three missing pions, $\pi$ misidentification, etc. .

These three components are added together to form a total background PDF that reads

$$
\begin{align*}
B\left(m ; \mu, \sigma, \tau, c_{\text {partial }}, p_{\text {partial }}, f_{\text {partial }},\right. & \left.f_{\text {miss- }}\right)= \\
& \left(1-f_{\text {miss- } \pi}-f_{\text {partial }}\right) \operatorname{Comb}(m ; \tau)+ \\
& f_{\text {miss- } \pi} \operatorname{MissPi}(m ; \mu, \sigma)+ \\
& f_{\text {partial }} \operatorname{Partial}\left(m ; \mu, \sigma, c_{\text {partial }}, p_{\text {partial }}\right), \tag{3.14}
\end{align*}
$$

so that the full fit function becomes

$$
\begin{align*}
M\left(m ; N_{\text {signal }}, N_{\text {bkg }}, \mu, \sigma, \tau, c_{\text {partial }},\right. & \left.p_{\text {partial }}, f_{\text {partial }}, f_{\text {miss- }}\right)= \\
& N_{\text {signal }} S(m ; \mu, \sigma)+ \\
& N_{\text {bkg }} B\left(m ; \mu, \sigma, \tau, c_{\text {partial }}, p_{\text {partial }}, f_{\text {partial }}, f_{\text {miss- }-\pi}\right) . \tag{3.15}
\end{align*}
$$

Separate fits on the full $K^{+} \pi^{-} \pi^{+} \gamma$ mass range of the 2011 and 2012 datasets yield significantly different values for the signal mass resolution $\sigma$, as shown in Fig. 3.20 and Table 3.7. This is mainly due to the differences between the calorimeter calibrations and the trigger configurations at 7 and 8 TeV centre-of-mass energies. For example, the tightening of the $E_{\mathrm{T}}$ requirements in the Photon and Electron L0 lines-from $E_{\mathrm{T}}>2500 \mathrm{MeV} / c$ in 2011 to $E_{\mathrm{T}}>2720 \mathrm{MeV} / c$ in 2012 -is particularly relevant for radiative decays.
Because of this effect, the datasets cannot be merged, and thus the mass fit is performed simultaneously on the 2011 and the 2012 datasets, with two functions (that together form the total $M(m)$ function) sharing all the shape parameters except $\sigma$ and the background fractions in order to allow for differences in background levels due to the different trigger and data taking conditions.


Figure 3.20 Mass distribution of the $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ candidates in the 2011 (left) and 2012 (right) datasets. The superimposed fits include the following components: signal shown in red (solid), combinatorial background in green (dashed), missing pion background in black (dashed) and partially reconstructed background in purple (dashed). The mass resolution is significantly different in the two datasets.

Table 3.7 Fitted parameters obtained separately in the 2011 and 2012 datasets. The signal mass resolution $\sigma$ differs significantly between the two samples.

| Parameter | 2011 | 2012 | Units |
| :---: | :---: | :---: | :---: |
| $N_{\text {signal }}$ | $4084 \pm 83$ | $9787 \pm 129$ |  |
| $N_{\text {bkg }}$ | $9006 \pm 108$ | $23547 \pm 175$ |  |
| $\mu$ | $5279.4 \pm 2.2$ | $5279.3 \pm 1.3$ | $\mathrm{MeV} / c^{2}$ |
| $\sigma$ | $93.8 \pm 2.0$ | $85.9 \pm 1.2$ | $\mathrm{MeV} / c^{2}$ |
| $\tau$ | $-0.047 \pm 0.144$ | $-0.40 \pm 0.08$ | GeV |
|  | $-1 c^{2}$ |  |  |
| $c_{\text {partial }}$ | $-2.1 \pm 3.5$ | $-1.7 \pm 1.8$ |  |
| $p_{\text {partial }}$ | $2.0 \pm 0.7$ | $1.8 \pm 0.3$ |  |
| $f_{\text {partial }}$ | $0.41 \pm 0.02$ | $0.43 \pm 0.01$ |  |
| $f_{\text {miss- } \pi}$ | $0.48 \pm 0.02$ | $0.42 \pm 0.01$ |  |

### 3.5.1 Fit results

The results of the simultaneous unbinned extended maximum likelihood fit to the full dataset are shown in Table 3.8 and Fig. 3.21. A total of $13876 \pm 153 B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ events is observed, the largest sample recorded for this inclusive decay channel. The values obtained for the other parameters are in reasonable agreement with those found in the separate fits.


Figure 3.21 Mass distribution of the $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ candidates in the full $3 \mathrm{fb}^{-1}$ dataset, with the fit results superimposed. Colour code as in Fig. 3.20.

### 3.5.2 Determination of background-subtracted distributions

In order to achieve a better understanding of the $K^{+} \pi^{-} \pi^{+}$mass spectrum present in our signal, the sPlot technique [122] is used to obtain the distribution of the $B^{+}$massconstrained $K^{+} \pi^{-} \pi^{+}$mass for the $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ signal (Fig. 3.22). This technique uses a set of discriminating variables to assign each event in the data sample a weight used to unfold the different contributions (e.g. signal and backgrounds) to the distribution of another variable (e.g. the mass of the $K^{+} \pi^{-} \pi^{+}$system). The latter variable is required not to be correlated with the discriminating variables.

As introduced in Sec. 1.2.3, many kaon resonances, with different spin and parity values, are expected to appear in the considered mass interval. In Fig. 3.22, no evident peak other than the dominant $K_{1}(1270)^{+}$can clearly be recognised. Since most of the resonances in the $K^{+} \pi^{-} \pi^{+}$mass interval of interest are very wide and not well known, it is not straightforward to isolate single resonance contributions. The study of the $K^{+} \pi^{-} \pi^{+}$mass spectrum can be simplified dividing it in four mass intervals

Table 3.8 Results of the simultaneous mass fit to the full $3 \mathrm{fb}^{-1}$ dataset.

| Parameter | Value | Unit |
| :---: | :---: | :---: |
| $N_{\text {signal }}$ | $13876 \pm 153$ |  |
| $N_{\text {signal }}^{2012}$ | $9831 \pm 125$ |  |
| $N_{\text {bkg }}^{2011}$ | $9045 \pm 104$ |  |
| $N_{\text {bkg }}^{2012}$ | $23503 \pm 171$ |  |
| $\mu$ | $5279.3 \pm 1.1$ | $\mathrm{MeV} / c^{2}$ |
| $\sigma_{2011}$ | $92.9 \pm 1.9$ | $\mathrm{MeV} / c^{2}$ |
| $\sigma_{2012}$ | $86.3 \pm 1.2$ | $\mathrm{MeV} / c^{2}$ |
| $\tau$ | $-0.31 \pm 0.07$ | $\mathrm{GeV}{ }^{-1} c^{2}$ |
| $c_{\text {partial }}$ | $-1.6 \pm 1.4$ |  |
| $p_{\text {partial }}$ | $1.8 \pm 0.3$ |  |
| $f_{2011}^{\text {partal }}$ | $0.41 \pm 0.01$ |  |
| $f_{2012}^{\text {partial }}$ | $0.43 \pm 0.01$ |  |
| $f_{2015}^{\text {miss- }}$ | $0.46 \pm 0.01$ |  |
| $f_{2012}^{\text {miss }-\pi}$ | $0.43 \pm 0.01$ |  |

- $[1100,1300] \mathrm{MeV} / c^{2}$, where the leading contribution comes from the $K_{1}(1270)^{+}$ resonance;
- $[1300,1400] \mathrm{MeV} / c^{2}$, where the $K_{1}(1270)^{+}$and $K_{1}(1400)^{+}$interfere;
- $[1400,1600] \mathrm{MeV} / c^{2}$, where the $K_{1}(1400)^{+}$and $K_{2}^{*}(1430)^{+}$dominate;
- $[1600,1900] \mathrm{MeV} / c^{2}$, where $2^{-}$resonances are expected to give a large contribution.

A more complex approach where the resonances contributions are effectively separated by means of a multidimensional Dalitz analysis is presented in Chapter 5.
The $K^{+} \pi^{-}$and $\pi^{+} \pi^{-}$background-subtracted mass distributions (Figs. 3.23 and 3.24) are also extracted from data making use of the sPlot technique. The background-subtracted $\left(m_{K^{+} \pi^{-}}^{2}, m_{\pi^{+} \pi^{-}}^{2}\right)$ Dalitz plots in the four $K^{+} \pi^{-} \pi^{+}$mass intervals of interest are shown in Fig. 3.25. The $\rho(770)^{0}$ and $K^{*}(892)^{0}$ peaks are evident in all distributions, while the contributions from higher mass states, such as the $K_{2}^{*}(1430)^{0}$ in $m_{K^{+} \pi^{-}}^{2}$ and the $f_{2}(1270)^{0}$ in $m_{\pi^{+} \pi^{-}}^{2}$, are visible only in the high $K^{+} \pi^{-} \pi^{+}$mass interval. The background-subtracted distribution of $\cos \tilde{\theta}$ (Fig. 3.26) has also been determined from the full data sample.


Figure $3.22 \quad B$-mass-constrained, background-subtracted $m_{K \pi \pi}$ distribution, obtained using the sPlot technique for $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ decays in the full $3 \mathrm{fb}^{-1}$ dataset. The four $K^{+} \pi^{-} \pi^{+}$intervals of interest are delimited by dashed lines.


Figure 3.23 Background-subtracted $m_{K \pi}$ distribution, obtained using the sPlot technique for $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ decays in the full $3 \mathrm{fb}^{-1}$ dataset. The prominent peak corresponds to the $K^{*}(892)^{0}$ resonance.


Figure 3.24 Background-subtracted $m_{\pi \pi}$ distribution, obtained using the sPlot technique for $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ decays in the full $3 \mathrm{fb}^{-1}$ dataset. The prominent peak corresponds to the $\rho(770)^{0}$ resonance.


Figure 3.25 Background-subtracted Dalitz plots in the four $K^{+} \pi^{-} \pi^{+}$mass intervals of interest, obtained using the sPlot technique for $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ decays in the full $3 \mathrm{fb}^{-1}$ dataset. The boundaries depend on the available phase space.


Figure 3.26 Background-subtracted $\cos \tilde{\theta}$ distribution, obtained using the $s P l o t$ technique for $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ decays in the full $3 \mathrm{fb}^{-1}$ dataset.

# Observation of photon polarisation in $\boldsymbol{B}^{+} \rightarrow \boldsymbol{K}^{+} \boldsymbol{\pi}^{-} \boldsymbol{\pi}^{+} \boldsymbol{\gamma}$ decays 

Starting from the results of the previous section, the angular distribution of the photon is analysed in the four $K^{+} \pi^{-} \pi^{+}$mass intervals defined in Sec. 3.5.2. The up-down asymmetry obtained from the angular fit is measured to be significantly different from zero.

In each mass interval, a simultaneous fit to the $B$-candidate mass spectra in several bins of the photon direction angle is performed in order to determine the background-subtracted angular distribution. Since the sign of the photon polarisation changes with the charge of the $B$ candidate, the sign-weighted angular variable $\cos \hat{\theta}$ is introduced as

$$
\begin{equation*}
\cos \hat{\theta} \equiv \operatorname{charge}\left(B^{ \pm}\right) \cos \tilde{\theta} \tag{4.1}
\end{equation*}
$$

The same argument applies to the no-flip scenario replacing $\tilde{\theta}$ with $\theta$ in Eq. 4.1 ${ }^{1}$. The angles $\theta$ and $\tilde{\theta}$ have been defined in Secs. 1.2.1 and 1.2.2, respectively.

The PDF for the mass fit on the full dataset presented in Sec. 3.5 (Eq. 3.15) is used for each $\cos \hat{\theta}$ bin, and a full simultaneous PDF is built. All the shape parameters are shared between the bins, while the signal and background yields are free to vary. The chosen granularity for the study is 20 bins.
The resulting background-subtracted $\cos \hat{\theta}$ distribution, is then corrected bin-by-bin for the effect of the selection efficiency not being flat in $\cos \hat{\theta}$, as shown in Sec. 3.2.3. Finally, the efficiency-corrected yield in each bin is divided by the bin-width and the resulting distribution is fitted with a fourth-order polynomial function normalised to 1

$$
\begin{equation*}
f\left(\cos \hat{\theta} ; c_{0}=0.5, c_{1}, c_{2}, c_{3}, c_{4}\right)=\sum_{i=0}^{4} c_{i} L^{i}(\cos \hat{\theta}) \tag{4.2}
\end{equation*}
$$

[^9]
### 4.1. Angular fit systematics

where $L^{i}(x)$ is the Legendre polynomial of order $i$ and $c_{i}$ are the fitted coefficients.
Given the fitting function in Eq. 4.2, the up-down asymmetry of Eq. 1.135 can be expressed in terms of the Legendre coefficients as

$$
\begin{equation*}
\mathcal{A}_{\mathrm{ud}}=\frac{\sum_{i=0}^{4}\left(\int_{0}^{1} c_{i} L^{i}(\cos \hat{\theta}) \mathrm{d} \cos \hat{\theta}-\int_{-1}^{0} c_{i} L^{i}(\cos \hat{\theta}) \mathrm{d} \cos \hat{\theta}\right)}{\sum_{i=0}^{4} \int_{-1}^{1} c_{i} L^{i}(\cos \hat{\theta}) \mathrm{d} \cos \hat{\theta}} . \tag{4.3}
\end{equation*}
$$

Using the orthogonality of the Legendre polynomials, it is easy to see that only the odd terms contribute to the numerator, while in the denominator the only nonzero contribution is the one coming from $L^{0}$ :

$$
\begin{equation*}
\mathcal{A}_{\mathrm{ud}}=\frac{c_{1}-c_{3} / 4}{2 c_{0}}=c_{1}-\frac{c_{3}}{4} . \tag{4.4}
\end{equation*}
$$

### 4.1 Angular fit systematics

The systematic uncertainties affecting the study of the angular distribution are presented in this section. Once evaluated, they are added in quadrature to the statistical errors for each bin of $\cos \hat{\theta}$ and accounted for in the final fit.

## MC-related and fit model systematics

In order to assess the systematic uncertainty associated with some parameters being fixed from MC simulations in the fit model (MC-related systematics), 2000 mass fits are performed on the data varying these PDF shape parameters. For each fit, a new set of fixed parameters, each generated gaussianly around their central value and taking into account the correlation matrix obtained from MC , is used for the fit. The endpoint of the Argus function used for the partially reconstructed background is treated along with the fit model systematics, while for the missing pion background it is not varied, since it has been fixed from physics principles. A summary of the parameters fixed from MC, for which this source of systematic uncertainty has been evaluated is shown in Table 4.1.

Table 4.1 Mean value and width of the Gaussian PDF used for the generation of the parameters fixed from MC in the data fits.

| Parameter | $\mu$ | $\sigma$ |
| :--- | :---: | :---: |
| $\alpha_{L}$ | 2.214 | 0.053 |
| $n_{L}$ | 1.41 | 0.13 |
| $\alpha_{R}$ | 1.580 | 0.053 |
| $n_{R}$ | 7.6 | 1.1 |
| $p_{\text {miss- } \pi}$ | 0.058 | 0.032 |
| $c_{\text {miss- } \pi}$ | -4.24 | 0.34 |



Figure 4.1 Distribution of the signal yield in the first $\cos \hat{\theta}$ bin, as obtained for the evaluation of the MC-related systematics. The non-shaded area contains $90 \%$ of the probability.

The signal yields obtained from these fits for each bin distribute around the nominal fit values. As an example, Fig. 4.1 shows the distribution of the signal yield in the first $\cos \hat{\theta}$ bin. The systematic uncertainties are computed from these distributions using the central interval criterion at $90 \%$ confidence level (CL).

The uncertainty related to the shapes chosen for describing signal and backgrounds (fit model systematics) has also been evaluated.

- For the signal shape, two main sources of systematic uncertainty (added in quadrature) are considered: a single left-tail Crystal Ball function is used instead of the double-tail Crystal Ball PDF, and the shape parameters of the signal PDF are replaced with those obtained from the $K_{1}(1400)^{+}$and $K_{2}^{*}(1430)^{+}$(Sec. 3.3);
- the Gaussian PDF used to describe the effect of mass resolution in the Argus PDF is replaced by a signal-like double-tail Crystal Ball function;
- the exponential PDF used in the fit model to describe the combinatorial background is replaced with a linear PDF;
- the endpoint of the Argus PDF for the partially reconstructed background is left free in the fit.

Other possible shapes have been tried, e.g. leaving the endpoint of the missing pion Argus free, but the resulting fits did not describe the data properly, the fits themselves became instable, or the obtained results were perfectly compatible with the nominal fit, and so they have been discarded.

### 4.1. Angular fit systematics



Figure 4.2 Relative difference between the signal yields obtained from the fit for calculating the systematical uncertainties and from the nominal fit in bins of $\cos \hat{\theta}$. A strong correlation between bins is observed. This figure refers to the fit model systematical uncertainty due to the change of the signal shape for $1100<$ $m_{K \pi \pi}<1300 \mathrm{MeV} / c^{2}$, but the same conclusion holds for each of the systematic uncertainties in every $K^{+} \pi^{-} \pi^{+}$mass interval.

Such fit model systematics are determined for each bin of $\cos \hat{\theta}$, and the variations of the signal shape are found to dominate this uncertainty.

The MC and fit model related systematics are found to be of the order of 1 and $5-10$ events in each bin of $\cos \hat{\theta}$, respectively, the statistical error being of the order of $10-20$ events. Comparing the signal yields in bins of $\cos \hat{\theta}$ obtained in the systematics fit and in the nominal fit, the MC and fit model systematic errors are found to be strongly correlated between bins (Fig. 4.2), as expected since the mass fit is performed simultaneously, with all the shape parameters shared amongst the bins. As a result, a $100 \%$ correlation for the systematical uncertainties between bins is assumed.

## Bin migration due to angular resolution

An additional source of uncertainty comes from the possibility that the events in one $\cos \hat{\theta}$ bin migrate to the neighbour bin because of detector resolution effects. This effect depends on the bin width and might largely affect the fit to the angular distribution.
In describing the resolution shape the possibility of a dependence in $\cos \hat{\theta}$ needs to be considered: the resolution obtained from truth MC (Fig. 4.3) is fitted with a triple Gaussian (with $\mu=0$ ) in five bins of $|\cos \hat{\theta}|$ and the results are shown in Fig. 4.4. A strong dependency on the photon angle is observed, with values of $\cos \hat{\theta}$ closer to zero having a worse resolution. The resolution as a function of $\cos \hat{\theta}$ is fitted with a linear function and is used to calculate a per-event resolution for the bin migration studies.


Figure 4.3 Difference between the reconstructed $\cos \hat{\theta}$ and its true value from MC.

For the evaluation of this systematic uncertainty $10000 \cos \hat{\theta}$ distributions are generated according to the $\cos \hat{\theta}$ shape obtained by fitting the function described in Eq. 4.2 to the data in each interval of $K^{+} \pi^{-} \pi^{+}$mass. Then each of the generated events is smeared according to its per-event resolution function. The smeared and non-smeared datasets are binned, and the bin-by-bin differences in yield are used to build the covariance matrix describing bin migration given the shape extracted from the data. As expected, the correlation is found to be high for neighbouring bins, decreasing for more distant bins. To give an idea of the size of the bin migration effect, the widths of the yield difference distributions are shown in Fig. 4.5 for each of the $K^{+} \pi^{-} \pi^{+}$mass intervals of interest. The effect of bin migration on the signal yield is found to be $3-7$ events in each bin of $\cos \hat{\theta}$. The bias on the yield that arises from the asymmetry in the bin migration effect between the left and right neighbour bins is found to be below 1 event in all cases, and is thus negligible.

## Acceptance systematics

The imperfect knowledge of the acceptance function (Fig. 3.10) is also a source of systematic uncertainty. For the angular fit, the statistical errors from the MC-determined acceptance are directly added to the covariance matrix, assuming no correlation.


Figure 4.4 Widths (top) and fractions (bottom) of the narrow (left), medium (middle) and wide (right) Gaussians used to describe the $\cos \hat{\theta}$ resolution, as a function of $|\cos \hat{\theta}|$. Linear fits are overlaid in blue, while the average values (considering only one bin) are shown in red.


Figure 4.5 Width of the yield difference in bins of $\cos \hat{\theta}$ when comparing the yield in toy MC experiments with or without smearing in $\cos \hat{\theta}$. The first and last bins are subject to boundary effects.

### 4.2. Angular fit results

### 4.2 Angular fit results

A $\chi^{2}$ fit of the normalised binned angular distribution, built with the signal yields obtained from the simultaneous fits to the data in bins of $\cos \hat{\theta}$, is performed taking into account the full covariance matrix of the bin contents and all the systematic uncertainties.
In order to underline the effect of the photon polarisation on the $\cos \hat{\theta}$ distribution, an analogous fit using an even-only $\operatorname{PDF}\left(c_{1}=c_{3}=0\right)$, hence forbidding the terms that carry the $\lambda_{\gamma}$ dependence, is performed for comparison. The results of the two fits are shown in Fig. 4.6 for each $K^{+} \pi^{-} \pi^{+}$mass interval of interest. The shape of the $\cos \hat{\theta}$ distribution depends on the resonances present in the interval and on their interference pattern. It is interesting to note how the shape of the distribution in the last bin is clearly different from the others.

The fit results are summarized in Tables 4.2 and 4.3, and the corresponding covariance matrices can be found in Tables 4.4 and 4.5.



$$
1100<m_{K \pi \pi}<1300 \mathrm{MeV} / c^{2}
$$

$$
1300<m_{K \pi \pi}<1400 \mathrm{MeV} / c^{2}
$$




Figure 4.6 Normalised $\cos \hat{\theta}$ distribution for background-subtracted and efficiency-corrected $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ events in four intervals of $K^{+} \pi^{-} \pi^{+}$mass, in the sign-flip scenario. The blue (red) curve is the result of a fit allowing all (only even) Legendre components up to the fourth power.

Table 4.2 Legendre coefficients obtained from fits to the normalised background-subtracted and efficiency-corrected $\cos \hat{\theta}$ distribution in the four $K^{+} \pi^{-} \pi^{+}$mass intervals of interest in the sign-flip scenario $(\cos \tilde{\theta})$. The quoted uncertainties contain statistical and systematic contributions. The $K^{+} \pi^{-} \pi^{+}$mass ranges are indicated in $\mathrm{GeV} / c^{2}$ and all the $c$ parameters and the asymmetries are expressed in units of $10^{-2}$.

|  | $[1.1,1.3]$ | $[1.3,1.4]$ | $[1.4,1.6]$ | $[1.6,1.9]$ |
| :--- | ---: | ---: | ---: | ---: |
| $c_{1}$ | $6.3 \pm 1.7$ | $5.4 \pm 2.0$ | $4.3 \pm 1.9$ | $-4.6 \pm 1.8$ |
| $c_{2}$ | $31.6 \pm 2.2$ | $27.0 \pm 2.6$ | $43.1 \pm 2.3$ | $28.0 \pm 2.3$ |
| $c_{3}$ | $-2.1 \pm 2.6$ | $2.0 \pm 3.1$ | $-5.2 \pm 2.8$ | $-0.6 \pm 2.7$ |
| $c_{4}$ | $3.0 \pm 3.0$ | $6.8 \pm 3.6$ | $8.1 \pm 3.1$ | $-6.2 \pm 3.2$ |
| $\mathcal{A}_{\text {ud }}$ | $6.9 \pm 1.7$ | $4.9 \pm 2.0$ | $5.6 \pm 1.8$ | $-4.5 \pm 1.9$ |

Table 4.3 Legendre coefficients obtained from fits to the normalised background-subtracted and efficiency-corrected $\cos \hat{\theta}$ distribution in the four $K^{+} \pi^{-} \pi^{+}$mass intervals of interest in the no-flip scenario $(\cos \theta)$. The quoted uncertainties contain statistical and systematic contributions. The $K^{+} \pi^{-} \pi^{+}$mass ranges are indicated in $\mathrm{GeV} / c^{2}$ and all the $c$ parameters and the asymmetries are expressed in units of $10^{-2}$.

|  | $[1.1,1.3]$ | $[1.3,1.4]$ | $[1.4,1.6]$ | $[1.6,1.9]$ |
| ---: | ---: | ---: | ---: | ---: |
| $c_{1}$ | $-0.9 \pm 1.7$ | $7.4 \pm 2.0$ | $5.3 \pm 1.9$ | $-3.4 \pm 1.8$ |
| $c_{2}$ | $31.6 \pm 2.2$ | $27.4 \pm 2.6$ | $43.6 \pm 2.3$ | $27.8 \pm 2.3$ |
| $c_{3}$ | $0.8 \pm 2.6$ | $0.8 \pm 3.1$ | $-4.4 \pm 2.8$ | $2.3 \pm 2.7$ |
| $c_{4}$ | $3.4 \pm 3.0$ | $7.0 \pm 3.6$ | $8.0 \pm 3.1$ | $-6.6 \pm 3.2$ |
| $\mathcal{A}_{\text {ud }}-1.1 \pm 1.7$ | $7.2 \pm 2.0$ | $6.4 \pm 1.8$ | $-3.9 \pm 1.9$ |  |

Table 4.4 Covariance matrices (in units of $10^{-3}$ ) obtained from the fit to the backgroundsubtracted $\cos \hat{\theta}$ distribution in the sign-flip scenario for the four $K^{+} \pi^{-} \pi^{+}$mass intervals on the full $3 \mathrm{fb}^{-1}$ dataset using all the Legendre components.
$[1.1,1.3] \mathrm{GeV} / c^{2}$
$\left(\begin{array}{rrrr}0.31 & & & \\ 0.01 & 0.47 & & \\ 0.09 & 0.03 & 0.68 & \\ -0.01 & 0.16 & 0.02 & 0.92\end{array}\right)$
$[1.4,1.6] \mathrm{GeV} / c^{2}$
$\left(\begin{array}{rrrr}0.35 & & & \\ -0.01 & 0.52 & & \\ 0.14 & 0.00 & 0.76 & \\ -0.03 & 0.23 & -0.01 & 0.99\end{array}\right)$
$[1.3,1.4] \mathrm{GeV} / c^{2}$
$\left(\begin{array}{llll}0.41 & & & \\ 0.02 & 0.66 & & \\ 0.12 & 0.04 & 0.93 & \\ 0.00 & 0.20 & 0.04 & 1.27\end{array}\right)$
$[1.6,1.9] \mathrm{GeV} / c^{2}$
$\left(\begin{array}{rrrr}0.34 & & & \\ -0.02 & 0.51 & & \\ 0.08 & -0.04 & 0.75 & \\ -0.02 & 0.15 & -0.04 & 1.01\end{array}\right)$

Table 4.5 Covariance matrices (in units of $10^{-3}$ ) obtained from the fit to the backgroundsubtracted $\cos \hat{\theta}$ distribution in the no sign-flip scenario for the four $K^{+} \pi^{-} \pi^{+}$ mass intervals on the full $3 \mathrm{fb}^{-1}$ dataset using all the Legendre components.

$$
[1.1,1.3] \mathrm{GeV} / c^{2}
$$

$$
[1.3,1.4] \mathrm{GeV} / c^{2}
$$

$$
\begin{aligned}
& \left(\begin{array}{llll}
0.30 & & & \\
0.00 & 0.47 & & \\
0.09 & 0.02 & 0.68 & \\
0.02 & 0.16 & 0.02 & 0.92
\end{array}\right) \quad\left(\begin{array}{llll}
0.41 & & & \\
0.03 & 0.66 & & \\
0.12 & 0.07 & 0.93 & \\
0.01 & 0.20 & 0.10 & 1.27
\end{array}\right) \\
& \left(\begin{array}{cccc}
0.35 & {[1.4,1.6] \mathrm{GeV} / c^{2}} \\
0.01 & 0.53 & & {[1.6,1.9] \mathrm{GeV} / c^{2}} \\
0.14 & 0.05 & 0.76 \\
0.00 & 0.24 & 0.03 & 0.99
\end{array}\right) \quad\left(\begin{array}{llrl}
0.34 & & \\
0.00 & 0.51 & & \\
0.08 & 0.00 & 0.75 & \\
0.02 & 0.15 & -0.01 & 1.01
\end{array}\right)
\end{aligned}
$$

### 4.3 Up-down asymmetry results

The up-down asymmetry values obtained from the angular fit are summarized in Fig. 4.7 and in Table 4.6, where the errors include the statistical and systematic uncertainties. The observed sign-change in the last bin can be due to the effect of the $2^{-}$resonances populating that region, which have not been considered in theory works (Sec. 1.2.2).
The combined significance of the observed asymmetries is determined from a $\chi^{2}$ test with null-hypothesis $\mathcal{A}_{\mathrm{ud}}=0$ in each $K^{+} \pi^{-} \pi^{+}$mass interval. The corresponding $\chi^{2}$ distribution has four degrees of freedom and the observed asymmetries correspond to a p-value of $1.7 \times 10^{-7}$. This translates into a $5.2 \sigma$ significance for the up-down asymmetry to be different from zero in the sign-flip scenario. A $4.6 \sigma$ effect is found using $\cos \theta$ for describing the direction of the photon (no sign-flip). This result represents the first observation of a parity-violating nonzero photon polarisation in $b \rightarrow s \gamma$ transitions.
An alternative approach (and consistency check) to the determination of the significance of the odd components of the $\cos \theta$ distribution - the ones that carry all the photon polarisation information - is computed by making use of the difference in $\chi^{2}\left(\Delta \chi^{2}\right)$ of the fits to the angular distribution performed using all the Legendre polynomials up to order four or using the even components only. The significance of the odd+even with respect to the even-only hypothesis is computed assuming that $\Delta \chi^{2}$ is generated by the loss of two degrees of freedom (corresponding to $c_{1}$ and $c_{3}$ ); the values obtained are shown in Table 4.7. Assuming that these values are fully independent, and then the sum of their squares behaves as a $\chi^{2}$ distribution with four degrees of freedom, the observed values correspond to a p-value equal to $3.2 \times 10^{-6}$, translating into a $4.7 \sigma$ significance in the sign-flip scenario. A $4.0 \sigma$ significance is found in the no-flip scenario.

Table 4.6 Up-down asymmetry values obtained from the angular fit in each bin of $K^{+} \pi^{-} \pi^{+}$ mass for both the sign-flipping and no flipping scenarios. The errors contain statistical and systematical uncertainties.

| $m_{K^{+} \pi^{-} \pi^{+}}\left[\mathrm{MeV} / c^{2}\right]$ | flip $(\cos \tilde{\theta})$ | no flip $(\cos \theta)$ |
| :---: | :---: | :---: |
| $[1100,1300]$ | $+0.069 \pm 0.017$ | $-0.011 \pm 0.017$ |
| $[1300,1400]$ | $+0.049 \pm 0.020$ | $+0.072 \pm 0.020$ |
| $[1400,1600]$ | $+0.056 \pm 0.018$ | $+0.064 \pm 0.018$ |
| $[1600,1900]$ | $-0.045 \pm 0.019$ | $-0.039 \pm 0.019$ |



Figure 4.7 Values obtained for $\mathcal{A}_{\text {ud }}$ from the angular fit in each interval of $K^{+} \pi^{-} \pi^{+}$mass for the sign-flip (left) and no-flip (right) scenarios.

Table 4.7 Significance of $\mathcal{A}_{\text {ud }}$ with respect to zero, in units of $\sigma$, for each interval of $K^{+} \pi^{-} \pi^{+}$mass for the sign-flip and no-flip scenarios, as obtained from the angular fit described in Sec.4. The significance of the odd Legendre polynomial terms, carrying the photon polarisation information, has been determined from the difference in $\chi^{2}$ between the fits to the distribution of the signal yield in bins of $\cos \hat{\theta}$ performed considering all the Legendre polynomial terms up to the order four and the even contributions only.

| $m_{K^{+} \pi^{-} \pi^{+}}\left[\mathrm{MeV} / c^{2}\right]$ | flip $(\cos \tilde{\theta})$ | no flip $(\cos \theta)$ |
| :---: | :---: | :---: |
| $[1100,1300]$ | 3.5 | 0.26 |
| $[1300,1400]$ | 2.2 | 3.2 |
| $[1400,1600]$ | 3.0 | 3.3 |
| $[1600,1900]$ | 2.0 | 1.6 |

## 5

# Amplitude analysis of the $\boldsymbol{K}^{+} \boldsymbol{\pi}^{-} \boldsymbol{\pi}^{+}$ 

 systemThe resonant structure of the $K^{+} \pi^{-} \pi^{+}$final state in the $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ decay can be described by means of an amplitude analysis, as introduced in Sec. 1.3.2. A multidimensional unbinned maximum likelihood fit is performed on the background-subtracted $m_{K^{+} \pi^{-} \pi^{+}}^{2}, m_{K^{+} \pi^{-}}^{2}$ and $m_{\pi^{+} \pi^{-}}^{2}$ distributions in order to separate the resonances peaking in the $[1.1,1.9] \mathrm{GeV} / c^{2} K^{+} \pi^{-} \pi^{+}$mass interval, and to highlight the interferences that give access to photon polarisation. The photon angular variables are not considered here, as discussed in Sec. 1.3.2.

### 5.1 Dataset preparation

The three-dimensional background-subtracted distribution in $m_{K^{+} \pi^{-} \pi^{+}}^{2}, m_{K^{+} \pi^{-}}^{2}$ and $m_{\pi^{+} \pi^{-}}^{2}$ is obtained from the $B^{+}$mass fit using the sPlot technique, analogously to what is shown in Chapter 3. As first illustrated in a search for $B_{s}^{0} \rightarrow \phi \phi \gamma$ [123], the $B$ meson mass resolution $\sigma_{B}$ depends on the mass of the hadronic system in the final state; this is shown in Fig. 5.1 with simulated samples of different radiative decays (e.g. $B^{0} \rightarrow K^{* 0} \gamma, B^{+} \rightarrow K_{1}(1270)^{+} \gamma$, etc.). To take this effect into account, the background subtracted distribution has been obtained independently in the four $K^{+} \pi^{-} \pi^{+}$mass intervals introduced earlier. This expedient is useful in reducing the $\sigma_{B}$ dependency effect in the fit without adding an explicit dependence of the resolution on $m_{K^{+} \pi^{-} \pi^{+}}$that would invalidate the sPlot procedure, which requires the background-subtracted observables to be independent from the variables used to discriminate signal and background, as $\sigma_{B}$.
The distributions obtained for the three invariant masses are shown in Fig. 5.2.


Figure 5.1 $B$ mass resolution as a function of the mass of the hadronic system in the final state, as obtained in Ref. [123] for various simulated radiative decays.


Figure 5.2 Background-subtracted invariant mass squared distribution, in $\mathrm{GeV}^{2} / c^{4}$, for $m_{K^{+} \pi^{-} \pi^{+}}^{2}, m_{K^{+} \pi^{-}}^{2}$ and $m_{\pi^{+} \pi^{-}}^{2}$ as obtained using the sPlot technique. The sPlot weights are obtained from the $B$-candidate mass fit, as described in Sec. 3.5.2.

### 5.2. Amplitude analysis formalism

### 5.2 Amplitude analysis formalism

The three-dimensional $\left(m_{K^{+} \pi^{-} \pi^{+}}^{2}, m_{K^{+} \pi^{-}}^{2}, m_{\pi^{+} \pi^{-}}^{2}\right)$ distribution is described using a normalised PDF implemented as

$$
\begin{equation*}
P D F(\vec{m})=\frac{\xi(\vec{m}) \times \eta(\vec{m}) \times \operatorname{Signal}(\vec{m})}{\int \mathrm{d} \vec{m} \xi(\vec{m}) \times \eta(\vec{m}) \times \operatorname{Signal}(\vec{m})}, \tag{5.1}
\end{equation*}
$$

where $\vec{m}$ indicates the three invariant masses of the hadronic system, $\xi$ is the efficiency over the Dalitz plot, $\eta$ is the $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ phase space, and $\operatorname{Signal}(\vec{m})$ is the signal function.

### 5.2.1 Signal function

As a first approximation and in analogy to Refs. [82,99], the signal is described as the sum of amplitudes $\mathcal{A}_{k}^{J}$ corresponding to various $B^{+} \rightarrow K_{\text {res }}^{+} \gamma \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ decay modes $k$, where only amplitudes with the same $K_{\text {res }}$ spin-parity $J$ are allowed to interfere since the $\cos \theta$ variable is integrated out ${ }^{1}$. The resulting signal function has the form

$$
\begin{equation*}
\operatorname{Signal}(\vec{m})=\sum_{J}\left|\sum_{k} f_{k} \mathcal{A}_{k}^{J}\right|^{2}+\left|f_{\mathrm{nr}} \mathcal{A}_{\mathrm{nr}}\right|^{2}, \tag{5.2}
\end{equation*}
$$

where $f_{k}$ is a complex coefficient accounting for the magnitude and phase of the decay $k$ with respect to the other decays in the model. The term in $\mathcal{A}_{\text {nr }}$ represents a non resonant amplitude, assumed to be uniform over the phase space and not interfering with the other amplitudes.
For a decay $k$ of the mother resonance $R_{1}$ with spin-parity $J_{1}$ into an abc final state through an intermediate daughter resonance $R_{2}$ with spin-parity $J_{2}$, introducing the notation $R_{1} \rightarrow a R_{2}(\rightarrow b c)$, the amplitude can be expressed as

$$
\begin{align*}
& \mathcal{A}_{R_{1} \rightarrow a R_{2}}^{J_{1}}(\vec{m})=  \tag{5.3}\\
& \quad \alpha_{J_{1}, J_{2}}(\vec{m}) \times F_{J_{1}}(p) \times \frac{\Gamma_{R_{1}} / 2}{M_{R_{1}}-m_{a b c}-i \Gamma_{R_{1}} / 2} \times \frac{m_{b c} \Gamma_{R_{2}}\left(m_{b c}\right)}{M_{R_{2}}^{2}-m_{b c}^{2}-i m_{b c} \Gamma_{R_{2}}\left(m_{b c}\right)} .
\end{align*}
$$

The $\alpha_{J_{1}, J_{2}}$ coefficients, obtained in the Rarita-Schwinger covariant tensor formalism [124], account for the spin-parity of the resonances; they are listed in Table 5.1 for the different spin-parity combinations of interest. Following Ref. [89], the variables $\cos \psi$ and $z$ introduced in Table 5.1 can be written as

$$
\begin{align*}
\cos \psi & =\frac{m_{b c}}{4 p q m_{a b c}}\left[m_{a c}^{2}-m_{a b}^{2}+\frac{\left(m_{a b c}^{2}-m_{a}^{2}\right)\left(m_{b}^{2}-m_{c}^{2}\right)}{m_{b c}^{2}}\right],  \tag{5.4}\\
z & =p / m_{a b c}, \tag{5.5}
\end{align*}
$$

[^10]Table 5.1 Spin factor $\alpha_{J_{1}, J_{2}}$ for the signal PDF, as calculated in Ref. [124] using the Rarita-Schwinger covariant tensor formalism.

| $J_{1}$ | $J_{2}$ | $\alpha_{J_{1}, J_{2}}$ |
| :---: | :--- | :---: |
| anything | $0^{+}$ | 1 |
|  | $0^{-}$ | $\sqrt{\left(1+z^{2}\right) \cos ^{2} \psi}$ |
| $0^{+}$ | $1^{+}$ | $\sqrt{1+z^{2} \cos ^{2} \psi}$ |
| $0^{-}$ | $1^{-}$ |  |
| $1^{+}$ | $1^{-}$ | $\sqrt{1-\cos ^{2} \psi}$ |
| $1^{-}$ | $1^{+}$ |  |
| $1^{+}$ | $1^{+}$ |  |
| $1^{-}$ | $1^{-}$ |  |
| $2^{+}$ | $1^{-}$ |  |
| $2^{-}$ | $1^{+}$ |  |
| $2^{+}$ | $1^{+}$ |  |
| $2^{-}$ | $1^{-}$ |  |
| $2^{+}$ | $2^{+}$ | $\sqrt{1+z^{2} / 9+\left(z^{2} / 3-1\right) \cos ^{2} \psi-z^{2}\left(\cos ^{2} \psi-1 / 3\right)^{2}}$ |
| $2^{-}$ | $2^{-}$ |  |
| $2^{+}$ | $2^{-}$ | $\sqrt{1+z^{2}\left(1 / 3+\cos ^{2} \psi\right)+z^{4}\left(\cos ^{2} \psi-1 / 3\right)^{2}}$ |
| $2^{-}$ | $2^{+}$ |  |

where $\psi$ is the angle between the momenta of the particles $a$ and $b$ in the $b c$ rest frame. The breakup momentum $p$ is calculated as the momentum of $a$ (or $b c$ ) in the $a b c$ rest frame as

$$
\begin{equation*}
p^{2}=\frac{\left[m_{a b c}^{2}-\left(m_{a}+m_{b c}\right)^{2}\right]\left[m_{a b c}^{2}-\left(m_{a}-m_{b c}\right)^{2}\right]}{4 m_{a b c}^{2}} \tag{5.6}
\end{equation*}
$$

and the momentum $q$ of $b$ (or $c$ ) in the $b c$ rest frame is found to be

$$
\begin{equation*}
q^{2}=\frac{\left[m_{b c}^{2}-\left(m_{b}+m_{c}\right)^{2}\right]\left[m_{b c}^{2}-\left(m_{b}-m_{c}\right)^{2}\right]}{4 m_{b c}^{2}} \tag{5.7}
\end{equation*}
$$

The invariant masses of the $a b c$ system satisfy the relation

$$
\begin{equation*}
m_{a b}^{2}+m_{a c}^{2}+m_{b c}^{2}=m_{a b c}^{2}+m_{a}^{2}+m_{b}^{2}+m_{c}^{2} \tag{5.8}
\end{equation*}
$$

analogous to Eq. 1.143, but with the mass of the abc system changing for every event.
The decays of $R_{1}$ and $R_{2}$ in Eq. 5.3 are described [82, 99] by a non-relativistic and a relativistic Breit-Wigner PDF, respectively, $M_{R_{i}}$ and $\Gamma_{R_{i}}$ being the nominal mass and width of $R_{i}$ [89]. In the case of the relativistic Breit-Wigner PDF, the $R_{2}$ resonance width

### 5.2. Amplitude analysis formalism

$\Gamma_{R_{2}}\left(m_{b c}\right)$ depends on the mass as

$$
\begin{equation*}
\Gamma_{R_{2}}\left(m_{b c}\right)=\Gamma_{R_{2}}\left(\frac{q}{q_{0}}\right)^{2 J_{2}+1}\left(\frac{M_{R_{2}}}{m_{b c}}\right) F_{J_{2}}^{2}(q), \tag{5.9}
\end{equation*}
$$

where $q_{0}$ is the momentum $q$ of Eq. 5.7 calculated at the $m_{b c}$ pole, that is $M_{R_{2}}$. The Blatt-Weisskopf barrier factor $F_{J_{2}}(q)$ ensures that the width is well defined far from the decay kinematic threshold by quenching the distribution when the decay products are too slow to generate a sufficient angular momentum to conserve the spin of the resonance. It is defined from Ref. [89] as

$$
\begin{array}{ll}
F_{J}(q)=1 & J=0, \\
F_{J}(q)=\sqrt{\frac{1+R^{2} q_{0}^{2}}{1+R^{2} q^{2}}} & J=1,  \tag{5.10}\\
F_{J}(q)=\sqrt{\frac{9+3 R^{2} q_{0}^{2}+R^{4} q_{0}^{4}}{9+3 R^{2} q^{2}+R^{4} q^{4}}} & J=2,
\end{array}
$$

where $R$ is the meson radial parameter set to $3(\mathrm{GeV} / c)^{-1}$.
Analogously, the Blatt-Weisskopf barrier factor $F_{J_{1}}(p)$ for the decay of the mother resonance $R_{1}$ is included in the amplitude, as a correction to the coefficient $\alpha_{J_{1}, J_{2}}$, initially estimated in case $R_{1}$ has no width.

### 5.2.2 Phase space

The phase space term $\eta(\vec{m})$ is implemented as a lookup table in three-dimensional bins of $\vec{m}$ of size $0.03 \mathrm{GeV}^{2} / c^{4}$, obtained from a sample of $1.5 \times 10^{8} B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ phase space events generated using a decay-specific EvtGen [125] configuration: the generated $B^{+}$are required to decay to $K_{\text {res }}^{+} \gamma$, with the kaon resonance decaying to a uniform (phase space only) $K^{+} \pi^{-} \pi^{+}$final state. Figure 5.3 shows the three resulting one-dimensional projections of the phase space distribution.


Figure $5.3 \quad B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ phase space distributions of $m_{K^{+} \pi^{-} \pi^{+}}^{2}$ (top), $m_{K^{+} \pi^{-}}^{2}$ (middle) and $m_{\pi^{+} \pi^{-}}^{2}$ (bottom) generated using the EvTGEN package.

### 5.2. Amplitude analysis formalism

### 5.2.3 Efficiency

The shape of the selection efficiency $\xi(\vec{m})$ over the Dalitz plot is evaluated with MC simulated samples generated using the EvtGen configuration introduced in Sec. 5.2.2, with a stronger constraint on the allowed mass interval for the $K^{+} \pi^{-} \pi^{+}$system $\left(m_{K^{+} \pi^{-} \pi^{+}} \in[1,2] \mathrm{GeV} / c^{2}\right)$.
In general, multidimensional efficiency studies require large statistics in order to achieve a high granularity. In the case under study, given the large amount of CPU resources and time needed for the production of the samples, it has not been possible to generate more than $1 \times 10^{6} \mathrm{MC}$ simulated events (the generated sample). An additional set of $5 \times 10^{5} \mathrm{MC}$ events, the selected sample, is generated by means of a filtered production, with Stripping cuts (Sec. 3.2.1) and cut-based offline selection criteria (Sec. 3.2.2) applied at generator level. The MVA selection (Sec. 3.2.2) is applied afterwards.

The two distributions obtained are binned in three-dimensional bins of $\vec{m}$ of size $0.09 \mathrm{GeV}^{2} / c^{4}$ and the selection efficiency is determined as the ratio of selected to generated events in each bin. The chosen binning is coarser that the one used for the phase space because of the lower statistics available. The Dalitz plot of the efficiency distribution in the four studied $K^{+} \pi^{-} \pi^{+}$mass intervals is shown in Fig. 5.4.
Given the low statistics available, the efficiency map has some empty bins, that would end up giving an inaccurate description of the data in the fit. In order to account for this effect, the efficiency distribution is fitted to a three-dimensional function

$$
\begin{equation*}
\xi(x, y, z)=\left(p_{0}+p_{1} x+p_{2} x^{2}\right) \times\left(p_{3}+p_{4} y+p_{5} y^{2}\right) \times\left(p_{6}+p_{7} z+p_{8} z^{2}\right), \tag{5.11}
\end{equation*}
$$

where $x=m_{K^{+} \pi^{-}}^{2}, y=m_{K^{+} \pi^{+}}^{2}{ }^{2}$ and $z=m_{\pi^{+} \pi^{-}}^{2}$, so that the efficiency can be described with a continuous $3 D$ surface. The resulting fit parameters are listed in Table 5.2.

Table 5.2 Fit parameters obtained from the three-dimensional fit of the selection efficiency.

| Parameter | Value | Unit |
| :---: | ---: | :---: |
| $p_{0}$ | $0.997 \pm 0.010$ |  |
| $p_{1}$ | $-0.769 \pm 0.025$ | $\left(\mathrm{GeV}^{2} / c^{4}\right)^{-1}$ |
| $p_{2}$ | $0.447 \pm 0.011$ | $\left(\mathrm{GeV}^{2} / c^{4}\right)^{-2}$ |
| $p_{3}$ | $0.994 \pm 0.011$ |  |
| $p_{4}$ | $-0.692 \pm 0.029$ | $\left(\mathrm{GeV}^{2} / c^{4}\right)^{-1}$ |
| $p_{5}$ | $0.414 \pm 0.013$ | $\left(\mathrm{GeV}^{2} / c^{4}\right)^{-2}$ |
| $p_{6}$ | $0.884 \pm 0.030$ |  |
| $p_{7}$ | $-0.395 \pm 0.040$ | $\left(\mathrm{GeV}^{2} / c^{4}\right)^{-1}$ |
| $p_{8}$ | $0.625 \pm 0.039$ | $\left(\mathrm{GeV}^{2} / c^{4}\right)^{-2}$ |

[^11]

Figure 5.4 Dalitz plots of the $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ selection efficiency from simulation in four $K^{+} \pi^{-} \pi^{+}$mass intervals.

### 5.2. Amplitude analysis formalism

### 5.2.4 Fitting technique

An unbinned maximum likelihood fit is performed using the cFit package [126], a framework designed for handling standalone MINUIT [127] fits of Dalitz plots. Originally developed for the Dalitz analysis of the $D^{0} \rightarrow K_{\mathrm{s}}^{0} \pi^{+} \pi^{-}$decay, the framework has been extended for this study to handle different masses, widths and spin-parities of the mother resonances decaying to the $K^{+} \pi^{-} \pi^{+}$final state. The modular structure of the code has shown to be very practical for this task.
In order to account for the sPlot weights $w$ used to describe the dataset, the logarithm of the likelihood to be maximised has the form

$$
\begin{equation*}
\ln \mathcal{L}=\alpha \sum_{i=1}^{N_{\mathrm{sig}}+N_{\mathrm{bkg}}} w_{i} \ln P D F\left(\vec{m}_{i}\right), \tag{5.12}
\end{equation*}
$$

where the sum is performed over all (signal and background) events, and with the scaling factor $\alpha$ accounting for the sPlot weights in the error estimation ${ }^{3}$ defined as

$$
\begin{equation*}
\alpha=\frac{\sum_{i=1}^{N_{\mathrm{sig}}+N_{\mathrm{bkg}}} w_{i}}{\sum_{i=1}^{N_{\mathrm{sig}}+N_{\mathrm{bkg}}} w_{i}^{2}} . \tag{5.13}
\end{equation*}
$$

## PDF normalisation

The rectangle method approximation is used to perform numerically the integrals required for normalising Eq. 5.1. The integration step size is chosen to be $0.04 \mathrm{GeV}^{2} / c^{4}$ in $m_{K^{+} \pi^{\mp}}^{2}$ and $m_{\pi^{+} \pi^{-}}^{2}$, for a total of 70 bins in each dimension with the lower limits of integration set at $\left(m_{K}+m_{\pi}\right)^{2}$ and $4 m_{\pi}^{2}$, respectively. For the fit to be sensitive to the narrow $\omega(782)^{0}$ state, the binning is refined in the mass interval $m_{\pi^{+} \pi^{-}}^{2} \in[0.57,0.65] \mathrm{GeV}^{2} / c^{4}$ where the step size becomes $0.002 \mathrm{GeV}^{2} / c^{4}$. This granularity represents a good compromise between performance and timing.
It has been checked on simulated pseudo-experiments that a coarser binning in $m_{\pi^{+} \pi^{-}}^{2}$ leads to a biased estimation of the fit parameters related to the $\omega(782)^{0}$ contributions.

## Validation of the PDF

In order to validate the fitter for various decays, the PDF implemented in CFit is projected on the corresponding EvtGen-generated samples. For this test, the efficiency is assumed to be uniform, and the event weights in the likelihood (Eq. 5.12) are set to unity for all events. As an example, the projections to the EvtGen distributions for the $1^{+}$resonances $K_{1}(1270)^{+}$and $K_{1}(1400)^{+}$decaying to $K^{*}(892)^{0} \pi^{+}$and $K^{+} \rho(770)^{0}$ are shown in Figs. 5.5 and 5.6 respectively. Figures 5.7 and 5.8 show the analogous distributions for the $K_{2}^{*}(1430)^{+}$and $K^{*}(1680)^{+}$resonances, with spin-parity $2^{+}$and $1^{-}$

[^12]respectively. A reasonable overall agreement is observed, the main discrepancies being due to minor differences between the description of the decays in the two frameworks.


Figure 5.5 Projection of the CFIT PDF (blue curve) on the distribution (data points) for the $K_{1}(1270)^{+} \rightarrow K^{*}(892)^{0} \pi^{+}$(left) and $K_{1}(1270)^{+} \rightarrow K^{+} \rho(770)^{0}$ (right) decay modes generated with EvtGen.






$K_{1}(1400)^{+} \rightarrow K^{*}(892)^{0} \pi^{+}$

$$
K_{1}(1400)^{+} \rightarrow K^{+} \rho(770)^{0}
$$

Figure 5.6 Projection of the CFIT PDF (blue curve) on the distribution (data points) for the $K_{1}(1400)^{+} \rightarrow K^{*}(892)^{0} \pi^{+}$(left) and $K_{1}(1400)^{+} \rightarrow K^{+} \rho(770)^{0}$ (right) decay modes generated with EvtGen.


Figure 5.7 Projection of the CFIT PDF (blue curve) on the distribution (data points) for the $K_{2}^{*}(1430)^{+} \rightarrow K^{*}(892)^{0} \pi^{+}$(left) and $K_{2}^{*}(1430)^{+} \rightarrow K^{+} \rho(770)^{0}$ (right) decay modes generated with EvtGen.


Figure 5.8 Projection of the CFIT PDF (blue curve) on the distribution (data points) for the $K^{*}(1680)^{+} \rightarrow K^{*}(892)^{0} \pi^{+}$(left) and $K^{*}(1680)^{+} \rightarrow K^{+} \rho(770)^{0}$ (right) decay modes generated with EvtGen.

## Chapter 5. Amplitude analysis of the $K^{+} \pi^{-} \pi^{+}$system

### 5.3 Baseline fit model

The baseline model used for the description of the $K^{+} \pi^{-} \pi^{+}$mass spectrum in data is detailed in Table 5.3. The decay modes featured in the model have been selected looking

Table 5.3 Baseline fit model.

| $J_{1}$ | Submode | $J_{2}$ |
| :--- | :--- | :--- |
| $1^{+}$ | $K_{1}(1270)^{+} \rightarrow K^{*}(892)^{0} \pi^{+}$ | $1^{-}$ |
|  | $K_{1}(1270)^{+} \rightarrow K^{+} \rho(770)^{0}$ | $1^{-}$ |
|  | $K_{1}(1270)^{+} \rightarrow K^{+} \omega(782)^{0}$ | $1^{-}$ |
|  | $K_{1}(1270)^{+} \rightarrow K^{*}(1430)^{0} \pi^{+}$ | $0^{+}$ |
|  | $K_{1}(1400)^{+} \rightarrow K^{*}(892)^{0} \pi^{+}$ | $1^{-}$ |
| $1^{-}$ | $K^{*}(1410)^{+} \rightarrow K^{*}(892)^{0} \pi^{+}$ | $1^{-}$ |
|  | $K^{*}(1680)^{+} \rightarrow K^{+} \rho(770)^{0}$ | $1^{-}$ |
|  | $K^{*}(1680)^{+} \rightarrow K^{*}(892)^{0} \pi^{+}$ | $1^{-}$ |
| $2^{+}$ | $K_{2}^{*}(1430)^{+} \rightarrow K^{*}(892)^{0} \pi^{+}$ | $1^{-}$ |
|  | $K_{2}^{*}(1430)^{+} \rightarrow K^{+} \rho(770)^{0}$ | $1^{-}$ |
|  | $K_{2}^{*}(1430)^{+} \rightarrow K^{+} \omega(782)^{0}$ | $1^{-}$ |
| $2^{-}$ | $K_{2}(1600)^{+} \rightarrow K^{*}(892)^{0} \pi^{+}$ | $1^{-}$ |
|  | $K_{2}(1600)^{+} \rightarrow K^{+} \rho(770)^{0}$ | $1^{-}$ |
|  | $K_{2}(1770)^{+} \rightarrow K^{*}(892)^{0} \pi^{+}$ | $1^{-}$ |
|  | $K_{2}(1770)^{+} \rightarrow K^{+} \rho(770)^{0}$ | $1^{-}$ |
|  | $K_{2}(1770)^{+} \rightarrow K_{2}^{*}(1430)^{0} \pi^{+}$ | $2^{+}$ |
|  | $K_{2}(1770)^{+} \rightarrow K^{+} f_{2}(1270)^{0}$ | $2^{+}$ |
|  | Non resonant |  |

at the $K^{+} \pi^{-}$and $\pi^{+} \pi^{-}$mass distributions (Fig. 5.9) in the four $K^{+} \pi^{-} \pi^{+}$mass intervals introduced in Chapter 3, starting from the model developed by the Belle collaboration for the $B^{+} \rightarrow J / \psi K^{+} \pi^{-} \pi^{+}$decay [99] and the information provided by the PDG [89]:

- The mother resonance cannot be scalar or pseudoscalar $\left(J_{1} \neq 0^{ \pm}\right)$, because of helicity conservation in the $B^{+} \rightarrow K_{\text {res }}^{+} \gamma$ decay.
- In the $K^{+} \pi^{-}$mass spectrum, an evident peak at the $K^{*}(892)^{0}$ mass is observed in each $K^{+} \pi^{-} \pi^{+}$mass interval, while an additional peak at the $K_{2}^{*}(1430)^{0}$ mass can be observed only in the last interval.
- Analogously in the $\pi^{+} \pi^{-}$mass spectrum, the main component is found to be the $\rho(770)^{0}$, with an additional peak rising at the $f_{2}(1270)^{0}$ mass in the last $K^{+} \pi^{-} \pi^{+}$ mass interval. Following the suggestion of Ref. [99], a $K_{1}(1270)^{+} \rightarrow K^{+} \omega(782)^{0}$ component is added, expected to have a large interference with the dominant $K_{1}(1270)^{+} \rightarrow K^{+} \rho(770)^{0}$ decay.
- All fit components are assumed to decay to an $S$ wave state.


Figure 5.9 Background-subtracted distributions for the $K^{+} \pi^{-}$(left column) and $\pi^{+} \pi^{-}$ (right column) invariant masses in the four $K^{+} \pi^{-} \pi^{+}$mass intervals of interest.

The function built from the 18 amplitudes of the baseline model has 30 free fit parameters, corresponding to the real and imaginary components of the complex decay fractions $f_{k}$. The fractions can also be expressed in polar form as $\left|r_{k}\right| e^{i \phi_{k}},\left|r_{k}\right|$ and $\phi_{k}$ being the magnitude and phase of the resonance. In each spin-parity term of the PDF, one of the phases is set to zero, so that the remaining ones have to be considered as relative to it. The magnitude for the decay $K_{1}(1270)^{+} \rightarrow K^{*}(892)^{0} \pi^{+}$is set to 1 , so that all the other magnitudes are relative to it. The central values and widths of the resonances are fixed in the fit to the corresponding world averages [89]. For the $K_{2}(1600)^{+}$, that is not featured in Ref. [89], the central value and width are those of Ref. [92]. In Table 5.4 the masses, widths and spin-parities of the resonances appearing in the model are listed with their respective experimental uncertainties.

Table 5.4 Masses, widths and spin-parities of the resonances appearing in the model. Mother (intermediate) resonances are shown in the upper (lower) panel.

| Resonance | mass $\left[\mathrm{GeV} / c^{2}\right]$ | width $\left[\mathrm{GeV} / c^{2}\right]$ | $J$ |
| :---: | :---: | :---: | :---: |
| $K_{1}(1270)^{+}$ | $1.272 \pm 0.007$ | $0.090 \pm 0.020$ | $1^{+}$ |
| $K_{1}(1400)^{+}$ | $1.403 \pm 0.007$ | $0.174 \pm 0.013$ | $1^{+}$ |
| $K^{*}(1410)^{+}$ | $1.414 \pm 0.020$ | $0.232 \pm 0.021$ | $1^{-}$ |
| $K^{*}(1680)^{+}$ | $1.717 \pm 0.027$ | $0.320 \pm 0.110$ | $1^{-}$ |
| $K_{2}^{*}(1430)^{+}$ | $1.426 \pm 0.002$ | $0.099 \pm 0.003$ | $2^{+}$ |
| $K_{2}(1600)^{+}$ | $1.605 \pm 0.015$ | $0.115 \pm 0.015$ | $2^{-}$ |
| $K_{2}(1770)^{+}$ | $1.773 \pm 0.008$ | $0.186 \pm 0.014$ | $2^{-}$ |
| $K^{*}(892)^{0}$ | $0.8958 \pm 0.0002$ | $0.0474 \pm 0.0006$ | $1^{-}$ |
| $\rho(770)^{0}$ | $0.7753 \pm 0.0003$ | $0.1491 \pm 0.0008$ | $1^{-}$ |
| $\omega(782)^{0}$ | $0.7827 \pm 0.0001$ | $0.00849 \pm 0.00008$ | $1^{-}$ |
| $f_{2}(1270)^{0}$ | $1.275 \pm 0.001$ | $0.185 \pm 0.003$ | $2^{+}$ |
| $K_{0}^{*}(1430)^{0}$ | $1.425 \pm 0.050$ | $0.270 \pm 0.080$ | $0^{+}$ |
| $K_{2}^{*}(1430)^{0}$ | $1.432 \pm 0.001$ | $0.109 \pm 0.005$ | $2^{+}$ |

It is important to point out that the fit parameters $f_{k}$ cannot directly be related to the ratio of branching fractions (and then the abundances of a given decay), since the normalisation of each amplitude and the effect of the phase space must be taken into account. The fit fractions of each decay mode are hence determined integrating over the phase space as

$$
\begin{equation*}
F F_{k}=\frac{\left|f_{k}\right|^{2} \int d^{3} \vec{m} \eta(\vec{m}) \mathcal{A}_{k}^{J}(\vec{m}) \mathcal{A}_{k}^{J *}(\vec{m})}{\left.\int d^{3} \vec{m} P D F(\vec{m})\right|_{\xi(\vec{m})=1}} \tag{5.14}
\end{equation*}
$$

where $\left.\operatorname{PDF}(\vec{m})\right|_{\xi(\vec{m})=1}$ is defined as the PDF of Eq. 5.1 with $\xi(\vec{m})=1$. The interferences between different decay modes cause the sum of all fit fractions to deviate from 1 . This is fixed introducing fit fractions for the interference terms, defined as

$$
F F_{k, l}= \begin{cases}\frac{2 \mathcal{R e}\left[f_{k} f_{l}^{*} \int d^{3} \vec{m} \eta(\vec{m}) \mathcal{A}_{k}^{J}(\vec{m}) \mathcal{A}_{i}^{J *}(\vec{m})\right]}{\int d^{3} \vec{m} P D F(\vec{m}) \xi_{\xi(\vec{m})=1}} & \text { if } k \text { and } l \text { interfere }(l>k)  \tag{5.15}\\ 0 & \text { otherwise },\end{cases}
$$

so that by definition

$$
\begin{equation*}
\sum_{k}\left(F F_{k}+\sum_{l>k} F F_{k, l}\right)=1 \tag{5.16}
\end{equation*}
$$

### 5.4 Results of the fit to data

The results of the fit to the background-subtracted data distributions in $m_{K^{+} \pi^{-} \pi^{+}}^{2}$, $m_{K^{+} \pi^{-}}^{2}$ and $m_{\pi^{+} \pi^{-}}^{2}$ using the nominal fit model are shown in Fig. 5.10, with the colour code for the fit components detailed in Table 5.5. The resulting fit parameters and the corresponding fit fractions are listed in Tables 5.6 and 5.7. Simulated distributions generated from the fit results are used to determine the uncertainties on the fit fractions, assigned using $68 \%$ confidence level intervals. The results of this simulation are shown in Sec. 5.4.1.
To better understand how the fit components vary with the mass of the $K^{+} \pi^{-} \pi^{+}$system, the fit results are projected in the four $K^{+} \pi^{-} \pi^{+}$mass intervals introduced in Chapter 3, meaning that the results obtained from the nominal fit are superimposed to the data distribution in each $m_{K^{+} \pi^{-} \pi^{+}}$interval. The projections are shown in Fig. 5.11, and the corresponding interval-by-interval fit fractions are listed in Tables 5.8-5.11. The knowledge of the interval-by-interval resonance content is expected to help understanding the differences in the $\cos \hat{\theta}$ distributions observed in Fig. 4.6.

From Fig. 5.10 it can be seen that the fit to the distribution is not satisfactory for low values of $m_{K^{+} \pi^{-} \pi^{+}}^{2}$. To account for this effect, the fit on data has been repeated freeing the width of the $K_{1}(1270)^{+}$resonance, obtaining a value of $0.1163 \pm 0.0023 \mathrm{GeV} / c^{2}$ against a nominal value of $0.090 \pm 0.020 \mathrm{GeV} / c^{2}$. The change in width reduces the fit fraction of the $K_{1}(1270)^{+} \rightarrow K^{+} \rho(770)^{0}$ mode from $39.9 \%$ to $34.1 \%$ (the statistical error being smaller than $1 \%$ ), while the other fractions adjust to account for this variation. In this configuration, the overall fit to the distribution improves in the low mass region, but it degrades at the $K_{1}(1270)^{+}$peak, indicating that a change in the width alone cannot explain the poor description of the data at low $K^{+} \pi^{-} \pi^{+}$masses. Including the $D$ wave component of the $K_{1}(1270)^{+} \rightarrow K^{*}(892) \pi^{+}$decay and the wide $\kappa$ resonance, introduced in Sec. 1.3.1, might help increasing the quality of the fit in that region. An additional improvement to the description of the signal function at low $K^{+} \pi^{-} \pi^{+}$mass might be achieved using a LASS parametrisation [129] for shaping the $K \pi$ scalar $\left(0^{+}\right)$component.


Figure 5.10 Background-subtracted distributions of $m_{K^{+} \pi^{-} \pi^{+}}^{2}$ (top), $m_{K^{+} \pi^{-}}^{2}$ (middle) and $m_{\pi^{+} \pi^{-}}^{2}$ (bottom) in linear (left) and logarithmic (right) scale. The fit results for the nominal model are superimposed. The colour code for the fit components is given in Table 5.5. The $\chi^{2}$ residuals are included in the lower part of the plot as an indication of the quality of the fit.

Table 5.5 Colour code for the fit components of the nominal model.


Table 5.6 Results of the $K^{+} \pi^{-} \pi^{+}$amplitude analysis using the nominal fit model. The parameters given without error are fixed in the fit. The fit fraction uncertainties are determined from simulation. The table is divided in sections according to the spin-parity of the mother resonances, as in Table 5.3.

| Decay channel $k$ | $\mathcal{R} e\left[f_{k}\right]$ | $\mathcal{I} m\left[f_{k}\right]$ | $F F_{k}\left(10^{-2}\right)$ |
| :--- | :---: | :---: | :---: |
| $K_{1}(1270)^{+} \rightarrow K^{*}(892)^{0} \pi^{+}$ | 1 (fixed) | $0($ fixed $)$ | $16.8 \pm 0.9$ |
| $K_{1}(1270)^{+} \rightarrow K^{+} \rho(770)^{0}$ | $1.072 \pm 0.050$ | $-1.379 \pm 0.047$ | $39.9_{-0.7}^{+0.6}$ |
| $K_{1}(1270)^{+} \rightarrow K^{+} \omega(782)^{0}$ | $0.288 \pm 0.086$ | $0.090 \pm 0.081$ | $0.068_{-0.180}^{+0.028}$ |
| $K_{1}(1270)^{+} \rightarrow K^{*}(1430)^{0} \pi^{+}$ | $-0.025 \pm 0.062$ | $-0.381 \pm 0.055$ | $0.69_{-0.20}^{+0.22}$ |
| $K_{1}(1400)^{+} \rightarrow K^{*}(892)^{0} \pi^{+}$ | $0.306 \pm 0.024$ | $-0.288 \pm 0.020$ | $7.8 \pm 0.8$ |
| $K^{*}(1410)^{+} \rightarrow K^{*}(892)^{0} \pi^{+}$ | $-0.479 \pm 0.042$ | $0($ fixed $)$ | $8.4_{-3.3}^{+2.8}$ |
| $K^{*}(1680)^{+} \rightarrow K^{*}(892)^{0} \pi^{+}$ | $0.198 \pm 0.020$ | $0.094 \pm 0.028$ | $3.5_{-2.1}^{+1.7}$ |
| $K^{*}(1680)^{+} \rightarrow K^{+} \rho(770)^{0}$ | $0.019 \pm 0.025$ | $0.1104 \pm 0.0097$ | $2.4 \pm 0.4$ |
| $K_{2}^{*}(1430)^{+} \rightarrow K^{*}(892)^{0} \pi^{+}$ | $-0.509 \pm 0.034$ | $0($ fixed $)$ | $4.8 \pm 1.0$ |
| $K_{2}^{*}(1430)^{+} \rightarrow K^{+} \rho(770)^{0}$ | $-0.115 \pm 0.047$ | $0.497 \pm 0.024$ | $9.0 \pm 0.8$ |
| $K_{2}^{*}(1430)^{+} \rightarrow K^{+} \omega(782)^{0}$ | $-0.234 \pm 0.072$ | $-0.236 \pm 0.084$ | $0.30_{-0.26}^{+0.13}$ |
| $K_{2}(1600)^{+} \rightarrow K^{*}(892)^{0} \pi^{+}$ | $-0.1666 \pm 0.0088$ | $0.044 \pm 0.021$ | $4.4_{-1.0}^{+0.9}$ |
| $K_{2}(1600)^{+} \rightarrow K^{+} \rho(770)^{0}$ | $-0.073 \pm 0.011$ | $0.061 \pm 0.013$ | $3.33_{-0.50}^{+0.34}$ |
| $K_{2}(1770)^{+} \rightarrow K^{*}(892)^{0} \pi^{+}$ | $0.1072 \pm 0.0078$ | $0($ fixed $)$ | $3.0_{-0.8}^{+0.6}$ |
| $K_{2}(1770)^{+} \rightarrow K^{+} \rho(770)^{0}$ | $-0.0147 \pm 0.0044$ | $0.0103 \pm 0.0050$ | $0.23_{-0.32}^{+0.08}$ |
| $K_{2}(1770)^{+} \rightarrow K_{2}^{*}(1430)^{0} \pi^{+}$ | $-0.041 \pm 0.012$ | $-0.0772 \pm 0.0077$ | $0.67_{-0.09}^{+0.10}$ |
| $K_{2}(1770)^{+} \rightarrow K^{+} f_{2}(1270)^{0}$ | $0.1673 \pm 0.0071$ | $-0.029 \pm 0.015$ | $1.30_{-0.16}^{+0.15}$ |
| Non resonant | $-0.0511 \pm 0.0021$ | $0($ fixed $)$ | $4.1 \pm 0.5$ |


|  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |







Figure 5.11 Background-subtracted distribution of $m_{K^{+} \pi^{-}}^{2}$ (left) and $m_{\pi^{+} \pi^{-}}^{2}$ (right) in the four $K^{+} \pi^{-} \pi^{+}$mass intervals (from top to bottom), together with the projections of the nominal fit. The colour code for the fit components is given in Table 5.5.

|  |  |  |  |  | $0 I^{\circ} 0 \mp 68^{\circ} 0$ <br> ұиеиоsәх ио | ұиеиоsәı uon |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{g}-0 \mathrm{I} \times\left(\begin{array}{l}6.0- \\ 8.0+ \\ 0.2\end{array}\right)$ | ${ }_{9}-0 \mathrm{I} \times\left(\begin{array}{c}6.9- \\ 7 \\ 2\end{array}+6.8-\right)$ |  | $\begin{aligned} & \text { Z\&0000-0- } \mathrm{T} 00000^{\circ} 0^{-}- \end{aligned}$ | $\stackrel{9000 \cdot 0-}{88000}{ }_{8}^{9+} 9 \text { IE00.0- }$ | $\angle 000^{\circ} 0 \mp \angle 000^{\circ} 0^{-}$ |  |
|  | $\mathrm{g}-0 \mathrm{~L} \times(2 \cdot 0$ 干 $9 \cdot \underline{\text { 而 }}$ |  | ¢000．0 $\mp 8000^{\circ}{ }^{-}$ | $\begin{aligned} & 600000^{\circ-}-60000^{\circ} 0 \\ & 07000^{\circ} 0+ \end{aligned}$ | $8000^{\circ} 0$ 干 $2100{ }^{\circ} 0$ | $\begin{gathered} (022)^{2} Y \\ J_{Y} \Vdash \end{gathered}$ |
|  |  |  | $\begin{aligned} & 0 \mp 00 \cdot 0- \\ & \mp 700 \cdot 0+ \\ & 90.0- \\ & \mp 000 \cdot 0 \\ & \mp 0^{\circ} 0+ \\ & \hline \end{aligned}$ |  |  |  |
|  |  |  |  | ${ }^{800} 00^{\circ-} 900{ }^{\circ} 0$ | $80^{\circ} 0-67^{\circ} 0-$ | $(0 \angle L I)^{Z_{Y}}$ |
|  |  |  |  | $\begin{aligned} & \pm 10^{\circ} 0+9000 \\ & 2000^{\circ}- \end{aligned}$ | $00^{\circ} 0+$ <br> 0L0．0－ | $\begin{aligned} & (02 L \mathrm{~L})^{Z} Y \\ & \hline \end{aligned}$ |
|  |  |  |  |  | 210．0＋ 8000 |  |
|  |  |  |  |  | ${ }_{90}^{20 \cdot 0+} 08^{\circ} \cdot 0$ |  |
| $\begin{aligned} & (0 L Z \mathrm{~L}) z_{S} Y_{\leftarrow} \leftarrow \\ & (0 \angle L I)^{z} Y \end{aligned}$ |  | $\stackrel{d Y}{\underset{(0 L L)}{ }} \underset{H}{*}$ | $\stackrel{\mu_{*} \cdot Y}{(0 \angle L I)^{z}}$ | $\stackrel{d Y}{(009 T})^{z_{Y}}$ | $\begin{gathered} \stackrel{\psi}{*} * Y_{*}^{\leftarrow} \\ (009 \mathrm{I}) \\ \hline \end{gathered}$ | － |
|  |  |  | $\begin{aligned} & 02000^{-} \mathrm{I} 800^{\circ} 0 \\ & 9800.0+ \end{aligned}$ |  | $900{ }^{\circ} \mathrm{F}$ ¢L0＊0 |  |
|  |  |  |  | G0．0 F $\mathbf{~ G 9}{ }^{\circ} \mathbf{0}$ | $90^{\circ} 0 \mp ¢ 7^{\circ} 0^{-}$ | $(0 \& \tau T)_{*}^{Z} U$ |
|  |  |  |  |  |  | $\begin{aligned} & \psi_{* Y}^{*} \stackrel{*}{\leftarrow} \\ & (0 \& T)_{*}^{z} Y \end{aligned}$ |
|  |  |  | $\underset{(0 \& T I)_{*}^{\frac{z}{*}},}{\substack{4 \\ \hline}}$ |  | $\underset{(0 \& \hbar I)_{*}^{z} Y}{\stackrel{v_{*}}{*}}$ | $+7$ |
|  |  |  |  | $7700^{\circ} \mathrm{F} 980{ }^{\circ} 0$ |  | $\begin{gathered} d Y \leftarrow \\ (089 T) * H \end{gathered}$ |
|  |  |  |  |  | $\sigma^{\circ} \mathrm{I}$ 干 $0 \cdot \varepsilon^{-}$ | $\begin{aligned} & \nleftarrow * Y \leftarrow \\ & (089 \mathrm{~L}) * ン \end{aligned}$ |
|  |  |  |  |  |  | $\stackrel{4 * Y \leftarrow}{(0 \tau \square \tau) * Y}$ |
|  |  |  | $\begin{gathered} d Y \leftarrow \\ (089 \mathrm{I})_{* Y} \end{gathered}$ | $\begin{gathered} \stackrel{\psi_{*} Y H}{(089 \mathrm{I})_{* Y}} \end{gathered}$ |  | ${ }_{-}$I |
|  |  | $97^{\circ} 0 \mp 02 \cdot 0-$ | $\xrightarrow{070} 0^{\circ} 0-29000$ | $7{ }^{\circ} 0 \mp \chi^{\circ} 9$ | ${ }_{8}{ }^{\prime} \cdot \mathrm{I}-\mathrm{t}+7^{\circ} \mathrm{E}$ | $\begin{gathered} \psi_{*} Y \leftarrow \\ (00 \square \mathrm{I})^{\mathrm{I}} Y \end{gathered}$ |
|  |  | ${ }_{\mathrm{L} \boldsymbol{z} \cdot 0+}^{0 z \cdot 0-} \mathbf{9 9 \cdot 0}$ | ${ }_{0 ¢ 0}^{\text {g．0－0 }} 0$ | $0^{\circ} \mathrm{I}$ 干 $8^{\circ} 7$ | $8^{\circ} 0$ 干 $9^{\circ}$ ¢ |  |
|  |  |  | $\begin{aligned} & 0 z \tau \circ 0-9 \mp 0 \circ 0 \\ & 0700+9 \end{aligned}$ | ${ }_{08} 8^{\circ} 0-7{ }^{-1}$ |  | （02zi）Iy |
|  |  |  |  |  |  | （0） |
|  |  |  |  | $6.0+69$ | ${ }^{6} 0+0{ }^{-}$ | $(0 L Z \tau)^{\top} Y$ |
|  |  |  |  |  |  | $\begin{aligned} & \psi_{*} \dot{Y} \leftarrow \\ & (0 \angle \mathrm{ZI})^{\mathrm{I}}, \end{aligned}$ |
|  |  |  | $\underset{(0 L Z T)}{\substack{\mathrm{I}}}$ | $\begin{gathered} d Y \leftarrow \\ (0 \angle Z \mathrm{I})^{\tau} y \end{gathered}$ | $\begin{gathered} \boldsymbol{\nu}_{* Y Y} \\ (02 \mathrm{~T})^{\Sigma} Y \end{gathered}$ | $+\mathrm{I}$ |















resonances, as in Table 5.3. The errors on the fit fractions are determined from simulation.

 Fit fractions, in units of $10^{-2}$, obtained for the total fit to the multidimensional data distribution using the nominal fit model in

### 5.4.1 Fit validation with simulated experiment

A set of 500 pseudo-experiments is generated from the results of the fit to the data using the baseline model and fitted to the PDF of Eq. 5.1 to evaluate the stability of the fit and validate the fit on data. The resulting fit fractions are expected to distribute around the nominal fit values (Table 5.7), unless their estimation is biased. The distributions obtained are used to determine the error on the fit fractions, assigned using $68 \%$ confidence level intervals, centred on the mean of the simulated distribution. The histograms obtained for the two dominant modes $K_{1}(1270)^{+} \rightarrow K^{*}(892)^{0} \pi^{+}$and $K_{1}(1270)^{+} \rightarrow K^{+} \rho(770)^{0}$ are shown, as an example, in Fig. 5.12.


Figure 5.12 Distributions of the fit fractions for the dominant modes $K_{1}(1270)^{+} \rightarrow$ $K^{*}(892)^{0} \pi^{+}$and $K_{1}(1270)^{+} \rightarrow K^{+} \rho(770)^{0}$ as obtained from 500 pseudoexperiments. The non-shaded area contains $68 \%$ of the events. The vertical line is the generated value of the fit fraction.

Table 5.12 reports the ratio between the bias (obtained as the difference between the mean of the distribution and the generated value) and the statistical uncertainty for each fit fraction as an indication on how relevant the fit bias is as a source of systematic error. The fit bias is found to be smaller than the statistical uncertainty for most of the dominant components. It has been noted that the value of the bias depends on the granularity of the numerical integration: a coarser integration step size in $m_{\pi^{+} \pi^{-}}^{2}$, for example, causes the bias to increase for the modes with $\omega(782)^{0}$ resonances and for those that interfere with them, without affecting the bias for the other decay channels. Therefore, reducing the integration step size would improve the fit, but it is not a viable option for the study presented in this thesis because of the very large amount of CPU time needed.

Table 5.12 Ratio between the bias and the statistical uncertainty for each fit fraction, as obtained from 500 pseudo-experiments generated from the baseline model and fitted to the PDF of Eq. 5.1. The bias is evaluated as the difference between the mean of the fit fraction distribution and the fit fraction value used for generating the dataset.

| $1^{+}$ | $\begin{gathered} K_{1}(1270) \\ \rightarrow K^{*} \pi \end{gathered}$ | $\begin{gathered} \hline K_{1}(1270) \\ \rightarrow K \rho \end{gathered}$ | $\begin{gathered} \hline K_{1}(1270) \\ \rightarrow K \omega \end{gathered}$ | $\begin{aligned} & K_{1}(1270) \\ & \rightarrow K^{*}(1430) \pi \end{aligned}$ | $\begin{gathered} K_{1}(1400) \\ \rightarrow K^{*} \pi \end{gathered}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} K_{1}(1270) \\ \rightarrow K^{*} \pi \end{gathered}$ | 0.4 |  |  |  |  |  |
| $\begin{gathered} \overrightarrow{K_{1}(1270)} \\ \rightarrow K \rho \end{gathered}$ | -0.4 | 0.0 |  |  |  |  |
| $\begin{gathered} \overrightarrow{K_{1}(1270)} \\ \rightarrow \overrightarrow{\rightarrow K \omega} \end{gathered}$ | -0.6 | -1.2 | -1.0 |  |  |  |
| $\begin{aligned} & \begin{array}{l} K_{1}(1270) \\ \rightarrow K^{*}(1430) \pi \end{array} \end{aligned}$ | 0.3 | -0.3 | 0.7 | -0.4 |  |  |
| $\begin{gathered} K_{1}(1400) \\ \rightarrow K^{*} \pi \\ \hline \end{gathered}$ | 0.3 | 1.3 | 0.4 | -0.6 | 1.3 |  |
| $1^{-}$ | $\begin{gathered} K^{*}(1410) \\ \rightarrow K^{*} \pi \end{gathered}$ | $\begin{gathered} K^{*}(1680) \\ \rightarrow K^{*} \pi \end{gathered}$ | $\begin{gathered} K^{*}(1680) \\ \rightarrow K \rho \end{gathered}$ |  |  |  |
| $K^{*}(1410)$ | $-0.4$ |  |  |  |  |  |
| $\xrightarrow[K^{*}]{ }{ }^{\text {K }}$ (1680) ${ }^{*}$ ( | -0.4 0.3 | -0.3 |  |  |  |  |
| $\xrightarrow[K^{*}]{ }{ }^{(16880}$ ( ${ }^{*}$ ) | 0.3 -0.4 | -0.3 0.6 | 0.4 |  |  |  |
| $\rightarrow K \rho$ |  |  | 0.4 |  |  |  |
| $2^{+}$ | $\begin{gathered} K_{2}^{*}(1430) \\ \rightarrow K^{*} \pi \end{gathered}$ | $\begin{gathered} K_{2}^{*}(1430) \\ \rightarrow K \rho \end{gathered}$ | $\begin{gathered} K_{2}^{*}(1430) \\ \rightarrow K \omega \end{gathered}$ |  |  |  |
| $\xrightarrow{K_{2}^{*}(1430)} \xrightarrow{\rightarrow K^{*} \pi}$ | $-0.2$ |  |  |  |  |  |
| $\overrightarrow{K_{2}^{*}}(1430)$ | -0.2 | -0.2 |  |  |  |  |
| $\underset{\substack{K_{2}^{*}(1430) \\ \rightarrow K \omega}}{ }$ | -0.3 | 1.0 | $-0.7$ |  |  |  |
| $2^{-}$ | $\begin{gathered} K_{2}(1600) \\ \rightarrow K^{*} \pi \end{gathered}$ | $\begin{gathered} \hline K_{2}(1600) \\ \rightarrow K \rho \end{gathered}$ | $\begin{gathered} \hline K_{2}(1770) \\ \rightarrow K^{*} \pi \end{gathered}$ | $\begin{gathered} \hline K_{2}(1770) \\ \rightarrow K \rho \end{gathered}$ | $\begin{aligned} & K_{2}(1770) \\ & \rightarrow K^{*}(1430) \pi \end{aligned}$ | $\begin{aligned} & K_{2}(1770) \\ & \quad \rightarrow K f_{2}(1270) \end{aligned}$ |
| $K_{2}(1600)$ $\rightarrow K^{*} \pi$ | -0.2 |  |  |  |  |  |
| $\begin{gathered} \overrightarrow{K_{2}(1600)} \\ \rightarrow K \rho \end{gathered}$ | -0.3 | -0.4 |  |  |  |  |
| $\begin{gathered} \overrightarrow{K_{2}}(1770) \\ \rightarrow K^{*} \pi \end{gathered}$ | 0.2 | -0.3 | -0.1 |  |  |  |
| $\overrightarrow{K_{2}}(1770)$ | 0.0 | 3.9 | 0.5 | -0.8 |  |  |
| $\underset{K_{2}(1770)}{\text { (170) }}$ | -0.3 | 3.8 2.8 | 0.5 | -0.8 -0.5 | 0.3 |  |
| $\rightarrow K^{*}(1430) \pi$ | 0.3 | 2.8 | 0.0 | -0.5 | 0.3 |  |
| $\begin{aligned} & K_{2}(1770) \\ & \rightarrow K f_{2}(1270) \\ & \hline \end{aligned}$ | 0.1 | 0.5 | 0.1 | -0.7 | -0.2 | -0.2 |

Non resonant
Non resonant $\mathbf{0 . 6}$

### 5.4.2 Interpretation of the results and comparison with experiment and theory

It is very informative to compare the results obtained from the amplitude analysis of the $K^{+} \pi^{-} \pi^{+}$system with the previously available experimental results and theory predictions. The fit fractions listed in Table 5.7 show that the $K^{+} \pi^{-} \pi^{+}$spectrum in the $[1.1,1.9] \mathrm{GeV} / c^{2}$ mass interval is dominated by the $1^{+}$resonances, with the $K_{1}(1270)^{+}$ being significantly more abundant than the $K_{1}(1400)^{+}$, as already observed by the Belle collaboration [81]. It is worth recalling that this result is in disagreement with the theoretical study of Gronau et al. [69, 70], whose model for the determination of the photon polarisation in $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ decays, being anterior to the publication of Ref. [81], relies on the $K_{1}(1400)^{+}$to be the only $1^{+}$resonance in the $K^{+} \pi^{-} \pi^{+}$mass interval of interest, as already pointed out in Ref. [86].
A comparison with the study of the $K^{+} \pi^{-} \pi^{+}$spectrum in $B^{+} \rightarrow J / \psi K^{+} \pi^{-} \pi^{+}$decays performed by the Belle collaboration [92] shows a very good agreement both in the distribution of the data in the $m_{K^{+} \pi^{-} \pi^{+}}^{2}, m_{K^{+} \pi^{-}}^{2}$ and $m_{\pi^{+} \pi^{-}}^{2}$ dimensions, and in the hierarchy of the fitted components, despite the differences in the $K^{+} \pi^{-} \pi^{+}$mass interval and in the fit model. The improvement in the uncertainties obtained in this study is compatible with the difference in statistics between the two datasets ( $\sim 14000$ signal events for the LHCb $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ dataset against $\sim 8000$ signal events for the Belle $B^{+} \rightarrow J / \psi K^{+} \pi^{-} \pi^{+}$dataset).
In the $K^{+} \pi^{-} \pi^{+}$mass interval of interest, the $1^{+}$resonances play a relevant role, as introduced in Sec. 1.3.1. The $K_{1}(1270)^{+} \rightarrow K^{+} \rho(770)^{0}$ decay mode has the largest fit fraction $(\sim 40 \%)$, followed by the $K_{1}(1270)^{+} \rightarrow K^{*}(892)^{0} \pi^{+}$channel ( $\left.\sim 17 \%\right)$. The phase difference between the two dominant modes is found to be $-52.2^{\circ} \pm 2.5^{\circ}$, in reasonable agreement with the value obtained by Belle $-43.8^{\circ} \pm 4.0^{\circ} \pm 7.3^{\circ}$.
The decay mode $K_{1}(1270)^{+} \rightarrow K_{0}^{*}(1430)^{0} \pi^{+}$, accounting for $\sim 1 \%$ of the $K_{1}(1270)^{+}$ decays, is strongly suppressed with respect to its world average [89], as already observed in the experimental study of Ref. [92] ( $\sim 2 \%$ ). A theoretical model predicting a branching fraction for this mode consistent with the latest experimental results is presented in Ref. [91].
Despite the very small contribution from the $K_{1}(1270)^{+} \rightarrow K^{+} \omega(782)^{0}$ decay measured on data, its interference with the $K_{1}(1270)^{+} \rightarrow K^{+} \rho(770)^{0}$ channel causes a significant distortion to the $m_{\pi^{+} \pi^{-}}^{2}$ distribution. This effect, studied in detail in Ref. [130] and observed in Ref. [92], is clearly visible in Fig. 5.13 as a sharp drop at the $\omega(782)^{0}$ mass, correctly described by the signal function. Figure 5.13 highlights also the existence of a singularity in the breakup momentum $p_{0}$ of the system in its rest frame, appearing as a dip in the $m_{\pi^{+} \pi^{-}}^{2}$ distribution at $\left(m_{K_{1}(1270)}-m_{K}\right)^{2}$ (Eq. 5.6). This effect cannot be reproduced by the signal function used in the fit, because of the non-relativistic Breit-Wigner PDF used to describe the decay of the mother resonance, underlining the need for a more refined signal function for future studies.
The existence of the $K_{1}(1400)^{+}$resonance, for which only an upper limit on the branching


Figure 5.13 Finely binned $m_{\pi^{+} \pi^{-}}^{2}$ distribution showing the distortion effect, a sharp drop at the $\omega(782)^{0}$ mass, caused by the $\rho(770)^{0}-\omega(782)^{0}$ interference, and a dip at $\left(m_{K_{1}(1270)}-m_{K}\right)^{2}$ due to a singularity in the breakup momentum $p_{0}$ of the system in its rest frame. The colour code is given is Table 5.5. For the sake of simplicity, only the projections for the total fit and the $K_{1}(1270)^{+}$and $K_{2}^{*}(1430)^{+}$resonances decaying each to $K^{+} \rho(770)^{0}$ or $K^{+} \omega(782)^{0}$ are shown.
fraction exists [81], is confirmed, but with a lower fit fraction than the one found by the Belle collaboration [92]: this is likely due to the difference between the abundance for the $K_{2}^{*}(1430)^{+}$modes, fixed in the Belle model to values significantly different than the ones obtained in the present study.

### 5.4.3 Resonance content in the four $K^{+} \pi^{-} \pi^{+}$mass intervals

Looking at the fit fraction results in the four $K^{+} \pi^{-} \pi^{+}$mass intervals helps understanding which are the decay modes and the interference patterns that shape the $\cos \hat{\theta}$ distributions obtained in Chapter 4 (Fig. 4.6):

- For $m_{K^{+} \pi^{-} \pi^{+}} \in[1.1,1.3] \mathrm{GeV} / c^{2}$ the $1^{+}$resonances are largely dominating; a significant destructive interference pattern between the dominant $K_{1}(1270)^{+}$modes is observed, along with a large interference between the $K_{1}(1270)^{+}$and $K_{1}(1400)^{+}$ decay channels.
- Moving along the $K^{+} \pi^{-} \pi^{+}$mass spectrum $\left(m_{K^{+} \pi^{-} \pi^{+}} \in[1.3,1.4] \mathrm{GeV} / c^{2}\right)$ the contributions from $1^{-}$and $2^{+}$resonances become relevant, still dominated by the $1^{+}$resonances and their interference patterns.
- Many decay modes, with all the considered spin-parities, have a large fit fraction in the $m_{K^{+} \pi^{-} \pi^{+}} \in[1.4,1.6] \mathrm{GeV} / c^{2}$ interval. The main contribution corresponds to the $2^{+}$resonance $K_{2}^{*}(1430)^{+}$decaying to $K^{+} \rho(770)^{0}$.
- In the highest $K^{+} \pi^{-} \pi^{+}$mass interval ( $m_{K^{+} \pi^{-} \pi^{+}} \in[1.6,1.9] \mathrm{GeV} / c^{2}$ ) the most relevant fit fraction corresponds to the non resonant contribution, with large fit fractions also for $2^{-}$and $1^{-}$kaon resonances decay modes. The $K_{1}(1270)^{+} \rightarrow$ $K^{+} \rho(770)^{0}$ channel remains one of the most relevant modes even in the highest $K^{+} \pi^{-} \pi^{+}$mass interval.

These results will be recalled in Chapter 6, where the simulated shapes of the $\cos \hat{\theta}$ distribution for each spin-parity are shown.

## 6

## Conclusions and outlook

The inclusive $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ decay, with a $K^{+} \pi^{-} \pi^{+}$mass in the $[1,2] \mathrm{GeV} / c^{2}$ range, has been studied in $3 \mathrm{fb}^{-1}$ of data collected by the LHCb detector in 2011 and 2012 at $\sqrt{s}=7$ and 8 TeV respectively. After a careful study and characterisation of the backgrounds, a total of $13876 \pm 153$ signal events has been observed.
The angular distribution of the photon with respect to the plane defined by the three final-state hadrons has been measured in four intervals of interest in $K^{+} \pi^{-} \pi^{+}$mass from the distribution of the number of signal events in bins of the angle defined by the direction of the photon. The up-down asymmetry, which is proportional to the photon polarisation parameter $\lambda_{\gamma}$, has been measured in each mass interval, leading to the first observation of a parity-violating photon polarisation different from zero at the $5.2 \sigma$ significance level in $b \rightarrow s \gamma$ transitions. This study has been published in Ref. [1].
Since none of the available theoretical predictions can describe the full $K^{+} \pi^{-} \pi^{+}$system, with its multitude of interfering decay modes, the obtained photon angular distributions as well as the up-down asymmetry values cannot be translated into a measurement of the polarisation of the photon. A full Dalitz amplitude analysis of the $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ decay is needed, so that the resonances populating the $K^{+} \pi^{-} \pi^{+}$mass spectrum can be identified and separated. This approach relies on characterising the system using all its degrees of freedom: three invariant masses $\left(m_{K^{+} \pi^{-} \pi^{+}}^{2}, m_{K^{+} \pi^{-}}^{2}\right.$ and $\left.m_{\pi^{+} \pi^{-}}^{2}\right)$ and two angles $(\theta$ and $\chi)$ that define the direction of the photon with respect to the decay plane of the final state hadrons.
In this thesis, a first approach to the problem, aimed at understanding the $K^{+} \pi^{-} \pi^{+}$ hadronic structure, has been presented. The amplitude analysis of the $K^{+} \pi^{-} \pi^{+}$system has been performed integrating over the angular variables defining the direction of the photon, in order to obtain an estimate of the resonance content. This is the first threedimensional amplitude study of the $K^{+} \pi^{-} \pi^{+}$system in $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ decays, yielding the statistically most precise results. The fit fractions obtained for the main modes are consistent with those observed in previous studies [87]: the $K_{1}(1270)^{+} \rightarrow K^{+} \rho(770)^{0}$ decay mode is found to be dominant, followed by $K_{1}(1270)^{+} \rightarrow K^{*}(892)^{0} \pi^{+}$; the decay
channel $K_{1}(1270)^{+} \rightarrow K^{*}(1430)^{0} \pi^{+}$, supposed to be relevant in Ref. [89] is found to be small; the $1^{+}$resonances and their interference patterns account for more than $90 \%$ of the events in the first $K^{+} \pi^{-} \pi^{+}$mass interval ( $\left.[1.1,1.3] \mathrm{GeV} / c^{2}\right)$ suggesting a promising mass region for the development of a simplified theory model for the determination of $\lambda_{\gamma}$.
The current description of the system does not yet allow for a full, high-precision discrimination between the various resonances contributing to the $K^{+} \pi^{-} \pi^{+}$spectrum, especially in the region around $m_{K^{+} \pi^{-} \pi^{+}} \sim 1.5 \mathrm{GeV} / c^{2}$ where most of the resonances are overlapping. For future analyses of the photon polarisation in the $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ decay, the fitter needs to be extended to the full five-dimensional scenario, with the angular dimensions expected to provide additional separation power to the fit. For such extension it is recommended to move to a generator-level framework for amplitude analyses, that can be used to generate and fit the full distribution, controlling the angular dimensions together with the invariant masses. The MINT package, first developed for the amplitude analysis of $D^{0} \rightarrow K^{+} K^{-} \pi^{+} \pi^{-}$decays at CLEO [131] and recently extended to be used for the study of $B$-mesons decays at LHCb (e.g. $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} J / \psi$ [132]) is suited to accomplish this goal. As an example, the sources of interference that have not been considered until now, such as the $S-D$ wave interference for the $K_{1}(1270)^{+} \rightarrow K^{*}(892)^{0} \pi^{+}$ mode and the interference between mother resonances with different spin-parities, can be introduced within this framework. These interference patterns have never been studied for the $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ system and might prove to add a significant contribution to the sensitivity of the fitter to the polarisation of the photon.
To demonstrate how much information is hidden in the photon angular dimensions, the five-dimensional distributions of the kaon resonances $K_{1}(1400)^{+}\left(1^{+}\right), K^{*}(1410)^{+}$ $\left(1^{-}\right), K_{2}^{*}(1430)^{+}\left(2^{+}\right)$and $K_{2}(1770)^{+}\left(2^{-}\right)$decaying to a $K^{*}(892)^{0} \pi^{+}$final state have been generated with the MINT package (Fig. 6.1). The distinctive shape of $\cos \hat{\theta}$ will be essential to explain the distribution of the photon angle observed in data (Fig. 4.6). Intuitively, these shapes seem coherent with the fit fractions measured for the decay modes in each $K^{+} \pi^{-} \pi^{+}$mass interval studied (Sec. 5.4.3): the dominant $1^{+}$resonances are driving the shape of $\cos \hat{\theta}$ in all bins, with small modifications from the other resonances; the change in shape in the highest $K^{+} \pi^{-} \pi^{+}$mass interval can be ascribed to the $2^{-}$ resonances that are particularly relevant in that $m_{K^{+} \pi^{-} \pi^{+}}$region.
Following suggestions from theory [133], the possibility of a simultaneous fit of the $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ and $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} J / \psi$ decay channels should also be considered in future studies. The mode with the $J / \psi$ resonance has much larger statistics because of the high branching fraction $\left(\sim 8 \times 10^{-4}\right)$ and favourable trigger conditions (the LHCb trigger is very efficient in the $J / \psi \rightarrow \mu^{+} \mu^{-}$mode). Therefore, it represents a very good control channel for the evaluation of the strong $K_{\mathrm{res}} \rightarrow K^{+} \pi^{-} \pi^{+}$decay hadronic information, such as the mixing angle between the $K_{1}(1270)^{+}$and $K_{1}(1400)^{+}$resonances, needed as an input to the theoretical models for the determination of the photon polarisation. Moreover, this channel can be used for a precise determination of the width of the $K_{1}(1270)^{+}$ resonance that would reduce the systematic uncertainties. However, the presence of the $J / \psi$ resonance introduces complications related to the charmonium and charmonium-like modes as $B^{+} \rightarrow \psi(2 S)\left(\rightarrow J / \psi \pi^{+} \pi^{-}\right) K^{+}, B^{+} \rightarrow X(3872)\left(\rightarrow J / \psi \pi^{+} \pi^{-}\right) K^{+}, B^{+} \rightarrow$


Figure 6.1 Five-dimensional distributions of $K_{1}(1400)^{+}\left(1^{+}\right.$in blue), $K^{*}(1410)^{+}\left(1^{-}\right.$in red), $K_{2}^{*}(1430)^{+}\left(2^{+}\right.$in green) and $K_{2}(1770)^{+}\left(2^{-}\right.$in cyan) decaying to a $K^{*}(892)^{0} \pi^{+}$ final state generated with the MINT package. The angular dimensions show distinctive distributions according to the mother resonance spin-parity.
$Y(4260)\left(\rightarrow J / \psi \pi^{+} \pi^{-}\right) K^{+}$etc., some of which are not well known and that might prove to be very challenging to handle for both theory and experiment.

In the road towards the experimental determination of the polarisation of the photon, the results presented in this thesis represent an essential starting point for the establishment of further theoretical models and a solid foundation for the development of the full amplitude study of the $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ decay. With this future study, given the fantastic opportunity to further increase the LHCb statistics in this decay channel offered by the ongoing LHC Run 2, it will finally be possible to achieve the first precise determination of photon polarisation in $b \rightarrow s \gamma$ transitions, providing a further test to the SM predictions in a sector still experimentally unexplored.

# Study of the CP asymmetry in the 2012 data sample 

In this Appendix, the study of the $C P$ asymmetry performed on the 2012 data sample is presented. The main differences between this study and the one performed on the full LHCb Run I data sample presented in this thesis, the former being chronologically antecedent, will be discussed. This study has lead to the publication of Ref. [134], on which this Appendix is based.

## A. $1 \quad C P$ asymmetry in $B$ meson decays

According to the SM, the mixing between the three generations of quarks described by the CKM matrix is the leading source of $C P$ asymmetry. Since the present SM description of $C P$ asymmetry fails to explain the difference between matter and antimatter that is observed in the universe, a large effort is being deployed on the search for deviations from CKM predictions. Any disagreement between theory and experiment may point to new sources of asymmetry. Hence, measurements of $C P$ violation in $B$ meson decays, providing strong constraints on the flavour parameters of the SM, are extremely important.
The $C P$ asymmetry for the radiative decay $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ is defined as

$$
\begin{equation*}
\mathcal{A}_{C P}=\frac{\Gamma\left(B^{-} \rightarrow K^{-} \pi^{+} \pi^{-} \gamma\right)-\Gamma\left(B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma\right)}{\Gamma\left(B^{-} \rightarrow K^{-} \pi^{+} \pi^{-} \gamma\right)+\Gamma\left(B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma\right)} . \tag{A.1}
\end{equation*}
$$

## A. 2 Event selection

For this study, $p p$ collision data corresponding to an integrated luminosity of $2 \mathrm{fb}^{-1}$, collected with the LHCb detector at $\sqrt{s}=8 \mathrm{TeV}$, have been used.
A cut-based selection is applied, similar to the one introduced in Sec. 3.2.2. Track quality is ensured by requiring a low probability that the track is actually made of pseudorandom
combinations of hits and a good quality track fit. Tracks are required to have a minimum $p_{\mathrm{T}}$ of $500 \mathrm{MeV} / c$ with at least one of them above $1200 \mathrm{MeV} / c$. Their $\chi_{\mathrm{IP}}^{2}$ is required to be larger than 25 . DLL criteria are used to identify the tracks as pions or kaons [135].
The $\chi^{2}$ per degree of freedom of the vertex fit is requested to be below 9 . The resonance is also required to be isolated from other charged tracks in the event by comparing the $\chi^{2}$ of the three-track fit and the $\chi^{2}$ of all possible vertices that can be obtained by adding an extra track to the original vertex $\left(\Delta \chi^{2}>4\right)$.
Photons are required to have a transverse energy $E_{\mathrm{T}}$ above 3 GeV .
One kaon and two pions consistent with an intermediate resonance vertex are combined with the photon to build the $B$ candidate. The $B$ mass-constrained invariant mass is requested to be between 1100 and $1900 \mathrm{MeV} / c^{2}$. Good reconstruction of the $B$ vertex is ensured by requiring that the cosine of the angle between the reconstructed $B$ momentum and the direction defined by the PV and the $B$ vertex is above 0.9998 . The relatively long lifetime of $B$ mesons is exploited to remove background coming from particles produced in the PV by requiring that the flight distance $\chi^{2}>100$.

Peaking backgrounds are vetoed as discussed in Sec. 3.4. The fiducial requirement described in Sec. 3.2.2 is applied to get rid of the effects of the detector geometry on different charge particles.

Additional requirements not described here are the same as in Sec. 3.2, exception made for the multivariate selection.

## A. $3 \quad C P$ asymmetry fit

A simultaneous unbinned extended maximum likelihood fit to two samples split according to the $B$ candidate charge, for the determination of the raw charge asymmetry and signal yield, is performed on the full $K^{+} \pi^{-} \pi^{+}$spectrum, including the fiducial requirement. The mean and width of the signal mass distributions are free but shared between the two categories, as well as the partially reconstructed background shape parameters. Relative fractions of the backgrounds are left free, allowing for possible charge asymmetries in the background.

Fit results on the $B^{+}$and $B^{-}$subsamples are shown in Fig. A.1. The stability of the fit has been confirmed by a large number of pseudoexperiments and by studying the log likelihood profiles of the fitted parameters.

A raw charge asymmetry of $-0.022 \pm 0.015$ is measured. A charge asymmetry of $0.01 \pm 0.05$ is observed in the combinatorial background, while both the partial and the missing pion backgrounds show asymmetries of $0.04 \pm 0.03$.


Figure A. 1 Invariant $K \pi \pi \gamma$ mass for $B^{+}$(left) and $B^{-}$(right) candidates with the result of the simultaneous fit overlaid. Colour code as in Fig. 3.20.

## A. 4 Determination of $C P$ asymmetry

A measure of $C P$ violation in the inclusive $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ channel is determined from the observed raw charge asymmetry, which is related to the physical $C P$-violating asymmetry $\mathcal{A}_{C P}$ through

$$
\begin{equation*}
\mathcal{A}_{C P}=\mathcal{A}_{C P}^{\mathrm{raw}}-\mathcal{A}_{\mathrm{P}}-\mathcal{A}_{\mathrm{D}}+\Delta \mathcal{A}_{C P}^{\mathrm{raw}}, \tag{A.2}
\end{equation*}
$$

where $\mathcal{A}_{\mathrm{P}}$ is the asymmetry in the production of $B^{+}$and $B^{-}$in $p p$ collisions, $\mathcal{A}_{\mathrm{D}}$ is the asymmetry due to the differences between positive and negative particles that arise in the interaction with matter, detector acceptance, and reconstruction, and $\Delta \mathcal{A}_{C P}^{\text {raw }}$ is the instrumental bias induced by non-uniformities in the detector in the presence of a magnetic field.
The detection and production asymmetries in $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ decays are determined from the $B^{+} \rightarrow J / \psi K^{+}$control channel, which has a well measured $C P$ asymmetry $\mathcal{A}_{C P}\left(B^{+} \rightarrow J / \psi K^{+}\right)=0.001 \pm 0.007[89]$, and are found to be $\mathcal{A}_{\mathrm{D}}+\mathcal{A}_{\mathrm{P}}=-0.013 \pm 0.008$. Since both signal and control channels involve a charged $B$ meson, the asymmetries arising from $B$ meson from production are equal between them. In addition, both decays have one kaon, so asymmetries from kaon interaction with matter and reconstruction are considered to be the same; the difference in kaon momentum spectra between signal and $B^{+} \rightarrow J / \psi K^{+}$, which could cause different $\mathcal{A}_{\mathrm{D}}$, is considered as a possible source of systematic uncertainty, but its effect is found to be negligible.
The presence of the magnetic field, which spreads oppositely-charged particles to different regions of the LHCb detector, introduces an additional source of instrumental bias. Nonuniformities in the detector performance can induce a bias in the asymmetry measurement, which is experimentally reduced by regularly flipping the magnet polarity during data taking. To estimate the instrumental bias $\Delta \mathcal{A}_{C P}^{\text {raw }}$, a separate $\mathcal{A}_{C P}$ fit is performed for each of the magnet polarities. Taking into account the imbalance in luminosity between

## A.4. Determination of $C P$ asymmetry

Table A. 1 Contributions to the value and uncertainty of $\mathcal{A}_{C P}$. The $\mathcal{A}_{C P}^{\text {raw }}$ uncertainty is statistical, while the rest are included in the systematic uncertainty. The total systematic uncertainty is obtained by summing these contributions in quadrature.

| Contribution | Value | Uncertainty |
| :--- | ---: | :---: |
| $\mathcal{A}_{C P}^{\text {raw }}$ | -0.022 | 0.015 |
| $\mathcal{A}_{\mathrm{D}}+\mathcal{A}_{\mathrm{P}}$ | -0.013 | 0.008 |
| $\Delta \mathcal{A}_{C P}^{\text {raw }}$ | 0.002 | 0.001 |
| Simulation parameters | 0.000 | ${ }^{+0.0001}$ |
| Fit model | 0.000 | 0.002 |

the two magnet polarities, the correction is found to be $\Delta \mathcal{A}_{C P}^{\mathrm{raw}}=0.002 \pm 0.001$.
Systematic uncertainties associated with the fit parameters that are fixed from simulation are assessed by means of a large number of pseudoexperiments, which are performed on the same data sample and where the fixed shape parameters are varied randomly within their simulation uncertainties. The systematic uncertainty associated to the fit model is assessed by using different parameterisations of mass shapes, both for the signal and each of the backgrounds, and by varying the $B$ mass window. The contributions from each of the fit components are added in quadrature.
The values obtained for the raw $C P$ asymmetry and for the systematic uncertainties are summarized in Table A.1. Making use of Eq. A.2, the $C P$ asymmetry in the inclusive $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ decay is determined for the first time and it is found to be

$$
\begin{equation*}
\mathcal{A}_{C P}=-0.007 \pm 0.015(\text { stat }) \pm 0.008(\text { syst }) . \tag{A.3}
\end{equation*}
$$

## Up-down asymmetry counting fit

An alternative approach to the determination of the up-down asymmetry consists in splitting the data according to the charge of the $B^{ \pm}$candidate (positive, negative), the direction of the photon (up, down) and the year of data taking (2011, 2012), and perform a simultaneous fit of the resulting data samples. This approach, that is presented in this Appendix as a cross-check of the study performed in Chapter 4, is referred to as counting fit, $\underset{\sim}{b}$ ecause it is conceptually analogous to determining $\mathcal{A}_{\text {ud }}$ selecting only two bins on $\cos \tilde{\theta}$ and then counting the number of up and down photons in the sample.
The total fit function built from the eight mass PDFs (Eq. 3.15), one for each individual sample, has the following characteristics:

- the eight signal yields are expressed as a combination of the yields from 2012, the total yield, and $C P$ and up-down asymmetries, as described in Sec. B.1;
- the signal mass $\mu$ is shared by all the PDFs;
- the signal mass resolution $\sigma$ is shared by all the PDFs corresponding to the same data-taking year;
- the other signal parameters are fixed from MC;
- the background shape parameters are shared by all the PDFs;
- the eight background yields are independent, allowing for the presence of asymmetries in the background.

The fit is performed separately in each of the four $K^{+} \pi^{-} \pi^{+}$mass intervals previously introduced, since different up-down asymmetry results are expected according to the resonance contents in the selected window.

## B.1. Fit formalism

## B. 1 Fit formalism

Introducing the total signal yields for $B^{+}$and $B^{-}$as $N^{+}$and $N^{-}$, the raw $C P$ asymmetry, i.e. the $C P$ asymmetry not corrected for detector effects such as detection and production asymmetries affecting the $B^{+}$and $B^{-}$candidates, can be written as

$$
\begin{equation*}
\mathcal{A}_{C P}^{\mathrm{raw}}=\frac{N^{-}-N^{+}}{N^{-}+N^{+}} . \tag{B.1}
\end{equation*}
$$

With the total yield $N=N^{+}+N^{-}$, Eq. B. 1 implies

$$
\begin{equation*}
N^{ \pm}=\frac{1}{2} N\left(1 \mp \mathcal{A}_{C P}^{\mathrm{raw}}\right) . \tag{B.2}
\end{equation*}
$$

Further splitting the data in two bins according to $\cos \tilde{\theta}$, defined in Eq. 1.126, $U^{ \pm}\left(D^{ \pm}\right)$ can be introduced as the number of $B^{ \pm}$decays in the up (down) $\cos \tilde{\theta} \operatorname{bin}^{1}$, such that $N^{ \pm}=U^{ \pm}+D^{ \pm}$.
The charge-specific up-down asymmetries read

$$
\begin{equation*}
\mathcal{A}_{\mathrm{ud}}^{ \pm}= \pm \frac{U^{ \pm}-D^{ \pm}}{U^{ \pm}+D^{ \pm}}, \tag{B.3}
\end{equation*}
$$

where the sign change is introduced in order to have the same sign for $\mathcal{A}_{\mathrm{ud}}^{+}$and $\mathcal{A}_{\mathrm{ud}}^{-}$, accounting for the sign flipping of $\lambda_{\gamma}$ between $B^{+}$and $B^{-}$(Sec. 1.2). Using these definitions, the up and down yields become

$$
\begin{align*}
U^{ \pm} & =\frac{1}{2} N^{ \pm}\left(1 \pm \mathcal{A}_{\mathrm{ud}}^{ \pm}\right), \\
D^{ \pm} & =\frac{1}{2} N^{ \pm}\left(1 \mp \mathcal{A}_{\mathrm{ud}}^{ \pm}\right) . \tag{B.4}
\end{align*}
$$

Introducing $C P$ violation in these definitions, the final expression for these four signal yields is obtained

$$
\begin{align*}
U^{ \pm} & =\frac{1}{4} N\left(1 \mp \mathcal{A}_{C P}^{\mathrm{raw}}\right)\left(1 \pm \mathcal{A}_{\mathrm{ud}}^{ \pm}\right), \\
D^{ \pm} & =\frac{1}{4} N\left(1 \mp \mathcal{A}_{C P}^{\mathrm{raw}}\right)\left(1 \mp \mathcal{A}_{\mathrm{ud}}^{ \pm}\right) . \tag{B.5}
\end{align*}
$$

Furthermore, considering the 2011 and 2012 datasets separately

$$
\begin{align*}
& U^{ \pm}=U_{2011}^{ \pm}+U_{2012}^{ \pm}, \\
& D^{ \pm}=D_{2011}^{ \pm}+D_{2012}^{ \pm}, \tag{B.6}
\end{align*}
$$

[^13]one finally obtains
\[

$$
\begin{align*}
U_{2011}^{ \pm} & =\frac{1}{4} N\left(1 \mp \mathcal{A}_{C P}^{\mathrm{raw}}\right)\left(1 \pm \mathcal{A}_{\mathrm{ud}}^{ \pm}\right)-U_{2012}^{ \pm} \\
D_{2011}^{ \pm} & =\frac{1}{4} N\left(1 \mp \mathcal{A}_{C P}^{\mathrm{raw}}\right)\left(1 \mp \mathcal{A}_{\mathrm{ud}}^{ \pm}\right)-D_{2012}^{ \pm} \tag{B.7}
\end{align*}
$$
\]

leaving $\mathcal{A}_{\mathrm{ud}}^{+}, \mathcal{A}_{\mathrm{ud}}^{-}, \mathcal{A}_{C P}^{\text {raw }}$, the total signal yield $N$ and the four 2012 yields as fit parameters for the final simultaneous fit.
In addition, events are weighted with the inverse of the efficiency of the corresponding bin in $\cos \tilde{\theta}$ shown in Fig. 3.10.

## B. 2 Fit results

Eight samples are used for the simultaneous up-down asymmetry fit as discussed in the previous section. The results of the unbinned extended simultaneous maximum likelihood fit in each of the four intervals of $K^{+} \pi^{-} \pi^{+}$mass are shown in Figs. B.1-B.4, with the fit parameters summarized in Tables B. 1 and B.2. The results obtained using both $\cos \tilde{\theta}$ and $\cos \theta$ (the so-called sign-flip and no-flip scenarios, Sec. 1.2.1) for defining the direction of the photon are reported in the tables. Only the mass plots obtained using $\cos \tilde{\theta}$ are shown.

The obtained signal shapes are compatible with that obtained from the full fit on the $3 \mathrm{fb}^{-1}$ data sample. The signal resolution shows a dependence on the mass of the $K^{+} \pi^{-} \pi^{+}$system (addressed in Sec. 5.1). The background composition is found to be very similar for the four intervals of $K^{+} \pi^{-} \pi^{+}$mass, the partial background contribution being slightly lower in the first two bins. No significant discrepancy is observed between the fit parameters obtained for the 2011 and 2012 data samples.

Table B. 1 Fit results for the up-down asymmetry fit on the full $3 \mathrm{fb}^{-1}$ sample obtained using the sign-flip convention $(\cos \tilde{\theta})$. Signal (background) parameters are shown in the upper (lower) section.

| Parameter | $m_{K^{+} \pi^{-} \pi^{+}}$mass interval |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | [1.1, 1.3] | [1.3, 1.4] | [1.4, 1.6] | [1.6, 1.9] | $\mathrm{GeV} / c^{2}$ |
| $N_{\text {signal }}$ | $3619 \pm 80$ | $2557 \pm 62$ | $3391 \pm 76$ | $3225 \pm 76$ |  |
| $\mathcal{A}_{\text {ud }}^{+}$ | $0.096 \pm 0.026$ | $0.046 \pm 0.030$ | $0.058 \pm 0.028$ | $-0.060 \pm 0.028$ |  |
| $\mathcal{A}_{\text {ud }}^{-}$ | $0.059 \pm 0.026$ | $0.054 \pm 0.031$ | $0.051 \pm 0.027$ | $-0.017 \pm 0.028$ |  |
| $\mathcal{A}^{\text {raw }}$ | $-0.009 \pm 0.019$ | $-0.017 \pm 0.022$ | $0.032 \pm 0.019$ | $0.003 \pm 0.020$ |  |
| $\mu$ | $5279.9 \pm 2.3$ | $5277.9 \pm 2.4$ | $5281.4 \pm 2.3$ | $5278.9 \pm 2.2$ | $\mathrm{MeV} / c^{2}$ |
| $\sigma_{2011}$ | $91.8 \pm 3.3$ | $95.9 \pm 3.8$ | $95.4 \pm 3.7$ | $90.3 \pm 3.4$ | $\mathrm{MeV} / c^{2}$ |
| $\sigma_{2012}$ | $90.8 \pm 2.5$ | $84.0 \pm 2.5$ | $87.1 \pm 2.5$ | $82.5 \pm 2.3$ | $\mathrm{MeV} / c^{2}$ |
| $N_{\text {signal, } 2012}^{+, \text {,up }}$ | $706 \pm 31$ | $485 \pm 24$ | $638 \pm 29$ | $533 \pm 27$ |  |
| $\begin{aligned} & N_{\text {signal, }}^{1, \text { odaln }} 012 \end{aligned}$ | $600 \pm 29$ | $446 \pm 24$ | $541 \pm 27$ | $612 \pm 29$ |  |
| $N_{\text {signal, }, 2012}^{- \text {sup }}$ | $565 \pm 28$ | $420 \pm 23$ | $567 \pm 28$ | $594 \pm 29$ |  |
| $N_{\text {signal, } 2012}$ | $673 \pm 30$ | $447 \pm 24$ | $666 \pm 30$ | $524 \pm 27$ |  |
| $\tau$ | $-0.35 \pm 0.14$ | $-0.10 \pm 0.19$ | $-0.28 \pm 0.15$ | $-0.49 \pm 0.13$ | $\mathrm{GeV}^{-1} c^{2}$ |
| $c_{\text {partial }}$ | $5 \pm 14$ | $-0.8 \pm 4.4$ | $-6.4 \pm 2.9$ | $-2.1 \pm 3.0$ |  |
| $p_{\text {partial }}$ | $1.2 \pm 0.8$ | $1.7 \pm 0.9$ | $2.6 \pm 0.6$ | $1.5 \pm 0.6$ |  |
|  | $509 \pm 24$ | $337 \pm 20$ | $722 \pm 29$ | $565 \pm 25$ |  |
|  | $1237 \pm 38$ | $854 \pm 31$ | $1754 \pm 44$ | $1440 \pm 40$ |  |
| $N_{\text {bkg, }}^{\text {blown }}$ | $469 \pm 23$ | $307 \pm 19$ | $706 \pm 28$ | $574 \pm 26$ |  |
|  | $1314 \pm 39$ | $841 \pm 31$ | $1823 \pm 45$ | $1536 \pm 42$ |  |
| $N_{\text {bkg, }}^{\text {begp }}$, 2011 | $515 \pm 25$ | $331 \pm 19$ | $641 \pm 27$ | $568 \pm 25$ |  |
| $N_{\text {bkup }}^{\text {bele }}$ | $1246 \pm 38$ | $818 \pm 30$ | $1766 \pm 44$ | $1436 \pm 42$ |  |
|  | $473 \pm 24$ | $337 \pm 20$ | $661 \pm 27$ | $577 \pm 25$ |  |
| $N_{\text {bkg, } 2012}^{-, \text {,own }}$ | $1209 \pm 38$ | $820 \pm 31$ | $1846 \pm 45$ | $1470 \pm 41$ |  |
|  | $0.54 \pm 0.04$ | $0.51 \pm 0.06$ | $0.47 \pm 0.04$ | $0.35 \pm 0.05$ |  |
|  | $0.48 \pm 0.03$ | $0.48 \pm 0.03$ | $0.39 \pm 0.02$ | $0.37 \pm 0.03$ |  |
| $f_{\text {miss- } \pi \text {, } 2011}^{+ \text {,down }}$ | $0.49 \pm 0.05$ | $0.52 \pm 0.06$ | $0.41 \pm 0.04$ | $0.42 \pm 0.05$ |  |
|  | $0.45 \pm 0.03$ | $0.42 \pm 0.04$ | $0.42 \pm 0.02$ | $0.40 \pm 0.03$ |  |
|  | $0.43 \pm 0.05$ | $0.50 \pm 0.06$ | $0.43 \pm 0.04$ | $0.43 \pm 0.04$ |  |
|  | $0.46 \pm 0.03$ | $0.50 \pm 0.04$ | $0.42 \pm 0.02$ | $0.40 \pm 0.03$ |  |
| $f_{\text {miss-wn }}^{-2011}$ | $0.49 \pm 0.05$ | $0.67 \pm 0.05$ | $0.50 \pm 0.04$ | $0.48 \pm 0.05$ |  |
|  | $0.46 \pm 0.03$ | $0.59 \pm 0.04$ | $0.43 \pm 0.02$ | $0.40 \pm 0.03$ |  |
|  | $0.32 \pm 0.04$ | $0.42 \pm 0.06$ | $0.42 \pm 0.04$ | $0.44 \pm 0.05$ |  |
| $f_{\text {partial, } 2012}^{+ \text {,up }}$ | $0.36 \pm 0.03$ | $0.41 \pm 0.03$ | $0.51 \pm 0.02$ | $0.43 \pm 0.03$ |  |
| $f_{\text {partown }}^{+ \text {,down }}$, ${ }^{\text {a }}$ | $0.35 \pm 0.04$ | $0.37 \pm 0.05$ | $0.48 \pm 0.04$ | $0.43 \pm 0.05$ |  |
| $f_{\text {partial }}^{+ \text {,down }}$ | $0.37 \pm 0.03$ | $0.44 \pm 0.04$ | $0.46 \pm 0.02$ | $0.40 \pm 0.03$ |  |
| ${ }_{\text {partial, } 2011}$ | $0.37 \pm 0.04$ | $0.41 \pm 0.06$ | $0.51 \pm 0.04$ | $0.46 \pm 0.04$ |  |
| $f_{\text {partial, } 2012}^{- \text {,up }}$ | $0.36 \pm 0.03$ | $0.38 \pm 0.04$ | $0.48 \pm 0.04$ | $0.40 \pm 0.03$ |  |
| $f_{\text {partial, } 2011}^{-, \text {,down }}$ | $0.29 \pm 0.04$ | $0.25 \pm 0.05$ | $0.42 \pm 0.04$ | $0.40 \pm 0.04$ |  |
| $f_{\text {partial, } 2012}^{- \text {,down }}$ | $0.35 \pm 0.03$ | $0.29 \pm 0.03$ | $0.47 \pm 0.02$ | $0.42 \pm 0.03$ |  |

## Chapter B. Up-down asymmetry counting fit

Table B. 2 Fit results for the up-down asymmetry fit on the full $3 \mathrm{fb}^{-1}$ sample obtained in the no sign-flip convention $(\cos \theta)$. Signal (background) parameters are shown in the upper (lower) section.

| Parameter | $m_{K^{+} \pi^{-} \pi^{+}}$mass interval |  |  |  | Unit <br> $\mathrm{GeV} / c^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | [1.1, 1.3] | [1.3, 1.4] | [1.4, 1.6] | [1.6, 1.9] |  |
| $N_{\text {signal }}$ | $3613 \pm 80$ | $2547 \pm 62$ | $3391 \pm 76$ | $3220 \pm 75$ |  |
| $\mathcal{A}_{\text {ud }}^{+}$ | $-0.028 \pm 0.026$ | $0.073 \pm 0.030$ | $0.048 \pm 0.028$ | $-0.038 \pm 0.028$ |  |
| $\mathcal{A}_{\text {ud }}^{-}$ | $-0.003 \pm 0.026$ | $0.020 \pm 0.031$ | $0.069 \pm 0.027$ | $-0.070 \pm 0.028$ |  |
| $\mathcal{A}_{C P}^{\text {raw }}$ | $-0.009 \pm 0.019$ | $-0.018 \pm 0.022$ | $0.032 \pm 0.019$ | $0.004 \pm 0.020$ |  |
| $\mu$ | $5279.8 \pm 2.3$ | $5278.1 \pm 2.4$ | $5281.2 \pm 2.3$ | $5279.0 \pm 2.2$ | $\mathrm{MeV} / c^{2}$ |
| $\sigma_{2011}$ | $91.9 \pm 3.3$ | $95.6 \pm 3.9$ | $95.7 \pm 3.6$ | $90.3 \pm 3.4$ | $\mathrm{MeV} / c^{2}$ |
| $\sigma_{2012}$ | $90.8 \pm 2.5$ | $83.8 \pm 2.5$ | $87.3 \pm 2.5$ | $82.6 \pm 2.3$ | $\mathrm{MeV} / c^{2}$ |
| $N_{\text {signal, } 2012}^{+, \text {up }}$ | $638 \pm 29$ | $510 \pm 25$ | $624 \pm 29$ | $541 \pm 27$ |  |
| $N_{\text {signal, }}^{+ \text {, } 2012}$ | $665 \pm 30$ | $418 \pm 23$ | $554 \pm 28$ | $599 \pm 29$ |  |
| $N_{\text {signal, }}$ | $621 \pm 29$ | $427 \pm 23$ | $584 \pm 28$ | $615 \pm 29$ |  |
| $N_{\text {signal, } 2012}^{-, \text {down }}$ | $612 \pm 29$ | $435 \pm 24$ | $648 \pm 29$ | $502 \pm 26$ |  |
| $\tau$ | $-0.35 \pm 0.14$ | $-0.10 \pm 0.19$ | $-0.27 \pm 0.15$ | $-0.49 \pm 0.13$ | $\mathrm{GeV}^{-1} c^{2}$ |
| $c_{\text {partial }}$ | $5 \pm 21$ | $-0.6 \pm 4.5$ | $-6.3 \pm 2.8$ | $-2.0 \pm 3.0$ |  |
| $p_{\text {partial }}$ | $1.1 \pm 0.8$ | $1.7 \pm 0.9$ | $2.6 \pm 0.5$ | $1.5 \pm 0.6$ |  |
|  | $482 \pm 24$ | $332 \pm 20$ | $701 \pm 28$ | $550 \pm 25$ |  |
| $N_{\text {bkg, }}^{+ \text {, }} 2012$ | $1271 \pm 39$ | $895 \pm 32$ | $1785 \pm 44$ | $1472 \pm 41$ |  |
| $N_{\text {bkg, }}^{+, \text {down }}$ | $496 \pm 24$ | $312 \pm 19$ | $726 \pm 29$ | $589 \pm 26$ |  |
| $N_{\text {bkg, }}^{\text {b, }}$, 212 | $1272 \pm 39$ | $796 \pm 30$ | $1781 \pm 45$ | $1492 \pm 41$ |  |
| $N_{\text {bkg, }}^{-, \text {,up }}$ | $491 \pm 24$ | $327 \pm 19$ | $647 \pm 27$ | $542 \pm 25$ |  |
| $N_{\text {bkg, }}^{-, \text {up }}, 2012$ | $1198 \pm 38$ | $769 \pm 30$ | $1846 \pm 45$ | $1448 \pm 41$ |  |
| $N_{\text {bkg, } 2011}^{- \text {,down }}$ | $497 \pm 24$ | $341 \pm 20$ | $653 \pm 27$ | $603 \pm 26$ |  |
| $N_{\text {bkg, }}^{\text {-,down }} 2012$ | $1249 \pm 38$ | $863 \pm 31$ | $1750 \pm 44$ | $1448 \pm 40$ |  |
| $f_{\text {miss- }-\pi, 2011}^{+, \text {up }}$ | $0.53 \pm 0.05$ | $0.59 \pm 0.05$ | $0.48 \pm 0.04$ | $0.42 \pm 0.05$ |  |
| $f_{\text {miss }}^{+} \pi, 2012$ | $0.50 \pm 0.03$ | $0.46 \pm 0.04$ | $0.42 \pm 0.02$ | $0.38 \pm 0.03$ |  |
| $f_{\text {miss }-\pi, 2011}^{+, \text {down }}$ | $0.50 \pm 0.05$ | $0.45 \pm 0.06$ | $0.41 \pm 0.04$ | $0.35 \pm 0.04$ |  |
| $f_{\text {miss }-\pi, 2012}^{+, \text {down }}$ | $0.43 \pm 0.03$ | $0.45 \pm 0.04$ | $0.39 \pm 0.02$ | $0.39 \pm 0.03$ |  |
| $f_{\text {miss- } \pi, 2011}^{- \text {,up }}$ | $0.42 \pm 0.05$ | $0.58 \pm 0.06$ | $0.48 \pm 0.04$ | $0.42 \pm 0.05$ |  |
| $f_{\text {miss- } \pi, 2012}^{- \text {,up }}$ | $0.47 \pm 0.03$ | $0.55 \pm 0.04$ | $0.42 \pm 0.02$ | $0.42 \pm 0.03$ |  |
| $f_{\text {miss }-\pi, 2011}^{-, \text {down }}$ | $0.49 \pm 0.05$ | $0.61 \pm 0.05$ | $0.45 \pm 0.04$ | $0.47 \pm 0.04$ |  |
| $f_{\text {miss- }}^{- \text {, }{ }^{\text {d, }} \text {, } 2012}$ | $0.44 \pm 0.03$ | $0.55 \pm 0.04$ | $0.43 \pm 0.02$ | $0.38 \pm 0.03$ |  |
| $f_{\text {partial }, 2011}^{+, \text {up }}$ | $0.32 \pm 0.04$ | $0.32 \pm 0.05$ | $0.41 \pm 0.04$ | $0.40 \pm 0.05$ |  |
| $f_{\text {partial, } 2012}^{+, \text {up }}$ | $0.35 \pm 0.03$ | $0.42 \pm 0.04$ | $0.49 \pm 0.02$ | $0.42 \pm 0.03$ |  |
| $f_{\text {partial }, 2011}^{+, \text {down }}$ | $0.35 \pm 0.04$ | $0.47 \pm 0.06$ | $0.49 \pm 0.04$ | $0.47 \pm 0.05$ |  |
| $f_{\text {partial, } 2012}^{+ \text {,down }}$ | $0.39 \pm 0.03$ | $0.42 \pm 0.04$ | $0.49 \pm 0.02$ | $0.41 \pm 0.03$ |  |
| $f_{\text {partial, } 2011}^{- \text {,up }}$ | $0.36 \pm 0.05$ | $0.35 \pm 0.06$ | $0.45 \pm 0.04$ | $0.46 \pm 0.05$ |  |
| $f_{\text {partial, } 2012}^{-, \text {up }}$ | $0.34 \pm 0.03$ | $0.34 \pm 0.04$ | $0.47 \pm 0.02$ | $0.41 \pm 0.03$ |  |
| $f_{\text {partiial,2011 }}^{- \text {-,down }}$ | $0.31 \pm 0.04$ | $0.29 \pm 0.05$ | $0.49 \pm 0.04$ | $0.40 \pm 0.04$ |  |
| $f_{\text {partial,2012 }}^{- \text {-,down }}$ | $0.38 \pm 0.03$ | $0.31 \pm 0.03$ | $0.48 \pm 0.03$ | $0.40 \pm 0.03$ |  |
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Figure B. 1 Simultaneous fit of $B^{+}$and $B^{-}$masses with an up and down photon in 2011 and 2012 data in the $1100<m_{K \pi \pi}<1300 \mathrm{MeV} / \mathrm{c}^{2}$ bin of the full $3 \mathrm{fb}^{-1}$ sample with sign-flip convention (using $\cos \tilde{\theta}$ ). Colour code is the same as in Fig. 3.20.


Figure B. 2 Simultaneous fit of $B^{+}$and $B^{-}$masses with an up and down photon in 2011 and 2012 data in the $1300<m_{K \pi \pi}<1400 \mathrm{MeV} / c^{2}$ bin of the full $3 \mathrm{fb}^{-1}$ sample with sign-flip convention (using $\cos \tilde{\theta}$ ). Colour code is the same as in Fig. 3.20.
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Figure B. 3 Simultaneous fit of $B^{+}$and $B^{-}$masses with an up and down photon in 2011 and 2012 data in the $1400<m_{K \pi \pi}<1600 \mathrm{MeV} / \mathrm{c}^{2}$ bin of the full $3 \mathrm{fb}^{-1}$ sample with sign-flip convention (using $\cos \theta$ ). Colour code is the same as in Fig. 3.20.


Figure B. 4 Simultaneous fit of $B^{+}$and $B^{-}$masses with an up and down photon in 2011 and 2012 data in the $1600<m_{K \pi \pi}<1900 \mathrm{MeV} / c^{2}$ bin of the full $3 \mathrm{fb}^{-1}$ sample with sign-flip convention (using $\cos \tilde{\theta}$ ). Colour code is the same as in Fig. 3.20.

## B.3. Counting fit systematics

## B. 3 Counting fit systematics

In order to assess the systematic uncertainty associated with the parameters fixed from MC simulations in the fit model, 10000 fits are performed on the data varying these PDF shape parameters, as described in Sec. 4.1. The distributions obtained for $\mathcal{A}_{\mathrm{ud}}^{+}$ and $\mathcal{A}_{\text {ud }}^{-}$are shown in Fig. B.5, with the $90 \%$ CL intervals highlighted. The systematic uncertainties on the asymmetries associated with the fit model, evaluated as described in Sec. 4.1, have been fixed to the difference of the original fit values to the fit result under each of the alternative hypotheses. Table B. 3 summarizes the systematics uncertainties obtained.

The errors due to the MC-determined acceptance are treated in the same way as the MC-related systematics. Their effect is found to be negligible with respect to the other sources of systematic uncertainty.


$$
1300<m_{K \pi \pi}<1400 \mathrm{MeV} / c^{2}
$$




$$
1400<m_{K \pi \pi}<1600 \mathrm{MeV} / c^{2}
$$



Figure B. 5 Distribution of the $\mathcal{A}_{\mathrm{ud}}^{+}$and $\mathcal{A}_{\mathrm{ud}}^{-}$parameters obtained (in the sign-flip scenario) when randomly varying the fixed parameters in the full asymmetry fit according to Table 4.1 in the four $K^{+} \pi^{-} \pi^{+}$mass intervals of interest. The area outside the $90 \%$ CL interval is grayed out.

## B.3. Counting fit systematics

Table B. 3 Systematic uncertainties associated with the parameters fixed from MC simulations and with the fit model, obtained for $\mathcal{A}_{\mathrm{ud}}^{+}$and $\mathcal{A}_{\mathrm{ud}}^{-}$in each interval of $K^{+} \pi^{-} \pi^{+}$mass. The total systematic error has been evaluated by summing in quadrature the different contributions to the fit model uncertainty, and then adding (still in quadrature) the MC-related uncertainties.

| $m_{K^{+} \pi^{-} \pi^{+}}$ <br> interval | sign-flip $(\cos \tilde{\theta})$ |  |  | no-flip ( $\cos \theta$ ) |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\sigma\left(\mathcal{A}_{\mathrm{ud}}^{+}\right)$ | $\sigma\left(\mathcal{A}_{\mathrm{ud}}^{-}\right)$ |  | $\sigma\left(\mathcal{A}_{\text {ud }}^{+}\right)$ | $\sigma\left(\mathcal{A}_{\mathrm{ud}}^{-}\right)$ |
| [1.1, 1.3] | $\begin{aligned} & \hline+0.0004 \\ & { }_{-0.0003} \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline+0.0002 \\ & { }_{-0.0008}^{+} \\ & \hline \end{aligned}$ | MC-related | $\pm 0.0008$ | $\begin{aligned} & +0.0006 \\ & -0.0003 \\ & \hline \end{aligned}$ |
|  | $\pm 0.0004$ | $\pm 0.006$ | Signal shape | $\pm 0.0006$ | $\pm 0.0006$ |
|  | $\pm 0.002$ | $\pm 0.002$ | Resolution | $\pm 0.0003$ | $\pm 0.0003$ |
|  | $\pm 0.001$ | $\pm 0.000$ | Combinatorial bkg | $\pm 0.0003$ | $\pm 0.0003$ |
|  | $\pm 0.0003$ | $\pm 0.001$ | Partial bkg | $\pm 0.0004$ | $\pm 0.0003$ |
|  | $\pm 0.002$ | $\pm 0.006$ | Total | $\pm 0.001$ | $\begin{aligned} & \hline+0.001 \\ & -0.0009 \end{aligned}$ |
| [1.3, 1.4] | $\begin{aligned} & +0.0003 \\ & -0.0004 \\ & \hline \end{aligned}$ | $\pm 0.001$ | MC-related | $\pm 0.0002$ | $\pm 0.0007$ |
|  | $\pm 0.003$ | $\pm 0.003$ | Signal shape | $\pm 0.001$ | $\pm 0.007$ |
|  | $\pm 0.004$ | $\pm 0.006$ | Resolution | $\pm 0.002$ | $\pm 0.009$ |
|  | $\pm 0.0008$ | $\pm 0.0002$ | Combinatorial bkg | $\pm 0.0005$ | $\pm 0.002$ |
|  | $\pm 0.0002$ | $\pm 0.0003$ | Partial bkg | $\pm 0.0004$ | $\pm 0.0002$ |
|  | $\pm 0.005$ | $\pm 0.007$ | Total | $\pm 0.002$ | $\pm 0.011$ |
| [1.4, 1.6] | $\begin{aligned} & +0.0003 \\ & -0.0005 \\ & \hline \end{aligned}$ | $\begin{array}{r} \hline+0.0002 \\ { }_{-0.0003} \\ \hline \end{array}$ | MC-related | $\begin{array}{r} \hline+0.0005 \\ -0.0004 \\ \hline \end{array}$ | $\begin{aligned} & +0.0003 \\ & -0.0002 \\ & \hline \end{aligned}$ |
|  | $\pm 0.003$ | $\pm 0.002$ | Signal shape | $\pm 0.004$ | $\pm 0.003$ |
|  | $\pm 0.001$ | $\pm 0.0003$ | Resolution | $\pm 0.001$ | $\pm 0.001$ |
|  | $\pm 0.001$ | $\pm 0.0002$ | Combinatorial bkg | $\pm 0.003$ | $\pm 0.0008$ |
|  | $\pm 0.001$ | $\pm 0.0003$ | Partial bkg | $\pm 0.001$ | $\pm 0.00003$ |
|  | $\pm 0.003$ | $\pm 0.002$ | Total | $\pm 0.005$ | $\pm 0.003$ |
| [1.6, 1.9] | $\begin{aligned} & \hline+0.0001 \\ & { }_{-0.0004} \\ & \hline \end{aligned}$ | $\begin{aligned} & +0.0006 \\ & { }_{-0.0004}^{0.0} \end{aligned}$ | MC-related | $\begin{aligned} & +0.0003 \\ & { }_{-0.0004} \\ & \hline \end{aligned}$ | $\begin{aligned} & { }_{-0.0004}^{+0.0006} \end{aligned}$ |
|  | $\pm 0.0005$ | $\pm 0.007$ | Signal shape | $\pm 0.0008$ | $\pm 0.0003$ |
|  | $\pm 0.0005$ | $\pm 0.0007$ | Resolution | $\pm 0.00007$ | $\pm 0.001$ |
|  | $\pm 0.0002$ | $\pm 0.0002$ | Combinatorial bkg | $\pm 0.0002$ | $\pm 0.001$ |
|  | $\pm 0.0006$ | $\pm 0.0005$ | Partial bkg | $\pm 0.0004$ | $\pm 0.0001$ |
|  | $\begin{aligned} & { }_{-0.001}^{+0.0009} \end{aligned}$ | $\pm 0.007$ | Total | $\begin{aligned} & { }_{-0.001}^{+0.0009} \end{aligned}$ | $\pm 0.001$ |

## B. 4 Up-down asymmetry results from counting experiment

The up-down asymmetries for $B^{+}$and $B^{-}$decays resulting from the counting experiment in the four intervals of $K^{+} \pi^{-} \pi^{+}$mass are summarized in Fig. B.6.


Figure B. 6 Up-down asymmetries for $B^{-}$(left) and $B^{+}$(right) decays in four intervals of $K^{+} \pi^{-} \pi^{+}$mass, in the sign-flip (top) and no-flip (bottom) scenarios as obtained in Sec. B.2.

Making use of the profile likelihoods of $\mathcal{A}_{\mathrm{ud}}^{ \pm}$, the statistical significance $s_{\mathrm{stat}}^{ \pm}$, measured in units of $\sigma$, of $\mathcal{A}_{\mathrm{ud}}^{ \pm}$with respect to zero can be calculated as

$$
\begin{equation*}
s_{\mathrm{stat}}^{ \pm}=\sqrt{2 \min \left(-\ln \mathcal{L}_{\mathcal{A}_{\mathrm{ud}}^{ \pm}=0}^{ \pm}\right)-2 \min (-\ln \mathcal{L})} \tag{B.8}
\end{equation*}
$$

where $\min (-\log \mathcal{L})$ is the minimized negative log-likelihood of the fit and $\mathcal{L}_{\mathcal{A}_{\mathrm{ud}}=0}$ cor-

## B.4. Up-down asymmetry results from counting experiment

Table B. 4 Significances of the $\mathcal{A}_{\mathrm{ud}}^{+}$and $\mathcal{A}_{\mathrm{ud}}^{-}$up-down asymmetries with respect to zero, in units of $\sigma$, for each bin of $K^{+} \pi^{-} \pi^{+}$mass in the sign-flip and no-flip scenarios. Both statistical and systematic uncertainties are taken into account.

| sign-flip $(\cos \tilde{\theta})$ |  |  |  | no-flip $(\cos \theta)$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $s^{+}$ | $s^{-}$ |  | $m_{K \pi \pi}\left[\mathrm{MeV} / c^{2}\right]$ | $s^{+}$ | $s^{-}$ |
| 3.7 | 2.2 | $[1100,1300]$ | 1.1 | 0.11 |  |
| 1.5 | 1.7 | $[1300,1400]$ | 2.3 | 0.68 |  |
| 2.1 | 1.9 | $[1400,1600]$ | 1.7 | 2.6 |  |
| 2.1 | 0.59 | $[1600,1900]$ | 1.4 | 2.5 |  |

responds to the likelihood with $\mathcal{A}_{\mathrm{ud}}^{ \pm}$fixed to zero. Given its small size, the systematic uncertainty is not expected to significantly distort the shape of the profile likelihood and thus it can be used directly to obtain the combined significance

$$
\begin{equation*}
s^{ \pm}=\frac{s_{\mathrm{stat}}^{ \pm}}{\sqrt{1+\left(\frac{\sigma_{\mathrm{syst}}}{\sigma_{\mathrm{stat}}}\right)^{2}}} . \tag{B.9}
\end{equation*}
$$

The significances of the up-down asymmetries are summarized in Table B.4, separately for $\mathcal{A}_{\mathrm{ud}}^{+}$and $\mathcal{A}_{\mathrm{ud}}^{-}$.
Under the assumption that the sign-weighted photon polarisation is the same for $B^{+}$and $B^{-}$mesons, $\mathcal{A}_{\mathrm{ud}}^{+}$and $\mathcal{A}_{\mathrm{ud}}^{-}$are independent measurements of the same quantity. Hence, the composition of their likelihoods provides a combined measurement, of the up-down asymmetry $\mathcal{A}_{\mathrm{ud}}$. The combined likelihoods are shown in Fig. B. 7 and the resulting values for $\mathcal{A}_{\mathrm{ud}}$ are summarized in Table B.5, where the systematic uncertainty is propagated from the $\mathcal{A}_{\mathrm{ud}}^{ \pm}$systematic uncertainties as half of their sum in quadrature, that is, assuming no correlation between them. The results are in good agreement with those obtained from the angular fit of Chapter 4 (Table 4.6).
Repeating this process in each of the $K^{+} \pi^{-} \pi^{+}$mass intervals, four independent values for the up-down asymmetry significance with respect to zero are obtained (Table B.6), corresponding to a p-value of $5.9 \times 10^{-7}$ and to a $5.0 \sigma$ significance for the up-down asymmetry to be different from zero in the sign-flip scenario. A $3.6 \sigma$ effect is found using

Table B. 5 Values obtained for $\mathcal{A}_{\text {ud }}$ in each bin of $K^{+} \pi^{-} \pi^{+}$mass. The first error is statistical and the second in systematic.

| $m_{K^{+} \pi^{-} \pi^{+}}\left[\mathrm{MeV} / c^{2}\right]$ | sign-flip $(\cos \tilde{\theta})$ | no-flip $(\cos \theta)$ |
| :---: | :---: | :---: |
| $[1100,1300]$ | $+0.078 \pm 0.018 \pm 0.003$ | $-0.015 \pm 0.019 \pm 0.001$ |
| $[1300,1400]$ | $+0.050 \pm 0.022 \pm 0.004$ | $+0.047 \pm 0.022 \pm 0.006$ |
| $[1400,1600]$ | $+0.055 \pm 0.019 \pm 0.002$ | $+0.059 \pm 0.019 \pm 0.003$ |
| $[1600,1900]$ | $-0.039 \pm 0.020 \pm 0.004$ | $-0.054 \pm 0.020 \pm 0.001$ |


$1100<m_{K^{+} \pi^{-} \pi^{+}}<1300 \mathrm{MeV} / c^{2}$

$1400<m_{K^{+} \pi^{-} \pi^{+}}<1600 \mathrm{MeV} / c^{2}$

$1300<m_{K^{+} \pi^{-} \pi^{+}}<1400 \mathrm{MeV} / c^{2}$


$$
1600<m_{K^{+} \pi^{-} \pi^{+}}<1900 \mathrm{MeV} / c^{2}
$$

Figure B. 7 Negative log-likelihood curves for $\mathcal{A}_{\text {ud }}$ in the sign-flip scenario, obtained in each $K^{+} \pi^{-} \pi^{+}$mass interval combining the corresponding curves obtained for $\mathcal{A}_{\mathrm{ud}}^{+}$ and $\mathcal{A}_{\mathrm{ud}}^{-}$.
$\cos \theta$ for describing the direction of the photon (no-flip scenario).
As in the case of the angular fit, observation of photon polarisation in the studied decay can be claimed.

## B.4. Up-down asymmetry results from counting experiment

Table B. 6 Significance of $\mathcal{A}_{\mathrm{ud}}$ with respect to zero, in units of $\sigma$, for each interval of $K^{+} \pi^{-} \pi^{+}$mass for the sign-flip and no-flip scenarios, as obtained from combining the likelihoods for $\mathcal{A}_{\mathrm{ud}}^{+}$and $\mathcal{A}_{\mathrm{ud}}^{-}$.

| $m_{K^{+} \pi^{-} \pi^{+}}\left[\mathrm{MeV} / c^{2}\right]$ | sign-flip $(\cos \tilde{\theta})$ | no-flip $(\cos \theta)$ |
| :---: | :---: | :---: |
| $[1100,1300]$ | 4.2 | 0.79 |
| $[1300,1400]$ | 2.2 | 2.1 |
| $[1400,1600]$ | 2.9 | 3.0 |
| $[1600,1900]$ | 1.9 | 2.7 |

## B.4.1 Significance consistency check

A simulation study has been realized to check whether the differences in significance obtained in the sign-flip scenario from the angular fit (Sec. 4.2) and the counting experiment (Sec. B.4) are consistent. The $\cos \hat{\theta}$ shapes obtained from the fit on data are used to generate simulated angular distributions, one for each $K^{+} \pi^{-} \pi^{+}$mass interval. In each interval, the up-down asymmetry is determined using both approaches and a value for the significance in computed. The combined significances are determined as described in Sec. 4.2 and B.4, and the difference in significance is determined.

The histogram (Fig. B.8) built from the difference in the significance of the two methods shows that the angular fit is on average more sensitive to the up-down asymmetry than the counting experiment for a given distribution of data. The mean difference in significances is in agreement with what observed in data $(\sim 0.15 \sigma)$.

Fitted - integrated updown


Figure B. 8 Histogram built from the difference in significance in the sign-flip scenario between the angular fit and the counting experiment. The angular fit is expected to be more sensitive to the up-down asymmetry, as observed in data.
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#### Abstract

This Letter presents a study of the flavor-changing neutral current radiative $B^{ \pm} \rightarrow K^{ \pm} \pi^{\mp} \pi^{ \pm} \gamma$ decays performed using data collected in proton-proton collisions with the LHCb detector at 7 and 8 TeV center-of-mass energies. In this sample, corresponding to an integrated luminosity of $3 \mathrm{fb}^{-1}$, nearly 14000 signal events are reconstructed and selected, containing all possible intermediate resonances with a $K^{ \pm} \pi^{\mp} \pi^{ \pm}$final state in the $[1.1,1.9] \mathrm{GeV} / c^{2}$ mass range. The distribution of the angle of the photon direction with respect to the plane defined by the final-state hadrons in their rest frame is studied in intervals of $K^{ \pm} \pi^{\mp} \pi^{ \pm}$mass and the asymmetry between the number of signal events found on each side of the plane is obtained. The first direct observation of the photon polarization in the $b \rightarrow s \gamma$ transition is reported with a significance of 5.2 $\sigma$.


The standard model (SM) predicts that the photon emitted from the electroweak penguin loop in $b \rightarrow s \gamma$ transitions is predominantly left-handed, since the recoiling $s$ quark that couples to a $W$ boson is left-handed. This implies maximal parity violation up to small corrections of the order $m_{s} / m_{b}$. While the measured inclusive $b \rightarrow s \gamma$ rate [1] agrees with the SM calculations, no direct evidence exists for a nonzero photon polarization in this type of decay. Several extensions of the SM [2], compatible with all current measurements, predict that the photon acquires a significant right-handed component, in particular, due to the exchange of a heavy fermion in the penguin loop [3].

This Letter presents a study of the radiative decay $B^{+} \rightarrow$ $K^{+} \pi^{-} \pi^{+} \gamma$, previously observed at the $B$ factories with a measured branching fraction of $(27.6 \pm 2.2) \times 10^{-6}$ $[1,4,5]$. The inclusion of charge-conjugate processes is implied throughout. Information about the photon polarization is obtained from the angular distribution of the photon direction with respect to the normal to the plane defined by the momenta of the three final-state hadrons in their center-of-mass frame. The shape of this distribution, including the up-down asymmetry between the number of events with the photon on either side of the plane, is determined. This investigation is conceptually similar to the historical experiment that discovered parity violation by measuring the up-down asymmetry of the direction of a particle emitted in a weak decay with respect to an axial vector [6]. In $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ decays, the up-down asymmetry is proportional to the photon polarization $\lambda_{\gamma}[7,8]$ and therefore measuring a value different from zero corresponds to demonstrating that the photon is polarized. The
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currently limited knowledge of the structure of the $K^{+} \pi^{-} \pi^{+}$ mass spectrum, which includes interfering kaon resonances, prevents the translation of a measured asymmetry into an actual value for $\lambda_{\gamma}$.

The differential $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ decay rate can be described in terms of $\theta$, defined in the rest frame of the final state hadrons as the angle between the direction opposite to the photon momentum $\vec{p}_{\gamma}$ and the normal $\vec{p}_{\pi, \text { slow }} \times \vec{p}_{\pi, \text { fast }}$ to the $K^{+} \pi^{-} \pi^{+}$plane, where $\vec{p}_{\pi, \text { slow }}$ and $\vec{p}_{\pi, \text { fast }}$ correspond to the momenta of the lower and higher momentum pions, respectively. Following the notation and developments of Ref. [7], the differential decay rate of $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ can be written as a fourth-order polynomial in $\cos \theta$

$$
\begin{align*}
\frac{d \Gamma}{d s d s_{13} d s_{23} d \cos \theta} \propto & \sum_{i=0,2,4} a_{i}\left(s, s_{13}, s_{23}\right) \cos ^{i} \theta \\
& +\lambda_{\gamma} \sum_{j=1,3} a_{j}\left(s, s_{13}, s_{23}\right) \cos ^{j} \theta, \tag{1}
\end{align*}
$$

where $s_{i j}=\left(p_{i}+p_{j}\right)^{2}$ and $s=\left(p_{1}+p_{2}+p_{3}\right)^{2}$, and $p_{1}$, $p_{2}$, and $p_{3}$ are the four-momenta of the $\pi^{-}, \pi^{+}$, and $K^{+}$ mesons, respectively. The functions $a_{k}$ depend on the resonances present in the $K^{+} \pi^{-} \pi^{+}$mass range of interest and their interferences. The up-down asymmetry is defined as

$$
\begin{equation*}
\mathcal{A}_{\mathrm{ud}} \equiv \frac{\int_{0}^{1} d \cos \theta \frac{d \Gamma}{d \cos \theta}-\int_{-1}^{0} d \cos \theta \frac{d \Gamma}{d \cos \theta}}{\int_{-1}^{1} d \cos \theta \frac{d \Gamma}{d \cos \theta}} \tag{2}
\end{equation*}
$$

which is proportional to $\lambda_{\gamma}$.
The LHCb detector [9] is a single-arm forward spectrometer covering the pseudorapidity range $2<\eta<5$, designed for the study of particles containing $b$ or $c$ quarks. The detector includes a high-precision tracking system consisting of a silicon-strip vertex detector surrounding the
$p p$ interaction region, a large-area silicon-strip detector located upstream of a dipole magnet with a bending power of about 4 Tm , and three stations of silicon-strip detectors and straw drift tubes placed downstream. The combined tracking system provides a momentum measurement with relative uncertainty that varies from $0.4 \%$ at $5 \mathrm{GeV} / c$ to $0.6 \%$ at $100 \mathrm{GeV} / c$, and impact parameter resolution of $20 \mu \mathrm{~m}$ for tracks with a few $\mathrm{GeV} / c$ of transverse momentum $\left(p_{\mathrm{T}}\right)$. Different types of charged hadrons are distinguished by information from two ring-imaging Cherenkov detectors. Photon, electron, and hadron candidates are identified by a calorimeter system consisting of scintillat-ing-pad and preshower detectors, an electromagnetic calorimeter, and a hadronic calorimeter. The trigger consists of a hardware stage, based on information from the calorimeter and muon systems, followed by a software stage, which applies a full event reconstruction.

Samples of simulated events are used to understand signal and backgrounds. In the simulation, $p p$ collisions are generated using Pythia [10] with a specific LHCb configuration [11]. Decays of hadronic particles are described by EvtGen [12], in which final state radiation is generated using Рнотоs [13]. The interaction of the generated particles with the detector and its response are implemented using the Geant4 toolkit [14] as described in Ref. [15].
This analysis is based on the LHCb data sample collected from $p p$ collisions at 7 and 8 TeV center-of-mass energies in 2011 and 2012, respectively, corresponding to $3 \mathrm{fb}^{-1}$ of integrated luminosity. The $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ candidates are built from a photon candidate and a hadronic system reconstructed from a kaon and two oppositely charged pions satisfying particle identification requirements. Each of the hadrons is required to have a minimum $p_{\mathrm{T}}$ of $0.5 \mathrm{GeV} / c$ and at least one of them needs to have a $p_{\mathrm{T}}$ larger than $1.2 \mathrm{GeV} / c$. The isolation of the $K^{+} \pi^{-} \pi^{+}$vertex from other tracks in the event is ensured by requiring that the $\chi^{2}$ of the three-track vertex fit and the $\chi^{2}$ of all possible vertices that can be obtained by adding an extra track differ by more than 2 . The $K^{+} \pi^{-} \pi^{+}$mass is required to be in the $[1.1,1.9] \mathrm{GeV} / c^{2}$ range. High transverse energy ( $>3.0 \mathrm{GeV}$ ) photon candidates are constructed from energy depositions in the electromagnetic calorimeter. The absence of tracks pointing to the calorimeter is used to distinguish neutral from charged electromagnetic particles. A multivariate algorithm based on the energy cluster shape parameters is used to reject approximately $65 \%$ of the $\pi^{0} \rightarrow \gamma \gamma$ background in which the two photons are reconstructed as a single cluster, while keeping about $95 \%$ of the signal photons. The $B^{+}$candidate mass is required to be in the $[4.3,6.9] \mathrm{GeV} / c^{2}$ range. Backgrounds that are expected to peak in this mass range are suppressed by removing all candidates consistent with a $\overline{D^{0}} \rightarrow K^{+} \pi^{-} \pi^{0}$ or $\rho^{+} \rightarrow \pi^{+} \pi^{0}$ decay when the photon candidate is assumed to be a $\pi^{0}$.

A boosted decision tree $[16,17]$ is used to further improve the separation between signal and background. Its training is based on the following variables: the impact parameter $\chi^{2}$ of the $B^{+}$meson and of each of the final state hadrons, defined as the difference between the $\chi^{2}$ of a primary vertex (PV) reconstructed with and without the considered particle; the cosine of the angle between the reconstructed $B^{+}$momentum and the vector pointing from the PV to the $B^{+}$decay vertex; the flight distance of the $B^{+}$ meson, and the $K^{+} \pi^{-} \pi^{+}$vertex $\chi^{2}$.
The mass distribution of the selected $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ signal is modeled with a double-tailed Crystal Ball [18] probability density function (PDF), with power-law tails above and below the $B$ mass. The four tail parameters are fixed from simulation; the width of the signal peak is fit separately for the 2011 and 2012 data to account for differences in calorimeter calibration. Combinatorial and partially reconstructed backgrounds are considered in the fit, the former modeled with an exponential PDF, the latter described using an ARGUS PDF [19] convolved with a Gaussian function with the same width as the signal to account for the photon energy resolution. The contribution to the partially reconstructed background from events with only one missing pion is considered separately.

The fit of the mass distribution of the selected $B^{+} \rightarrow$ $K^{+} \pi^{-} \pi^{+} \gamma$ candidates (Fig. 1) returns a total signal yield of $13876 \pm 153$ events, the largest sample recorded for this channel to date. Figure 2 shows the background-subtracted $K^{+} \pi^{-} \pi^{+}$mass spectrum determined using the technique of Ref. [20], after constraining the $B$ mass to its nominal value. No peak other than that of the $K_{1}(1270)^{+}$resonance can be clearly identified. Many kaon resonances, with various masses, spins, and angular momenta, are expected to contribute and interfere in the considered mass range [1].

The contributions from single resonances cannot be isolated because of the complicated structure of the


FIG. 1 (color online). Mass distribution of the selected $B^{+} \rightarrow$ $K^{+} \pi^{-} \pi^{+} \gamma$ candidates. The blue solid curve shows the fit results as the sum of the following components: signal (red solid), combinatorial background (green dotted), missing pion background (black dashed), and other partially reconstructed backgrounds (purple dash-dotted).


FIG. 2. Background-subtracted $K^{+} \pi^{-} \pi^{+}$mass distribution of the $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ signal. The four intervals of interest, separated by dashed lines, are shown.
$K^{+} \pi^{-} \pi^{+}$mass spectrum. The up-down asymmetry is thus studied inclusively in four intervals of $K^{+} \pi^{-} \pi^{+}$mass. The $[1.4,1.6] \mathrm{GeV} / c^{2}$ interval, studied in Ref. [7], includes the $K_{1}(1400)^{+}, K_{2}^{*}(1430)^{+}$and $K^{*}(1410)^{+}$resonances with small contributions from the upper tail of the $K_{1}(1270)^{+}$. At the time of the writing of Ref. [7], the $K_{1}(1400)^{+}$was believed to be the dominant $1^{+}$resonance, so the $K_{1}(1270)^{+}$was not considered. However, subsequent experimental results [21] demonstrated that the $K_{1}(1270)^{+}$is more prominent than the $K_{1}(1400)^{+}$; hence, the $[1.1,1.3] \mathrm{GeV} / c^{2}$ interval is also studied here. The $[1.3,1.4] \mathrm{GeV} / c^{2}$ mass interval, which contains the overlap region between the two $K_{1}$ resonances, and the $[1.6,1.9] \mathrm{GeV} / c^{2}$ high mass interval, which includes spin-2 and spin-3 resonances, are also considered.

In each of the four $K^{+} \pi^{-} \pi^{+}$mass intervals, a simultaneous fit to the $B$-candidate mass spectra in bins of the photon angle is performed in order to determine the background-subtracted angular distribution; the previously described PDF is used to model the mass spectrum in each bin, with all of the fit parameters being shared except for the yields. Since the sign of the photon polarization depends on the sign of the electric charge of the $B$ candidate, the angular variable $\cos \hat{\theta} \equiv \operatorname{charge}(B) \cos \theta$ is used. The resulting background-subtracted $\cos \hat{\theta}$ distribution, corrected for the selection acceptance and normalized to the inverse of the bin width, is fit with a fourth-order polynomial function normalized to unit area,

$$
\begin{equation*}
f\left(\cos \hat{\theta} ; c_{0}=0.5, c_{1}, c_{2}, c_{3}, c_{4}\right)=\sum_{i=0}^{4} c_{i} L_{i}(\cos \hat{\theta}), \tag{3}
\end{equation*}
$$

where $L_{i}(x)$ is the Legendre polynomial of order $i$ and $c_{i}$ is the corresponding coefficient. Using Eqs. (1) and (3) the up-down asymmetry defined in Eq. (2) can be expressed as

$$
\begin{equation*}
\mathcal{A}_{\mathrm{ud}}=c_{1}-\frac{c_{3}}{4} . \tag{4}
\end{equation*}
$$

As a cross-check, the up-down asymmetry in each mass interval is also determined with a counting method, rather than an angular fit, as well as considering separately the $B^{+}$and $B^{-}$candidates. All these checks yield compatible results.

The results obtained from a $\chi^{2}$ fit of the normalized binned angular distribution, performed taking into account the full covariance matrix of the bin contents and all of the systematic uncertainties, are summarized in Table I. These systematic uncertainties account for the effect of choosing a different fit model, the impact of the limited size of the simulated samples on the fixed parameters, and the possibility of some events migrating from a bin to its neighbor because of the detector resolution, which gives the dominant contribution. The systematic uncertainty associated with the fit model is determined by performing the mass fit using several alternative PDFs, while the other two are estimated with simulated pseudoexperiments. Such uncertainties, despite being of the same size as the statistical uncertainty, do not substantially affect the fit results since they are strongly correlated across all angular bins.

The fitted distributions in the four $K^{+} \pi^{-} \pi^{+}$mass intervals of interest are shown in Fig. 3. In order to illustrate the effect of the up-down asymmetry, the results of another fit imposing $c_{1}=c_{3}=0$, hence forbidding the terms that carry the $\lambda_{y}$ dependence, are overlaid for comparison.

The combined significance of the observed up-down asymmetries is determined from a $\chi^{2}$ test where the null hypothesis is defined as $\lambda_{\gamma}=0$, implying that the up-down asymmetry is expected to be zero in each mass interval. The corresponding $\chi^{2}$ distribution has 4 degrees of freedom, and the observed value corresponds to a $p$ value of $1.7 \times 10^{-7}$. This translates into a $5.2 \sigma$ significance for nonzero up-down asymmetry. Up-down asymmetries can be computed also for an alternative definition of the photon

TABLE I. Legendre coefficients obtained from fits to the normalized background-subtracted $\cos \hat{\theta}$ distribution in the four $K^{+} \pi^{-} \pi^{+}$mass intervals of interest. The up-down asymmetries are obtained from Eq. (4). The quoted uncertainties contain statistical and systematic contributions. The $K^{+} \pi^{-} \pi^{+}$mass ranges are indicated in $\mathrm{GeV} / c^{2}$ and all the parameters are expressed in units of $10^{-2}$. The covariance matrices are given in Ref. [22].

|  | $[1.1,1.3]$ | $[1.3,1.4]$ | $[1.4,1.6]$ | $[1.6,1.9]$ |
| :--- | ---: | ---: | ---: | ---: |
| $c_{1}$ | $6.3 \pm 1.7$ | $5.4 \pm 2.0$ | $4.3 \pm 1.9$ | $-4.6 \pm 1.8$ |
| $c_{2}$ | $31.6 \pm 2.2$ | $27.0 \pm 2.6$ | $43.1 \pm 2.3$ | $28.0 \pm 2.3$ |
| $c_{3}$ | $-2.1 \pm 2.6$ | $2.0 \pm 3.1$ | $-5.2 \pm 2.8$ | $-0.6 \pm 2.7$ |
| $c_{4}$ | $3.0 \pm 3.0$ | $6.8 \pm 3.6$ | $8.1 \pm 3.1$ | $-6.2 \pm 3.2$ |
| $\mathcal{A}_{\text {ud }}$ | $6.9 \pm 1.7$ | $4.9 \pm 2.0$ | $5.6 \pm 1.8$ | $-4.5 \pm 1.9$ |



FIG. 3 (color online). Distributions of $\cos \hat{\theta}$ for $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ signal in four intervals of $K^{+} \pi^{-} \pi^{+}$mass. The solid blue (dashed red) curves are the result of fits allowing all (only even) Legendre components up to the fourth power.
angle, obtained using the normal $\vec{p}_{\pi^{-}} \times \vec{p}_{\pi^{+}}$, instead of $\vec{p}_{\pi, \text { slow }} \times \vec{p}_{\pi, \text { fast }}$. The obtained values, along with the relative fit coefficients, are listed in Table II.

To summarize, a study of the inclusive flavor-changing neutral current radiative $B^{+} \rightarrow K^{+} \pi^{-} \pi^{+} \gamma$ decay, with the $K^{+} \pi^{-} \pi^{+}$mass in the $[1.1,1.9] \mathrm{GeV} / c^{2}$ range, is performed on a data sample corresponding to an integrated luminosity of $3 \mathrm{fb}^{-1}$ collected in $p p$ collisions at 7 and 8 TeV center-of-mass energies by the LHCb detector. A total of $13876 \pm$ 153 signal events is observed. The shape of the angular distribution of the photon with respect to the plane defined by the three final-state hadrons in their rest frame is determined in four intervals of interest in the $K^{+} \pi^{-} \pi^{+}$ mass spectrum. The up-down asymmetry, which is proportional to the photon polarization, is measured for the first

TABLE II. Legendre coefficients obtained from fits to the normalized background-subtracted $\cos \hat{\theta}$ distribution, using the alternative normal $\vec{p}_{\pi^{-}} \times \vec{p}_{\pi^{+}}$for defining the direction of the photon, in the four $K^{+} \pi^{-} \pi^{+}$mass intervals of interest. The up-down asymmetries are obtained from Eq. (4). The quoted uncertainties contain statistical and systematic contributions. The $K^{+} \pi^{-} \pi^{+}$mass ranges are indicated in $\mathrm{GeV} / c^{2}$ and all the parameters are expressed in units of $10^{-2}$. The covariance matrices are given in Ref. [22].

|  | $[1.1,1.3]$ | $[1.3,1.4]$ | $[1.4,1.6]$ | $[1.6,1.9]$ |
| :--- | ---: | ---: | ---: | ---: |
| $c_{1}^{\prime}$ | $-0.9 \pm 1.7$ | $7.4 \pm 2.0$ | $5.3 \pm 1.9$ | $-3.4 \pm 1.8$ |
| $c_{2}^{\prime}$ | $31.6 \pm 2.2$ | $27.4 \pm 2.6$ | $43.6 \pm 2.3$ | $27.8 \pm 2.3$ |
| $c_{3}^{\prime}$ | $0.8 \pm 2.6$ | $0.8 \pm 3.1$ | $-4.4 \pm 2.8$ | $2.3 \pm 2.7$ |
| $c_{4}^{\prime}$ | $3.4 \pm 3.0$ | $7.0 \pm 3.6$ | $8.0 \pm 3.1$ | $-6.6 \pm 3.2$ |
| $\mathcal{A}_{\mathrm{ud}}^{\prime}$ | $-1.1 \pm 1.7$ | $7.2 \pm 2.0$ | $6.4 \pm 1.8$ | $-3.9 \pm 1.9$ |

time for each of these $K^{+} \pi^{-} \pi^{+}$mass intervals. The first observation of a parity-violating photon polarization different from zero at the $5.2 \sigma$ significance level in $b \rightarrow s \gamma$ transitions is reported. The shape of the photon angular distribution in each bin, as well as the values for the up-down asymmetry, may be used, if theoretical predictions become available, to determine for the first time a value for the photon polarization, and thus constrain the effects of physics beyond the SM in the $b \rightarrow s \gamma$ sector.
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[^0]:    ${ }^{1}$ The calculations presented in this section follow the notations and developments of Refs. [30, 31].

[^1]:    ${ }^{2}$ In general, this is not the dimension of the matrices that represent the group.
    ${ }^{3}$ A matrix $U$ is unitary if $U^{\dagger} U=U U^{\dagger}=\hat{I}$.
    ${ }^{4}$ The trace $\operatorname{Tr}(A)$ of a matrix $A$ is the sum of the elements along its diagonal.
    ${ }^{5}$ A matrix $U$ is hermitian if $U^{\dagger}=U$, and anti-hermitian if $U^{\dagger}=-U$.

[^2]:    ${ }^{6}$ The notation $\gamma_{\mu} \partial^{\mu}=\not \partial$ is used, $\gamma_{\mu}$ being the Dirac matrices.
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