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Abstract

This thesis was devoted into two main goals, designing and implementing a two dimensional
Fourier transform spectroscopy setup and studying the relaxation dynamics of porphyrin
systems upon photo-excitation. The first chapter is a fast review of the basics of non-linear
optical spectroscopy, followed by a presentation of the two-dimensional and transient
absorption spectroscopy. Wavepacket dynamics and vibration cooling (intra- and inter-
molecular) are discussed as well, where differentiation between Condon and non-Condon
wavepackets is presented. Finally we discuss the sampling theory and Fourier transformation,
due to their importance in 2D spectroscopy measurements and in the wavepacket analysis.

The second chapter discusses the development and implementation of a two dimensional
Fourier transform spectroscopy setup, that permits the recording of electronic 2D spectra in
the visible regime. A hollow core fiber was used to generate broadband pulses, compressed
down to sub-15 fs, allowing high spectral and temporal resolution measurements. The design
relies on basic optical components (no diffractive optics or liquid crystal display) with pair-
wise manipulation of the beams, which lead to reduction of the signal modulation to the
difference between the transition frequency and the laser frequency. The required timing
precision as well as the mechanical stability is reduced due to the used geometry. For testing
the integrity of the setup, stability measurements over several hours are presented as well as
measurements on rhodamine 101 dye and Pentacene thin films.

The photophysics of porphyrins has been widely investigated because of their importance in
biology and their relevance in a wide range of applications such as light harvesting
applications, molecular electronics, and gas sensors. The energy of the photon absorbed by
these systems is converted into electronic and vibrational energy, eventually triggering
photochemical processes such as charge transfer, energy transfer, and bond breaking. Deep
understanding of the specific early relaxation mechanism and nuclear wavepacket motion
occurring in this family of molecules is therefore fundamental for further comprehension of
the role of porphyrins in nature and future application using porphyrin-based molecular
devices.

In the third chapter we discuss the impulsive heating of free-base porphyrins and the
electronic and vibrational relaxation dynamics upon photo-excitation. Transient absorption
and fluoresce up-conversion spectroscopy techniques with high temporal resolution were
utilized to investigate the relaxation processes, and the heating/cooling dynamics.
Wavepacket dynamics of free-base porphyrins are discussed in the fourth chapter, where the
phase and spectral intensity of the vibrational modes were extracted using Fourier transform
spectroscopy. Based on the mode phase and spectral dependent intensity each mode is
assigned to being in-plane or out-of-plane mode and to whether it exists in the excited or
ground state.



In the last chapter, excited state dynamics of triply fused diporphyrins in toluene is
investigated using transient absorption spectroscopy. These highly m-conjugated organic
systems are receiving considerable attention because they incorporate ease of synthesis with
tunable chemical structure that can be tailored for various applications, such as molecular
wires, mimic light harvesting complexes, and saturable absorbers dyes. These porphyrin tapes
can chelate different metal centers, changing their optical and electronic properties. In this
chapter a comparison between free-base, Zn, and Pt based triply fused diporphyrins is done in
order to understand the role of the metal in the relaxation dynamics of these systems. By
further comparing these systems with earlier studies, the peripheral substituents effects are
also discussed. In the end, we show that the high ISC yield, long triplet lifetime, and high
cross-section of Pt-3DP makes it a perfect candidate to be used as NIR sensitizer for
photochemical up-conversion via triplet-triplet annihilation.

Keywords: Photophysics, non-linear optical spectroscopy, two-dimensional spectroscopy,
transient absorption spectroscopy, fluorescence up-conversion, pulse compression, hollow-
core fiber, free-base porphyrins, triply fused diporphyrins, metallo-porphyrins, electronic
and vibration relaxation, wave-packet dynamics.
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Sommario

Lo scopo di questa tesi & duplice: descrivere la progettazione e I’implementazione di un
esperimento di spettroscopia bi-dimensionale in trasformata di Fourier e discutere la
dinamica di rilassamento di sistemi porfirinici a seguito di un processo di foto-eccitazione. Il
primo capitolo riassume le basi di spettroscopia ottica non lineare, seguito dalla spettroscopia
bi-dimensionale e dalla spettroscopia di assorbimento transiente. Inoltre, vengono discussi la
dinamica dei pacchetti d’onda ed il raffreddamento vibrazionale (intra ed inter-molecolare),
con particolare attenzione alla differenziazione tra pacchetti d’onda di tipo Condon e non-
Condon. Infine vengono presentate le basi di teoria del campionamento e della trasformata di
Fourier, data la loro importanza nelle misure di spettroscopia bi-dimensionale e nell’analisi
dei pacchetti d’onda.

Il secondo capitolo tratta della progettazione e dell’implementazione di un apparato
sperimentale di spettroscopia bi-dimensionale in trasformata di Fourier che consente di
ottenere lo spettro elettronico bi-dimensionale di campioni d’interesse nella gamma della luce
visibile. Una fibra cava viene utilizzata per generale impulsi a banda larga, che vengono poi
compressi sotto i 15 femtosecondi, consentendo misure con alta risoluzione spettrale e
temporale. La progettazione é fondata sull’utilizzo di elementi ottici base (senza componenti
ottiche diffrattive o basate su tecnologia a cristalli liquidi) con manipolazione accoppiata dei
fasci di luce, cosa che consente la riduzione nella modulazione del segnale alla differenza tra
la frequenza di transizione e la frequenza del laser. | requisiti sia di precisione temporale che
di stabilita meccanica sono molto meno restrittivi grazie all’adozione di questa geometria. Al
fine di comprovare I’integrita dell’apparato sperimentale, sono state effettuate molteplici
misure di stabilita lungo I’arco di svariate ore, e sono stati condotti esperimenti prova su
campioni di Rodamina 101 e su film sottili di Pentacene.

La foto-fisica delle porfirine & stata ampiamente investigata a cause del loro rilievo in ambito
biolgico ed in un ampio spettro di applicazioni quali quelle relazionate alla raccolta della
luce, in elettronica molecolare e come sensori di gas. L’energia di un fotone assorbito da
parte di questi sistemi & convertita in energia elettronica e vibrazionale, e puo’ a sua volta
innescare processi fotochimici quali trasferimento di carica o di energia, oppure la semplice
rottura di un legame chimico. Un’approfondita comprensione del meccanismo specifico di
rilassamento e del movimento dei pacchetti d’onda nucleari in questa famiglia di molecole é
pertanto essenziale per una migliore comprensione del ruolo rivestito dalle porfirine in natura
e per applicazioni future, fondate sull’impiego di dispositivi molecolari basati su porfirine.

Nel terzo capitolo si tratta del riscaldamento impulsivo di porfirine a base libera e della
dinamica di rilassamento elettonico e vibrazionale a seguito del processo di foto-eccitazione.
Le tecniche spettroscopiche di assorbimento transiente e di conversione fluorescente con alta
risoluzione temporale sono state impiegate al fine di investigarei processi di rilassamento e la
dinamica di riscaldamento/raffreddamento. La dinamica dei pacchetti d’onda di una porfirina
a base libera viene discussa nel quarto capitolo, ove la fase ed i modi vibrazionali sono stati
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estratti attraverso la spettroscopia in trasformata di Fourier. Sulla base della fase del modo e
della dipendenza spettrale dell’intensita, ciascun modo e stato assegnato (i) come modo “sul
piano” o “fuori dal piano”, e (ii) come appartenente ad uno stato di base o ad uno stato
eccitato.

Nel capitolo finale, viene investigata la dinamica dello stato eccitato di bi-porifirine
triplamente fuse in toluene, attraverso la tecniche di spettroscopia di assorbimento transiente.
Questi sistemi altamente w-coniugati hanno ricevuto molta attenzione poiché incorporano i
vantaggi di un processo sintetico relativamente semplice con una struttura chimica
manipolabile su misura a seconda delle applicazioni desiderate, quali fili molecolari,
complessi che riproducano la raccolta della luce di sitemi naturali, e assorbitori coloranti
saturabili. Questi nastri profirinici posso chelare svariati centri metallici, cambiando di
conseguenza le loro proprieta ottiche ed elettroniche. In questo capitolo viene presentata una
comparazione tra bi-porfirine triplamente fuse a base libera, chelanti Zn e chelanti Pt, al fine
di comprendere il ruolo del centro metallico nella dinamica di rilassamento di questi sistemi.
Attraverso poi il raffronto tra questi esperimenti e studi precedenti, vengono analizzati gli
effetti dei sostituenti periferici. Infine si dimostra che il sistema Pt-3DP € un perfetto
candidato che puo’ essere impiegato come sensibilizzante NIR per conversione fotochimica
attraverso un processo di annientamento tripletto-tripletto, data I’alta resa di ISC, il lungo
tempo di vita dello stato tripletto, e I’alta sezione trasversale.

Parole chiave: Foto-fisica, spettroscopia ottica non lineare, spettroscopia bi-dimensionale,
spettroscopia di assorbimento transiente, spettroscopia di conversione fluorescente,
compressione degli impulsi, fibra cava, profirine a base libera, bi-porfirine triplamente fuse,
metallo-porfirine, rilassamento elettronico e vibrazionale, dinamica dei pacchetti d’onda.



Xl



Xl



Contents

1

B F Y ol o0 00T o PP RPR PR 1
I R [ 11 (oo 11 Tox { [0 USSP PPV 1
1.2 Spectroscopic experiments: theoretical representation ...........c.ccocvevviveiiveresiesieennnns 1

1.2.1  Non-linear Polarization ...........ccoceiiiiiiinese e e 1

1.2.2  Density matrix formalism of a statistical ensemble...........c.cccceevveviiieiiiciciiiennns 2

1.2.3  The response function formalisSm............ccceveiieiiiie i 3

1.2.4  Linear response and lineshape fUNCHIONS .........ccoccvoiiiiiiiience e 4

1.2.5 Third order polarization time resolved SPECtrOSCOPY......cccvvervververieriereeieieenieas 6

1.2.6 2D Fourier transform SPECIIa.........ccevveieiierie e seece e 10

1.2.7  Transient abSOrPtion SPECLIOSCOPY ....verrvrrueerierrierieerieaiesieesieseesree e eeesreeseeeseenes 11
1.3 WavepacKet YNAMICS........cueiiiieiieie e e eseesee e e sie e sae e e staeste s e sneeneeeneenns 12

1.3.1  Types Of WaVEPACKELS ........cccoiiieiieie et 13

1.3.2  Vibrational relaxation in condensed phases..........ccccvvviieiienieninnceie e 19
1.4 Discrete FOUEr tranSTOrM ......cooo i 20

1.4.1  Sampling theorem and aliaSing........cccceveiivereeieiieeie e 21

A - (o T o T- o [0 |1 T OSSP 23
1.5 Heterodyne detection using frequency domain spectral interferometry ................... 24

Implementation of an Ultra-Broadband Multidimensional spectroscopy Setup.............. 27
20 A 1 (0T [N ot o] PSPPSR 27
2.2 2D FT SPECIIOSCOPY ..eveeuveeiurieteeaieiesieeateesieeasseesseeabeesseeaseesseeasbeessneanbeessneanbeessneaneens 27
2.3 2D SPBCIIA. c.ueii ettt bbb nar s 28
2.4 CRAIIBNGES ... bbbt e nee e 29
2.5 ChOICE OF GEOMELIY ...ttt sb et te e 31

2.5.1 Interferometric based setup with active phase stabilization .................ccccveneee. 31

2.5.2  Pump-probe geometry Dased SELUP ........ccovveiierierieiieicce e 31

2.5.3  Diffractive optics based passive phase stabilized SEtUPS.........ccccevverererrennene 33

2.5.4 DO free passive phase stabilized SEtUPS .......cccoveiverieeriiiie i 34
2.6 LGN SOUICE .. .coviiiie ettt sttt te e 34
Pulse compression and CharaCterization .............ccoceieeieeieieenienie e 38
A S = (1 ] o TSRO P P OPRPTPI 44
2.8 Inherent Phase Stability ..........cccoiiiiiiiiieiiec e 48
2.9 Delay CaliDration .......coouiiiiiiee e 50
2.10  ACQUISITION PrOCEAUIE.......eeee e sieeiectiesteeee e ste et et e et e e te e e sbeeneesreesreenee e 51
211 Data ANAIYSIS ... ettt es 54
212 PIIMAIY FESUILS ...ttt 57
2.13 CONCIUSION ...ttt bbbt 61



3

Impulsive heating and vibrational relaxation in free-base porphyrins..........ccccccooeiens 63
3L INEFOTUCTION .ottt bbb bbb 63
3.2 EXPerimental SECHION ........civeiiiie et 64

3.2.1  Fluorescence up-Conversion MeasUremMENtS........ccovvereeiiueeiieeiireeseeseeesseesnneens 64

3.2.2  Transient absorption MEASUIEMENTS..........ceiverreeieeieereeeesreeseesee e eee e see e 65

3.2.3  SAMPIE PreParation ......c.ccveeeiierieeieseese e e e e et e e e e e st e sre e e 65
3i3  REBSUILS ..ttt b e bt re e e 67

3.3.1  Fluorescence Up-conversion MeasuremMeNntS..........cccverueeeerreereeseeseeseeseeseneeenns 67

3.3.2  Transient absorption MEASUIEMENTS.........cceiverreeieeieerieeee e eeesree e e e sree e 70
I B T 1ol U L1 o OO SRPRSPTRR 73
3.5 SUIMIMAIY itttk e bt e bt e e bt e st e e e sabe e e snb e e e nnbeeennneas 78

Wave-packet dynamics in free-base porphyrins.........cccovevviieiieiece s 81
g R 1011 €0 To [ od o] ISR 81
4.2 EXPErimental SECHION .......cuiiieie ettt e e aeene e e e nne s 82
4.3 Data @NAIYSIS ...ecveiiieieieie et et et e e e e nre s 83
A4 RESUITS ..ttt bbbt b et e reene s 85

4.4.1  Ultrafast flJUOrescence STUAIES ........ccocviiiieiiiiiese s 85

4.4.2  Transient absorption STUAIES ......cccvcvveiieieeiesieie e 86
4.5  Vibrational mOdes aSSIGNMENT ..........cciiiiiiiiirie e ee s 92
I B ol ¥ 1] o] [T URTPR RPN 98
A7 SUIMIMAIY ©eiiiiiiieiiit ettt et et e sttt e sbb e et e et e e e be e e ssbe e e ssbe e e snbe e e nsbeeennbeeennbeeensneeans 100

Excited state relaxation dynamics of triply fused diporphyrins...........ccccvveveniniiennnns 103
5.1 L INTOTUCTION ..ottt ettt b et es 103
5.2 Material and MethodS .........coiiiiiiiiiiiee s 104

5.2.1  THE SBIUP cte ettt e nes 104

5.2.2  SaMPIE PreParation ........ccceoiiiieieeiienie et 105

9.2.3  Data treatMENT......cceeiiieiie e s 105
5.3 RESUILS ittt b e b ne e ns 106

5.3.1  Steady State SPECIIOSCOPY ...verveeireeiiriieiiieiesiie e et see e e ee e sae e nes 106

5.3.2  Free base triply fused diporphyrins (H2-3DP): .......ccccceviviieiveie e 108

5.3.3  Zn-Zn triply fused diporphyrins (Zn-3DP):.......ccccoviiiiriiiniieiesee e 111

5.34  Pt-Pttriply fused diporphyring (Pt-3DP): .......ccceriiiiiieriiie e 112
5.4 DISCUSSION: ..titiitistietiesee ettt sttt ettt bbbt bbb et e et et e b et b e beeneenes 116

541 CONCIUSION: ..ottt et st sbe b nns 119

RETEIBINCES ...ttt sttt e et et nte et ne e re b 121

PUBIISNEA WOTK.......eeieiee ettt 137

CUITICUTUM VLA ...ttt ettt nb e b sneenrs 159

XV



XV



XVI



Basic Concepts

Basic concepts

1.1 Introduction

The aim of this chapter is to refresh the reader’s memory of the basic theoretical concepts
needed to understand the light-mater interaction, which can be extended into understanding
time resolved experiments. Then we will discuss some topics that will be useful to further
understand the coming chapters. We will start by presenting the non-linear light induced
polarization, and afterwards, we will turn to time-resolved experiments, i.e. the third-order
polarization. Here, we will see that by systematically varying a sequence of three excitation
pulses 2D spectroscopy measures the complete third-order response function. Then we will
discuss briefly the transient absorption spectroscopy since it will be used to correct 2D
spectra, and used independently to study the relaxation dynamics of molecular systems.

We will also discuss briefly the wave packets dynamics, and how can we resolve them in TA
measurements. For that we set the basis to be able to differentiate between Condon and non-
Condon wavepackets, theoretically and experimentally. Finally, we introduce briefly Fourier
transformations since it will be used in the 2D spectra analysis as well as the extraction of the
vibrational coherences from the transient absorption spectra. We introduce the sampling
theory as well, which is important to respect when measuring a signal or extracting
oscillations out of spectra.

1.2 Spectroscopic experiments: theoretical representation

Spectroscopy is the study of light interaction with matter, where an external electromagnetic
field leads to a light induced polarization in the material which in turn relaxes by a light field
emitted from the sample. Therefore, understanding spectroscopic techniques requires the
knowledge about the microscopic properties and the quantum mechanical dynamics of the
system under investigation, as well as the light induced macroscopic polarization P(%,t). The
light induced polarization P(%,t) will be presented first, followed by a brief introduction of its
quantum mechanical description based on the density operator formalism. Then, using a
perturbative approach, we expand the density operator in terms of the electric field resulting
in the response function formalism. Using the basis of the response function formalism we
will discuss time resolved experiments. We will show that by systematically varying a
sequence of three excitation pulses, 2D FT spectroscopy is able to completely measure the
third order response function. Finally we will show that transient absorption spectroscopy is
also a third order technique, and discuss its limitations stemming from the use of single
excitation pulse.

1.2.1 Non-linear polarization

When impinging a laser pulse on matter, the electric field of the laser pulse induces a
polarization of the material that can be split into linear and non-linear contributions [5].
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p= pW 4 pNt = pU 4 p@ 4 pB 1-1

A relation between the electric field and the induced polarization can be presented using
Maxwell’s equations, where the polarization is associated directly with the electric field as
follows

2 2

1 4
V2E(#t) — E(#t) = C——P(?, t) 1-2

c2 dt?
This relation contains information about the electric field as well as the material properties.
The induced polarization, its time dependence and transfer to the signal field unveil
information about electronic and nuclear degrees of freedom, as well as their relaxation
dynamics. Since the system we are dealing with is a quantum mechanical system, the
expectation value of the polarization would be a more relevant observable to deal with.

(P(7,t)) =Tr[Vp(t)] 1-3
which is the trace of the interaction operator V and the density matrix p(t).

1.2.2 Density matrix formalism of a statistical ensemble

In condensed phase systems, we deal with statistical ensembles of molecules, rather than a
quantum mechanical pure state. There is no way to describe a statistical ensemble by a
wavefunction, but it can be represented by the density matrix formalism. For a starting point,
a pure state can be described by a single wavefunction ¥, in which the density matrix
isp = |W)W|. Therefore in the case of a statistical ensemble, the density matrix is defined
as in Eq. 1-4 and in a basis representation as in Eq. 1-5:

p= Z Ds | (W | 1-4
S
p= ) peciici = (cHed) 15
S

Here ps is the probability of a system being in a state|¥,), with p,> 0 and Y}, p; =1. Since
eq. 1-4 is linear, we can express the expectation value of an operator A as follows

(A = Tr(pA) = (pA) 1-6

keeping in mind that there is no wavefunction representation which would be able to
represent such a coherent superposition of states.

The time dependence of the density matrix of a statistical average can then be represented as
follows

) dp i dey ., dcy,
p= Qe+ 2 n(Gren + el gy)

N N
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Eq. 1-7 contains two terms; the first one is related to statistical mechanics, and describes the
dephasing and population relaxation, and the second one is related to quantum mechanics and
leads to the Liouville - von Neumann equation.

1.2.3 The response function formalism

After we introduced the time dependent density matrix of a statistical average, we are ready
to describe mathematically the polarization induced by an external electric field in a
spectroscopic experiment. For that we will start by solving the Liouville-von Neumann
equation mentioned in Eqg. 1-7, which is the mixed state equivalent to the Schrddinger
equation for a Hamiltonian H that contains an external electric field E(¥,t) [5].

H = Hy + Hy(t) = Hy — E(FDV 1-8

Switching to the Liouville space notation will facilitate the discussion by treating the density
matrix as a vector. Then the Liouville-von Neumann relation can presented as follow

[

p=—gzlp— Line(®p 1-9

The next step is the expansion of p(t) in powers of the electric field, i.e. in the number of
interactions with this field

p(®) = pO@) + pM () + p@ () .. 1-10

By introducing the Green’s function of the quantum mechanical system in the absence of an
external field in Liouville space G(t) zﬂ(t)exp(-%Lt) and interaction times t;, the n-th order
term of the formal solution of Eq. 1-9 can be expressed as presented in the figure below:

. n t n
pM™(t) = (— %) fto dt, ftz dt,_q ...ft? dry 1-11
XG(t— Tp)Llint(T,)G6(Ty — Tn_1)Llins(Tn—1) ... G(Tz —T1)Lin(t1)G(T1 — To)p(to)
t Th Thn—1 T, to
«— >
tn tn—l tl

Figure 1-1 Time dependent density matrix with the time axis showing the sequential interaction
of the system. Two time notations are presented, the interaction time T, and the interval time .
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In the Eq. 1-11 introduced in the figure above, we could see that the starting point of the
system is at G(t; — t,)p(ty,) where the system in initially at thermal equilibrium at t,. Each
interaction comes separately in time, where the first interaction is at 13, second is at 1, and so
on, where t > 1, > ... 1, > 11 > to. After each interaction L;,.(t,) with the system, the system
is left to evolve according to the Green’s function G(z,, — t,,—1). This sequence proceeds
until the n-th interaction, where the system is left freely to evolve until t. Since our
interactions with the system are through an electric field, we can express L as

Line(tn) = —E(®)V 1-12

where V is the time-independent interaction operator in Liouville space. By changing the
time variables from the interaction time to time intervals, and introducing the electric field
into Eq. 1-11, we get:

p™(t) = (%)n fowdtn jooodtn_1 jooodt1 G(t)VG (tp_)V ...G(t))Vp(—0)

XEF t—t )E@F t—t,—t,_1) .. E@,t—t, —ty,_1— t;)

1-13

Switching back to the interaction picture where V becomes time-dependent, and introducing
it into Eq. 1-13. We can calculate the expectation value of the polarization as
(P(#,0)) = Tr{Vp(©)} = (VIp) 1-14

And now we can use Eq. 1-14 and write the n-th order polarization as

P™F, ) = ((V][p™)) =f dtnj dt,_, j dt; S™(t,, ty_1, ., ty)
0 0 0

XEF t—t )E@F t—t,—t,_1) .. E@,t—t,—ty,_1— t;)

1-15

where S"(tp,t, ;,-..t1) is the n-th order response function, that is represented as

n

STt tyr, ) = () WVIGEIVG(tn DV . GEVIp(—e0))) 118

This response function contains complete microscopic information about the quantum
mechanical system under investigation, since it includes the full time evolution of the density
operator for a given interaction condition. This formalism is advantageous since it separates
the treated quantum mechanical system S™ and the classically treated external electric field.

1.2.4 Linear response and lineshape functions

It is important before we discuss the third order polarization to discuss the linear response
function S. In the nonlinear formalism, we will deal with the system as multiple steps of
linear perturbations that can be described by the linear response function. We will start by
introducing the Liouville pathway

J(&) = Tr[V(t)V(0)p(—o0)] 1-17
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with that the linear response would look like:

SO(L) =+ 0t (I (t) — J* (1) 118

In the case of an isolated two level system with transition dipole moment p, the time
dependent interaction operator V(t) can be considered

V(t) = US(®)VUy(t) 1-19
Where Uo(t) is
i
exp(—=-H,t) 0
Uo(t) = noe . andV = (g O) 1-20
0 exp(—gHet) H
Using Eqg. 1-19 and 1-20, we can retrieve the linear response function s®,
1
SOt = - lul?sin(weyt) 1-21
And the Liouville pathway
J(@®) = |.U|Zexp(_iwegt1) 1-22
_ (Ee'Eg)

introducing the energy gap frequency of a two level system we,= — into S® and J(t). The

response function oscillates at the transition frequency of the two-level system, which shows
that the linear absorption in the time domain is nothing but two peaks at tw,, since we
perform Fourier transformation. By that we can see that negative frequencies contribute since
as well since S®(t) belongs to R [5].

This representation works fine in an idealistic sample (diatomic molecule in vacuum),
whenever we excite it will “forever” oscillate at the same frequency. However in the presence
of a bath (such as the solvent for liquid samples), the surrounding will constantly affect the
molecule leading to stochastic force on the molecule. To account for that, we have to
consider an additional term to the Liouville pathway J(t) that contains the line-shape function

g(®) [5].
J(©) = |ul? exp(—iwegty) exp(—g(©)) 1-23

The lineshape function g(t) is an integration over the frequency-frequency correlation
function C(t) = (6w (t)6w(0)), where g(t) is

gt) = ftdt’C(t’) 1-24
0

C(t) is constant in the case of purely inhomogeneously broadened system, i.e. ensemble of
molecules with a static distribution of transition frequencies. In the case of Gaussian damping
of the oscillatory response function (g(t) o« t2), the absorption line will have a Gaussian
shape in the Fourier transform of S®, While in a purely homogenous broadened distribution
the absorption line shape will be a Lorentzian.
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1.2.5 Third order polarization time resolved spectroscopy

The formalism described above, can be applied to all orders of nonlinear polarizations. The
second order (lowest order) nonlinear polarization typically arises from a x* nonlinearity
which is limited to crystal materials with a non-centrosymmetric crystal structure, with the
exception of nonlinearities happening at the surfaces, which are inherently non-symmetric.
Therefore, a second order polarization would vanish in isotropic media [5]. The lowest
polarization relevant to our multi-pulse experiments, two dimensional and TA spectroscopies,
is the third order polarization P® (%, t) presented as follows

P™# 1) =] draj drbj dr. S®(t,,1p,7¢)
0 0 0

XE@ t—1,— 1, — T )E@ t— 1, — 1 )E(¥, t — 1)

1-25

The three electric fields are considered to be three &-functions yielding a real-valued third
order time-domain response function S® (t,,t,,t.). The response function is nonzero only
for t,, T, and t. being positive, to ensure causality [1]. Conforming with the previous
literature of multidimensional spectroscopy, the waiting times between the first two pulses is
named “coherence time 1, and the between the second two pulses is “population time T,
and the arrival time of the pulses is t,, as presented in Figure 1-2.

A triple inverse Fourier transform of the time-domain response function S® (t,,t,,t.) with
respect to t,, T, and t. Yyields the complex-valued third-order frequency-domain
susceptibility x® (w,,w,w.) [2]. By varying the interaction times systematically an
experimental determination of the susceptibility or the response function can be achieved.
However, we need to consider that, since the time-domain electric fields are real valued, the
frequency-domain electric fields are complex and will contribute to x® (w,,w},,w.) with
positive and negative frequencies [1, 2].

The emitted signal direction can vary depending on the combinations of the different signs of
the frequencies contributing to the polarization. For example in a BOXCAR geometry
(Figure 1-2 b), a contribution to the polarization with w, >0 and w, > 0, and w, < 0 will

radiate along the vector §S= -ﬁa+ Eb+§c, where ﬁn is the wave vector of the excitation
pulses. Since the BOXCAR geometry is fully non-collinear, the phase matching conditions

will lead to the emission of the signal in the direction of ES, which is a completely different
spatial direction of the three incoming pulses. Although the pulses are considered as o-
functions in formalism, in real experimental conditions these pulses still have a finite duration
and the interaction can happen at any time within the pulse envelop, limiting the possibility to
vary the waiting time t,,t},, and t.. Therefore the pulse centers at ty, t, and t; must be moved.
Note that envelop as well as the oscillatory phase terms should be shifted together (which is
inherent in case of using mirrors) [1].

Typically in a 2D experiment the excitation fields used are identical pulses with complex
amplitude A(t) = A(t)e®® centered at ty, t,, and t3 in time, and centered at frequency o [1].
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Figure 1-2 a) Definition of time variables. Time zero is defined at the center of the third
excitation pulse. The first two pulses arrive at negative time t; < 0 and t, < 0, while the signal
arrives at positive time delay t; > 0. b) BOXCARS geometry showing the directions of the three
excitation pulses and the emitted signal field.

E(t) = A(t — t)) exp(—iwo(t — t,) + ik;7)
+A(t — t) exp(—iwo(t — t,) + ik,7) 1-26
+ A(t - t3) eXp(_lwo(t - t3) + iE:;?) + C. C.

As presented in Figure 1-2, time zero is chosen to be at the center of third excitation pulse.
The waiting time between the pulses is customary called coherence time for t = t,- t;, and
population time T = t3 — t, = -t,. Substituting Eg. 1-26 into Eq. 1-25 yields 6x6x6=216
terms as each field in the multiplication E(%, t- t,- ty-t¢)E(T, t- -1 )E(¥ ,t-T.) compromises
6 summands, since each term contains three envelope functions A(t) or A"(t), and
corresponding phase factors determining the directions and frequencies [1]. In other words,
the polarization still contains contributions that arise from multiple interactions with the same
pulse. In order to obtain contributions to the polarization that arise from exactly one
interaction with each of the three excitation pulses, the non-collinear BOXCAR geometry can
be used to detect the signal field emitted in the phase matching direction. This will limit the
number of terms to only 6 out of 216, where all six of them share a common phase factor
exp(-iwgt+iwyt) that is independent of the integration variables, and in addition they
contain one of the phase factors that can be either of the following

exp(iwo (T4 +70)) 1-27
exp(—iwo(—14 + 7¢)) 1-28
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exp(iwo(tq + 27p + 7)) 1-29

And finally using the rotating wave approximation (RWA), considering only slowly
oscillating terms and neglecting the fast ones in the calculation of the polarization, we can
reach to the following equation [1, 6]

Y@ = et [ dr, | ar, [, 130
0 0 0
(3) —lwo(—Ta+T)[ A*(+ _ + _ _ _ A+ _ _ A+
X {SR’rW(Ta,Tb, T.) e [A(t =t — 14 —1p — T )AL — t; — 1, — T)A(t — t5

— )+ A=ty — T =T —TDA — t3 — T, —TA(t — t, — 1) |

+ Slsls;e),rw(‘[a' Tb:Tc) eiw0(1a+‘rc) [A(t — = Tg—Tp— TC)A* (t -t - Tp— TC)A(t — t3— Tc)
FAC— t3— T —Tp —T)A(t — t1 — T — DA — t, —T) |

+ S{,?rw(ra,rb, 7.)el@oTat 2t I A(t —t, — 1, — 1), —T)A(t — t3 — T, —TIA(t — t;

— 1)+ At —ty—T,—Tp —T)A(t —t, — T, —T)A(t - t; —‘L'C)]}

where ty, t;, and ts are an abbreviation for —t —T, -T, and 0 to explicitly show that each pulse
envelope A represents an envelope of the first, second, and third pulse, respectively. The
response function was split into the summation of three Liouville pathways that survived the

RWA rephasing Sg)rw, non-rephasing SI(\ISQ' - and double quantum coherence S]g?g w- These
pathways survive the RWA because they share a phase factor that cancels with the
corresponding electric field factor. Each Liouville pathway has its own phase factor, as seen
by the exponential factor in front of the integral, indicating that the polarization oscillates
within a certain interval around oo for the t coordinate and -y for the t coordinate [1]. In the
rephasing Liouville pathway, the common phase factor is e i@o(-7a*7c) je  the phase

acquired during 7, is the complex conjugate of the one during t.. Therefore, the first
interaction has to be with a negative wave vect0r7c>, which is achieved only for T > 0. This

will lead to the emission of a photon echo when the PR(3) peaks at time t femtoseconds after
the third interaction. In contrast, in the non-rephasing pathways, the phase factor dictates that

the first interaction is with a positive wave vect0r7c>, this will be achieved for T < 0 and a free
induction decay is observed. In this situation no rephasing will happen, leading to the absence
of a photon echo. In the double quantum coherence pathway the system remains in coherence
during the population time as well as the coherence time. In this pathway, the three pulses are
required to be always close to each other in time and the first two interactions must occur

with positive wave vector K s0 the high lying coherence can be reached [7, 8].

An easy method to keep track of the changes in the density matrix caused by a sequence of
interaction is using double sided Feynman diagrams. In these diagrams we keep track of the
time of arrival of each pulse and its wave vector, which facilitate the process of finding which
interactions are happening and the direction of the final emission. In Figure 1-3 we present
the 16 double sided Feynman diagrams for resonant four-wave mixing with phase matching
direction -k; + ky + ks. In these diagrams, the ground state sublevels are labeled 0 or 0,
singly excited sublevels are labeled 1 or 1’, ad double excited levels are labeled 2, and the ket

8
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Figure 1-3 The 16 double sided Feynman diagrams for four wave mixing signals with phase
matching direction -k1+k2+k3. On top is the pulse sequence for each column, while each row
present the type of process probed (ESA, ESM, GSB, and DC). In the right bottom side, is a
small Feynman diagram representation showing the direction of the time axis and the time
different between the pulses. Figure adapted from ref [2].

and bra are the left and right vertical line of the diagram. In the bottom of Figure 1-3 a small
representation of the pulse sequence relation to the Feynman diagrams is presented. The
arrows pointing towards the vertical lines on each side of the diagrams represent the
excitation pulses and their time of interaction. Time increases from bottom to top along the
vertical direction, which helps keeping track of the pulse sequence and relating it to certain
processes. For each column the temporal pulse interaction order is given across the top.

In a two level system, pathways in which the system is in the excited state population after
the second interaction, lead to stimulated emission (excited state emission), while the ground
state bleach signal originate from molecules that are left in the ground state. This can be
clearly seen in the diagrams in the second and third row. The second row represents the
stimulated emission where the system is excited from |0)(0| to |0){1]| by the first pulse, and
then to |1)(1| with the second pulse. The system is left to evolve freely until the third pulse
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arrives, taking the density matrix to the |1){0]| level, stimulating the emission of a photon
echo. In contrast, in the third row the first two pulses take the sample up to the excited state
and back to the ground state, leaving the system to evolve in the ground state. Both pathways
will lead to positive signals in the 2D spectra acquired. The first row represent the excited
state pathways, where the system is excited left to evolve during the population time in the
excited state, where the third pulse does not stimulate the emission, but instead excites it
another time, creating a coherence with a second excited state |2)(1| which is left to evolve
and emits a photon echo. This ESA will contribute with a negative signal to our 2D spectra
appearing at frequency depending on the energy gap i [2, 5]. In the double quantum
coherence case, the system is doubly excited with the first two pulses, and left at the end at
the highest excited state to evolve. The DC will contribute negatively or positively to the
signal depending on whether the system is left to emit from the highest |2) or first excited
state|1).

1.2.6 2D Fourier transform spectra

After the calculation of the polarization Pr(‘f,)(r, T,t), a 2D frequency-frequency correlation
spectrum can be obtained by performing Fourier transformation along the two time axis t,
and t, delivering a two dimensional spectrum corresponding to a population time T with
frequency axis o, and o [5]. However, experimentally we do not detect the polarization
directly but instead we detect the phase-matched signal field Es(t, T, t) [1]. The signal field is
detected using a spectrometer, which automatically perform the first Fourier transformation
over the t axis, so we really detect E¢(t, T, ). The detected electric field can be directly
related to the polarization using Maxwell’s equations

Ei(t, T, w,) = iw PP (1, T, w) 1-31

2¢on(we)c

where | is the sample length, n(w,) is the linear refractive index, and c is the speed of light.
Since the spectrograph already performed the first Fourier transform, one inverse Fourier
transform is performed along the coherence time t leading to the 2D frequency correlation
spectrum at a specific population waiting time T

[oe)

Sop(w, T, wy) = fiP(3)(T,T,wt)e‘inTdT 1-32

—00

The obtained 2D spectrum is a complex quantity containing the absorptive information in the
real part and the dispersive information in the imaginary part. In the equation of S;p we
notice that all the 2D spectra are additive, so that inhomogeneous broadening simply adds to
2D spectra [2]. This will appear as elongation of peaks along the diagonal only. Using the
inhomogeneous lineshape we can track whether the homogeneous line shape depends on the
excitation frequency.

For a measured 2D spectrum, the excitation and detection frequencies w, and w, can be read
directly off the double sided Feynman diagrams during t, and t.. The 2D FT superposes

10
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signals from all the diagrams that contribute to the signal, yielding the total 2D photon echo
signal. This can be a problem, since diagrams with negative transitions dipole product can
cancel positive double resonances. This can be interpreted as femtosecond “freezing” of
molecules [2], and can be solved by changing the pulse sequence and Fourier transforming
with respect to different time variables, or techniques such as pulse shaping which enhances
specific pathways over the others, and polarization dependent excitation [9].

1.2.7 Transient absorption spectroscopy

Transient absorption (TA) spectroscopy (also called pump-probe spectroscopy) is a technique
that utilizes a two pulse sequence, where the first triggers a reaction or population and the
second pulse follows after a certain time delay T to probe the system. TA probes the same
third order non-linearity underlying signals as 2D spectroscopy, and the same formalism
applies. To access the third order polarization we need three pulse interactions with the
sample. Instead of using two excitation pulses as in the case of 2D spectroscopy, the first two
interactions now occur within the same pump pulse with wave vector *kj. Since the first two
interactions happen simultaneously, we have no control on the coherence time anymore. As a
consequence we can only access the spectrally resolved probe axis, while the excitation axis
is lost. The two techniques are connected to each other by the projection slice theorem, where
the projection of the real part of a 2D spectrum onto the probe frequency axis w; yields the
TA signal at a specific population time T [2].

SZD (a)‘[) T a)t)

STA(T (Ut) —_ Re lthpr(a)t) f—n (U-L- 1‘33

This projection slice theorem can be also used with multiple other techniques that also probe
the third order nonlinearities such as transient grating.

The fact that the first two interactions with the system are made by the pump pulse, the phase
matching conditions dictates that the emitted signal travels in the same direction of the probe

ﬁsz -Epu+ ﬁpu+§pr. The signal is therefore intrinsically heterodyned by the probe pulse,
whose spectrum is measured in the absence of the pump pulse and accounted for during data
evaluations. This reduces dramatically the requirements to perform pump-probe spectroscopy
compared to multi-dimensional spectroscopy, which triggered some groups to implement 2D
spectroscopy schemes using TA geometries, this will be discussed in the next chapter in
details, and where introduce the advantages and disadvantages of such implementation.

The fact that the probe triggers the signal emission in its direction and is used to detect it at
the same time results in an unambiguous measurement of the absolute signal phase. This can
be of great value in the data analysis of the 2D spectra. To phase the data using the projection
slice theorem, the real part of the projection of the 2D spectrum onto the probe axis is
multiplied by a phase factor [1].

w .
A,p(T, w,) = Re [_t J- Sop(w,, T, wt)el(¢c+(wt_ wo)t) dw, 1-34
n(w)
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This would yield in finding the absolute phase of a 2D spectrum acquired in BOXCAR
geometry with an ambiguous phase between the signal and the local oscillator [1, 2].
Typically to achieve high accuracy on the phasing process, the TA must be measured using
identical pulses to the ones used to measure the 2D spectra. This can be done by using two of
the beams in the box geometry to perform the TA measurement.

In order to obtain the TA signal, we need to measure the probe spectrum passing through the
sample in the case of pumped and un-pumped sample. In our case we use a shot-to-shot
detection system, a very fast optical chopper is used to block the odd pump pulses and record
the odd and even probe pulses. By employing a fast acquisition system using a fast CCD and
DAQ cards triggered by the laser and the chopper, we can easily differentiate between the
odd and even pulses. This allows us to measure the transmitted pulse of the pumped and un-
pumped sample. The TA spectra are calculate as follow

1
AOD = —logy, <I"T’;> 1-35
0

Where I, and 15" are the pumped and un-pumped probe intensity, respectively. The shot-to-
shot measurement does not require a reference, since the laser spectrum will not change much
between the single shots, and due to the high statistics. The phasing procedure will be
discussed in the next chapter showing some examples.

1.3 Wavepacket dynamics

To understand chemical processes entirely, we need to access information about the nuclear
motions during the course of the reaction with sufficient spatial resolution and temporal
resolution. In this respect, the concept of vibrational wavepackets, known as coherent super-
positions of vibrational eigenstates, has proven to be very useful [10]. The nuclear wave
packets are well localized in space, and their time evolution is a quantum counterpart of the
classical particle-like evolution of the system. When using an ultrafast laser pulse to monitor
molecular dynamics, we are spatially selecting a significant portion of the ensemble [11].
This selected portion is transferred to a nonstationary state in the excited state (ES) potential
(Franck-Condon (FC) transition from the ground state GS) after which the molecules start to
move in phase, i.e. coherently [12, 13]. At the limit of exciting a molecular system with a
pulse shorter than its vibrational period, a wavepacket can be treated in classical form, as
long as the probability distribution is well localized and follows a classical trajectory over
time [14].

In order to generate and observe WPs, several techniques can be used. In this thesis we utilize
transient absorption spectroscopy, fluorescence up-conversion, and 2D FT spectroscopy
techniques. In TA measurements we can visualize the WP dynamics by the induced change in
the signal intensity (excited state absorption, stimulated emission and ground state bleach)
observed at different time delays. By taking advantage of the broadband detection, we can
resolve the spectral dependent phase and intensity of the WPs which enables the assignment
of the WPs to a specific state and to conclude information about the shape and position of the

12
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potential energy surface. For example, a breathing WP will appear in TA spectrum by
changing its shape (spectrally) in time, therefore if single wavelength detection is employed,
such information is lost. In contrast to TA, the detection of the fluorescence allows the
selection of the WPs in only the excited state of the system. By detecting the fluorescence at
different wavelength overtime, we can track the oscillation of the WP in the ES potential. The
spectral dependence of the emission depends on the instantaneous inter-nuclear separation in
addition to the information about the GS and ES potential energy surfaces.

In the nest section we will present two types of WPs, the Condon type and the non-Condon
type, where the FC approximation fails. Then we will show how to experimentally
differentiate between them, and between WPs originating from different states (ES and GS).
Finally we will present vibrational relaxation in condensed phase.

1.3.1 Types of Wavepackets

Using the Born-Oppenheimer approximation, the wave function of a molecular electronic
state can be factorized into electronic and nuclear component in most molecular systems.
Consequently, the transition dipole depends directly on the nuclear wave function overlap
given by the Franck-Condon factor. As a result of WP formation either in the excited or
ground state, time dependent FC overlap leads to modulation in the signal intensity on the
same frequency of the WP movement. In such a case the Condon approximation is satisfied,
and the WP is called Condon-type WP. The Condon approximation fails for non-allowed
transitions and when mixing between the electronic and vibrational wave functions happens
as in the case of porphyrins, where the Q band is known to originate from the Herzberg-
Teller type transition [15], which causes the electronic transition probability to be exchanged
[16]. This violates the Condon approximation when the WP motions directly cause structural
deformation of the molecule and as a consequence modification of the corresponding
electronic energies of the states. The change in the electronic transition energies of the states
is experimentally observed by time dependent modified absorption intensity [16]. Thorough
experimental and theoretical works on non-Condon WP motion in various samples (e.g.
Porphyrin J-aggregates, and Thiophene derivatives) have been performed by Kobayashi et al.,
introducing the Dynamic Intensity Borrowing (DIB) concept in case of strong Herzberg-
Teller transitions [17-19]. In this section, a basis for assignment of the different vibrational
modes will be given under different criterion, whether it’s a Condon or non-Condon mode,
the PES that the WP is moving on (ground or excited state), and a differentiation between
displacement and/or curvature modification of the PES due to the WP motion.

1.3.1.1 Condon type WP

The main difference between the Condon type and non-Condon type WP is expressed by the
time dependent transition dipole moment between two vibronic states. Setting a basis for
discussion, we need to start by presenting the Condon type WP, and then consider the more
complex case of the non-Condon type. Under the Born-Oppenheimer approximation the wave
function of a molecular system can be factorized into the electronic part and nuclear part as

13
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presented in Eq. 1-36, where g and Q represents the electron and nuclear coordinates,
respectively.

¥(q,Q = ©(q,Q) x(Q 1-36

The electronic transition dipole moment p(q) = eq between an initial and final vibronic state
(e.g. ground and excited states in case of WP moving on the excited state PES), presented by
¥1(q,Q) and ¥,(q,Q), respectively, is given in Eq. 1-37 based on Condon approximation as
follows [19, 20].

(W1(q, QIul¥2(q, Q) = (P1(q, QX1 (QIulP2(q, DIulx2(Q))
= (®1(q, QlplP2(q OXx1(Vx2(Q) 1-37
=(wF

Where F is the Franck-Condon factor, which is the overlap integral between the vibrational
wave functions of the ground and excited states. Stressing again, that such a formalism holds
only in case the transition between the two states is allowed. In this situation, the transition
dipole does not depend on the configuration change induced by the vibrations. On the other
side, the FC factor is directly related to the motion of the WP on the PES along a certain
normal coordinate [16, 21]. As a consequence, the change in transition probability depends
solely on the time dependent FC factor. This time dependent FC factor is expressed in
equation 1-38 [16].

F = chrcm(x%(cz)lzfn(@) = ZZC;CMX;(QHX& Q) eil-mt o

The nuclear wave function with a vibrational quantum number of | or m is presented in 1-38
as |%.(Q))= |x.(Q))e®®vt where wy is the molecular vibrational frequency relevant to the
vibronic coupling. The pump laser spectrum and the cross section of the ground state
absorption are represented by c|'c,. The oscillatory part of the relation is multiplied by the
FC factor depending on the vibrational quantum number | and m, and the initial and final
state. Therefore, a linear combination of the overlap between the wave functions in the
ground state and the vibrational levels populated by the pump pulse in the excited state lead
to the time dependent FC overlap, where the oscillator strength is conserved.

1.3.1.2 Non-Condon type WP

In the previous part, the transition dipole moment was considered to be independent of the
nuclear coordinates change. Here, this premise does not hold any more, the transition dipole
can be expanded using Herzberg-Teller expansion of the states to account for vibronic
coupling. Therefore, in this case a three level system composed of Sy, S; and S, with vibronic
coupling between S; and S, is considered. According to the work of Eyring et al. the
transition dipole moment operatore can be expanded to be expressed in terms of the
displacement of nuclear coordinates from the equilibrium configuration, in order to describe
the vibronic coupling effect [19, 22]. This situation is analogous to the case of free base
porphyrins, where the Q states are forbidden due to the symmetry of the electronic structure.
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It becomes allowed and gains intensity through the mixing of the electronic properties with
the B state by the configuration interaction and the vibronic coupling [15]. The following
wave functions are considered for the three levels, taking into account the vibronic coupling
between S; and S, [16, 19].

1500 Q) = Ibo(a, ) HAQ) 1-39
5:0Q) = (16:@ Q) + 32201020 O)) (@) 140
15200, @) = (I62(a. Q) - AEV:; Qlb.(a, Q) (@) 141

The electronic and nuclear wave functions of each state Sy, S1, and S, are represented by
|bx(q, Q)) and |xX(Q)), respectively for x = 0, 1, and 2. In the nuclear wave function |xx(Q)),
the vibrational quantum number is denoted by k = n, m, and |. Since we considered the
vibronic coupling happening between S; and Sy, then both wave functions are interacting
between each other through the mixing of the electronic configuration. S; and S, are not
bound to be the first and second excited state, but can be any two states that interact together.
In the porphyrin’s case, we can consider S; to be the Q state, and S; to be the B state. Where
we have intensity borrowing from the B state to the Q state, denoted here by the addition of
the |$,(q, Q)) to the S;, and subtraction from the S, wave function. The strength of the
interaction is given by the difference in energy between the two bands AE;; and the
interaction Hamiltonian H,i,. Finally, the transition dipole can be calculated, which will not
have constant strength; instead it will vary depending on the vibrational motion of the mode
and the consequent configuration interaction of the two electronic states. The effective
electronic wave functions will be expressed by the original electronic wave function and the
additional mixing with the other state as presented in Eq. 1-42, considering

do(a, Q))= ®1(q, Q)) for the Q state, dg(q, Q)) = d,(q, Q)) for the B state, and o represents
the degree of mixing.

[bo(a,Q) = [$§(q, Q) + alds(q, Q) 1-42
The transition probability is given as follows [16, 18, 19]:

(5102, QI(QISo(a, Q)
= (@] (@1 + 32 (2] Q)1 [9o@NAQ)

= ($1(@) Il do(@)) (X (QIx2(Q))
+ a(d2(q) Inl do(@)) (X (QIx2(Q))
vib - (02(@) 1] bo(@) (6 (Q 1QDAQ)

=F1+F2+F3

1-43
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F1= ndp (i (Q 3 (Q) 1-44
F= o pzp (X (Qx2(Q) 1-45
F3= B 120 Qun 1-46

Where (3, 1119, and p,, are:

Hvi
B=ag o= (&2(@ [l o(@) o= (&1(@) Inl o))
21

The transition dipole moment presented in Eq. 1-43 is divided into three parts. The first part
is F1 which is the ordinary FC factor without any non-Condon effects, which is identical to
the one presented in Eq. 1-37 [19]. F; is a term for static intensity borrowing by the electron
correlation mechanism [19]. Although the F;, F,, and F3; are calculated for the transition
probability from Sy to Si, the factorized variables F, and F; contain the transition dipole
moment between Sy and S,. F3; is a dynamic intensity borrowing (DIB) [16, 18] by the
vibronic coupling. In the case of porphyrins, we can roughly consider that the FC factor is
nearly unity and the vibrational excitation is mainly caused by the DIB presented in Eq. 1-46.
Assuming an impulsive limit, the time dependent wave function can be expressed as follow
[18]:

iHt .
W(©) =€ (@) 1o(a Q) o el ool b XB) + Brizo Y Qo €™|b2 1%} 147

m #0

Using equation Eq. 1-47, the transition between the ground state and the excited state WP can
be presented as follow:

(So@QI 1 IPO)= [al* 1o B 1y D [Qmol? &m0 148

m #0

In the case of free base porphyrins, u,o is replaced by the transition dipole between the
ground and B state ppg, and Sy(q,Q) is considered the ground state wave function. The square
of Eqg. 1-48 represents the difference absorption signal measured. Therefore the DIB
corresponds to a real time observation of the vibronic coupling between the Q and B bands,
which is manifested by the coefficient Qmno [18]. In other words, this model allows the
transition dipole moment to be modulated as a function of the WP motion, leading to non-
conserved oscillator strength. Such a WP will synchronously modulate both the BL/SE and
ESA signals, which will be reflected in a constant phase across the bands, and only 7 phase
jumps appear between the two processes. Therefore, in the case of DIB, the integrated signal
intensity across the Q band should not be constant, and the modulation should persist.

1.3.1.3 Wavepacket motion of the ground state PES

Differentiation between WP in motion on the ground state or excited state PES can be
directly related to the initial phase of the oscillation and its spectral dependence over the
absorption band. Wavepackets in the ground state are generated through impulsive stimulated
Raman scattering. As presented in Figure 1-4 a, the WP is generated in the ground state at
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Figure 1-4 a) Wavepacket motion on the ground state PES. b) Wavepacket motion on the
ground state PES.

point a located in the bottom of the PES. This WP can oscillate both ways along the vibration
coordinate q, starting from a—b—a—c or from a—c—a—b. The presence of the WP at a
certain point along the vibrational coordinate leads to decrease in the absorption intensity at
the probe energy (let’s call it A;) corresponding to the vertical energy transition from the
ground state to the excited state, as demonstrated by arrows upwards. When the WP moves
away from point a, the absorption intensity at wavelength A, will increase. As a consequence,
the oscillation of the WP along the vibration coordinate leads to modulation of the difference
absorption spectra at A, at the same frequency of the vibrational mode.

When the WP moves from a—b, the absorption intensity at A, will decrease and at the same
time, the absorption intensity at point A, Will increase. Therefore the oscillation appearing at
in the time traces at wavelength A, will have a ®, = 0, while at while at A, the oscillation will
be shifted by half an oscillation, which is ®, = /2. As a consequence, the WP at point ¢ will
arrive after a half cycle, which will be shifted by =, therefore the oscillations will appear in
the time trace at A¢ with a phase of ®; = —n/2, as depicted in Figure 1-4 b. If the WP moves
along the opposite direction, the phase will be reverse between b and c, yielding ®, = -n/2
and @ = n/2. Therefore the oscillations on the time traces appearing due to a WP prepared in
the ground state is always represented by a sine function [20, 23, 24].

1.3.1.4 Wavepacket motion of the excited state PES

The oscillation of the WP on the excited state PES modulates the signal of the probe at the
same frequency of the WP movements from a—b—c—b—a, considering that the WP was
initially prepared at point a. Figure 1-4 ¢ and show the movement of the WP and the phase
corresponding to its position. The modulations due to the WP will appear in both the ESA
(black) and GSB/SI (gray). In the Sl region, the phases of the oscillation are 0, ©t /2, and =, for
points a, b, and c, respectively. Based on the phase of these oscillations, a WP on the excited
state PES is always represented by a cosine function [20, 23, 24]. In the ESA region, the
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oscillations will appear at the same frequency but with a m phase difference. Assuming
comparable ESA and GSB/SI contribution to the signal, a © phase difference must show in
the oscillations between Eprone = Eabs aNd Eprobe = Eans — 2 X Estokes, Where Eaps and Esgiokes are
the peak photon energies of the absorption and the shift of the maximum of the fluorescence
spectra from Egps, respectively [17, 18]. This © phase change signifies the region where the
signal dominance is changing between SI and ESA. This phase flip can be washed out in the
case of ESA dominated signal.

In both the cases of WP on the excited or ground state PES, the integrated signal intensity
(1.S.1.) of the spectral region of the band should not be modulated. These WP models are
based on the simultaneous photoexcitation of the multi-vibrational quantum states depending
on the Franck-Condon factor while conserving the transition dipole moment, and assumes
that transition from the ground state to the excited stated is allowed. Therefore, these models
are the typical WP motion where the Condon approximation is still valid.

The cases where the initial phase differ from 0, £x, or £n/2, the WP motion is considered to
be a mixed contribution of the WP motion on the ground and excited state. This can happen
when the frequency of the mode in both excited and ground state are close to each other, if
both the PESs have comparable shapes. This is highly expected in porphyrins since in the
excited state the molecule does not undergo geometrical reorganization keeping the PES
nearly identical. This makes it harder for resonant Raman studies to identify modes
happening in the ground or excited state due to loss of phase.

1.3.1.5 Curvature and displacement of the PES

Both Condon and non-Condon type WP motion can induce effects on the displacement and
curvature of the PES of the involved states. In the case of a shift of the PES of the final state
with respect to the initial state, the spectral change will resemble the first derivative of the
absorption spectrum. Typically this situation happens when very large geometrical relaxation
occurs upon photoexcitation [16]. A m phase jump should be present at the peak wavelength
of the absorption band [16, 20]. In contrast with the displacement case, when the PESs of
both states are perfectly overlapped (very small stokes shift), the oscillations usually happen
due to the breathing of the WP instead of moving between two turning points. The WP will
appear due to the second order difference between the involved states, which is given by the
breathing of the WP in time. In cases of small geometrical changes, the curvature of the PES
of the initial and final states is nearly identical. Accordingly, the spectral change due to a
breathing WP is determined by the second derivative of the involved transitions. In the case
of ground state WP, the spectral intensity of the oscillation will resemble the second
derivative of the static absorption spectrum, while a WP motion on excited state PES will
resemble more the second derivative of the SI/GSB and ESA spectrum [16, 19]. The zeroth
order is always present in the case of the non-Condon modes, in addition to the first or second
derivative contribution, to fulfill the non-conserved integrated transition probability [16].
Therefore, if the spectral dependent amplitude of a certain mode contains a contribution of
the zeroth order, it can be safely considered to be caused by a non-Condon type WP motion.
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1.3.2 Vibrational relaxation in condensed phases

Whenever we speak about chemical reactions or biological process, we cannot dismiss the
effect of the surrounding environment, which in most cases are the solvent molecules. These
solvent molecules play a crucial role in enhancing, driving and selecting the channels of the
reaction. Their impact on vibrational relaxation stems from the fact that the solvent molecules
can couple to the vibrational motion of the molecules; in the case of strong interaction, this
will lead to alternating of the PESs of the solute. Such alteration of the PESs would give the
solvated molecules different properties than the isolated ones, thereby permitting processes
that were not possible in the latter case. Therefore, to be able to describe the reaction
dynamics in solutions we need to understand the solvent-induced vibrational relaxation
processes.

Two relaxation routes are typically considered in the solute-solvent interaction. The first
relaxation route is the intramolecular vibrational energy redistribution (IVR) [25] to other
modes of lower frequency in the solute itself without the assistance of the solvent. The
second would be through external vibrational relaxation (EVR) [26] through vibrationally
elastic collisions between the solvent and the solute involving the continuous adiabatic
fluctuations in the energy levels of the solute molecules, which is known as pure dephasing.
The harmonicity of the vibrational modes of the solute can be affected as well by the pure
dephasing.

Vibrational relaxation times in liquid phase can vary vastly from fs to ps depending on the
solute-solvent interaction. The IVR and EVR processes are typically competing processes. In
the case of simple diatomic molecules in solution, these molecules are practically an isolated
vibrational mode that has no possibility to couple to other intramolecular modes, leaving the
IVR process practically non-existent. Because of this, diatomic molecules make the ideal
system to study solute-solvent EVR by eliminating the interference from the competing IVR
[13, 27]. Such experiments have the EVR happening in the range of picoseconds. When
increasing the molecular complexity (organic molecules with more than 30 atoms such as
porphyrins), the density of vibrational states increases and anharmonic coupling between the
internal modes provide a competing channel to the EVR. If the coupling of these internal
modes is sufficient, the vibrational energy deposited in a certain mode would equilibrate
among the many other modes (IVR) in the time range of 10s to 100s of fs. Such a fast IVR
relaxation would be by orders of magnitude faster than dissipation through energy transfer to
the solvent through collisions (EVR) reducing its contribution [28].

Typically electronic and vibrational relaxations are described by making use of the
approximations of the optical Bloch equations. In case of a two-level system, the total
coherence decay rate in the optical Bloch picture using a statistical treatment of the
stochastic, weakly-coupled solute-solvent interactions, is given by [29, 30]

1 1(1 N 1>+ 1 9
—==—4+ — - 1-4
T, 2\Tq Tip T;
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1 1 1 1-50

where the second equation represents the case where the lower level is infinitely long lived
(e.g. for the v =1 — v = 0 transition). Ty, and Ty, are the population life times of vibronic
levels a and b and T, is the pure dephasing time. In Eq. 1-50, T; is the lifetime of the upper
level and T, can never exceed 2 T,.For the general two-level system, the coherence decay
time is limited by [29]

2Tlale

T, < ——mMm 1-51
27 T+ T

which implies that T, cannot exceed T, if T;; = Ty, = T;. These equations show that the
optical Bloch picture only include dissipative terms that correspond to transitions between the
system levels (T;) and random fluctuations of system energy levels T,.

Based on the previous equations, we can conclude a relation between the slow rate of
vibrational energy relaxation and the observation of vibrational WPs. This conclusion cannot
be generalized since the optical Bloch treatments do not include coupling between
populations and coherences as well as transfer of coherences between pairs of levels. In some
rare cases, the EVR happens faster or on the same time scale as the loss of the phase
coherence in the system i.e. T; < T,, which can be accounted for by using the Redfield
theory [29]. Such cases can be a result of very efficient coherence transfer between different
levels.

1.4 Discrete Fourier transform

Fourier Transform is a linear integral transform that connects reciprocal spaces, such as time
and frequency domain. A FT of a function of time is a complex-valued function of frequency,
whose absolute value represents the amplitude of the various frequencies present in the
original function, and whose complex arguments is the phase offset of the cosine of these
frequencies [31]. Transformation from time to frequency domain of function f(t) is
represented as

1 (” .
F(w) =FT[f(t)] = Ef f®)e'®tdt 1-52

And the inverse Fourier transform FT?, from frequency to time of the function F(w) is
represented as

f(t) = FT'[F(w)] = F(w)e "“dw 1-53

1 j°°
V2 )
This presentation considers a continuous integral transform, which is not the case in a real life
experiment where we get a finite number of data points. This limitation arise from several
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Figure 1-5 Illustration of the consequences of imporper sampling. Panels (a), (b), and (¢) show
the sampling of indentical continuous sin wave with different sampling rates. In (a) the sampling
rate is high enough to capture the full details of the original signal. (b) the sampling used is at
the Nyquist frequency. ¢) under sampling of the signal causes aliasing.

experimental aspects, such as the finite number of pixels of the CCD to sample the
wavelength axis, or the finite number of points used to scan the coherence time to contract a
2D spectrum. The number of data intervals and ranges has to be wisely chosen to avoid under
sampling and signal aliasing. For that reason we will introduce briefly the sampling theorem,
the effects of under sampling and finally the effect of timing errors on the FT.

1.4.1 Sampling theorem and aliasing

The sampling theorem is the fundamental bridge connecting the analog signals (continuous)
to the digital signals (discrete). This theorem describes the sufficient conditions for a
sampling rate such that a discrete sequence of samples acquires all the information from a
continuous time signal of finite bandwidth. In other words, a continuous function can be
measured by a sequence of discrete samples, where these sampling points can be used to
reconstruct the original function. The fidelity of the reconstructed signal depends on the
density of the sampling points. This theorem is valid for a class of mathematical functions
having a Fourier transform that is zero outside of a finite region of frequencies. In other
words, for a function x(t) that contains no frequencies higher that F, it can be confidently
determined by sampling it at a frequency of 2F,, or at time interval of 1/2F,. If the sampling
frequency is lower than the bandlimit, imperfection known as aliasing will appear in the
reconstruction. The frequency threshold Fn,/2 and sampling rate 1/2F., are called Nyquist
frequency and Nyquist rate, respectively [32].

In Figure 1-5, we present a continuous signal over 500 seconds of sinusoidal function of
frequency of 100 s equivalent to 0.01 Hz. This continuous signal (solid blue) is sampled with
three different sampling rate of 15 s (0.06), 50 s (0.02), and 150 s (0.006).
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The sampling frequency used in Figure 1-5 a is six times higher than the continuous sin wave
frequency. This represents 6 samples taken over each complete cycle, leading to the ability to
fully reconstruct the analog signal with high confidence. When going to the Nyquist sampling
rate limit, sampling frequency being double the analog frequency, we can see that the
frequency of the original wave can be still retrieved, and according to our criterion this can be
still considered as proper sampling. In the last scenario, the sampling frequency is well
below the recommended Nyquist sampling rate, which leads to a complete loss of the analog
signal, and measuring a much lower frequency compared to the analog one. This
phenomenon of changing frequency during sampling is called aliasing. This third example is
what can be considered as improper sampling.

Now that we presented an example of proper and improper sampling, it is time to discuss
aliasing and its effects of the integrity of the retrieved data. Let’s consider x(t) an analog
continuous function with a Fourier transform X(f)

X(f) = Joox(t)e‘””ftdt 1-54

The Poisson summation formula indicates that the samples, x(nT), of x(t) are sufficient to
create a periodic summation of X(f) with a sampling frequency fs. The result is

X,(f) = Z X(f = kf,) = Z T.x(nT)e~i2mnTf 1-55

k= —o k= -
Which is a periodic function and its equivalent representation as a Fourier series, whose
coefficients are T.x(nT). This function is also knows as the discrete-time Fourier transform
(DTFT) of the sequence T.x(nT) for integers n [33]. This is depicted in the figure below
showing replicas of the X(f) shifted by multiples of fs and combined by addition.

When considering a bandlimited function (X(f) = 0 for all |f| > Fm), the sampling frequency
should be chosen to be sufficient enough for the replicas to remain distinct from each other. If
the Nyquist frequency is not satisfied, adjacent copies overlap, and it would not be possible to
distinguish an unambiguous X(f). All the frequencies above fs/2 will be indistinguishable
from the lower-frequency component. In such a case, the interpolation would produce the
alias, instead of the original component

Up to now, we have considered the sampling frequency for a finite temporal resolution which
led to constraints for the minimum sampling frequency for a spectrum of maximum
frequency Fm. Now we will take into account the finite number of points N that we acquire
from an experiment. The discrete Fourier transform Y =[Yoq, Y1... Yn.1] of a time domainy =
[Vo, Y1 ... Yn-1] can be defined as

Y, = % N1y,e?™m/N fork=0,1... N-1 1-56

The element k = 0 corresponds to DC term, which is a simple sum over all the elements of y,
and the resolution in the frequency domain is given by
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Figure 1-6 Spectrum X(f) is the continuous Fourier transform of x(t) with different sampling
frequency fs. In the upper plot, when the sampling frequency is lower than the Nyquist
frequency, with overlapping copies of the Fourier transform. In the bottom plot, the sampling
frequency is higher increasing the gap between the replicas with no more overlap

ay=foo 1

N T(N
Therefore, when performing a 2D FT spectroscopy experiment, for a photon echo of limited
time duration of t,_ it is sufficient to achieve a frequency resolution of Af=1/t;. That puts
some boundaries on the number of sampling points N and the number time window scanned
Ts. For achieving high frequency resolution, we can always increase the number of sampling
points. But due to practical reasons, long scan duration and phase instabilities, it would be

always better to limit the number of sampling points to minimum.

1-57

1.4.2 Zero-padding

An effective method of increasing the number of points in the time domain is zero-padding. It
has been shown in NMR spectroscopy that zero-padding is a safe method to increase the
frequency resolution without altering the data measured [34]. When we measure a 2D
spectrum, we typically take into account that no response will be present outside the
measurement window. Therefore adding a block of zeros surrounding the data for longer
time scales will increase the measurement window and number of points, which is reflected
in an increase in the number of frequency points. This method will not add any extra
information to the frequency data, but it can be used to increase the number of points in the
frequency axis leading to more pronounced features and more “esthetic” spectra.

In TA data, when analyzing wave-packet dynamics in transient spectra the same frequency
time limitations are available. The sampling frequency and the time window used define the
frequency resolution of which we can resolve the frequency modes. Applying zero padding
also increases the resolution of the Fourier transform without adding any extra information.
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1.5 Heterodyne detection using frequency domain spectral interferometry

Frequency domain spectral interferometry (SI) is a technique that can measure the intensity
profile and spectral phase of an ultrashort pulse [35, 36]. SI will be used in different
situations in our experiments, starting by the delay stages calibration and more importantly to
characterize the weak signal field in the 2D spectroscopy experiment [37-40]. In Sl, the pulse
under investigation E(w) and a reference pulse E,(w) exp(iwt) are temporally shifted by t
from each other and spatially superimposed into a spectrometer measuring their combined
spectral intensity S(w). The measured spectral intensity S(w) for a constant T would look like:

S(w) = |Es(w) + E.(w)ei*t|” 1-58
= Es(w)Es (w) + Er(w)E;(w) + E5(0)E,(w)e' @™ 14*®)

+ c.c. 159

= L(w) + L(0) + ()], (w)ew®+ide@) 4 ¢ ¢ 1-60

= I, (w) + I, (w) + f(w)ew®@+ide@) 4 ¢ ¢ 1-61

where I (w)= |Ex(m)|2, Ap(w)= @ (W) - ps(w), and f(w)= /I;(w)].(w). As one could
notice, the first two terms are static, while the other two contain high frequency oscillatory
components. The oscillatory term with its complex conjugate can be written as
2|f(w)|cos(AP(w)+ wT) , resulting in interference fringes that are inversely proportional to
the time delay between the two pulses 1, and the phase of the fringe pattern is directly
connected to the relative spectral phase A®(w) [36].

Figure 1-7 show the steps followed to isolated the spectral intensity and phase of the pulse
under investigation. The first step is taking the inverse Fourier transform of the measured
spectrum giving:

FT7SI(t) = E;(—t) X Es(t) + Ef(—t) X E.(t) + f(t — 1)
+ f(=t—1)

1-62

The first two terms correspond to the field autocorrelation functions of the individual pulses
(FT!Ig(w)] = E5(-t)xE,(t)) and are centered at t = 0 as seen from Figure 1-7b. The third

term f(t-t) is the correlation function shifted by t, while the fourth is shifted by —t. The time
difference 1 should be chosen to be large enough such that f(t-t) does not overlap with the
peak around zero, which makes it possible to extract the signal by applying a numerical filter.
The numerical filter (rectangular filter) is presented by the dashed blue lines setting the
signals along the entire time axis to zero except the peak around +t. Finally by applying a
Fourier transform to the filtered part we can go back to the frequency domain where the
f(w)el@T +140(@) js extracted. Figure 1-7d show the plot of f(w), and the linear and non-linear
relative phase between the two pulses. The dashed line shows the phase caused by the time
difference between the two pulses, while the solid one contains the non-linear phase as well.
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Figure 1-7 The four steps starting from the spectral fringes to the extraction of the spectral
phase and intensity (figure adapted from www.fastlite.com).

Recalling Eq. 1-60, the first two factors of the static autocorrelation contributions are
canceled by the numerical filtering and what we are left with is

V() (w) exp(int+ i(P.(w)- Py(w)). At this point, by using a well characterized
reference beam knowing its spectral phase ®.(w) with a well-defined time delay t between
itself and the pulse under investigation, we can retrieve the spectrally dependent phase
@ (w) and amplitude I (w).

Heterodyne detection is based on spectral interferometry. By sending a well characterized
pulse called Local oscillator in the same direction of the emitted signal field, the phase and
amplitude of the signal field can be well characterized. Heterodyne detection also offers
amplification of the weak signal field as well, due to its multiplication with the local
oscillator field.

Spectral interferometry is also used in the delay stage calibration process, where the single
mode fiber is set in the sample position, and the spectral interference of each two beams is
recorded for each step, where a relation between the travel of the delay stage and the time
delay difference can be calculated.
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Implementation of an Ultra-Broadband

Multidimensional spectroscopy Setup

2.1 Introduction

After establishing the theoretical background of time-resolved spectroscopy in the first
chapter, we will now present the experimental implementation of a 2D ES setup. We start
with a discussion about the challenges facing such implementations, and a comparison
between partially collinear and different types of non-collinear geometries showing their
advantages and drawbacks.

After presenting the motif to choosing a fully non-collinear geometry, we start by introducing
the light source used to generate broadband pulses in the visible regime and the pulse
compression and characterization techniques used. This is followed by the detailed
explanation of the experimental setup and phase stability achieved by the pairwise beam
manipulation. We will also discuss the measurement procedure and the data analysis. After
all we will show two primary measurements performed on rhodamine dye and pentacene
films.

2.2 2D FT spectroscopy

Since the first pump-probe optical spectroscopy measurement realization in the middle of the
past century [41, 42], a wealth of optical spectroscopy techniques have been developed.
Techniques are being pushed to obtain the greatest possible spectral information with the
highest temporal resolution [5]. Multidimensional spectroscopy is one of the techniques that
combines the high time resolution while maintaining high spectral resolution and has been
utilized to address many fundamental questions in condensed phase dynamics [2, 43]. The
concept of multidimensional Fourier transform spectroscopy is an optical analog to the 2D
NMR experiments known as COSY (Correlation Spectroscopy) [2]. During these years,
multidimensional spectroscopy has been implemented in different frequency domains starting
from terahertz frequencies [44, 45], mid-IR [46-49], visible frequencies [50-56], and the UV
[57-62].

Most of these experiments are restricted to spectrally narrow excitation and probe pulses
limiting the studies to one or a small number of transitions found in a narrow range within
UV-visible or mid-IR ranges. The beauty of multidimensional spectroscopy is studying the
correlation between multiple distant transitions revealing a wealth of information about
diverse chromophores and environments. For that reason, the future of multidimensional
spectroscopy would be going to much broader pulses where multiple transitions would be
excited simultaneously. The recent advancement of light sources generating continua in inert
gases [3, 63] allows for the realization of ultra-broadband 2D setups in the visible regime
covering spectral ranges between 480 nm and 900 nm.
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A 2D Fourier transform spectrum has several clear advantages over traditional one
dimensional spectroscopy or non-Fourier transform 2D spectroscopy such as the well-known
pump-probe spectroscopy. First of all, in case of congested spectra the signal of different
transitions that are not well separated will end overlapping and leading to loss of information
about different possible processes. On the other hand, 2D FT spectroscopy spreads the probed
data along the extra dimension of the excitation spectrum; this leads to the disentanglement of
the overlapping signals where cross peaks can reveal interactions between the different
transitions. Second, the 2D FT gives the absorptive and refractive parts of the non-linear
signal, whereas refractive part is completely lost in other techniques. Third, 2D FT
spectroscopy offers high temporal-spectral resolution with no trade off. While in pump-probe
spectroscopy the temporal-spectral resolution are coupled to each other due to the time-
bandwidth product, in 2D FT spectroscopy the spectral resolution is only dependent on the
maximum time delay during the scan between the excitation pulses. This enables the use of
ultra-broadband pulses with sub-10 fs temporal resolution in 2D FT spectroscopy, without
compromising the spectral resolution. This powerful combination makes 2D Fourier
transform spectroscopy the ideal tool for unraveling couplings and coherences among diverse
resonances and dynamics in complex systems without any compromise on the temporal or
spectral resolution [2, 64].

2.3 2D spectra

A 2D spectrum is a spectrum with two frequency axes, the probe frequencies and excitation
frequencies. It is constructed at a specific waiting time delay T, where the time difference
between the excitation pulses 1 and 2 is scanned and Fourier transformed, obtaining the
excitation frequency axis. The detection frequency axis is obtained directly by a
spectrograph. In Figure 2-1 we present a cartoon of 2D spectrumat T =0 and T > 0 of a two
transitions under investigation. Along the diagonal, two main peaks appear at the absorption
frequencies of each transition, while interaction between these transitions is represented by
cross-diagonal peaks (CP). At early waiting times (T = 0), valuable information can be
extracted about the fundamental line shapes of the transitions, where inhomogeneous (IB)
and homogeneous (HB) broadening can be estimated by measuring the elasticity of the bands,
where the major and minor axis represent IB and HB, respectively [2]. The excitonic
coupling between the two transitions is visible as cross peak in the 2D correlation spectrum.

The evolution of the peak positions and shape is a reflection of various changes in the system
itself and its surrounding (the solvent in case of liquid samples). The correlation spectrum at
T > 0, show a broadening in the peaks along the anti-diagonal axis, and a shift of the diagonal
peaks to slightly lower detection frequencies, as well as change in the shape of the excitonic
cross peak. The diagonal peaks shifting from the diagonal are signature of the dynamic stokes
shift [65]. While the diagonal peak shape evolution over time show the loss of the 1B
elongation with the increase of HB, which is typically due to the memory loss due to spectral
diffusion. This can be used as a direct access to measure the time dependent bath dynamics
and solvation [66]. For the cross peaks, the growth in the cross peaks shapes is a sign of
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Figure 2-1 Schematic illustration of an absorptive 2D correlation spectrum of two transitions a
and b, at waiting time T =0, and T > 0. For T = 0, information about the homogeneous (HB) and
inhomogeneous (IB) line width, excited state absorption (green), and excitonic coupling, can be
revealed. For T > 0, information about the spectral diffusion, stokes shift, and energy transfer
can be extracted.

electronic coupling and energy transport [67]. Finally, time-dependent oscillations of the
diagonal and cross peaks reveal vibrational, vibronic, and electronic coherences [68-70].

2.4 Challenges

When implementing 2D FT ES experiment, one of the major technical challenges is creating
and delivering the appropriate pulse sequence with variable delay between them, yet with
high phase stability. The phase stability can be expressed as the relative variation of the phase
between two optical pulses at a given time delay. The timing jitter between the pulses directly
impacts the phase stability, where the relevant timescale is directly dependent on the
oscillation period of the optical field (proportional to wavelength) [2, 54]. Such a
requirement can be easily achieved for long wavelengths (IR) using ordinary delay stages to
create the interferometer and control the timing between the pulses [71, 72]. The shorter the
wavelengths (Visible, and UV) used the more demanding the instrumentation will be to
achieve high interferometric stability. If the phase stability requirement is not achieved,
artifacts can appear in the 2D spectra after the Fourier transformation, leading to mixing
between the real and imaginary information [2]. This issue has been tackled with various
techniques and geometries that are implemented to circumvent such a problem [54].

Applying Fourier transformation over the two time delays t and t require high phase stability
and precise timing. During these time intervals the system is in a coherence state between the
excited and ground state. During the second time delay T, the system is in a population state,
where the changes are slow and timing errors are not as critical. If Fourier transformation is
applied on the population waiting time delay T, a 3D FT spectrum will be obtained revealing
the waiting time coherence frequencies due to coherences between vibrational, vibronic, or
electronic excited and ground states. Those frequencies are orders of magnitude lower than
optical frequencies and do not require high phase stability compared to the optical coherence
frequencies observed in tand t [2, 73].
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For an accurate retrieval of the excitation frequency axis, interferometric precision of A/60 is
required for the t delay times, which correspond to timing errors of 0.03 fs (path lengths error
of 9 nm) at 550 nm [2]. In the IR, such phase stability (A/60) can be achieved by normal
optics using beams splitters and a delay stage for each beam where the required stability is on
the range of 0.27 fs at 5 um wavelength. In typical interferometers with no active or passive
phase stabilization, mechanical instabilities and optical path length fluctuations can introduce
RMS value of 0.1 fs of timing errors. 2D FT IR experiment implemented by Hamm et al. [48]
using only delay stages and beam splitters demonstrated that even at long wavelengths (5
pum) the quality of the 2D spectra deteriorates due to the phase instabilities, compared to
actively stabilized system. This illustrates the importance of using actively or passively phase
stabilized geometry for shorter wavelengths.

To access the components real (absorptive contribution) and imaginary (refractive
contribution) parts of the complex-valued entities of the 2D spectra, heterodyne detection is
employed to calculate the phase of the emitted signal. Heterodyne detection is performed by
spectral interferometry between the signal field and a reference beam typically called local
oscillator (LO) and resolved using a spectrograph. And this technique is explained in details
in section 1.5. By fully characterizing the spectral phase and intensity of the LO, and
knowing the time of arrival into the spectrograph relative to pulse 3, the complex signal field
can be extracted (phase and intensity). Therefore, a stable relative time delay t and phase
between pulse 3 and the LO is required such that an inverse FT can be performed in the
extraction process.

Resolving small 2D signals in non-collinear geometries brings another challenge, since the
signal must be isolated from the background noise created by scattering from the pumping
beams and non-desired signals. When using BOXCAR geometry, the signal is emitted in the
direction of the fourth vertex as a consequence of the phase matching conditions, leading to a
background free signal. This is not completely true, since the scattering from the three
pumping beams can be in some cases much higher in intensity compared to the signal and
needed to be removed. For that recording the scattering of each pulse and the combination of
pairs can be used to subtract the scattering contribution. In the case of linear geometries, the
signal is emitted in the direction of the probe pulse, and two techniques have been proposed
to solve this problem, that were utilized separately or together [74, 75]; amplitude
modulation, phase modulation (cycling).

In case of choosing a fully non-collinear geometry, phasing of the 2D spectra becomes a
requirement. As mentioned earlier, by using heterodyne detection, the complex signal can be
measured allowing the separation between the absorptive and dispersive components of the
2D spectrum. Due to the sensitivity to the absolute timing between the local oscillator and the
signal, the detected signal might be phase shifted from the purely absorptive or dispersive
signal by a polynomial function of the frequency [2, 54, 76]. By performing a spectrally
resolved pump-probe or transient grating experiment complimentary to the 2D experiment,
the phase function can be calculated by invoking the projection slice theorem [2, 77, 78]. The
spectrally resolved transient spectrum at specific time delay in a pump-probe experiment
represents the real part of the third order signal. It is possible to find a frequency dependent
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phase function that connects the pp-spectrum and the projection of the absolute retrieved 2D
spectrum at the same time delay. Other techniques have been also employed to solve the
phasing problem, based on balanced detection schemes, or even without the projection slice
theorem using only optical methods [78-81].

In the next sections we will give details on the choice of the geometry and its advantages and
disadvantages, the light source used, the experimental setup, the delay stage calibration, data
acquisition and noise subtraction, phasing, and finally primary results obtained.

2.5 Choice of geometry

Various experimental implementations have been proposed for multidimensional
spectroscopy to tackle the problems discussed earlier. Each geometry and implementation has
its own advantages and disadvantages, some are ideal for obtaining high phase stability but
are inherently limited to narrow excitation pulses and vice versa, while other geometries such
as pump-probe geometry can achieve ideal phase stabilization but have higher noise and are
limited to narrow excitation bandwidth but with continuum probe. The aim of our
experimental setup is to perform ultra-broad band excitation/detection in the visible range as
well as in the UV in the near future. Therefore the geometry chosen should be considered
with care considering all the possible limitations.

2.5.1 Interferometric based setup with active phase stabilization

The first 2D FT experimental implementations were using excitation pulses in the IR
centered at around 800 nm and employed an interferometer to create the pulse sequence
needed [76, 82]. In the work of Joffre et al. [82], the non-linear response of a nonlinear
crystal (type Il KDP) was mapped out and spectral interferometry between a reference pulse
and the other excitation pulses and signal separately was utilized to determine the full
complex field in two dimensions. In the work of Jonas et al. [76], the third order 2D ES
measurements were performed using a fully non-collinear beam geometry generated by
interferometers. A tracer beam was utilized to calibrate the stages. These techniques were
sufficient to achieve acceptable phase stability due to the long wavelength used. An actively
phase stabilized approach was developed primarily by Cundiff et al. [64] where
interferometers were used. The mirrors were mounted on piezo transducers locked the
relative phase of the interferograms while the relative path lengths were monitored by a
continuous wave laser (He-Ne laser). Actively phase stabilized approach enables broadband
measurements at shorter wavelengths with high phase stability. Such experimental
implementations require sophisticated instruments for motion control, electronics, and a real
time optical measurement.

2.5.2 Pump-probe geometry based setup

In pump-probe geometry, the first two excitation pulses are collinear (k; = k) while the probe
pulse comes with a small angle as presented in Figure 2-2. The rephasing and non-rephasing
signals are both emitted in the direction of the probe pulse and are heterodyned with the
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Figure 2-2 a) Typical pump-probe geometry. b) A pulse shaper is inserted in the pump path to
create the pulse sequence needed to perform 2D spectroscopy experiments. The signal is emitted
in the same direction for the probe beam due to phase matching conditions.

probe. This excludes any errors stemming from the different scans to obtain both rephasing
and non-rephasing signals and the signal has well established zero-phase between itself and
the probe. The coherence time between the excitation pulses (1 and 2) is created by a pulse
shaper, where in the Fourier plane to yield a 4f setup a liquid crystal display (LCD) imprints a
fringe pattern onto the pulse spectrum that is translated in the time domain after spectral
recombination to yield a pulse sequence. Since the collected signal is not background free,
phase cycling is required to extract the clean complex 2D spectra. This implementation has
been demonstrated with high signal to noise ratio in the visible and NIR [53, 83]. One of the
main advantages of this geometry is the ability of performing a two color experiments where
the probe can be chosen to be different from the excitation pulses. For that very often the
probe pulse is a white light continuum generated by filamentation in a non-linear medium
(water, CaF,). These setups are usually fast in signal collection due to the absence of any
moving stages and the fast change in the pulse shaper configuration.

One of the main drawbacks of this implementation is the limitation in the bandwidth of the
excitation pulses, where it becomes harder to achieve long time delays for very broad pulses
unless a very large pulse shaper is used. Also the chirp of the pulses must be compensated
carefully since this technique can suffer from distortions of the 2D spectra due to the different
linear chirp added to the pulses (relative between the excitation and probe) [84].
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Figure 2-3 Diffractive optics based 2D spectroscopy setup with glass wedges to scan the timing
between the pulses. Figure taken from reference [1]

2.5.3 Diffractive optics based passive phase stabilized setups

Passively phase stabilized implementations require only optical elements where the phase
stability is achieved through using common optical components for beam pairs such that
mechanical and timing jitters would cancel out. The first passive phase stabilized systems
were developed for TG spectroscopy with heterodyne detection employing diffractive optics
(DO) to generate the pulse sequence and utilized common optical components for all four
beams to keep the relevant phase as stable as possible, imaging the DO-generated beam onto
the sample (presented in Figure 2-3) [38, 77]. By adding the ability to control the timing
between the pulses, these setups were able to perform 2D spectroscopy with high phase
stability. The time delays between the pulses are tuned by inserting rotating glass slides [85]
or translation of wedges in the beam path [85, 86]. These setups are fully non-collinear and
allow the ability to do polarization dependent measurements.

Other experimental configurations were proposed using coupled retroreflectors instead of
refractive elements, where broadband excitation was proved to be possible and pulse shaping
of the first two excitation pulses to coherently control population transfer in rhodamine 101
[87, 88].

Utilizing DO imposes a limitation on the spectral bandwidth to an octave due to overlapping
diffraction orders produced by the DO. And due to the use of variable thickness refractive
elements to produce the time delays also poses a problem for large bandwidth, especially in
the UV. Such refractive elements will lead to a variable broadening which was estimated
about 6% for 10 fs pulse at 600 nm in case of delay of 300fs. This would be more dramatic in
case of broader pulses or UV.
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2.5.4 DO free passive phase stabilized setups

Several groups have demonstrated all reflective BOXCARS setups that use beam splitters
rather than DO, excluding any bandwidth limitation. Same as the in the DO based setups, this
technique make use of the concept of correlated pulse pairs to achieve passive phase stability
[50, 89]. Other configurations were presented that use spatial masks or 2D pulse shapers to
generate the four beams in the BOXCARS geometry, where beams hit common optics and
the time delays are tuned by a spatial light modulator or piezo controlled mirrors all mounted
on the same stage [90, 91]. Engel et al. [55] also presented an all reflective setup operating
with 10 fs compressed pulses ranging between 550 nm and 680 nm. Beam splitters were used
to generate the pulse sequence in BOXCARS geometry and they employed independent
mirrors mounted to slightly angled stages to perform fine time delay steps with a phase
stability of A/75 at 800 nm.

All reflective setups with correlated pulse pairs show no limitation on the excitation
bandwidth and proved to achieve high phase stability with a limited effort (no need for beam
tracers and active corrections). In case of use of broadband compatible optics, tunability
between the visible and the deep UV should be trivial.

By comparing all of these different implementations, the all reflective setup would be the
most suitable for our demands, due to its high tunability and its ability to utilize broadband
pulses with the only limitation of finding beam splitters that can support the bandwidth.
Therefore we embraced this technique and combined it with an ultra-broadband source that
has the ability to generate octave spanning pulses centered at 700 nm. In the following part
we will introduce the light source and the pulse shaper used to compress the pulses and future
improvements utilizing chirped mirrors to achieve dispersion free experiments with sub-10 fs
pulses.

2.6 Lightsource

Optical parametric amplifiers (OPA) are widely used in electronic spectroscopy experiments
(pump probe, fluorescence up-conversion, and multidimensional spectroscopy) due to their
ease of tunability over wide spectral range (480 nm — 1300 nm). Various groups over the
years demonstrated the possibility of generating ultra-broadband pulses with sub-10 fs pulse
duration by amplification of tilted pulse fronts eliminating the pulse front mismatch due to
the non-collinear geometry [92-95]. OPA systems have their limitations concerning the pulse
energy output that is limited to the damage threshold of the amplification medium (Barium
Borate BBO crystal) and their non-uniform beam profiles that show a spatial chirp. The
intensity throughput limitation can be averted by amplification of temporally chirped pulses
and compressing them afterwards. But still the highest pulse energies achieved are in the
range of multiple pJ only.

In our experiments we are aiming to utilize visible broadband pulses (up to 200 nm) that are
compressed to near-Fourier limit to avoid errors in the 2D spectra due to dispersion of the
pulses. Accordingly, a deformable mirror based pulse compressor as well as a set of chirped
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mirrors is used to manipulate the phase in the Fourier plane achieving a compressed pulse at
the point of the sample. During this procedure, energy losses are unavoidable due to the use
of gratings and the non-planar surface of the deformable mirror. Extra losses should be also
considered in the multidimensional setups, since we use beam splitters and compensation
plates to create our pulse sequence (discussed in details section 2.7). Therefore it would be
wise to choose a light source that can generate more energetic pulses with a broad spectrum
covering the spectral region of interest (500 nm - 700 nm). The unavoidable spatial chirp in
NOPA systems can create aberrations in the multidimensional spectra due to the non-
homogeneous excitation of the three pulses. Hollow core fibers are considered as a good
replacement of the NOPA systems due to their superiority in throughput energy and the ideal
EH11 mode generated at the fiber exit.

Hollow core fibers are glass fibers filled with a noble gas acting as a dielectric waveguide for
the light. In this technique, intense laser pulses are spectrally broadened upon passage
through the gas medium (non-linear medium) through self-phase modulation (SPM)
generating pulses that can be compressed to be shorter than the input pulse using the suitable
optical dispersive elements [3, 96]. The waveguide traps the intense laser pulse allowing
significantly longer laser-medium interaction length leading to increase in spectral
broadening [3]. Spatially uniform broadening and EHj; spatial profile are inherent from the
transverse profile of the fiber, giving a dramatically better beam profile compared to NOPA
systems [97]. SPM in hollow core fibers is becoming a standard technique in generating few-
cycle infrared or visible pulses with hundreds of pJ of pulse energy, e.g. utilized in
production of attosecond pulses via high harmonic generation [98, 99]. Pulses in the UV are
also possible to generate by performing sum frequency generation between a 400 nm and a
white-light spectrum inside the fiber [100, 101].

In this section we will discuss briefly the SPM process and some technical details of the fiber,
showing the capabilities and boundaries of this technique. Starting with the SPM process, the
frequency bandwidth attained from SPM in the fiber, considering a Gaussian pulse in the
absence of dispersion, can be approximated as follows [3]:

Ay 086
w = TO

L
j y@)P(2)dz 2.1

where z is the distance along the fiber, Ty is the 1/e term of the temporal full width of the
input pulse, L is the length of the fiber, P(z) is the peak laser power given by P(z) = P,le™ %,
where Pg is the peak incident power, ¢ is the coupling efficiency and o is the attenuation
coefficient of the fiber, and y(z) = n,p(z)w,/cAqsr, Where 1, is the nonlinear response of
the medium, p(z) is the gas pressure along the fiber, wq is the laser central frequency, and At
is the effective mode area of the fiber [3]. Therefore for a fixed fiber length, the bandwidth
generated is directly dependent on the input pulse duration and intensity, and the gas pressure
along the fiber.

In our laboratory we are using a 1.1 m long hollow core fiber with 260 um diameter
purchased from Imperial Consultants pumped by a cryogenically cooled Ti:Al,Os
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Figure 2-4 a) picture of the 1.1 m fiber in the laboratory. b) the schematic of the experimental
setup, including the Laser system that is used to pump the hollow core fiber, the chambers used
to put the fiber in two different modes: under static pressure or differential pressure. After re-
collimation, the beam is sent into a set of chirped mirrors and a deformable based compressor to
compensate for the temporal chirp.

regenerative amplifier at 6 kHz rep rate providing sub-50 fs centered at 800 nm. To maximize
the energy throughput, we need to match the focal spot of the laser to the guided mode of the
fiber. The amplified laser output has a Gaussian beam profile that can be best coupled into
the EH1; mode when 1/e? radius of the beam is equal to 0.325d (84 um), where d is the inner
diameter of the fiber [3, 96]. The beam is coupled into the fiber using a 75 cm concave
mirror, set on a motorized mount. By inserting a thin fused silica window in the input path of
the beam (between the focusing mirror and the fiber chamber) we can track the focal spot of a
CCD in real-time and compensate for slow beam pointing fluctuations. This ensures higher
long term stability and avoids damaging the fiber input in case of misalignment.

The fiber is supported by two aluminum chambers with 0.2 mm thick glass windows (no
coating) that can support the gas pressure inside (up to 3 bars). Figure 2-4 shows a picture of
the fiber in the lab, a schematic of the fiber including the chambers C1 and C2, and a graph
depicting the gas pressure along the chambers and the fiber in both static and differential
pumping (DP). In the static pumping, both chambers are exposed to equal pressure of gas,
leading to a homogeneous fill along the fiber depicted by the red line in the graph. In the case
of DP, C2 is exposed to a static gas pressure (PS) while C1 side is blocked from the gas input
and connected to a scroll pump to vent the chamber reaching a gas pressure of ~ 10 bars. As
a consequence, an increasing gradient of pressure will be formed along the fiber changing
between 0 bars and the static pressure PS of C2 [102], with a pressure distribution following

p(x)= \/<p§+E(PSZ+p§)) , Where po is the pressure in C1 and PS is static pressure applied
in C2.
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Figure 2-5 This figure is from the work of Robinson et al [3] showing the normalized spectra
acquired after broadening in a hollow core fiber for both SP (left) and DP (right) cases. The
spectrum of the input pulse is included as a grey line.

For both modes DP or SP, aligning the fiber is usually done with very low power (= 8uJ) at 0
bars in both chambers. The fiber position and the focusing mirror are adjusted to obtain the
highest transmission (= 50 %) and the cleanest mode. Then the laser intensity is raised
gradually reaching pulse energies of ~ 280 pJ. The gas pressure is also gradually increased
while tracking the transmitted spectrum and mode shape until reaching the needed
broadening. In case of SP, the energy transmission is constant with the pressure increase up
to the point where the gas starts to ionize, causing defocusing at the fiber entrance due to
change in the focal spot size and beam direction, leading to reduced coupling efficiency and
higher noise. This does not happen in the DP mode since the entrance of the fiber has very
low gas pressure, leading to a stable energy transmission with the increase of the laser
intensity, enabling higher energy operation. This has be shown by various groups
theoretically [103] and experimentally [3, 102]. It is also reported that smoother spectral
shapes are obtained when using DP. The systematic study done by Robinson et al. [3],
demonstrated that using DP operation mode of the fiber, they could use higher pulse energies
as input, leading to spectrally broader and temporally shorter pulses while avoiding noise and
instabilities caused by the gas ionization. This result is depicted in Figure 2-5 is taken from
reference [3].

Since we are aiming to use broad and stable light source, the obvious choice is using the fiber
in the DP mode. Furthermore, to achieve spectral broadening going down to 500 nm, Argon
gas was used instead of Neon due to its higher non-linearity and dispersion. Finally, fine
tuning of the input pulse duration and phase can lead to broader output pulses where typically
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Figure 2-6 The spectrum of the spectrally broadened pulses to over an octave using a hollow
fiber pulse compressor.

positively chirped pulses are most suitable. Figure 2-6 shows the spectrum of the output pulse
covering the whole visible spectral region between 450 nm and 900 nm with pulse energies
of = 140 pJ. For utilizing only part of the spectrum, 100 um thick short pass Schott filters
were purchased with variable cutoff frequencies to tune the red side of the spectrum between
600 nm and 750 nm. The filters where chosen to be 100 um thick to reduce GVD added by
the glass of the filter. The blue side is tuned by varying changing the gas pressure in the fiber
leading to decrease of increase in the broadening, where wavelength down to 450 nm can be
achieved.

Shot-to-shot noise measurements were performed at the exit of the fiber by acquiring the
signal intensity using a fast photo-diode that records the intensity of the fiber output at the
same rate of the laser frequency. The RMS energy fluctuations were found to be ~3.6 %
compared to the input pulse noise of ~3 %. In DP mode, the stability was not affected when
changing the input power or gas pressure, except when going with very high power where we
start ionizing the gas. Measurements of the shot noise were also performed on narrow bands
of the bandwidth by isolating them with a diffraction grating, where we found that the noise
at the wings of the spectrum (<550 nm) possess higher noise than the central frequencies. The
noise was estimated ~ 5 %.

Pulse compression and characterization

To achieve our aim of obtain Fourier limited pulses at the position of the sample in the 2D
setup, we need to compensate for the GVD added by the fiber and all the optical components
present before and in the 2D setup (i.e. filters, beam splitters, compensation plates, GDD
added by mirrors, and air). A home built deformable mirror (DM) based pulse shaper is used
to compress the pulses to near Fourier limit using the geometry proposed by Vdovin et al.
[104]. A 3.3 cm long DM (OKO tech) is positioned in the Fourier plane of a folded 4f
negative dispersion stretcher. The stretcher consist of a 300 grooves/mm grating blazed for
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Figure 2-7 Compression stage using a 4f compressor with a deformable mirror in the Fourier
plane.

550 nm and a 27 cm focal length mirror allowing to use of the whole DM surface with a
spectral range of about 200 nm visible light (presented Figure 2-7).

The DM used in this setup is coated with bare Silver to support broadband operation in the
visible optical regime and has 19 piezoelectric actuators to control the surface. These
actuators are connected to a voltage amplifier controlled via a digital to analog converter
card. Using a He-Ne laser as a light source for an interferogram with the DM in one arm, the
surface of the DM can be mapped out in high accuracy. Figure 2-8 shows the changes in the
DM surface in nm showing a maximum stroke of 9 pum. This allows for group delay to be

corrected in the range of 60 fs, where the phase shift of individual frequencies is estimated

by Acp(x)zZ%Sz(x), where 6z is the membrane displacement in the position x relative to

the wavelength A(x). The fact the surface of the mirror is rigid; fully activating one actuator
will impact the whole surface, leading to a smooth deformation as presented in the central

plot in Figure 2-8.

First step in the pulse compression procedure is the alignment of the compressor. By putting
the surface of the DM flat (acting as a normal flat mirror) this setup can be considered as a
telescopic grating disperser that can account to linear dispersion as a typical folded grating
compressor. But also if miss aligned it can lead to sever pulse chirps and pulse tilts that the
DM cannot compensate for. The dispersion can be tuned from positive to negative by varying
the reflection of the collimating mirror and the distance between the mirror and the grating
[16]. The process of the alignment is tracked by checking the FROG trace at the point of the
sample for every step of the alignment achieving the highest temporal resolution,
compensating for the chirp added by the fiber and all the optics in the path reaching the
sample point. This process contributes to the compensation of the linear chirp.

The nonlinear chirp cannot be corrected by a prism or grating compressor and this is where
the DM comes into action. Tuning the surface of the DM such that it matches the non-linear
phase of the pulse leads to this compression of the pulse. This process can be done by
measuring precisely the phase of the pulse using FROG analysis and imprinting the shape
into the DM. Such a process requires high measurement accuracy of the phase, and very
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Figure 2-8 Deformable mirror calibration showing the change in the surface of the deformable
mirror under various conditions by setting the maximum voltage of 255 V, first on all the
actuators, second on the odd actuators (one at a time), and finally on half of them at a time.

precise manipulation of the DM surface. As mentioned earlier, the shape of the DM is not
linear with the voltage applied, leading to a complicated procedure to precisely manipulate
the surface. Therefore another method was used to perform such manipulation.

In order to eliminate the need to fully characterize the absolute phase of the pulse and the DM
surface, a genetic algorithm (GA) with a closed feedback loop was used to find the best
configuration [105, 106]. Spectrally resolved frequency doubling of the pulses is used as a
feedback for the GA. The GA is a population based search technique that maintains
populations of potential solutions during the search. A population of 25 potential solutions is
created randomly; each consists of 19 variables varying between 0 and 255. Each potential
solution is evaluated by measuring the yielded SHG signal (reward or fitness value) at the
position of the sample. On the basis of these evaluations, some genetic operations (crossover,
mutation, and reproduction) are employed to generate the next generation. The procedure of
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Figure 2-9 Genetic evolution work flow showing the processes included in each iteration and the
convergence towards an acceptable answer after 120 iterations.
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Figure 2-10 FROG traces of a pulse before and after compression, showing a strong change in
the spectral phase and the pulse duration. The pulse duration is compressed down to 8.3 fs
FWHM where it was estimated to be 25 fs before compression.

evaluation and generation are iteratively performed until the optimal solution is found or the
max iterations allowed is reached [107, 108]. The process is depicted in Figure 2-9, showing
the steps of the closed loop.

Frequency resolved optical gating (FROG) is used to measure the pulse characteristics
(temporal and spectral phase and intensity). FROG traces of pulses before and after
compression are presented in Figure 2-10 showing strong difference. The pulses before
compression show a strong spectral phase change between the individual frequencies leading
to a chirped pulse spanning around 25 fs. After 10 minutes and 200 iterations of the GA, a
suitable population was found. The FROG trace of the corrected pulse show a flat spectral
phase with pulses that are very close to the Fourier limit, and a reasonable increase in
intensity. Analyzing the FROG traces by a commercial FROG analysis program (Femtosoft
FROG 3.2.4), the temporal intensity was estimated by 8.3 fs FWHM, while the Fourier limit
is around 6 fs. The FROG technique is discussed in the coming part.

Considering that the only feedback for the GA is the SHG signal, the whole process is very
sensitive to which frequencies are contributing to the signal. Therefore, the GA will be blind
to frequencies that do not contribute due to low spectral intensity or being out of phase
matching conditions. This leads to strongly chirped pulses since the phase of blind
frequencies will be randomly manipulated by the mirror. The first step to solve the problem is
using a non-linear medium that can phase-match a broad pulse up to 200 nm. This was
achieved by purchasing a 10 um thick BBO type | cut at 40° optimized for 600 nm purchased
from Eksma optics. By reducing the thickness of the BBO, the efficiency of the SHG process
will be reduced, but the phase matching of broader pulses will be easier. The SHG tuning
curve is presented in the figure below showing a fairly sharp change in the region below 550
nm, which explains the fast drop in phase matching conditions for wavelengths below 550
nm compared to higher wavelengths.
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Figure 2-11 Second harmonic generation tuning curve (figure taken from Eksma optics)

As a consequence, the phase matching conditions will favor frequencies between 550 nm and
700 nm and reduced contribution from the other frequencies. To overcome this limitation, the
SHG signal is spectrally resolved and multiplied by a wavelength dependent digital filter
function (inverse of the phase match curve) before integration in order to optimize for all
doubled frequencies with equal weight. This allows the compression of broader pulses. In
Figure 2-12, a selected visible spectrum ranging between 480 nm and 670 nm is presented
(black) along with the SHG spectrum after compression with (purple) and without (dotted
red) the addition of the digital filter (dotted green). The one compressed with the digital filter
show a broader spectrum spanning around 60 nm in the UV instead of 30 nm.

Wavelength of SHG (nm)
240 260 280 300 320 340
| | | | | |

12 —— Fiber spectrum
—— SHG Corr. with DF

Digital Filter (DF)
----- SHG Corr. no DF

10 —

Arbitrary Units

500 550 600 650 700
Wavelength (nm)

Figure 2-12 The pulse spectrum of a pulse spanning between 480 nm and 670 nm (black) is
presented along with the SHG signal generated after compression with (purple) and without
(dotted red) the use of the digital filter (dotted green).
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After the pulse compression we need to verify the pulse duration and check for linear and
high order chirp that will affect the 2D measurements, strongly mixing the real and the
imaginary spectra. Therefore, the pulse characterization is a crucial step, where we need to
measure not only the pulse duration but the spectrally dependent phase as well. FROG is a
great technique that can be implemented in different geometries allowing the retrieval of the
pulse duration and the spectrally dependent phase. Various FROG geometries have been
developed, each suitable for certain requirements [109]. Considering the BOXCARS
geometry of our setup and the need of investigating the pulses at the sample position, the
most obvious geometry would be the Transient-Grating FROG (TG-FROG). This technique
uses two pulses to produce a momentary refractive index grating on an optical Kerr medium
such as a fused silica plate, where a third pulse with variable delay diffracts off the grating
into a fourth direction [110, 111]. The signal field generated in this technique is
mathematically equivalent to the one of Self-Diffracted FROG or Polarization-Gating FROG
depending on the chosen variable pulse. In the case of pulse 2 is variably delayed, while
fixing the time difference between pulses 1 and 3 to zero, the signal pulse is expressed as
follow:

2

IT82-(w,t) = f E.(t)E;(t — 1)E5(t) exp(—iwt) dt 2-2
Considering that all the pulses are identical this becomes:
— 2
ITS2(w,t) = f E?(t)E*(t — 1) exp(—iwt) dt 2-3

TG-FROG has several advantages over the two beam geometries. Compared to PG-FROG, in
TG-FROG no polarizers are needed that may distort ultrafast pulses and it can be used in the
deep UV. Since it can use all parallel polarization, this techniques yields higher signal
strength because the diagonal elements of the susceptibility tensor are a factor of three larger
than the off-diagonal elements used in PG-FROG. It also has number of advantages over the
SD-FROG, giving high signal strength and low noise due to the background free detection.
Since TG-FROG is phase matched, long interaction lengths in the non-linear medium may be
used, enhancing the signal strength due to the length squared dependence of the signal.

In our setup we use a 0.1 mm microscope slide as a Kerr medium in the position of the
sample and perform the TG-FROG by setting the beams land 3 to overlap temporally and
scanning the beam 2. Figure 2-13 shows a TG-FROG scan of a pulse spanning between 520
nm and 680 nm compressed down to 9 fs. Traces were analyzed using FROG ver. 3.2.4
(Femtosoft Technologies) to calculate the temporal and spectral phase as well as the pulse
duration.

As mentioned earlier, the frequencies that are at the wings of the spectrum are not phase
matched as the central ones, leading to lower sensitivity in the phase correction. This is
observed in the spectral phase of the pulse that show a fairly flat phase in the center of the
pulse (550-650 nm) and increases up to 0.2 radians around the edges. After all, the pulse
duration estimated by the Femtosoft software is around 9.6 fs. In summary, we managed to
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Figure 2-13 a) Measured PG-FROG trace of a 160 nm pulse centered around 600 nm, showing
strong signal in the center and weak signal at the wings. b) Retrieved intensity (red) and phase
(green) vs time. c) Retrieved spectrum (dashed blue), measured spectrum (solid blue), and phase
vs wavelength (nm).

achieve acceptably compressed broadband pulses using a deformable mirror based
compressor and characterized the pulses using TG-FROG. Compression of pulses broader
than 180 nm in the visible would be easier if a set of chirped mirrors are used to compensate
for most of the quadratic chirp before the pulse shaper. Chirped mirrors that support spectra
between 500 and 900 nm with 60 fs® per bounce are already purchased (Ultrafast Innovations
PC70), but due to the lack of time are not implemented yet. These mirrors can account for
most of the linear and quadratic chirp reaching sub-5fs at the point of the sample, where there
will be no limitation to using a broad spectrum spanning from 780 nm down to 500 nm.

2.7 Setup

After the pulse compression stage, the beam is sent into the 2D spectrometer, where the
pulses are split into 4 identical pulses using beam splitters. For achieving high phase stability,
the setup was built to be as compact as possible and uses pairwise geometry. The compact
geometry is presented in Figure 2-15, showing a side and top view.

The beam going into the setup is sent upwards using a polarization preserving periscope that
lifts the beam to a height of about 30 cm above the table. This beam is translated horizontally
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Figure 2-14 The change in time delay between the two beams B1 and B2 when moving the delay
stage 1. The travel distance of the transmitted beam is constant, while the travel distance of the
reflected beam B1 is variable. A) Delay stage moved to the top = B1 arrives earlier than B2 in
time. b) Delay stage moved to the bottom = B1 arrives later in time relative to B2.

and sent back down towards the optical table into the first beams splitter (BS) creating the
first beam pair. The beam splitter is mounted at an angle in respect to the table, such that the
reflected beam is directed onto a metallic mirror that directs the beam parallel to the table
again, this can be seen by the side view of the setup in Figure 2-14. The transmitted beam
goes into two fixed mirrors, mounted in a very similar geometry as the combination of BS
and M just described. The two beams B1 and B2 propagate parallel to each other and
vertically displaced by 3 cm. The BS and M1 are mounted on a precision delay stage (P1 25
mm travel distance) that travels with a 45° angle with respect to the table Figure 2-14. By
moving the delay stage upwards or downwards, the travel distance for the reflected beam B1
is decreased or increased, respectively. Since the beam path of the transmitted beam B2 is
stable, the time difference between the two pulses can be varied by moving the delay stage,
we call its travel distance ADS1.

After we created the first beam pair B1 and B2, we will split each of them into two other,
where B1 and B2 will become beam pairs 1/2 and 3/4, respectively, as shown in Figure 2-16
b. Therefore the manipulation of the time between these two beam pairs is equivalent to
pairwise manipulation (correlated manipulation). The splitting of the beams is done using
another set of BSs (BS2) mounted on a single metallic mount, vertically displaced by 3 cm
such that B1 and B2 will impinge on each BS as shown in Figure 2-15a/b. The beams
reflected off the BSs impinges onto two mirrors M4 attached to the same metallic mount,
reflecting the beams in a perpendicular direction relative to the incoming direction, creating
the first half of the BOXCAR geometry. On the other hand, the transmitted beams will reach
a set of mirrors, M4 and M6, mounted on a single metallic mount that will direct the beams
into the other two corners of the square of the BOXCAR geometry. The metallic mount of
these mirrors is fixed on a piezo delay stage (PI) that has a travel distance of 500 um only,
creating the time difference between pulses 1/2, and 3/4 that is proportional to its travel
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Figure 2-16 Pairwise beam manipulation. a) The first beam pair 1/2 and 3/4 created by DS1. b)
DS2 splits each beam into two identical pulses 1 and 2, and 3 and 4, with identical time
difference between them. c) The fourth pulse, the local oscillator LO, is shifted in time and
decreased in intensity because of the variable density filter in its path.

distance ADS2 as presented in Figure 2-16 b. Pairwise manipulation, in this case correlated
manipulation of beams 1/2, and 3/4, is achieved by the using the single long metallic mounts.
Details of the inherent phase stability are discussed in the next section.

All the BS and mirrors are especially chosen to support broadband pulses, where the mirrors
are bare aluminum mirrors that have high reflectivity covering the spectral range between
200 nm to the IR. The beam splitters used are 1 mm thin silver coated fused silica substrate
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Figure 2-15 Schematic drawing of the setup. a) Side view showing the metallic holders and the
spitting of the incoming pulse into beam 1 and 2. b) Top view of the setup showing the second
stage and the path of the 4 beams through the sample and into the spectrometer. c) Generated
pulse sequence.
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suitable for broadband use between 450 nm and 750 nm, yielding 50/50 ratio.

A standard spherical mirror (f = 40 cm) focusses the four beams onto the sample via a folding
mirror and with a focal spot of 80 um in diameter. This eliminates the need of an off-axis
parabolic mirror that is typically harder to align. As we discussed earlier, the signal in this
geometry will be emitted in the phase matched direction, which will be co-propagating with
the fourth beam (local oscillator LO). For that reason, we spatially block the three excitation
pulses, and only let through the signal and the local oscillator thus reducing the amount of
scattered light that reaches the detector. Then the signal and the LO are both focused onto a
single mode fiber using a 10 mm focal length achromatic doublet lens, which images a small
volume of the focal spot at the sample. This helps to reduce scattering effects and select a
homogenously excited and probed area of the sample, thus reducing spatial effects on the
third order signal. This is not a major issue in our setup, due to the highly homogeneous
mode of the hollow core fiber, where in the case of NOPAs this might be an issue. The single
mode fiber is coupled to a 0.5 m imaging spectrograph (Shamrock 303 ) and a cooled 400 x
1600 CCD camera (Andor newton 971). In case of very weak signals, measurements were
performed without the use of single mode fiber, where the signal and LO were sent directly
into the spectrograph, this way the entire generated signal was collected instead of a spatially
chosen volume.

As mentioned earlier, distortions in 2D spectra due to chirped pulses are significant when the
pulses used have different amounts of chirp [2, 112]. In our geometry, pulses that pass
through the beam splitters will contain different chirp from the ones reflected, and the timing
between the two will be slightly off. The chirp and time difference can be compensated for by
using compensation plates that are the bare substrate of the BS. The compensation plates
(CP) are set at a specific angle, chosen to obtain the minimum relative spectral phase between
the three pulses. The angle of the CP is adjusted to minimize the spectral phase difference
between the three beams, which is measured by spectral interferometry. Spectral
interferometry is performed between pulse pairs minimizing the non-linear phase down to sub
radian level along the whole spectral range. By that we make sure that all the pulses arriving
at the sample position share the same spectral phase, and temporal width.

A thick variable density filter is placed in the path of the local oscillator to attenuate its
intensity, and delay its arrival relative to the other three pulses and the photon echo signal.
The fringe spacing observed from the spectral interferogram between the signal and LO
directly depends on the time delay between them. Therefore choosing the thickness of the
variable density filter inserted in the path of the LO is crucial to be able to resolve the fringe
pattern well above the Nyquist frequency. When using the spectrograph to resolve a 90 nm
spectral width, a filter thickness of 2 mm is used to delay the LO by 3.2 ps, leading to high
fringe density, where we can record about 5 pixels for each oscillation well above the Nyquist
frequency. When moving to broader spectral window of 250 nm, the spectral resolution will
be reduced by about 3 times which gets us close to the Nyquist frequency. At this point, a 1
mm thick filter is used to reduces the timing between the signal and LO down to ~ 1.6 ps
leading to larger fringes, allowing for a good sampling rate.
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Figure 2-17 Beam profile of the focal spot of the three pulses, with the LO out of the focal spot

The filter is positioned between the spherical mirror and the sample, in a tilted position, to
displace the focal spot on the sample, thus avoiding overlap with pulses 1 to 3, while the
beam remains parallel to its original path. In Figure 2-17 we see the 80 um focal spot of the
pulses 1-3, and the LO shifted out of the focus by the tilted glass filter. This is required to
prevent the local oscillator from getting contaminated by undesired pump-probe signals [1].
Finally, automatic beam blocks are introduced in the path of the three excitation pulses that
will be used during the data acquisition to record the scattering contribution.

2.8 Inherent Phase stability

As discussed in Section 1.2.6, in order to resolve the excitation frequency dependence of the
system, we detect the signal modulation with weq ~ @o (wo is the central frequency of the
laser) as a function of the coherence time 1. To resolve such frequencies, the timing control of
the excitation pulses should be on the order a fraction of the oscillation period. The time scan
along the coherence time is done with steps smaller than half the minimum oscillation period
(higher than the Nyquist frequency) in order to avoid under-sampling which leads to aliasing
of the resolved frequencies. Another important aspect that can impact the measurements is
the phase stability of the laser pulses that generate and measure the third order signal. This
phase stability is one of the most challenging experimental requirements that we face when
implementing such a setup. Phase drifts can be directly related to optical path lengths
variation due to mechanical vibrations, thermal drifts, and even air currents. To achieve high

phase stability, we need these path length variations to be much smaller than the excitation

wavelength }\0:?, To give a feeling of such vibrations, when using an excitation
0

wavelength of 500 nm, we require phase stability, and thus the mechanical movement, to be
below 8 nm.
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Figure 2-18 Phase stability measurements. (a) Phase deviation calculated from the spectral
interference between third order nonlinear signal generated by a thin glass plate and the local
oscillator was recorded every second over 12 hours. (b) Cuts from different 2d spectra taken
over multiple 2d scans (6 hours apart) showing stability of the fringes and reproducibility of the
general shape.

The phase effects on the third order polarization were discussed in Section 1.2.6, where we
found that the third order polarization depends directly on the arrival time of the three

excitation pulses, which can be seen in the phase factor el@o(ti+t2+t3)  An additional phase
factor is included when utilizing the heterodyne detection scheme using a fourth pulse as the
LO. At the end, the experimentally measured absolute phase is the signal phase relative to the

LO phase (Pmeasuredziwo('tl + t2 + t3 - tLO)'

In an idealistic environment, we could say that the arrival time of each pulse can be perfectly
known and is stable, and the final measured phase will be stable. But this is not the case;
vibrations down to nm scale affect our experiment. Looking into the relation of the phase in
details, one could see the opportunity to use a trick to achieve phase stability without
stabilizing individual pulses. The whole phase relation can be zero if the timing of opposite
signs can maintain equal movements.

From the geometry of our setup in Figure 2-15, the pulses 1 and 3, and 2 and 4 share the same
optical components, leading to a coupled phase between each other. Any path variation of
beams 1 or 2 causing a change in its arrival time At; or Atp, will cause an opposite variation
to its pair 3 or 4, respectively, changing the arrival time by —Ats = Aty or —At o = At.
Therefore, as total phase variation of the four beams we get

(pmeasured:i(‘)O('Atl + Atz + At3 - AtLo) =0 2-4
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Our geometry utilizes the same concept implemented by Selig et al. [50] with variation of the
implementation method, where we used a more compact geometry and a different folding
scheme leading to better long term phase stability. Such implementations can achieve high
phase stability up to A/85 at 800 nm.

In order to assess the stability of the setup, a photon echo signal is generated by placing a
100-um glass plate in the sample position and setting the coherence and population time to
zero. Spectral interference between the nonlinear signal and LO is recorded every second for
more than 13 hours. The mean phase deviation was calculated using an inverse Fourier
transform. Figure 2-18 a shows that over the 13 hours of measurements, we obtain a shot-to-
shot (0.2 sec accumulation per shot) stability of /60 at 540 nm while there was no noticeable
long term drift. This long term stability allows for the systematic phasing correction of the 2D
spectra taken over multiple hours.

To check if the phase stability is still high even when the delay stages are moving for a long
time, 2D measurements over 20 hours were performed. In Figure 2-18 b, we show three
spectral inference fringe patterns between the photon echo signal of rhodamine dye and the
local oscillator 6 hours apart. The absolute phase and timing between the pulses is highly
stable.

The short term stability (over several minutes) is important to perform 2D measurements,
while the long term stability (over hours) is an additional advantage. The long term stability
makes the tedious phasing procedure (finding the absolute phase between the LO and signal
for every 2D scan) easier, since all the scans share the same timing between the pulses.
Therefore the phasing procedure is usually done for one scan, and applied to the rest.

The short term phase stability is attributed to the pairwise beam manipulation scheme utilized
and the compact geometry of the setup. While the long term stability can depend on the setup
and on the light source. For this, we warm up the setup for a while before performing any
measurements, leading to stable temperature of the delay stages and mirror mounts. And the
light source is highly stable since the pointing of the light source depends not on the laser
itself, but on the fiber output which is mechanically fixed.

2.9 Delay calibration

The time delays relevant to our experiments require subwavelength accuracy and need to be
equidistant to facilitate the Fourier analysis without artifacts. For this we use high precision
delay stages with a precision down to sub-5 nm steps. The calibration of these stages is of
high importance. Any errors in the calibration of the stages will lead to errors in the Fourier
transforms and consequently to spectral distortions.
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Figure 2-19 Time delay vs delay stage travel distance showing a linear relationship. In the inset
is a zoom of a small region of the line to show the errors in timing between the pulses.

For the calibration procedure, the sample is replaced by a single mode fiber coupling the four
beams into the spectrograph. To calibrate the delays stage DS1, we block the beams 2 and 4,
and we record the spectral interferogram of the pulses 1 and 3. Spectral interferograms are
recorded for 0.9 pum steps over the full travel distance of the stages. By fitting the spectral
phase retrieved with a linear function, we can estimate the effective time delay between the
two pulses at every step. From that we can precisely measure the effective time delay made
by the stage down to sub-fs resolution. The same procedure is performed for the other delay
stage. Figure 2-19 shows the measured delay time in fs vs the travel distance of the delay
stage in um. A linear relationship between the travel distance ADS and the time delay can be
found.

In the inset of Figure 2-19, a zoom in on the travel distance between 200 and 210 um show
that fluctuations of sub-5 fs appear in the trace. Since the phase stability is achieved by
pairwise manipulations, such timing fluctuations will be balanced by exactly opposite ones
between the other two beams, leading to the overall cancelation of their effects.

2.10 Acquisition procedure

The procedure to measure a 2D spectrum involves several steps that include collecting some
information about the pulses used, and their temporal overlap, that will be used in the
correction process before the data evaluation. The whole measurement procedure is presented
sequentially in the Figure 2-20. The first step would be finding accurately the temporal
overlap between the three excitation pulses. In particular, the temporal overlap of pulses 1
and 2 is very critical since it defines the time zero for the coherence time t. Therefore, we
perform a similar procedure to the delay stage calibration by putting a single mode fiber in
the focal point (sample position) and recording spectral interferograms, until we find the
temporal overlap t; =t =t3 = 0.
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Since the LO is delayed relative to the other three pulses by inserting a variable density filter,
the temporal overlap found earlier will not include the timing of the LO. In the SI procedure
to extract the complex signal information, the LO should be accurately characterized,
including its time delay from time zero and its non-linear spectral phase. For that we use
again S| between itself and the other three pulses, where we obtain the time and relative high
order spectral phase. Further refinements of these values are performed later during the data
analysis.

Now we are ready to perform the scanning procedure. In Figure 2-15 we established the time
ordering needed, and the pulse timing t1 < t2 <t3 = 0, where the population time T is defined
by the shortest time difference between pulse 3 and the pulses 1 or 2.

t-t ifty <t
T:{3 21t <t

ts- ty if t;>t, 25

The time difference between the first two pulses (1 and 2) has been already defined as the
coherence time t. In our measurements we scan the coherence time from negative to positive,
swapping the time ordering of pulses 1 and 2 in the process. When measuring the rephasing
signal, pulse 1 arrives first to sample followed by the other pulses 2 and 3, the population
time in this case, is described by the time difference between pulses 2 and 3. When measuring
the non-rephasing spectra, the time ordering is swapped, leading to the population time being
measured between pulses 1 and 3. Both situations are considered in Eq. 2-3.

Due to the pairwise beam manipulation, each stage moves the time difference of a pulse pair,
not single pulses. In agreement with naming convention established in Figure 2-16, the
deliberate time shift created by each stage is called ADSy, where X is the number of the delay
stage. DS1 shifts the pulses 1 and 2 by a time ADS1, and leaves 3 and 4 unaltered. During the
movement of DS1, t;; and tz4 are constant. DS2 shifts pulses 2 and 4 by a time dependent on
ADS2, but leaves pulses 1 and 3 untouched. During the movement of DS2, t, and t;3 are
constant. Therefore, the arrival times of all pulses are

t, = ADS1
t, = ADS1 + ADS2

2-6
t3 = O

t4 = ADS1 + t4_0

where ty is the extra time delay added to the LO by the insertion of the filter. As a result, we
can express the coherence and population time in relation to the combined delay stage
movement, and vice versa, as follow

T = ADS2 ADSl={ Tift=>0
T:{ ADS1ift >0 — T—tift<O0 2-7
ADS1 — ADS2ift <0 ADS2 = 1

After establishing the relationship between the movement of the delay stages and the time
delays, we can discuss the procedure of measuring a 2D spectrum. To measure a 2D spectrum
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Figure 2-20 Flow chart of the measurement procedure, and the sequence of each time step in one
2D scan

at a specific population time delay T, we start by moving DS1 to the respective position,
while the coherence time is kept zero. Then, DS2 is moved to the most positive coherence
time required tmax in the scan. Now we need to scan along the coherence time in a continuous
manner, such that we can obtain equidistant sequential time steps facilitating the Fourier
transform. Typically the coherence time is scanned with sub-2 fs steps over a range of £ 80
fs. The choice of these numbers depends on the excitation spectrum. The fine steps of the
coherence time are chosen such that the Fourier transform along t = ot is broader than the
excitation spectrum. The scan keeps moving DS2 only until it reaches time zero, where
excitation pulses temporally overlap. After that point if DS2 keeps moving on its own, the
time difference between pulses 1 and 2 will keep changing where t < 0, and the population
time will be considered between pulses 1 and 3 which will be decreasing gradually with the
increase of the coherence time. Therefore, at the point of temporal overlap, DS1 starts
moving together with DS2, to maintain a stable population time. For this motion to happen
fluently and without timing errors, the calibration of the delay stages and the temporal
overlap are critical.

Since we perform pairwise pulse manipulation, the delay time between the LO and the third
excitation pulse is inherently equal to the coherence time plus the extra time added by the
glass filter.
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AtLO = t4 - t3 = t40 + T 2-8

The signal is emitted after the interaction of the third pulse with the system by a time
comparable to the coherence time t. Therefore the signal field is shifted from the LO by a
time difference dependent on the glass plate of only t4. In other words, for all scanning of the
delay stages the time difference between the signal field and the LO is stable at a time
difference ts.

Scanning both the coherence and population times, we record at every step the spectral
interferogram of the signal field with the LO. Although we are measuring using BOXCAR
geometry where the signal is background free, contamination of the signal might happen due
to scattering from the three excitation pulses. At every time step, the Sl of the signal field and
the LO is measured, and the scattering contribution of pulses 3 and LO, and 1, 2, and LO are
measured by the aid of the automated beam shutters. The acquisition software combines all of
the acquired data in 3 matrixes, one for the data and two for the scattering.

2.11 Data analysis

The data analysis of individual 2D spectra comprises multiple steps before obtaining the
reconstructed absorptive and refractive information. In this section we will show the
processes preformed to reconstruct a 2D spectrum at a specific population time T.

During the measurements, light scattering at the sample might contribute to the signal field if
the scattered light happens to propagate in the same direction as the signal and the LO. This
would lead to distortions in the reconstructed 2D spectra [1, 2]. Therefore, on the detector of
the spectrograph we will not only detect the third order signal Es and the LO, E4, but we will
also be recording the light contribution of the three pulses Ej, E,, and E;. Each of these
recorded fields will have its own intensity l,, phase ¢, and arrival time t,. The total measured
spectral intensity when all four incoming beams are present would be as follow

Liotar = |E1 + E; +Es+ Ey + Eg|*
= (E; + E2) Es + (Ey + E)E3 + |Ey + E;|* + |Eg|?
+ (Ey + E3)"Es + (Ey + ER)ES + E3Eg + E3ES 2-9
+ (E; + E)'Ey + (Ey + E)E; + |E3 + E4|?
+ ELE; + ELE;

Where each complex electric field E;, is of the form

E, = m elva(w)tioty 2.10

In an ideal scenario without scattering, only the last two terms of Eq. 2-9 would be obtained.
However, the detected signal contain all of these terms. During the Sl evaluation, the Fourier
transformation of Iy is computed leading to splitting of each contribution over the time axis.
When applying the windowing function, we can get rid of any contribution that has a time
delay difference from the one of t, — t;. At this point the only surviving terms are the last two
lines in Eqg. 2-8, which are the spectral interference between pulses 3 and 4, and pulses 1-2

54



2D Spectroscopy

and 4. As mentioned in the experimental section, these terms are measured separately at
every step during the scan by closing/opening shutter sequence. To obtain the scattering
effects due to pulse 3-4, we close shutters 1 and 2, and for the pulses 1-2-4 we close shutter 4.
The recorded spectral of I3, and 1124 are as follow

Iy = |Es + E,|?
Lips = |Ey + E; +E4l? 2-11
= (Ey + E;)*Ey + (E1 + E))E; + |[Ey + E3|* + |Eyl?

The It can now be corrected from the scattering contributions by simply subtracting them
lcorrected = ltotal — 134 — l124, Which cancels the terms in the second last line of Eqg. 2-8, leaving
the desired signal terms remain in the Fourier window of the Sl evaluation. Since we
subtracted an extra |E4|?, we add it again to the corrected data leaving us with

Leorrectea = T1234 — 34 — l124 + 14 2-12

After the scattering correction, we are left with only the spectral interferogram between the
signal and the LO. This can be expressed as

Leorrectea = v Is(we)la(wy) exp(i[ps(wr) — @a(we) — witaol) 2-13

where both the signal intensity I;(w.)and the signal phase ¢,(w,) can be recovered. This can
be done only if we know the spectral phase ¢,(w,)and intensity I,(w.) of our local
oscillator, and the time difference between the two fields. An extra measurements is
performed at every step (individual coherence time point) by closing the shutters and
recording the spectrum of the LO only. Therefore, we can divide the lorected bY the square

root of the measured intensity /1, (w,), and this way we get access to the electric field of the
signal.

In the experimental procedure, we mentioned that we measure the timing between the pulses
precisely before the measurements using SI. With that we have a very close estimate to the
time difference between the LO and signal. The spectral phase of the LO can be measured
using Sl also when measuring the time, or can be estimated by perform a heterodyned TG-
FROG measurement. This is done by simply performing a TG-FROG measurement while
letting the LO pass and interfere with the TG signal. Such a measurement will enable us to
resolve the relative phase between the excitation pulses and the LO precisely at the point of
the sample. In case of solid samples deposited on a substrate, the substrate can be used as the
Kerr medium to perform the TG-FROG and resolve the LO phase and timing in an
environment similar to measurements. In case of a liquid sample, we can perform the TG
measurement on the solvent (if it is transparent at the excitation wavelength used).

55



2D Spectroscopy

400

Time Step
N w
[=] (=}
S <)

-
(=1
=]

0T T __r _ __r 1 1T

0 400 800 1200 1600 17000 17500 18000 18500 19000 19500
Pixel viem

Figure 2-21 Background subtraction and interpolation over the frequency axis. The time axis is
set according to the calibrated time zero instead of time steps.

After we have all the pre-requisites, we can start the analysis of the data to reconstruct the
absorptive and dispersive 2D spectra. After the cleaning procedure explained above, the first
step is to interpolate the data along the detection frequency axis. Since we detect the
interferograms using a spectrograph, the spectra are equally spaced in the wavelength range
(pixels), but we need them to be equally spaced in the frequency domain.

The second step is to perform an inverse Fourier transformation along the detection axis,
which changes the frequency axis into time axis. Here we can apply a square filter to remove
the scattering signals that were not accounted for by the subtraction. During this filtering, we
can account to the extra scattering terms that we did not subtract.

-100

-800 -400 0 400 800
time / arb. u.

Figure 2-22 Fourier windowing applied over the time-time trace, setting everything but the
signal to zero.
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Figure 2-23 Absolute 2D spectrum of Rhodamine 101 at T = 100 fs showing the diagonal peaks.
b) Contour plot of the phase showing a stable phase along the diagonal peaks. ¢) Oscillations
detected in the pump probe data and 2D spectra showing 150 fs period.

After applying the Fourier filter, Fourier transformation along the detection axis is used to
bring the 2D spectrum back to the time-frequency domain. A second FT along the coherence
time axis yields a frequency-frequency complex-valued 2D spectrum. Using the absolute time
and spectral phase of the LO obtained earlier, the phasing process can be performed, and the
real and imaginary 2D spectra can be obtained.

2.12 Primary results

To test the accuracy of the setup, 2D measurements were performed on a test system,
Rhodamine 101 in ethanol in a 0.1 mm flow cell, which has been intensely studied previously
and is known to exhibit vibrational coherences that can be triggered by short pulses [9, 88].
Pulses with 90 nm bandwidth centered at 550 nm were compressed to 7 fs and used to
perform 2D measurements, as well as TA measurements. Interferograms were taken at a
specific time delay from every 2D-scan and compared to each other (as presented in
Figure 2-18). The phase was highly stable even though the stages were repeatedly moving for
several hours. An example of a 2D spectrum at 100 fs population time is shown in
Figure 2-23 a) and b).

The signal is a positive peak along the diagonal axis caused by ground state bleach, with a
pronounced elongation indicative of spectral inhomogeneity. Analysis of the 2D spectra and
integrating over a 10 nm window around the peak (570 nm = 5.25 x 10') shows an
oscillation of 150 fs period decaying within the first picosecond. The same oscillations were
also observed in the pump-probe measurements performed on the 2D setup and on an
independent setup using sub-30 fs pump pulses centered at 580 nm Figure 2-23 c.
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We performed measurements on Pentacene films using laser pulses with spectrum between
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Figure 2-24 Energy level scheme of the pentacene film. The S; exciton is represented by two
levels of the Davydov doublet. The population transfer from S;>%TT) = 2T, and the
recombination are represented by dashed arrows, while optical transitions caused by the
excitation pump or probe pulses are depicted by the solid lines. this figure is taken the work of
Wilson et al.[4]

680 nm and 560 nm to demonstrate the ability to perform broadband visible 2D spectroscopy.
Pentacene amorphous thin films are considered as model systems for ultrafast singlet fission,
which is a result of its single-triplet energy levels ratio (Es > 2 Er) [4]. Singlet exciton fission
produces two electron-hole pairs for every absorbed photon via the creation of a multi-
excitonic intermediate state }(TT). This state will separate and generate two uncorrelated
triplet states leading to the generation of two electron-hole pairs for every absorbed photon.
Pentacene is potentially useful for solar cell efficiency beyond the Shockley-Queisser limit.

So+ S, - (TT) - 2T, 2-14

For such a process to be viable, the system should fulfill an important requirement, the
energy of the singlet E(S;) should be at least double or more than the energy of the triplet
E(T,). Pentacene fulfill this requirement by having E(S;) - 2 E(T1) = 0.11 eV, which permits
the transition without the need for any thermal activation [113]. The energy diagram of the
system is presented in Figure 2-24. In this diagram the S; is depicted by two transitions at
1.83 eV and 1.97 eV, which correspond to the Davydov splitting due to the different
polarization of the two molecules in each unit cell relative to the b crystal axis.

The transfer process between S; and the multi-excitonic intermediate *(TT) happens on a sub-
100 fs timescale. This multi-excitonic state is the main step in the fission process. Such a
state is optically dark and has a very short life time, making it hard to detect using standard
TA spectroscopy experiments. In TA experiments exciting the S; Davidoff state, the
excitonic coupling between these S; states will not be visible, due to their short life time (sub-
90 fs). What we could see in such an experiment is the ESA and SE of the S; which can give
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Figure 2-25 In the upper panel we present the real part of a 2D spectrum at T = 1 ps. The
phasing procedure

us information about its relaxation dynamics. Concerning the multi-excitonic state, its
lifetime is extremely short such that it was never detected. In addition the So = T; transition
is optically forbidden, making the generation of }(TT) through doubly exciting the molecules
impossible.

In that respect, we started to investigate this sample using 2D FT broadband spectroscopy.
Using 2D spectroscopy we can retrieve information about the *(TT) state and the underlying
vibrational and electronic dynamics involved in the fission process. We can take advantage of
the broad spectral range to have a full picture of the system in one single measurement and
employ high temporal resolution to observe the transitions in real time.

A primary measurement was performed using a spectral window between 680 nm (1.82 eV)
and 560 nm (2.21 eV) covering the absorption bands of S; and S, states as well as the ESA
from the T, state. A 2D spectrum at 1 ps population time is presented in Figure 2-25, showing
3 positive peaks at 660 nm, 630 nm, and 580 nm representing the GSB of the S; (lower
Davidoff state),S;’(upper Davidoff state), and S, states, respectively. The ESA from the T;
state is present as a negative peak at 610 nm.

The phasing of this 2D spectrum is presented in the same figure, showing a fairly acceptable
agreement between the TA data and projection of the 2D data into the detection frequency
axis. The reason it is not a perfect match, is that the TA data were taken on a different setup
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Figure 2-26 Absorption and diffractive 2D spectral of Pentacene films (100 nm) deposited on a
100 um glass plate. The spectra are at population time 10 fs, 100 fs, and 1 ps, with a excitation
and probe window between 730 nm and 545 nm.

using narrow band excitation pulses. The probe spectrum of the TA data was much broader
since it was a white-light continuum between 750 nm and 500 nm. On the other side, the
excitation spectra for the 2D measurements were low in intensity between 680 nm and 660
nm leading to the reduced peak intensity around 570 nm.

In Figure 2-26 we present the 2D absorptive and dispersive spectra at three different
population times, T = 10 fs, 100 fs, and 1 ps. Evolution of the shape and intensity of the
bands can be clearly seen. For T = 10 fs we observe that only positive features appear in the
spectrum. These positive features correspond to the GSB of the singlet states. The lack of the
negative feature at 610 nm shows that the T1 state is not populated yet.
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A strong negative feature at 610 nm probe wavelength appears at 100 fs population time. This
can be assigned to the ESA of the T1 state. Therefore, with this peak we can see the timescale
of which the triplet state is being populated. The spectra of 100 fs and 1 ps do not show
strong differences except for the reduced intensity. This behavior is expected since the triplet
state is formed with the first 100 fs, and after that it lives for much longer than 1 ps.

Future measurements will be performed with broader pulses, covering up to 780 nm where
we can visualize the multi-excitonic state or at least the transition to the triplet state. The
population time will be sampled with fine steps such that we can record any
vibration/vibronic oscillations happening within the split singlet states or the S;-*(TT) state.

2.13 Conclusion

We presented the implementation of a broadband 2D FT spectrometer in the visible regime,
which can access spectral range between 500 nm and 780 nm, with a broad spectral window
of about 180 nm. The geometry chosen is a fully non-collinear geometry that employs the
pairwise beam manipulation concept by steering the four beams in pairs. We proved that such
geometry can achieve very high phase stability on both the long and short time scales, i.e.
single measurement to several hours of measurements.

One of the important aspects of our work is the employment of self-phase modulation ina 1.1
m hollow core fiber to generate broadband pulses that were compressed by a deformable
mirror base pulse shaper down to sub-10 fs. This ensures high temporal resolution in our
experiments, and more importantly broad spectral windows allowing us to access coherences
happening between distant chromophores.

We finally present primary measurements performed on Rhodamine 101 dye where we
manage to observe the wavepacket dynamics of 220 cm™. Other measurements performed on
pentacene films are also presented showing the spectral evolution of the bands over time.
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Relaxation dynamics of free-base porphyrins

Impulsive heating and vibrational relaxation

In free-base porphyrins

3.1 Introduction

The photophysics of porphyrins has been widely investigated because of their importance in
biology and their relevance in a wide range of applications [114-116]. The energy of the
photon absorbed by these systems is converted into electronic and vibrational energy,
eventually triggering photochemical processes such as charge transfer and bond breaking
[117-121]. Deep understanding of the specific early relaxation mechanism and nuclear
wavepacket motion occurring in this family of molecules is therefore fundamental for further
comprehension of the role of porphyrins in nature and future application using porphyrin-
based molecular devices. Here we focus on studying the relaxation dynamics of free-base
porphyrins with substituents variation: tetraphenyl-porphyrin (H,TPP) and octaethyl-
porphyrin (H,OEP).

The spectra of all porphyrins are characterized by an intense and narrow band around 400 nm
(Soret band) with almost unitary oscillator strength corresponding to the S;«S, transition
and a dipole-forbidden but vibronically-induced transition in the 500-650 nm region (Q band)
corresponding to S;«—S,. The m—n* transitions underlying this general absorption profile are
described in the framework of Gouterman’s Four-Orbital Model [122-124]. Since the Q
bands are vibronically induced transitions, small changes in the molecular structure and
active vibrational modes distorting the mixing of the electronic properties of the B state with
the Q states, will lead to change in their properties such as intensity, spectral features and
lifetime.

Over the years, free base porphyrins have been under intense investigation by a wide range of
techniques in an attempt to elucidate the ultrafast electronic and vibrational relaxation
processes occurring upon photo excitation, using femtosecond fluorescence up-conversion
(FU) and transient absorption (TA) measurements. One of the first femtosecond FU
measurements of a free-base porphyrin (H2P) were performed by Akimoto et al. [125] with
monochromatic detection, who reported a Qy—Qy internal conversion (IC) in 90 fs and
intramolecular vibrational redistribution (IVR) within Qy in 15 ps. Additional femtosecond
time resolved FU and TA studies supported this picture of a sequentially cascading electronic
and vibrational relaxation, where the dynamics after the internal conversion is exclusively
happening in the Qy state [126-128]. The fluorescence experiments were all based on
monochromatic detection, making it hard to fully visualize the emission band profile,
prohibited the possibility of observing band broadening and spectral shifts. Recently,
Bialkowski et al. addressed this issue by means of broadband FU on H,TPP in
tetrahydrofuran excited at 3 different wavelengths within the Q bands with higher time
resolution compared to earlier studies [129]. They proposed that while the Qy and Qy state are
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instantaneously populated, there is an ultrafast inter-conversion between the two
corresponding states, such that they can probe the relaxation of Qy via the decay of Qy
emission. Finally, a study by Yeon et al., presented the first experimental observation of the
Soret life time of H,TPP which was reported to be 68 fs + 15 fs [130]. All of these studies
adapted a cascading electronic relaxation scheme, where the depopulation of high energy
states feeds the lower energy ones.

Very little is understood about the intramolecular vibrational energy redistribution (IVR) in
porphyrins; where only the work of Holten et al. presented an interpretation of the thermal
expansion of the macrocycle upon photoexcitation of metal and free-base porphyrins,
showing that photoexcitation of the macrocycle leads to a lower HOMO-LUMO energy gap
that recovers in the subsequent 10-20 ps [131]. Here, we investigate the ultrafast electronic
relaxation dynamics using broadband FU and TA spectroscopy on both H,TPP and H,OEP.
With the help of the broadband detection, we can track the changes in the HOMO-LUMO
gap in both absorption and fluorescence from 50 fs to ps. We show that these molecules
undergo an impulsive (< 60 fs) expansion of the macrocycle, followed by longer I\VVR process
on the 2 ps timescale, all contemporary with strong vibrational modes assisting the process.
The ultrafast Qy = Qx IC is resolved for both systems for the first time, as a result of the high
time resolution. We also shed light on the electronic relaxation of the soret through various
pathways.

3.2 Experimental section

3.2.1 Fluorescence up-conversion measurements

The set-up is as described in details elsewhere, [132, 133]. The sample was excited by
400 nm pulses with typical width 70 fs, power 80 nJ/pulse, focal spot 30 um FWHM, and at a
repetition rate of 250 Hz. The luminescence, collected in forward-scattering geometry, was
up-converted in a 250-mm thick B-barium borate (BBO) crystal by mixing with an 800 nm
gate pulse. The up-converted signal was spatially filtered and detected with a spectrograph
and a liquid-N,-cooled charge-coupled device (CCD) camera in polychromatic mode.
Appropriate Schott filters (Schott Glass Technologies) were used to attenuate the remaining
excitation light. This greatly improved the signal-to-noise ratio but limited the detectable
spectral range to a region from 40 nm red of the excitation wavelength to 700 nm. The
temporal and spectral response of 110 fs and 15 nm respectively, were determined by a
measurement of the Raman response from the solvent (data not shown). Measurements were
performed at magic angle, placing a lambda half wave plate in front of the excitation beam.

The data were analysed by performing a multi-exponential fit of the kinetic vectors basis
obtained from the singular value decomposition (SVD) of each 2-dimensional
time-wavelength plot using a minimal number of decay components. The data of the
fluorescence measurements in the 430-470 nm range were neglected during the analysis
because of distortion by the Raman peak. The results were verified by performing a global
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fitting procedure on kinetic traces taken across the total emission range. For both analyses,
we obtained the same Decay Associated Spectra (DAS) and corresponding time constants.

3.2.2 Transient absorption measurements

The transient absorption measurements were carried on a 20 kHz laser system described in
details elsewhere [134]. A commercial optical parametric amplifier (TOPAS-White) was
used to generate the pump pulses at 505 nm, 40 fs width, 200 nJ/pulse power for H,TPP (100
nJ for H,OEP), that were focused on the sample (150 um FWHM). The pulses were
compressed by controlling the chirp of the white light used in the NOPA generation process
and a pair of glass wedges leading to near-Fourier limit pulses at the position of the sample.
The probe pulses were generated by focusing part of the 800 nm beam on a CaF, crystal to
generate the super-continuum. The compensation for the chirp was done afterwards during
the data analysis by applying Group Velocity Dispersion (GVD) correction on the data and
setting all the traces back to time Zero, eliminating the effect of the chirp. TA measurements
of the solvent under the same conditions in order to collect information about the GVVD of the
probe pulse and to estimate the instrumental response function (IRF). The IRF was estimated
to be 57 fs £ 5 fs. Measurements were performed at magic angle by placing a lambda half
wave plate in front of the probe beam, to avoid anisotropy effect of the reorientation.

3.2.3 Sample preparation

The porphyrins were purchased from Sigma Aldrich and dissolved in toluene. For the
fluorescence measurements, a concentration corresponding to an optical density of ~0.3 at
400 nm was used in the 0.2-mm-thick fused silica flow-cell. For the transient absorption
measurements, a concentration corresponding to ~ 0.2 O.D. for the Qy(1,0) band was used in
the 0.2-mm fused silica flow-cell (thin window).

As shown in Figure 3-1, just as all porphyrins, the spectra of the H,TPP and H,OEP share
general features such as the Soret (B) and Q bands. The Soret B band is an intense and
narrow band around 400 nm with almost unitary oscillator strength corresponding to the
So—S; transition. Although the Q state Sp—S; (475-650 nm region) is a dipole forbidden
state because of the symmetry of the electronic structure (D2n), but it becomes allowed due to
the mixing of the electronic property with the B state with the Q state by the configuration
interaction and vibronic coupling explained by the Herzberg-Teller effect [122-124, 135,
136] The Q band is split into orthogonally polarized Qx and Qy electronic transitions, where
x refers to the H-H axis [124].

The Soret band of H,TPP peaks at 416 nm (4107000 cm™M™) is narrow and has a shoulder at
400 nm, whereas that of H,OEP is at 399 nm (with a shoulder at 375 nm), and it is
substantially broader and lower in intensity (160’000 cm™M™). The Soret-Q bands energy
splitting is weakly affected by the peripheral group. Contrary to the Soret band, the Q bands
of H,OEP are narrower than those of H,TPP. In both absorption and fluorescence spectra, the
progression strongly deviate from a Poisson distribution because of the forbidden nature of
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Figure 3-1 Steady state absorption (continuous traces) and emission (dashed traces) of H2TPP
(top) and H2OEP (bottom) in toluene. The Q band region (470 to 670 nm) has been multiplied
by a factor of 30 and 10 for H2TPP and H2OEP, respectively. The red traces are the blue-most
region of the emission spectrum multiplied by 20.

the Q bands. Indeed while the (0-0) transition is orbitally forbidden, the first replica (0-1) is
vibronically induced and gains intensity through the Herzberg-Teller effect [135-137]. The
ratio between the first vibronic band and the 0-0 band is indicative of how much the transition
is allowed [138], showing that the H,OEP Q-band has a more allowed character than that of
H,TPP.

The fluorescence quantum yield of these complexes is ~ 0.1, reflected in ~ 10 ns intersystem
crossing to the triplet state Ty, which itself decays on the millisecond timescale [139, 140].
The very small Stokes shift of both molecules is evidence of negligible structural
rearrangement and/or solvation. The frequency spacing between 0-0 and 0-1 lines of
~1600 cm™ corresponds to the C=C stretch mode in the pyrrole rings. In the static
fluorescence spectrum (Figure 3-1), a weak shoulder is observed at ~610 nm for H,TPP (red
trace) and a peak at 570 nm for H,OEP (red trace) with amplitude < 1% of that of the Qx(0,0)
band. This feature, disappearing at low temperature [141], is thermally populated and has
been attributed to a hot band.
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Figure 3-2 Temperature dependence of the stationary Q,(0,0) fluorescence maximum of H,TPP
and H,OEP in toluene, along with their linear fits.

Temperature dependent fluorescence spectra were recorded for each sample, using a static
fluorimeter. The fluorescence spectra were measured at a various temperatures between
120°C and -15°C. The peak of the fluorescence of the Q4(0,0) show a linear dependence on
the temperature, as can be seen in Figure 3-2. This will be used later to estimate the local
temperature upon photoexcitation by tracking the fluorescence spectra in time.

3.3 Results

3.3.1 Fluorescence Up-conversion measurements

Figure 3-3 shows a selection of kinetic traces (top) and transient fluorescence spectra
(bottom) of H,TPP and H,OEP in toluene upon excitation at 400 nm at low (solid lines) and
high fluence (dashed lines). The strong peak at 455 nm corresponds to the 3000 cm™ Raman
peak of toluene.

At time zero, the emission covers the entire detection range within our instrumental response,
as seen from the kinetic traces of Figure 3-3 (the rise reflects the instrumental response
function).The weak and large band below 480 nm (blue arrow), which vanishes within 300 fs
and 200 fs for H,TPP and H,OEP respectively, is ascribable to the Soret emission based on
its near-mirror image character with respect to the Soret absorption band, bearing in mind the
strong reabsorption of the sample, which reduces the blue wing [126, 142, 143]. Above
480 nm, a broad emission with three clear bands appears promptly (black, green, orange and
red arrows). The selection of kinetic traces shows that the two blue bands (550 and 600 nm
for H,TPP and 530 and 575 nm for H,OEP) decay bi-exponentially within a few picoseconds.
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Figure 3-3 Representative selection of kinetic traces (top) and transient fluorescence spectra
(bottom) of H,TPP (left) and H,OEP (right) in toluene excited at 400 nm. The strong peak at
~455 nm is the Raman response of the solvent (~3000 cm™). The transient spectra were selected
from the 2D plots normalized at long time delay (50 ps), at the maximum of emission (660 nm
for H,TPP and 625 nm for H,OEP). The red dashed lines are included to guide the reader’s eye
to the spectral shift over time.

These bands can be assigned to Qy(0,0) and Q(0,1) transitions, respectively, based on their
mirror image symmetry with respect to the absorption band (Figure 3-1) [129]. On the
contrary, the red most band (655 nm and 625 nm for H,TPP and H,OEP, respectively), which
corresponds to the Q«(0,0) emission band exhibits a long lifetime, which is ~ 10 ns, as
previously reported [139].

Figure 3-4 shows the Decay Associated Spectra (DAS) extracted by a Singular Value
Decomposition (SVD). For both samples, the orange and red DAS, associated with two fast
relaxations, are very similar in shape with three broad maxima ascribed to the Qy(1,0),
Qy(0,0), and Qy(0,1) emission. These broad maxima are a signature of the decay of these
bands on with biphasic relaxation process. In the blue side, the Soret emission of the H,TPP
appears to exhibit a positive feature in the 80 fs DAS (red) component, but not the longer
component (orange), which is expected since its lifetime should be <100 fs. In the case of the
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Figure 3-4 Decay Associated Spectra (DAS) of the time-resolved fluorescence of H2TPP (right)
and H2OEP (left) upon excitation.

H,OEP we cannot resolve the Soret emission region since it is partially covered by the
Raman response of the toluene. By close inspection of the transient spectra in Figure 3-3 in
the Qx(0,0) region (the dashed red lines are for eye guidance), a bathochromic shift is clear in
the first 500 fs. This shift can be also seen in the DAS spectra of the first two components,
signified by the second derivative like shape in the region above 630 nm for H,TPP and 600
nm for H,OEP. This second derivative shape is more apparent in the case of the H,OEP
compared to the H,TPP.

The lack of negative features in the DAS spectra in the region of the Qx band show that the
Qx emission appears within the IRF, and there is no rise in the signal. Although by inspection
of the transients in Figure 3-3, the transient of the Qx emission bands (red trace) appear to be
rising in a slower manner than the others, it does not show any rise in the DAS. Such a rise
can be accounted for by considering the red shift of the bands over the first 500 fs. In
Figure 3-5 we present a simulation of the decay of the Q4(0,0) emission band of H,TPP over
time, considering a multi-exponential scheme using the timescales obtained from the data
convoluted with the IRF. The first simulation (a) takes only the relaxation into account, while
the other two (a and b) take into consideration the spectral shift (red shift) and narrowing of
the band over time. All of the variables used are obtained from the data analysis of the real
data. A transient from each model is taken at the center of the emission band between -100 fs
and 2 ps, and plotted in Figure 3-5 (bottom) for comparison. The transients taken from the
simulations with spectral shift, show a slower rise compared to the blue one, which can be
misinterpreted as a rise of the band. When analyzing single traces, such spectral shifts will
not be observed and the slow rise can be easily mistaken by other processes.

The DAS of the 26 (16) ps and 10 ns components show the subsequent picosecond dynamics
of the lowest S;* state. The 26 (16)ps component for H,TPP (H,OEP), describes a
concomitant narrowing and blue-shift of the Qx(0,0) band. Indeed, its spectral profile
resembles a mix of first and second derivative of the latter ns-band, which is a typical
signature of shift and cooling processes combined [126, 144]. The longer 10-ns DAS
component represents the subsequent decay of the excited S;* to the triplet state as described
by Baskin et al. [126].
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Figure 3-5 Simulation of the Qx(0,0) emission band over time. a) Pure decay with three
exponential decays. b) Considering the 3 nm red shift observed in the FU transients. c)
Considering the red shift and the band narrowing. d) Transients from each simulation is taken
and compared.

The weak bands that are present on the blue side of the Qy(0,0) bands (black arrows) at 527
nm and 508 nm for H,TPP and H,OEP, respectively. They decay on a comparable timescale
as the Qy bands and can be observed in the DAS presented in Figure 3-4. For H,TPP the
energy splitting between the vibrational levels in the Qy bands are in the range of 1300 cm™
and the fluorescence around 527 nm can be assigned to the first Frank-Condon active
vibrational mode in the Qy state to the zeroth vibrational mode in the ground state, Q,(1,0).
The same can be concluded for the 508 nm band of the H,OEP.

3.3.2 Transient absorption measurements

Time-wavelength plots of difference transient absorption AA are presented in Figure 3-6 a
and Figure 3-7 a, for H,TPP and H,OEP, respectively. The plots are split in two, the first part
presenting the time delay between -100 fs till 3 ps and the other part spans from 4 ps till 25
ps. The transient absorption difference spectra obtained for both samples upon
photoexcitation show a series of troughs embedded on a relatively broad excited state
absorption positive signal. The spectral window of these measurements ranges between 430
nm and 677 nm covering the Q bands absorption bands and leaving the Soret band out of
observation window. The troughs in the spectra can be identified as the ground state bleach
(GSB) of the four Q bands. These features are typical of free base porphyrins, and have been
reported in various studies [128]. The transients do not recover within our measurement
window of 25 ps, which are in accordance with the long lifetime of the Qy state > 10 ns [126,
145]. The ground state bleach (GSB) signals all relax and behave in a common way, but the
ESA signal has different relaxation dynamics depending on the wavelength denoted by the 2

70



Relaxation dynamics of free-base porphyrins

R 127 — H,TPP 150fs
o H,TPP 300fs
S H,TPP 1.5ps
@) — H,TPP 3ps
< — H,TPP 10ps

Static Absorption

mO

*
&
>
o
()]
i
(]
£
£

450 500 550 600 650
Wavelength (nm)

Figure 3-6 Difference spectra at specific time delays of H,TPP in Toluene (top panel) and its
transient absorption in the femto/picosecond regime upon 505 nm excitation (bottom panel). The
first 3 ps are shown with a linear scale while the following 20 ps are shown separately.

arrows pointing to growth and decay of the signal. A global fit analysis of the data reveals a
multiphasic relaxation dynamics. Along with the electronic and vibrational relaxation, high
and low frequency oscillations appear in the traces over the whole probe spectral window.
The intensity of the oscillations varies between the GSB and ESA which we discuss later in
details.

Table 1 Relaxation timescales for both H,TPP and H,OEP

H,TPP H,OEP
T1 93+6fs 40+8fs
T2 1.6 £ 0.8 ps 930 + 100 fs
T3 26 £ 5 ps 15+3ps
T4 Setto 10 ns Setto 10 ns

In the case of H,TPP the data presented in Figure 3-6, a total of four exponential decay
functions are needed to get a satisfactory fit of the data, all convoluted with instrumental
response function IRF. Three timescales of 93 fs + 6 fs, 1.6 ps £ 0.8 ps, 26 ps £ 5 ps were
found by a free fit of the transients while leaving the long lifetime of 10 ns fixed through the
whole procedure. The 10 ns timescale was fixed since the Qy lifetime in both samples ranges
between 10 and 15 ns [128, 129], which exceed our time window by orders of magnitude.
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Figure 3-7 Difference spectra at specific time delays of H,OEP in Toluene (top panel) and
transient absorption in the femto/picosecond regime upon 505 nm excitation (bottom panel). The
first 3 ps are shown with a linear scale while the following 22 ps are shown separately.

The error of the 26 ps decay time is high since our maximum probe time window is only 25
ps and few data points were taken between 3 ps and 25 ps, since we are interested in the early
time scales. Comparable to the fluorescence data, a blue shift is also observed in the transient
absorption data of H,TPP. The inset in Figure 3-6 b, show the evolution of the bleach
overtime. The timescales are presented in Table 1 and the interpretation is in the discussion.

In the case of H,OEP presented in Figure 3-7, very similar spectral behavior is observed with
shorter relaxation processes. Since the absorption bands are stronger and sharper than the
ones of the H,TPP, the GSB of the Qx(0,0) overcomes the ESA signal and reaches a negative
value of about -2 mOD. A satisfactory fit consisted of four exponential decay functions
convoluted with the same IRF as H,TPP, since both measurements were performed under the
same conditions. The timescales extracted in this case were a slightly shorter than the ones of
H,TPP, 40 fs £ 8 fs, 930 fs £ 100 fs, and 15 ps = 3 ps, and 10 ns (Table 1). The 10 ns decay
time was fixed during the fit process for the same reasons mentioned earlier. Comparable to
the H,TPP, the ESA exhibits 2 different behaviors for the regions above and below 450 nm.
The same blue shift observed earlier is also present.
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3.4 Discussion

In a common electronic cascading relaxation, the depopulation of high energy states feeding
lower energy ones is reflected into the concomitant decay of emission at short wavelengths
and rise at longer ones. Considering the case of Qy feeding Qy state, we expect that the Qy
emission should be rising on the same time scale as the Qy decay. Therefore a negative
feature is expected in the Q«(0,0) region of the short time DAS component. The absence of a
significant negative feature specifically shows that other pathways in parallel to the
sequential cascading might be present. The Qy bands show bi-exponential decay, the fastest
of which is being shared with the Soret emission (red traces Figure 3-4). This is evidence of
multiple branching occurring already at an early stage in the Soret region, which likely
contains more than one electronic transition simultaneously populating the Si and Syy.

In the next chapter, we discuss the coherent wave packet dynamics observed in these systems,
and we present that in the time resolved fluorescence spectra we could observe wavelength
dependent wave packets specific for each Q band. In the H,TPP for example, we observe a
vibrational frequency of 190 cm™ in the region of the Q, emission, while only low frequency
modes were observed in the Qy regions (> 630 nm). Similar results were found in the case of
H,OEP. These coherent wavepackets are generated as a consequence of the impulsive IC
from the Soret band to the Q bands. To generate such WPs in the Q bands upon B — S; IC,
that means that the IC process must be faster than half the vibrational period of the triggered
mode in order to generate a coherent superposition of vibrational states. Overall, the presence
of WP dynamics with different frequencies in the Qy and Qy bands confirms that different
electronic states Six and S;y are populated in parallel with different IC.

Nevertheless, Qx emission (static and time resolved) is also observed when exciting within
the Qy or Soret bands [129]. Therefore, the IC process form the Soret is populating both Six
and Syy states in a parallel fashion, and then the Sy, relaxes through IC to the S;.. This also
must be accompanied by a negative feature in the DAS at the Q«(0,0) region. The absence of
significant negative contribution, even for the S;y — Six IC, can be explained by the
competing vibrational relaxation of the Qy band that is feeding the long living Qy state,
represented by the 650-nm (630-nm) emission band of H,TPP (H,OEP), in accordance with
the literature [126, 129]. Note that the fastest exponential decay is shared with the Soret
emission (red traces, covering the 420 to 680 nm region). Due to all of these different
pathways, the strong early spectral shift, and their convolution with the IRF we could not
distinguish between the different pathways and extract their timescales, but we could resolve
the soret lifetime, and it was measured to be 80 fs for H,TPP and <40 fs for H,OEP. The
H,TPP soret lifetime is in accordance with the earlier reported lifetime of 68 fs = 15 fs. To
resolve the Sy — Sy« IC process we use the ultrafast TA data in the next part [130].

The energy splitting between the Qy and Qy corresponding to 2750 cm, which is close to
twice the frequency of the vibrational modes in the Q, (1230 cm™) and Qy (1460 cm™)
excited state, which correspond to the C=C stretch mode in the pyrrole rings. This energy
splitting shows quasi-degeneracy of vibrational levels of Qy and Qy which enhances the
coupling between them, leading to ultrafast IC from Siy — Six. In earlier studies [126], the
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Figure 3-8 Difference spectra evolution of the ESA region between 380 nm and 520 nm of both
H2TPP and H20OEP upon 505 nm excitation, with the black arrows showing different behavior
depending on the spectral position. The red arrow points to an isosbestic point.

IC process in H,TPP was estimated to be < 100 fs, due to the limited time resolution. For
example, in the case of porphyrin derivatives with only 2 phenyl substituents on opposite
meso positions and methyl or ethyl groups in all B positions, this time scale was estimated to
be 90 fs [125]. On the other side, in case of H,P, where no substituents are attached to the
macrocycle, the timescale was reported to be 150 fs [128]. Therefore, the IC from Siy — Six
timescale might vary strongly between H,TPP and H,OEP.

In TA spectra, we can extract information about the excited states through stimulated
emission or excited state absorption, and the recovery of the ground state bleach. Since the
absorption of the Q bands is quite weak due to their forbidden nature, the ESA signal
dominates the whole spectral range. Therefore, the best way is to monitor the ESA which will
contain information excited states and their dynamics. In the blue side of the transient spectra,
only contribution from the ESA exists without the contribution of the bleach. And since we
excite the Qy band (505 nm), we definitely do not have any SE from the Soret band. By
investigating the ESA behavior in this region we can draw conclusions about the ultrafast
electronic relaxation involving the Q bands. Two distinct behaviors are observed; the signal
exhibits a rise in one region contemporary with decay in the other, creating an isosbestic
point in the center, as shown in Figure 3-8, for H,TPP and H,OEP respectively. In the inset,
we present kinetic traces at the 3 wavelengths indicated by the arrows.

In the case of the H,TPP, the traces at 440 nm and 490 nm show a clear rise and decay,
respectively. By globally fitting these traces with a three exponential decay functions, we
extract timescales of 93 fs, 1.4 ps, and 26 ps. A very similar behavior is observed in the case
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of H,OEP, yielding the time scales of 40 fs, 930 fs, and 15 ps. This behavior can be explained
by the fact the Qy depopulation is coupled to the population growth of the quasi-degenerate
vibrational levels of the Q, manifold. We attribute the 90 fs/ 40 fs timescale to the S*, — S’
IC for H,TPP and H,OEP, respectively. However, the fluorescence transients presented in
Figure 3-3 show that the fluorescence of the Qy bands is not fully relaxed within the first
couple of ps. Therefore, we should think about reverse IC process from Sly — S, which
keeps both Qy and Qy populated as long as they are in equilibrium [129]. In such a case the
fluorescence decay of the Qx band is probed via measuring the emission decay of the Qy
bands [129], which interprets the lack of rise of the Qx emission band in the transient spectra.

The 1.4 ps was assigned in earlier reports [126, 129] to intramolecular vibrational energy
redistribution (IVR) and the 26 ps component was attributed to vibrational cooling of the Qy
state, relaxing the vibrational energy by coupling to solvent molecules. These cooling
dynamics are signified by a blue shift of the difference spectra with time, comparable to the
results obtained by Holten et al. on ZnTPP [131]. This blue shift is identical to the one of the
fluorescence discussed earlier. Comparable assignment can be given to the H,OEP time
scales, with 900 fs and 15 ps for IVR and VR, respectively. This assignment of the I\VR and
VR to these decay timescales is further supported by making use of the superiority of the
broadband detection of both experiments over monochromatic detection schemes, probing the
change in the spectral weight of the emission and absorption over time.

The temperature dependence of the stationary Qx(0,0) fluorescence maximum, reported in
Figure 3-2 for H,TPP and H,OEP in toluene, allows us to follow in real time gquantitatively
the temperature evolution of the porphyrin after photoexcitation. This temperature effect
needs to be considered with cautious since when performing the temperature dependence of
the static fluorescence, the solvent and the solute are heated, leading to two opposing effects;
the weakening of the solute/solvent interaction leading to a blue shift and solute temperature
increase leading to a red shift [131]. Therefore these numbers are only considered for
qualitative estimation of the temperature. Figure 3-9 shows the first spectral moment (average
position M1) of the Q4(0,0) band fluorescence, and as inferred by Figure 3-2.

Such a hypsochromic shift of the Qx emission band results also from a temperature effect: the
position of the fluorescence spectrum of porphyrins is sensitive to temperature. Indeed, such
a blue shift was already observed in TA and FU measurements of metal and free-base
porphyrins by Holten et al. [131]. They attributed it to vibrationally induced reduction of the
energy gap by anharmonic expansion of the porphyrin ring when the temperature of the latter
is increased; excluding solvation effects and conformational changes by comparing the
results to gas phase ones. Such an important shift is expected through internal vibrational
redistribution (IVR) of the large excess energy deposited upon excitation within the Soret
band [146]. Accordingly, the hypsochromic shift corresponds to recovery of the initial
porphyrin size as it cools down by coupling to the solvent.
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Figure 3-9 First spectral moment of the Q,(0,0) emission band from H,OEP (top) and H,TPP
(bottom), upon excitation in the linear regime (light blue and orange) and in the saturation
regime (dark blue and red). In the first 2 ps M is plotted in a linear scale while a logarithmic
scale is used from 2 to 200 ps.

The presence of emission on the blue side (Qy emission) decaying on the same timescale does
not allow an accurate measurement of the expansion time, but we can conclude an upper limit
of ~ 1 ps. The energy of the Qx(0,0) electronic transition being directly related to the size L of
the aromatic ring as L, the relative energy shift gives direct access to the relative change in
size of the porphyrin [131]: the amplitude of the shift here reported (~70 cm™ for H,OEP and
~52 cm™ for H,TPP) corresponds to an expansion of ~0.45% of the size of the cold
porphyrin. The difference in cooling times (~26 ps for tetraphenyl and ~16 ps for octaethyl
peripheral group) suggests an important role of the substituents in this process. The presence
of phenyl groups at the periphery probably reduces significantly the number of solvent
molecules in direct contact with the porphyrin macrocycle, decreasing the heat transfer
efficiency.

The M1 of the GSB around the Q«(0,0) band in the transient absorption data is shown in
Figure 3-10. The M1 dynamics of both H,TPP and H,OEP are consistent with the
fluorescence data, showing a primary fast red shift upon photoexcitation, followed by a slow
blue shift. Since the excess energy deposited by 505 nm excitation is smaller compared to the
400 nm excitation in the fluorescence case, the amplitude of the shifts is reasonably smaller
(~40 cm™ for H,OEP and ~22 cm™ for H,TPP) but maintain comparable dynamics. By fitting
with multi-exponential decay functions, the dynamics of the M1 can be expressed by 3
exponential decay functions only, the red shift signified by a 60/45 fs and 1.8/1.6 ps
components and the blue shift by 11/9.3 ps component for H,TPP and H,OEP, respectively.
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Figure 3-10 First moment of the Q,(0,0) of both H,TPP and H,OEP, showing a primary blue
shift on two time scales followed by a slow red shift. Both moments are fit with bi-exponential
functions, and the corresponding FFT of the residual of each trace is presented on the right side.
The FFT show multiple modes contributing to the energy degradation.

Interestingly, the M1 traces of both samples show oscillations that are triggered by the
impulsive heating. The Fourier transforms of the residual of the fit (black traces left panel)
and presented in Figure 3-10 (right panels). These vibrational modes are discussed in details
in the next chapter, which are mostly due to out-of-plane vibrations by comparison with
various theoretical studies [147, 148].

Typically, visible or UV excitation promotes the molecules to a high vibrational level of the
electronic exited state. The excess vibrational energy is then redistributed among all other
vibrational modes anharmonic coupling. The IVR process is iso-energetic and independent of
the solvent, and it has been shown that its timescale varies vastly depending on the molecular
system under investigation, from ps to tens of fs [146, 149-152]. By examining the
vibrational modes resolved by the FFT of the M1, we expect the conversion of the high
frequency modes to lower frequency modes. Therefore, the frequency modes involved in the
vibrational relaxation obtained from the FT of the M1 should have a longer lifetime for the
high frequency modes compared to the low frequency modes [24, 25]. From the bandwidth of
the each mode, the corresponding vibrational dephasing time can be obtained. In Table 2, we
present all the vibrational modes resolved in the FT of the residual of the M1, and as expected
the low frequency modes show about twice the lifetime of the high frequency modes.

Such dramatic shifts (to the red and then followed by the blue) of the absorption and
fluorescence spectra upon photoexcitation can be connected to the vibronic coupling between
the Soret and the Q bands [153]. By di-cation of the porphyrins or attachment of bulky
substituents, the porphyrins macrocycle gets distorted leading to changes in the absorption
and fluorescence spectra. Studies over such systems have been extensively performed and
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reported: red shift of the absorption bands, larger stokes shift, broader and less structured
fluorescence spectrum, and reduced fluorescence yield [128, 140, 154]. Since the vibrational
modes observed are mainly out-of-plane modes, i.e. distorting the planar geometry of the
porphyrins, we know for a fact that the vibrationally excited porphyrins are changing their
planarity affecting the vibronic coupling, which in turn appears as spectral shift due to the
reduced energy gap.

Table 2 Mode lifetimes of H,TPP and H,OEP obtained from the First moment of the Q,(0,0)

absorption band

H,TPP modes (cm™) | Mode lifetime (ps) H,OEP modes (cm™) | Mode lifetime (ps)
31 4.1 37 4.5
43 4.76 51 5.2
60 3.7 66 4.7
88 2.2 85 3.6
127 3 118 2.8
164 3.08 156 1.4
192 2.7 209 2.4
-- -- 244 2
-- -- 308 2.2
336 2.2 340 2.1

For a long time, it was argued that the IVR and VC are temporally well separated processes,
the former happening on sub-ps timescale while the later happening on ps timescale [149].
The work of Baskin et al. [126] proposed that IVR in the Q4 of H,TPP occurs on a timescale
ranging between 100-200 fs, preceded by the sequential relaxation from the Soret — Siy —
S1x band through IC processes. Considering the ultrafast M1 dynamics seen in fluorescence
and absorption experiments, the IVR process show faster dynamics than reported earlier and
points to being initiated earlier to the sequential relaxation. The ultrafast timescale of 60/45 fs
of both samples distinctly imply IVR process starting earlier than any electronic relaxation.
This can be explained by an impulsive vibrational relaxation on the range of multiple
oscillations of the fastest vibrational modes available in free-base porphyrins, on the range of
1500 cm™ (22 fs). This interpretation can be also supported by the instantaneous appearance
of the mirror image fluorescence within the instrumental response time as shown in
Figure 3-3. In other words, the molecule is acting as one damped oscillator, distributing the
energy over the entire collection of vibrational modes regardless of the electronic population.
Such impulsive IVR has been observed earlier in various systems such as ruthenium and Iron
complexes [155] and in organic molecules (UV dyes) [146].

3.5 Summary

We performed both time resolved fluorescence up-conversion (400 nm excitation) and
transient absorption spectroscopy (505 nm excitation) experiments on both H2TPP and
H2O0EP. The only difference between the two systems lies in the decay of the Soret emission,
shortened by a factor of ~3 in H20EP. This can be explained by an enhanced vibronic
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coupling induced by the OE substituents, also hinted by the broader Soret band. We show
that a pulse limited IC from S,—S; feeding both Six and Siy simultaneously, followed by
S1y—Six IC. This conclusion was reached due to the lack of population rise in the lower
states peaks (Qx bands). Furthermore, impulsive IVR process estimated by ~50 fs followed
by a slower timescale of ~ 1 ps was observed, and a cooling recovery of the molecules by
vibrational relaxation through vibration dissipation to the solvent molecules on the timescale
of 25/16 ps.
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Wave-packet dynamics in free-base

porphyrins

4.1 Introduction

Despite the fact that equivalent vibrational information could be obtained using both
frequency and time domain techniques, short lived transient species (sub picosecond) and low
frequency vibrations in the THz region (<200 cm™) could only be accessed by ultrafast time
domain techniques [18, 156]. Femtosecond time resolved spectroscopy reveals a wealth of
information about electronic and vibrational dynamics and coherences in molecular systems,
simultaneously. Ultrafast laser pulses shorter than the vibrational period of the molecule
(typically on the order of picoseconds to femtoseconds) are spectrally broad enough to
simultaneously excite a vibrational manifold preparing a wave-packet (WP) in the ground
and/or excited state. As a result, one could trace the real time motion of the nuclei of the
molecule through the time evolution of vibrationally coherent state [156]. These WPs can be
observed by several techniques, such as time-resolved Transient Absorption (TA) and
Fluorescence Up-conversion (FU) spectroscopy. Also the phase of the vibration is preserved
in the case of time resolved techniques, facilitating the differentiation between processes
happening in the ground state from the ones happening in the excited state [16, 157]. In this
work we utilize the ultrafast TA and FU techniques, available in our laboratories, to study the
energy relaxation of photo-excited free base porphyrins through intermolecular and
intramolecular vibrational coupling of various vibrational modes in free-base tetraphenyl-
porphyrin (H,TPP) and octaethyl-porphyrin (H,OEP), presented in Figure 4-1.

The introduction of bulky substituents [158], addition of a central metal ion [159], or dication
(H2P?") [147] can lead to the distortion of the planarity of porphyrins. Non-planar distortion
(static or dynamic) of the macrocycle perturbs the chemical and photochemical properties of
the porphyrins (electronic structure, redox potential, and absorption and fluorescence
spectra). Skeletal mode frequencies of the porphyrins shift as a result of distortion induced
alterations in the ring structure and electronic structure. Several Raman studies have been
conducted monitoring the porphyrin distortions by following the shifts of the skeletal mode
frequencies [160-162]. In planar porphyrins only in-plane (IP) modes are observed, because
of the resonant m-m* electronic transitions are polarized in the porphyrin plane, while
distorted porphyrins show out-of-plane (OOP) intensity modes in the RR [160]. Coupling
between the forbidden OOP modes and the allowed IP modes induce RR intensity [147, 160].
The work of Andrzej et al. [160] concluded that the major contributors to the OOP distortions
can be accounted for by the linear combination of the low frequency modes below 200 cm™,
especially the doming, waving, ruffling and saddling modes.
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Figure 4-1 Molecular structure of a) free base tetraphenyl-porphyrin and b) free base octaethyl-
porphyrin.

HC

As a consequence of the sub-40 fs pulses used in the TA experiment and sub-70 fs pulses in
fluorescence up-conversion experiment carried out in our laboratories, coherent vibrational
modes between 30 and 400 cm™ are triggered and observed in both samples. Low frequency
modes (30-200 cm™) associated with IP and OOP modes of the porphyrins are identified
experimentally for the first time in both samples and assigned to non-Condon vibrational
modes. At least 10 different modes are observed for each sample, some are reported for the
first time experimentally and some were observed earlier in resonant Raman (RR) studies
confirming the validity of our experiment. Reporting these low frequency modes in real time
spectroscopy is very important for further understanding of the porphyrin vibrational and
electronic dynamics as well as intramolecular vibrational redistribution. We classify each of
them to the state they originate from (excited or ground state) using the phase and amplitude
of the oscillation. The dephasing time of these modes is comparable of the intramolecular
vibrational energy redistribution timescale of around 2-5 ps, showing the importance of these
modes in distributing the deposited energy.

Extracting of this information from the TA data is only possible by careful data analysis
procedure. Here we discuss briefly three different techniques used to separate the electronic
and relaxation dynamics from the vibrational frequencies. Such that the vibrational
frequencies can be treated separately using Fourier transformation, leading to information
about the mode intensity and phase.

4.2 Experimental section

The TA and FU setups used for these experiments are described in the previous chapter.
Briefly, in the TA experiments we used excitation pulses at 505 nm with pulse duration of
~35 fs and a white light continuum to probe the dynamics. On the other side, in the case of
FU, pulses centred at 400 nm with duration of ~70 fs were used to excite the samples. The
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luminescence, collected in forward-scattering geometry, was up-converted in a 250-mm thick
B-barium borate (BBO) crystal by mixing with an 800 nm gate pulse.

In an attempt to measure the oscillatory patterns generated by WP dynamics in the excited or
ground state, steps of 15 fs time delay were used for the first 3 ps of the TA experiments.
Since our excitation pulse is in the range of 50 fs, the maximum frequency mode we could
trigger is about 800 cm™ and we are interested in the low frequency modes, the 15 fs step is a
compromise between the measurement time and the step size. An average of 200 scans were
performed for each sample and averaged before any data manipulation.

4.3 Data analysis

Performing TA or FU experiments with short excitation pulses, can lead to generation of
coherent vibrational wavepackets (WP) in the case where the excitation pulse is shorter than
the vibrational dephasing time and the electronic relaxation. A transition probability change
induced by molecular vibrations is observed in modulation of the fluorescence or absorption
over time.

Therefore, experimental signals contain both electronic and vibrational relaxation processes,
as well as vibrational coherences in case of generation of WP. When exciting in resonance
conditions, the dominant component will be population decay which is represented generally
by a sum of exponential decay functions. The amplitude of the vibrational coherences in the
signal is about 2 orders of magnitude smaller relaxation dynamics. Therefore, the relaxation
dynamics must be removed in order to reveal the vibrational coherences. Since we are
interested in the frequency range from 30 cm™ to 400 cm™ (oscillations periods between 1 ps
and 100 fs) with damping factors of 2-3 ps, special precautions must be taken into account
during this procedure. Accordingly, three different methods were used to extract these
oscillations in order to check the validity of the frequency modes extracted.

The first is the maximum entropy method [163]. The non-oscillatory signal was fit with
multi-exponential functions convoluted by the IRF, disregarding the number of exponentials
used and their correspondence to real relaxation dynamics. The residual of individual
transient fits contains the coherent oscillations of interested.

The second method is based on SVD technique, were a multi-exponential fit of the kinetic
vector basis obtained from the SVD of the time-wavelength plot is performed. Only the data
between 80 fs and 3 ps are included in the fit to avoid any contribution of the coherent spike
due to pump-probe temporal overlap. Using the DAS for each decay time extracted (minimal
number of times), a new time-wavelength surface is constructed containing only the slow
electronic dynamics. The difference between the reconstructed and original data yields the
oscillatory signal.

A third method based on low and high frequency filters applied to the individual transients in
order to extract the oscillatory signal without any exponential fit. Since our IRF is longer than
50 fs and our sampling is 15 fs, we know for a fact that any oscillation shorter than 50 fs
cannot be attributed to any vibrational or electronic coherence. Therefore the traces were
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Figure 4-2 Raw data are the extracted oscillations from a transient at 522 nm of H,OEP
showing the first 3 ps and its Fourier transform. The zero padding procedure and the
application of a Hanning window are presented as well showing strong enhancement of the
frequency resolution.

smoothed by averaging over 50 fs period, eliminating any modes that will appear higher than
470 cm™. To eliminate the non-oscillatory contributions, smoothed traces, by averaging a
window of 2 ps which correspond to frequencies we cannot differentiate from the exponential
decays due to our time window, are subtracted from the original traces.

In the three techniques, the Fourier transforms of the traces were compared to verify the
modes that are present, avoiding any fake modes resulting from errors in the analysis process.
These traces contain information about the coherences that result from the superposition of
various vibrational states coupled to electronic excitation. Due to dephasing mechanisms and
sample inhomogeneity, the oscillations damps within the first 2-3 ps.

The traces containing only the oscillatory signal are multiplied by a Hanning window and
zero padded in preparation to perform a Fourier transform. Applying a Hanning window (a
Gaussian can do the same) is important before performing Fourier analysis to avoid the
appearance of a sync function overlapped the frequency data, that can be mistaken to real
frequency modes. Zero padding is a standard method used to increase the resolution of a
Fourier analysis. By adding zeros around the traces, the number of sampling points increases
but do not interfere with the integrity of the data. As a consequence, when performing a FFT
of a zero padded time trace additional points will be available in the frequency trace, i.e.
higher FFT resolution. It is important not to confuse the frequency resolution with the FFT
resolution. The zero padding cannot increase the frequency resolution since it directly
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depends on the delay time window, which in our case corresponds to 11 cm™. The FFT
resolution can be increased by the zero padding, which adds more points in the frequency
traces. The effect of these procedures is introduced in Figure 4-2 showing the resolution
change between the FFT of the raw data and the zero padded data.

By performing FFT of every trace, a 2d plot of probe wavelength vs frequency is created
showing the frequency intensity dependent of the probe wavelength. Taking advantage of the
complex nature of Fourier transform, the phase of each frequency can be calculated by the
angle of the complex number. Thanks to the broad probe spectral window detection, we can
calculate probe wavelength dependence initial phases of the molecular vibrations. This
information can help identify if the WP motion is on the excited or ground state [16, 20].
Finally, information about the dephasing time including effects of inhomogeneous
broadening can be extracted from the Fourier power line width.

Since we are performing Fourier transformation to extract not only the frequency of the
oscillation but also the phase, it is very important to set all the transients to start at time zero.
As an example, errors in the GVD corrections of 20 fs will affect minimally the low
frequency modes of 33 cm™ (1ps oscillation) by shift the phase by about 0.02 =, while
frequency modes of 400 cm™ (80 fs) will have a phase shift of n/4. For that reason, the phases
of low frequency modes were extracted and could be trusted, in contrast with phase of modes
higher than 300 cm™ that should be considered with caution.

In order to assess the quality of the data, and the integrity of the calculated oscillations, the
data analysis procedure was performed over different scans of the data set. A comparison
between the data analysis of the first 10 scans, last 10 scans, and the full average of the 200
scans is performed. They all show the same resolved frequencies which mean that the
vibrational modes resolved are real. Moreover, the frequencies resolved are in great
agreement with previously predicted modes and some reported experimentally by Raman
spectroscopy.

4.4 Results

4.4.1 Ultrafast fluorescence studies

Similar to the FU experiments discussed in the earlier chapter, these measurements were
performed with ~70 fs pulses centered at 400 nm exciting the Soret band of the porphyrins.
Here the sampling (time points) is higher such that vibrational wave-packets can be observed.
Figure 4-3 displays the time dependent fluorescence traces up to 3 ps showing the
fluorescence signal decay of the Q bands and an oscillatory component due to molecular
vibrations. The Kkinetic traces are well reproduced using 2 damped cosine functions in
addition to 3 exponential decays. We obtained two frequencies of 36 + 4 cm™ (T = 930 fs)
and 80 + 5 cm™ (T = 420 fs) in the Qy region, and two higher frequencies of 193 and 170 cm™
(T ~ 170 fs) for H,TPP and one of 130 cm™ (T = 260 fs) for H,OEP in the Qy region.
Figure 4-3 (right panels) shows a Fourier transform analysis of traces at 3 characteristic
wavelengths, confirming these values. The damping factors obtained varies from 0.3 to 0.5 ps
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Figure 4-3 (Right panel) Normalized fluorescence kinetic trace of H,OEP (top) and H,TPP
(bottom), at the detection wavelengths indicated in the legend, integrated over 5 nm, along with
their fit, including 3 exponential decays and 2 cosines. A logarithmic intensity scale was chosen
since the oscillations are superimposed with a fast decay. (Left panel) Fourier Transform
spectra of the oscillations pattern in the kinetic traces at 575 (blue), 605 (green) and 625 nm
(red) for H,OEP (top) and at 590 (blue), 620 (green) and 645 nm (red) for H,TPP (bottom).

for the lowest frequencies and is ~ 1 ps for higher ones. Very recently, a similar observation
have been reported by Joo et al. where they resolved identical nuclear WP frequencies [164].

Remarkably, the frequencies involved in the oscillation strongly depend on the probed
wavelength. A clear difference in frequencies between the emission of the Qx and Qy can be
observed, which show that different WPs exist in each state. The fact that the Soret band is
exclusively excited; the WPs observed in the Q bands can only be triggered by ultrafast
(impulsive) IC process from S—Q. Such IC must be fast enough (faster than the vibrational
period) to generate such a coherent superposition of vibrational states on the lower electronic
states. This observation can be of great importance since it provides information on the
relaxation processes and vibronic coupling.

Such information can only be extracted by FU experiments due to the high temporal
resolution and direct probing of the excited state dynamics of each state independently
without any signal contamination as in other techniques (such as excited state absorption and
ground state bleach in TA experiments). Nonetheless, TA experiments exciting at the Qy
band are performed, in order to trigger WPs in the Q states independent of the S—Q IC
limitation. We will be able to excite and resolve the WPs more efficiently as a result of the
short excitation pulses used and the high signal to noise ratio.

4.4.2 Transient absorption studies

A transition probability change induced by molecular vibrations is observed in the form of
oscillations in the time-dependent difference absorption transients. In figures 4 and 5, we
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Figure 4-5 a) Wavelength-time plot of H,TPP, first 3 ps are shown with a linear scale while the
following 22 ps are shown separately. b) In order to show the main oscillation of 33 cm™, selected
normalized Kkinetic traces at 436, 566 and 593 nm (right panel, doted) and their fit (smoothed
line) are represented for the first 3 ps.
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Figure 4-5 a) Wavelength-time plot of H,OEP, first 3 ps are shown with a linear scale while the
following 22 ps are shown separately. b) In order to show the oscillations of 47 and 129 cm™,
selected kinetic traces at 520, 570 and 620 nm (right panel, doted) and their fit (smoothed line)
are represented for the first 3 ps.

present the TA data measured under the conditions mentioned earlier averaged over ~200
scans. The data is presented in the form of a wavelength-time plot covering the spectral range
between 420 nm and 670 nm covering the Q bands of the porphyrins. In these plots, one
could notice some oscillation overlapped with relaxation decay. In the right panels of these
plots, transients at different wavelength are presented with a of multi-exponential decay fit
summed with a damped sine function to represent the oscillations. Such a fit can represent the
relaxation processes and one single vibrational mode. In the case of H,TPP, a 33 cm™
frequency mode is easily fit with high damping time. While in the case of H,OEP, a low
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Figure 4-6 Residual of the difference between the H,TPP transient data and the reconstructed
surface. Oscillations can be observed with different frequencies, for example a 150 fs oscillation
can observed around 650 nm, and another one of 780 fs all over the spectrum. The static
absorption spectrum of the H2TPP is presented in the top panel for comparison.

frequency mode of 47 cm™ is observed at 520 nm and 570 nm, while at 620 nm a 129 cm™
mode is dominant. By investigating in details the fit, one can easily see that higher frequency
oscillations can be observed. Therefore, such fitting with sine functions cannot represent the
data. For a better understanding the vibronic coupling mechanisms, a deeper analysis must be
performed to resolve the vibrational modes frequencies and probe-wavelength dependent
amplitudes.

The three different approaches proposed in the earlier section to extract the non-oscillatory
part of the signal were investigated. The three methods yielded very similar results; therefore
the presented data in this section are all residual of the subtraction between the probe-
wavelength/delay-time surface and reconstructed surface from the SVD analysis. Due to the
pump scattering on the CCD, the region around 500 nm is set to zero to avoid artifacts and
confusion of random oscillations that are not caused by the molecular vibrations.

To resolve low frequency modes, removing the slow electronic and vibrational dynamics is
an important step. Figure 4-7 is the residual of the difference between the H,TPP transient
data and the reconstructed surface using SVD analysis. Oscillations all over the 2D surface
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Figure 4-7 a) Two dimensional plot of Fourier transform spectra of the TA signal of H,TPP.
b) Static absorption spectrum of H,TPP. ¢) FT spectra of chosen wavelengths.

can be observed, with various frequencies and amplitudes. A 780 fs oscillation can be easily
observed in the residual over the whole spectral range corresponding to a frequency of 42 cm’
! Another strong oscillation is observed with 150 fs oscillation in the first 500 fs
corresponding to 222 cm™,

The oscillations possess a clear spectral dependent phase. This can be observed in the clear
case of the 150 fs oscillations, which shows a flip of half-wavelength between the oscillations
above and below 650 nm. The same is also observed at 580 nm and 550 nm. This is no
coincidence, since the phase flip coincide with the peaks of the absorption spectrum. The
significance of such an observation is discussed later.

Since these oscillations are overlapped in time and wavelength, it is hard (nearly impossible)
to extract all the frequencies just by normal fitting. By using a FT, the data will be
transformed into frequency where it will be easier to separate individual contributing
frequencies. Furthermore, due to the complex nature of FT, the phase of each frequency
mode can be extract. Therefore, FT of the residual is computed for each individual
wavelength independently. The FT is performed over the data ranging between 80 fs and 3 ps
in order to avoid artifacts caused by the coherent spike due to the pump-probe interaction at
time zero. The resolution of the FT spectra is determined by the width of the delay window
measured yielding to + 6 cm™.
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Figure 4-7 shows the two dimensional Fourier amplitude as a function of molecular
vibrational frequency and probe wavelength for H,TPP. FT spectra at specific wavelengths
are presented in Figure 4-7b showing a number of strong peaks appearing at different
wavelength. Ten different modes are clearly visible and recurrent in most of the spectral
regions; 336 cm™, 280 cm™, 190 cm™, 168 cm™, 149 cm™, 128 cm™, 87 cm™, 69 cm™, 49 cm
! and 33 cm™. Due to the limited frequency resolution, the frequency of the modes might
appear slightly different depending on the wavelength. Some of these modes have been
reported in previous TA and FU measurements or in resonance Raman (RR) experiments
[147, 165]. There are some modes that were not reported earlier in experiments but have been
predicted by theory [166, 167] as presented in Table 3.

Table 3 Vibrational modes comparison between Fluorescence, Transient Absorption, Resonance
Raman, and theoretical prediction and their assignments, for H, TPP are presented.

TA FU Exp. [147] | Theo. Sym (D2h) Assignment G/EXx state
33 36 28 A, (OOP) ph torsion E
49 48 Ay (OOP) ph torsion E
69 73 Aq (OOP) E/G
87 80 86 Big (IP) ph torsion E
128 126 122 Eq (IP) v(Cm-®) E
149 144 131/183 A, (OOP) d(pyr trans) E/G
168 | 170 | 166 170 Bi1g (IP) d(pyr trans) E
190 | 193 | 199 195 Aq (OOP) Ph E
280 289 B1y (OOP) Ph wag E/G
336 336 339 A, (OOP) v(pyr trans) E

The amplitude of the oscillations seems to have strong wavelength dependence. By
comparing the static absorption in Figure 4-7c and the Fourier plane in Figure 4-7a, one could
notice that the amplitude of the oscillation is at minimum in the regions of the absorption
peaks and increase in between. The regions in between the absorption peaks are where the
ESA is dominant in the TA measurements. The vibrational modes typically show a phase
change of x in between ESA and GSB process, which can lead to cancellation of the mode in
case these two regions are overlapping and equally strong, which is the case here. Further
investigation of the individual modes is presented in the next part and the spectral dependent
amplitude and phase will be discussed.

Similar data analysis is performed on the H,OEP data and is presented in Figure 4-8. Due to
the sharper absorption peaks of H,OEP, the amplitude of the oscillation show a stronger
wavelength dependence as clearly seen in Figure 4-8a. The amplitude is mainly dominated by
the regions in between the absorption bands, similar to the H,TPP case. Twelve different
vibrational modes are resolved; 340 cm™, 311 cm™, 240 cm™, 213 ecm™, 194 cm™, 148 cm™,
118 cm™, 84 cm™, 84 cm™, 65 cm™, 52 cm™ and 37 cm™ all summarized in Table 4. The high
frequency modes above 200 cm™ have been reported earlier in RR experiments, single site
electronic spectroscopy, while the low frequency modes are only reported in theoretical work
[148, 168, 169].
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Figure 4-8 a) Two dimensional plot of Fourier transform spectra of the TA signal of H,OEP. b)
Static absorption spectrum of H,OP. ¢) FT spectra of chosen wavelengths.

In contrast with H,TPP, the amplitude seems to have a maximum in the spectral region of the
Q«(0,0). In the other Q band, the oscillation is mainly back to minimum as in the former case
of H,TPP. This can be explained by the strong and sharp absorption band of the Q«(0,0) that
overcomes the ESA and appears as a negative feature in the difference spectra. Therefore,
considering that the GSB contains stronger signal than the ESA; the modes in that region will
not cancel out and appear on their own with a = phase difference compared to the phase of the
modes in the ESA region. The spectral dependence amplitude and phase of the modes is
discussed later on.

Table 4 Vibrational modes comparison between Fluorescence, Transient Absorption, Resonance
Raman, and theoretical prediction and their assignments, for H,OEP are presented.

TA | FU | Exp.[169] | Theor.[160, Sym. Assignment [168] G/Ex
168] (D2h) state

37 |36 36 B, (pry translation) E/G
(O0P)

52 53 A, (OOP) | Ethyle rock G

65 62 B1, (OOP) | Ethyle rock E/G

84 |80 88/90 Bag (pry  deformation),ethyle | E
(O0P) rock

118 | 130 | 129 130 Aq (IP) (pry deformation) E/G
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148 139/155 Bag Ethyle rock E/G
(O0P)

194 199 192 B2 (IP) | y(CHs) E

213 209 216 Aq (IP) v(CH3) E

240 247 238 B (IP) (pry breath), CH,wag E

311 315 316 A (IP) (Pyr swivel), y(CH>) E/G

340 336 341 B2, (IP) | y(CHy) E

4.5 Vibrational modes assignment

The coherent oscillations observed in the transient data will be discussed and assigned based
on the initial phase and the oscillation spectral intensity dependence. In Figure 4-11 and
Figure 4-12, the phase (dotted lines) and normalized spectral dependent amplitude (solid
lines) of each mode is presented for both H,TPP and H,OEP, respectively. A wavelength
region between 510 and 670 nm is presented, covering the Q bands region of both samples,
consequently resolving the oscillations in both the GSB/SE and ESA regions simultaneously,
thanks to the broadband detection. In some cases, the phase was unwrapped to obtain a
continuous phase change over the whole spectral range.

The main difference between the Condon and non-Condon type WP is the conservation of the
oscillator strength, as it is not conserved in the non-Condon type WP. Therefore, the total
signal intensity of a non-Condon mode associated with the Q excited state must be
modulated, while Condon type modes will show inhibited modes (sum down to zero in an
ideal case). Therefore, the integrated signal intensity (ISI = [AA(A)dA) can be used to
distinguish between the two WP types. Figure 4-9 and Figure 4-10 show the ISI and the
corresponding FFT of both H,TPP and H,OEP, respectively. These figures show clear
beating between various oscillatory modes in the time plots confirming that the oscillations
caused by non-Condon type WP motion intensify upon integration instead of suppression.
The Fourier analysis of the integrated transients reveals which modes are intensified
compared to other modes that are suppressed, and the classification of the WP type can be
done based on that.

Although the three ISI transients of H,TPP display different oscillatory features in the time
domain, the FFT spectra show qualitatively similar results. All the low frequency modes are
present and enhanced compared to the FFT of the single transients. Therefore, the vibrational
modes of 33 cm™, 49 cm™, 69 cm™®, 87 cm™, 128 cm™, and 149 cm™ can be assigned to non-
Condon type WP. This result is expected, since the Q bands are vibronic bands and their
profile fit perfectly with the non-Condon type WP model presented earlier. These modes vary
their intensity between the Q ISI and the full probe ISI, depending on the corresponding
spectral amplitude dependence. The 33 cm™ mode is intensified in the Q,(1,0) since it
appears mostly around that region while it is very weak elsewhere. Therefore, it seems to be
reduced in the broad ISI spectrum compared to the modes that are stronger and are present
over the whole probe window such as the 128 cm™ one.
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Figure 4-9 Integrated single intensity (right) and their corresponding FFT (left) of H, TPP over
the spectral windows 515 nm to 670 nm (Red), the Q,(0,0) band 625 nm to 670 nm (blue), and
Qx(1,0) band 570 nm to 625 nm.

The modes 168 cm™, 190 cm™ and 336 cm™, appear in the different FFT spectra with varied
intensities. The main issue with the high frequency modes is the probe dependent phase drifts
due to errors in the GVD correction that can lead to cancellation of the modes in the
integrated signals, even if the modes belong to a non-Condon type WP. Therefore, for the
high frequency modes, it would be more insightful looking at the ISI of narrow bands, such
as the ISI of the Qx bands, to minimize the uncertainty. The three modes 168 cm™, 190 cm™
and 336 cm™ appear clearly in the ISI of both Q, bands, which is a sign of their relation to a
non-Condon type WP,

The 280 cm™ mode is completely diminished in all the FFT spectra. In order to decide if this
mode diminishes due to its nature as a Condon WP, we investigate its presence in the narrow
band ISI mentioned above, and its probe dependent amplitude. In Figure 4-11, the amplitude
of this mode shows a reasonable intensity in the region below 600 nm and a phase that
decrease rapidly, while a minute amplitude around the Q(0,0) region but with a flat phase. In
both regions the ISI show no reasonable intensity, but to conclude that it belongs to a Condon
type WP we check the spectral dependent amplitude of the mode. The amplitude of the mode
show a zeroth order shape resembling the one presented in Figure 4-13. Therefore this mode
can be assigned to non-Condon WP as well since the zeroth order appear only in the case of
non-Condon WP to compensate for the varying transition dipole.

Similar to the H,TPP, integration of the signal intensity is performed and presented in
Figure 4-10. Strong oscillations appear showing the co-existence of various modes, signified
by the FFT power spectrum. All the low frequency modes appear distinctly in the FFT; 37
cm® 52 cm™®, 65 cm™, 84 cm™, 118 cm™, 148 cm™, 213 cm™, 240 cm™ and 311 cm™. And so
these modes are categorized as non-Condon modes. Here, the phase is much sharper
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Figure 4-10 Integrated single intensity (right) and their corresponding FFT (left) of H,OEP
over the spectral windows 500 nm to 670 nm (Red), the Q4(0,0) band 600 nm to 645 nm (blue),
and Q«(1,0) band 550 nm to 594 nm.

compared to the H,TPP case, due to the sharper Q bands and stronger vibronic coupling
between the Q and S states leading to more pronounced changes in the phase. The 194 cm™
and 340 cm™ modes are not present in the FFT of the total Q band ISI. Since both modes are
very weak and appear mostly around the Q«(0,0) band, the integration around 620 nm — 650
nm was performed where both modes are observed. The wavelength dependent phase around
the Qx(0,0) band presented in Figure 4-12 shows a flat phase with = 7 jumps and spectral
dependent amplitude resembles a second order derivative of the difference spectra. Thus
these two modes are also considered to be of the non-Condon type.

All of the vibrational modes appearing in both samples were characterized of being a result of
a non-Condon WP, which is in agreement with the fact that the Q bands are originally
forbidden states and come to existence due to the vibronic mixing with the B state. This goes
beyond the scope of the Condon approximation and as a consequence cannot be modeled by a
Condon type WP motion. All the results of both samples are summarized in Table 3 and
Table 4 for H,TPP and H,OEP, respectively.

After confirming the modes as of non-Condon type, we will use the phase to assign the
modes to identify the WP in motion on the ground state (0, + n/2) or the excited state PES (0,
+ 1), or a mixture between the two. The phase in both samples is showing a fairly flat
behavior with phase jumps of ©, consistent with the dominant non-Condon type WPs. In both
samples, the phase is most consistent in the Qx(0,0) region due to being the strongest GSB/SE
signal compared to the ESA signal.
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Figure 4-11 Wavelength dependence of the phase (dotted lines) and the amplitude (solid lines) of
the oscillations in the transient signal of H,TPP. Legend shows the corresponding frequency of
the oscillations.

Starting with the H,TPP presented in Figure 4-11, the lowest vibration mode of 33 cm™ show
a stable initial phase across the ESA regions of the probe, and phase flip to zero in the GSB
region of the Qx(0,0). On the blue side of the spectrum, the phase changes also to 0 which can
be contributed to GSB of the Qy bands. In the region of the Qx(1,0) GSB, no = difference is
observed due to the dominant ESA. Therefore, the WP generating this 33 cm™ mode is
considered to be on the excited state PES. The 49 cm™ mode is very similar to the earlier one,
where it shows a © phase change between the GSB (m) and ESA (0) regions. Hence it
originates due to a WP motion on the excited state PES.

The 69 cm-1 vibrational mode shows no = phase change in the whole spectral range, instead
it varies between —r/5 and -37w/4. This behavior is evidence to the presence of two WPs on
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both the excited and ground state PES. The modes 87 cm™ and 128 cm™, are very similar,
showing a phase oscillation around zero over the whole probe window, which is consistent
with a WP oscillating on the excited state PES. The 149 cm™ is a product of a WP on both the
ground and excited state PESs since the phase is around 0.9z and changes to 0.5 and zero in
the blue region. The modes 168 cm™ and 190 cm™ show only phases varying strictly between
0 and + &, which correspond to a WP motion on the excited state. The 280 cm™ mode show a
phase constant of zero, and change in the blue side; therefore, we can assign it to WP
mixture. Finally, the 336 cm™ mode show phase change between 0 and + 7, which lead to the
assignment to a WP on the excited state.

1.0
0.5

— 340 cm':
—— 311cm

—— 240cm’
— 213cm’|
—— 194cm’
148 cm’|
118 cm’|
84 cm’
65cm’”
— 52¢m’
— 37¢cm’
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Normalized Oscillation Amplitude (a.u.)

520 560 600 640
Wavelength (nm)

Figure 4-12 Wavelength dependence of the phase (dotted lines) and the amplitude (solid lines) of
the oscillations in the transient signal of H,OEP. Legend shows the corresponding frequency of
the oscillations.
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Figure 4-13 Bottom spectrum is the difference absorption spectrum (red solid) at 1 ps time delay
of H,OEP, with its first (green solid) and second derivatives (blue solid). Wavelength depend
amplitude of some modes are presented (dotted lines) for comparison.

In H,OEP, the phase change is much sharper and cleaner, as observed in Figure 4-12. Using
the same reasoning, the assignment of the involved WPs depending on the phase was carried
out. The most dominant modes are found related to an excited state WPs. The results are
summarized in Table 4.

Finally, the spectral dependent amplitude of the modes is employed to classify the WPs into
subgroups of potential minimum displacement, PES curvature change, and a mixture of both.
Considering the negligible Stokes shift of 5 and 7 meV in H,TPP and H,OEP, respectively,
the excited state PES could be considered positioned just above the ground state PES.
Therefore the WP dynamics will be mostly dominated by a breathing of the WP on the
excited state PES. The spectral dependent amplitude of each mode can be compared to
zeroth, first and second derivative of the involved processes to assign whether each specific
modes belongs to a breathing WP or not. A vibrational mode caused by a WP on the excited
state PES getting narrower and broader (breathing) will have a spectral-dependent amplitude
which is given by a mixture of the second and zeroth order derivative of the relevant
transition. In Figure 4-13 we present the zeroth, first, and second derivative of the difference
spectrum of H,OEP and H,TPP, respectively, at 500 fs averaged around 300 fs to 700 fs to
eliminate spectral changes due to oscillations.

In the case of H,OEP, the spectral dependent phase and amplitude are much sharper than the
H,TPP case. Most of the H,OEP modes presented in Figure 4-12 resemble the second
derivative of the difference spectrum as can be seen in Figure 4-13. A comparison between
the second derivative and the 84 cm™ modes shows a great resemblance between the two. In
the region of the GSB of the Q«(0,0), the two spectra match perfectly, while in the ESA
regions the oscillation amplitude resembles more the difference absorption spectrum. Other
modes such as 52 cm™, 65 cm™ and 340 cm™ show very similar behavior to the 84 cm™
mode. These modes are definitely caused by breathing of the WP on the excited state PES.
The fact that the amplitude does not match the second order perfectly and is made of a
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mixture between the zeroth and second order derivatives is explained by the fact that these
WPs are non-Condon WP. Therefore, they contain the second order to account for the WP
breathing, and the zeroth order for the change in transition dipole moment.

Other modes such as 37 cm™ and 194 cm™ show reasonable amplitudes around the Qy(0,0)
region with a peak resembling the second order derivative, therefore these are also considered
to be caused by a breathing WP. The 148 cm™ mode show a second order derivative
resemblance in the Qx(0,0) region as well as zeroth order resemblance in the 515 nm - 560
nm region, leading to the same assignment.

Upon first impression the modes of 118 cm™ and 213 cm™ appear to be closer looking to the
first derivative. In Figure 4-13, the 213 cm™ mode is compared with the first order, showing
that the Qx(0,0) band is shifted away from the first derivative, and the peak is more alike to
the second derivative although it is slightly less symmetric. Finally, the 311 cm™ mode show
a general zeroth order behavior with a small peak at 622 nm and 530 nm matching those of
the second derivative at the Qx(0,0) and Qy(0,0) respectively. Therefore, as expected all the
modes belong to breathing WPs on the excited state PES.

For the H,TPP, the bands are less sharp and the signal is mostly dominated by the ESA which
makes it harder to visualize the similarity between the energy dependent vibrational
amplitude and the derivatives. Figure 4-13 show the first and second derivative of the
difference spectrum at 500 fs averaged around 400 fs to eliminate the effects of the
vibrations.

The spectral amplitude of 69 cm™ and 87 cm™ show a nearly identical shape as the difference
absorption spectrum, as seen for mode 87 cm™. Modes such as the 129 cm™ and 149 cm™
have comparable features to the difference absorption spectrum showing the same local
maxima and minima in the regions of the GSB and ESA. The lowest frequency modes are
weak and show a shape that does not resemble any of the derivatives, but upon close
investigations, these modes show a very weak peak at around 650 nm (blue line in
Figure 4-13) resembling the second derivative, while in the region between 560 nm and 640
nm show a shape resembling the zeroth order derivative. Therefore all these modes can be
assigned to a breathing WP.

The Qx(0,0) region of the 336 cm™ mode display a feature that can be compared to the first
derivative, while the rest of the spectrum show a fairly flat amplitude. This can be a hint of an
oscillating WP. The rest of the modes show slight resemblance to the zeroth order or second
order derivatives, but with no clear features to give a clear assignment. Lastly, the dominant
WP dynamics is the breathing as in the case of H,OEP, which is expected due to the small
stokes shift and the harmonicity of the bands.

4.6 Discussion

Using femtosecond coherent spectroscopy (FCS) to study the dynamics of metallo-porphyrins
in hemoproteins, Champion et al. reported low frequency modes of ~ 40 cm™ and ~ 80 cm™.
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In these experiments the doming mode (~40 cm™) is well characterized and used as a
benchmark of ligand photolysis, the origin of the 80 cm™ mode is supposed to be a
combination of haem doming with other out-of-plane low frequency modes [148, 165, 170-
172]. These modes have high dephasing time (= 2 ps); similar to the ones observed here
(Table 3).

When the metal center in metalloporphyrins is removed and replaced by two hydrogen atoms
on the opposing nitrogen atoms, the symmetry of the molecule is reduced from Dy, to Do.
This symmetry reduction leads to the splitting of the electronic excitations into x and y
polarized components. As a consequence vibrations of A;y and Biy symmetry have Ag, and
Ayg and Byg symmetry have Big symmetry for free base porphyrins [147, 167]. Depending on
the symmetry of the vibrational mode, various mechanisms can come into play. The
molecular symmetry is preserved in the case of fully symmetric modes Aiq4, which might
belong to the FC type and/or HT coupling. While non-symmetric modes, such as B1q and By,
destroy the molecular symmetry leading to further reduction of the symmetry to C,, inducing
HT and JT couplings [147, 160]. The JT coupling can induce static and/or dynamic
distortions on the total molecular geometry. In the case of H,TPP and H,OEP, the JT
coupling might induce static distortions to the molecular geometry, but since the molecules
including their substituents are still highly symmetric, these distortions will be mostly due to
dynamic changes upon photoexcitation [147, 173]. And finally, a change in the mode
frequencies can be expected upon replacement of the metal ion with 2 protons, mostly in the
low frequency region since the metal center reduce the IP bending frequencies [160]. This
accounts for the discrepancies between the modes resolved in here and the calculated
frequency modes for metal porphyrins.

The modes reported in this study cover the ideal frequency region (30 — 400 cm™) that sheds
light of the IP and OOP modes that have not been accessed experimentally earlier in Raman
studies. The lowest frequency modes observed in the H,OEP data (37 cm™, 52 cm™, 65 cm™,
and 84 cm™) are in good agreement with predicted OOP modes in the work of Andrzej et al.
(36 cm™, 53 cm™, 62 cm™, and 88 cm™) which are assigned to Saddling, Ruffling, Doming,
and Waving-x, respectively [160]. The OOP 90 cm™ mode is not resolved in these
measurements due to the limited frequency resolution. These frequency modes belong to Ay,
Biu, and By under the Do, molecular symmetry, which are all distorting the molecular
geometry and breaking the symmetry. In centrosymmetric molecules such as porphyrins, the
ungerade modes are exclusive to IR active modes which are not Raman active, but these OOP
modes come into play by coupling onto the IP electronic excitation hence inducing Resonant
Raman intensity. The rest of the modes are mixed between IP and OOP modes with variety of
symmetries.

Based on the work of Prendergast et al. [174], the changes in the core size or the geometrical
distortions of the porphyrins can impact the vibrational frequencies. In their work they
showed linear relations in between the ruffling and doming effects caused by the variations of
the metal center of the frequency of the modes, especially the asymmetric modes. This can be
applied to free base porphyrins as well. When changing from Ethyl substituents to the bulkier
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Phenyl substituents we expect changes in the geometry that will shift the frequencies. This
can be seen from the vibrational modes tabulated in Table 3 and Table 4. The lowest
frequency modes in the H,TPP are supposed to be related to OOP modes as the ones of
H,OEP, but they are shifted slightly. The H,OEP show better agreement with free base
porphyrin with attachment H,P, which is expected since the geometry is closer to the H,P
than it is to H,TPP.

In addition to the static distortion caused by the bulky substituents and the static/dynamic
distortion induced by the normal modes, dynamic activation of the OOP modes in the
resonance Raman spectra can be induced by the proton tunneling [147]. The tautomerization
of the protons involves the tunneling of the hydrogen atoms across the four nitrogen atoms,
where they can stabilize in the Cis or Trans conformation. It has been studied theoretically
[175] and experimentally [176-178], where the hydrogen transfer involves the transition
between trans-cis-trans conversion, with the cis being the intermediate (metastable state) and
its involvement as a transition state. These states and the transition state belong to different
point symmetry groups: in the trans conformation (most stable), the molecule belongs to the
D.n symmetry group, while for the cis state and transition state, the symmetry is reduced to
Cov and C [175]. The mixing of IP and OOP modes is now possible under both symmetries
Dn and C,,/Cs, leading to having all modes becoming Raman active [147]. In the work of
Butenhoff et al. [176], the barrier height was estimated for the porphyrin with the inner
hydrogens on adjacent nitrogens has an energy of 1670-1960 cm™ above the energy of the
isomer with hydrogens on opposite nitrogens. Therefore such a process can easily be
triggered by the excess vibrational energy, and it can be related directly to the modes
observed.

Concerning the WPs observed in the FU experiments, the fact that they were generated after
an IC process and has distinct frequencies in Qx and Qy fluorescence, show that these WPs
are generated from different IC processes. Otherwise, if they originated from the same IC
process, they should share the same frequency. This backs up the branching in the Soret
relaxation dynamics proposed in the earlier chapter. Moreover, in the TA data we observed
several vibrational modes; the FU data show a limited number of modes. This shows that a
limited number of modes are playing a significant role in the B — Q,/Qy IC process,
indicating that the IC dynamics is localized in one dominant mode [164].

4.7 Summary

In this chapter we dealt with resolving vibrational WPs in free base porphyrins (H2TPP and
H2OEP) using fluorescence up-conversion and transient absorption spectroscopy. Using the
FU data we manage to observe WPs generated by impulsive IC process happening between
the Soret and the Q bands in a non-sequential way, leading to the confirmation of the
branching mechanism. From the TA data we managed to observe multiple vibrational
frequencies covering the whole spectral range. Using SVD and DAS analysis the oscillations
were extracted from the transients and Fourier transformed. Information about the spectral
dependent phase and amplitude were extracted. Vibrational frequencies between 30 cm-1 and
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400 cm-1 were resolved, which are mostly related to out-of-plane vibrational modes that
impact directly the vibronic coupling of the Soret and Q bands.
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Excited state relaxation dynamics of triply

fused diporphyrins

5.1 I. Introduction

Highly m-conjugated organic systems such as triply fused porphyrin tapes are receiving
considerable attention because they incorporate ease of synthesis with tunable chemical
structure that can be tailored for various applications [179]. Pioneered by Osuka et al. [180],
these tapes are two dimensional extensions of porphyrins with direct covalent linkages
between constituent porphyrin units (meso-meso, B-p, B-P), in the case of conjugating only 2
moieties they are called triply fused diporphyrins (3DP). Compared to single-porphyrins,
these 3DP’s possess a very broad absorption spectrum covering the whole visible spectral
region spanning from 400 nm reaching to the NIR (up to 1200 nm) as presented in Figure 1.
It is common for organic molecules possessing electronic absorption bands in the NIR to
have a very short excited state life time, due to the exponential increase of the excited state
deactivation rate as the energy gap between the electronic HOMO-LUMO decreases [181,
182]. Nonetheless, investigation of the effect induced by varying either the metal center or
the substituents at the meso-like positions shows a broad range of relaxation times: from
ultrafast relaxation of 4.5 ps up to ps lived triplet states lifetime [183-186]. The tunability of
the excited state dynamics and spectral features of 3DPs make them very interesting for a
wide range of applications such as molecular electronics that demands fast and high charge
delocalization [187, 188]. On the contrary, reverse saturable absorbers (RSA) in the NIR
[184, 185], NIR sensing [189], and NIR sensitizers require long lived (> ps) excited state and
high ISC yields [190-192].

Despite the variety of possible applications of 3DP’s only a handful of studies have been
carried out to understand their excited state relaxation dynamics. Initial studies by Osuka et
al. on Zn-3DP with hexaaryl peripheral substituents at the meso-like position, demonstrated
that the ultrafast excited state relaxation had a lifetime of 4.5 ps for Zn-3DP with no triplet
yield. They also showed that the longer tapes, the faster the dynamics are, as fast as 0.3 ps in
the case of 6 conjugated moieties [183]. Based on these observations, the ultrafast internal
conversion was explained in terms of the energy gap law [181, 182]. Anderson et al.
investigated the influence of incorporating heavy atoms at the terminal peripheries instead of
aryl substituents, where they achieved ISC from S;—T; and triplet lifetime variation
depending on the nature of the heavy atom used; iodo (t = 52 ns, ®isc = 0.2), bromine (t =
280 ns, ®@;sc = 0.12), and (triisopropylsilyl) alkynyl (t = 177 ps, ®@sc = extremely small)
[184]. Further studies were performed on extensively deuterated Zn-3DP that demonstrated
no effect on the fluorescence quantum yield. Based on these observations, a conclusion was
drawn that the ultrafast internal conversion is not simply a consequence of the energy gap
law, suggesting that a specific deactivation pathway is active via an accessible intersection of
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the S; and Sy potential energy surfaces [185]. The effect of the metal chelate in combination
with the periphery substituents was investigated by Schmidt and co-workers by studying the
ultrafast relaxation dynamics of Zinc and Palladium 3DP’s with butyl-end-capped terminal
periphery [186]. The Zn-3DP displayed relaxation with 13.5 ps lifetime while the Pd-3DP
show longer singlet lifetime of 18 ps and weak S;—T; ISC with a triplet lifetime of 1.7 ns.
Zn-3DP shows variation in the excited state lifetime upon varying the substituents at the
terminal position, despite the similar chemical structure and nearly identical absorption
spectrum; the authors suggest that the energy gap law alone does not explain the ultrafast
excited state relaxation. Indeed for the Pd-3DP, the short triplet lifetime was explained by
reverse T;—S; ISC due to the high spin-orbit coupling caused by presence of the heavy atom
in the center [186]. Therefore, to fully understand the photophysical properties and the
processes contributing in the relaxation dynamics further investigation must be done.

Understanding the photophysical behavior of 3DP’s and learning how to adapt them in order
to achieve one specific relaxation pathway dominating over the others, opens the door to
custom tailoring 3DP’s for particular application. For example, photochemical upconversion
(PUC) via Triplet-Triplet annihilation is one of the domains that can make use of such NIR
sensitizers [186, 190, 191]. PUC is used in solar cells to harvest the unabsorbed part of the
solar spectrum with energy lower than the band-gap, increasing the conversion efficiencies
by about one third [193, 194]. An ideal sensitizer for PUC should to have high absorption
cross section in the NIR, high S;—T; ISC yield, and long lived triplet state [191, 194, 195].
RSA in the NIR are also subject to comparable properties but also require that their excited
state’s absorption cross section be higher than the one of the ground state. 3DP’s can be good
candidates as sensitizers for PUC and dyes for RSA if their behavior was tuned to match the
requirements.

Selective photoexcitation of either bands Il or Ill allowed us to investigate the electronic
energy relaxation process of the each state via ultrafast transient absorption spectroscopy. To
the best of our knowledge, this the first ultrafast time resolved study of H2-3DP which can
therefore serve as benchmark for the other samples and further studies. Our results on Zn-
3DP support the presence of a conical intersection, previously proposed in literature [185],
while in comparison, the results on Pt-3DP shed light on the role of the metal center on the
energy relaxation process. Interestingly, Pt-3DP shows an extremely high ISC rate and long
triplet lifetime that are much longer than any other 3DP’s so far studied [179, 184-186]. It is
therefore of great importance in photochemical up-conversion systems as well as in
broadband RSA in the NIR.

5.2 Material and methods

5.2.1 The setup

The measurements were performed on two different set-ups. The set-up used to excite the Q
band manifold state (pump at 800 nm) is a 1 kHz, 600 mW regenerative amplifier producing
pulses centered at 800 nm with 15 nm FWHM with pulse duration of 120 fs. The pulses are
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split by a beam splitter into two parts, 98% as excitation pulses, and rest is used to spectrally
broaden the pulse by tight focusing onto a 5 mm thick CaF, crystal, generating a spectrum
spanning between from the UV to the IR [196]. Both pump and probe are focused and
overlapped spatially into spots of ~ 80 and ~ 55 um diameters, respectively. The delay of the
pump with respect to the probe pulses is controlled by a motorized Newport translation stage
that results in a time accuracy of £ 7.5 fs. The relative polarization of the beams was set to
the magic angle to avoid rotational effects [197, 198]. A phase locked optical chopper
(Thorlabs) is set in the path of the pump pulse to create a pulse train at half frequency of the
probe pulses. After passing through the sample, the probe beam is focused into an 80 pum
input slit of a Triax 190 spectrometer using a 300 grooves/mm blazed for 550 nm wavelength
grating. A 1024 pixel CMOS array is set at the exit of the spectrograph to detect the light at a
1 KHz repetition rate. Such conformation allows for a probing window from 340 to 750 nm
with a spectral resolution of 1.7 nm.

For the Soret band excitation (pump at 560 nm), the output of a 20 KHz, 12 W regenerative
amplifier is used to pump a commercial Non-collinear Optical Parametric Amplifier NOPA
[199] (TOPAS White) delivering an output power of ~ 400 mw at 560 nm with pulse duration
of about 40 fs. A fluence of =~ 0.3 mJ.cm™ is used for the three samples, which was found to
be in the middle of the linear regime. The probe pulse is a broadband white light pulse
generated by spectral broadening on a 5 mm CaF, crystal, same as explained previously. The
same procedure as before is repeated on this setup by focusing and overlapping both the
pump and probe, and sending the probe beam to a 0.25 m imaging spectrograph (Chromex
250is) using a multimode fiber.

5.2.2 Sample preparation

The samples were prepared under inert gas environment, by flowing Argon (Ar) in a portable
glove box. The three samples (free base, Zinc, and platinum 3DP) were dissolved in
deoxygenated toluene and bubbled with argon for 20 minutes. The concentrations were
adjusted to obtain acceptable differential optical density in the pump-probe measurements but
still have reasonably low concentrations (to avoid clustering). Concentrations of 18 uM, 30
UM and 26 pM, where used of H2-3DP, Zn-3DP, and Pt-3DP, respectively. The samples
were handled in air tight containers with an opening to put a slight overpressure of Argon gas
to avoid any leaks during measurements. A 0.2 mm thick flow cell is used to circulate the
sample so that every measurement is performed on a fresh spot. Static spectra were recorded
before and after every measurement to check for any damaging or photoproducts photo-
damage and no differences could be seen.

5.2.3 Data treatment

The probe pulses used are temporally chirped since they pass through a filter and a wave
plate to set the desired power and magic angle conditions. Therefore the first step of data
analysis is the Group Velocity Dispersion correction. Global fitting is done by choosing
various Kinetic traces at various wavelengths; the traces are fit with a sum of exponential
decays convoluted with Instrumental Response Function (IRF). A global fit of the Singular
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Value Decomposition (SVD) is used to generate Decay Associated Spectra (DAS) helping us
understand the different contributions of different components in the spectra [200, 201].

5.3 Results

5.3.1 Steady state spectroscopy

Comparing the static absorption spectra of the samples we synthesized, with samples from
literature gives insight on the expected photophysical behavior. Figure 1 shows the static UV-
Vis-NIR absorption spectrum of the three different types of 3DP’s that we synthesized,
varying only their center (Pt, Zn, and Free-base), with a Pt-based mono-porphyrin. The strong
excitonic coupling between the adjacent porphyrin units in the 3DP induces splitting of the
Soret band into two bands | (y-axis) and Il (x-axis) [179, 183, 202-204]. The efficient «
conjugation along the x axis lifts the cancellation of the transition dipole in the single
porphyrins and stabilizes the LUMO, leading to a significant increase of the Q-bands
amplitude as well as a substantial shift to the NIR (zone 111). The Q-band shift and intensity
enhancement could be well observed in the case of the 3DP’s in contrast with the Pt mono
porphyrins. The absorption spectrum of Zn-3DP is nearly identical to the one of H2-3DP,
while the Pt-3DP is strongly blue shifted. A comparable blue shift was reported by Schmidt et
al. for the Pd-3DP compared to Zn-3DP. This phenomenon, common in porphyrins with a
metal center having unoccupied d orbitals, results from the significant metal dn to porphyrin
n* orbital interaction, causing an increase in the energy gap and illustrated by a blue shift.
Enhanced absorption between the bands | and Il arises from located charge transfer (CT)
states with moderate oscillator strength. These CT states are solely localized over the
macrocycle and have to be distinguished from the ring-metal charge transfer or back [183,
205].

H2-3DP ||
e 711-3DP
Pt-single
Pt-3DP

Absorption

300 400 500 600 700 800 900 1000 1100 1200 1300
Wavelength (nm)

Figure 5-1 Normalized absorption spectra of H2-3DP (blue), Zn-3DP (green), Pt-3DP (light
blue), and Pt-single (red) in Toluene. The bands were numbered by | for soret band, Il for the
split of the soret, and 111 for Q-bands.
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Figure 5-2 Static fluorescence spectra of H2-3DP upon different excitation wavelength, showing

excitation wavelength dependence.

Fluorescence spectroscopy is great way to study the Soret relaxation, especially with time-
resolved fluorescence up-conversion spectroscopy. But, first, static fluorescence spectra in
the region of the Soret emission are performed. We observed changes in the fluorescence
spectrum of the Soret emission (600 — 800 nm) upon varying the excitation wavelength
between 400 nm and 560 nm (Figure 5-2). These changes are related to mono porphyrin
contaminants that have a Soret absorption band around 420 nm and Q bands between 500 and
600 nm. As we have shown previously, upon photoexcitation of the Soret band of a free base
porphyrin, the energy is transferred almost instantaneously (<100 fs) through IC to the Q
bands, and fluorescence of the Q bands is seen with life times of 1-2 ps from both Qy and Qy,
10-20 ps, and 1-12 ns time scale from the Qx band [206, 207].

The emission spectrum of the Qx bands of the monomer coincides spectrally with the
emission spectra from the Soret band of the dimer in the 600 to 800 nm region. While the
fluorescence quantum yield of the Soret band of the 3DP’s is expected to be very low (®f =
10), the yield of the single Q bands of mono porphyrins is 2 orders of magnitude higher.
Therefore even for tiny amount of monomer contaminants (less than 1%), the fluorescence
spectra will be a mixture of both at some excitation wavelength. At 420 nm excitation, the
dominant emission resembles the emission of H,OEP and H,TPP [207]. On the contrary, at
440 nm excitation wavelength the dominating emission spectrum is of the H2-3DP and very
little contribution of the mono porphyrins, which is expected since the absorptivity of the
monomers at 440 is negligible. Finally at 540 and 600 where both absorb, the low energy side
of the soret of the dimer and the Q of the monomers, a contribution of both is observed.

107



Triply fused diporphyrins

15F ' ' 3
—— Pt-3DP 500

— Pt-3DP 480
— PFt-3DP 415
— Pt-30F 400
== =Pt-single 420

05

Mormnalized Fluoresence

0 ...'w.ﬁ:.a_.---"

|
&0 B4l 700 74l
Wavelength (nm)

Figure 5-3 Static fluorescence spectra of Pt-3DP upon different excitation wavelength compared
to Pt-single porphyrin at 420 nm excitation.

Equivalent to the case of H2-3DP, the Zn-3DP and Pt-3DP show variation in the fluorescence
for different excitation. In the case of Zn-3DP, at excitation wavelength of 410, 420 and 500,
and 550, the dominant emission spectrum is of the monomers since their emission is around
640 nm and is two orders of magnitude higher than the S2 fluorescence of the triply fused
porphyrins. While at excitation wavelengths between 450 and 500 nm, the fluorescence
spectrum of the Soret state of the Zn-3DP dominates with a very low quantum yield (®f < 10°
®) [206, 208]. Finally, in the case of Pt-3DP (Figure 5-3), comparison between fluorescence
of the Q bands of the single porphyrins and the Pt-3DP shows that the main bands of
emission of the S2 are centered at 625 and 693 nm. The fluorescence spectrum at 415 nm
excitation is mainly dominated by single porphyrins, while a combination of both is
appearing at other excitation wavelengths.

Such contamination due to the leftover monomers prohibits the ability to perform a “clean”
fluorescence up-conversion experiment to study the soret relaxation dynamics in real time.
Such measurements were performed and reported to have contaminated signals that might be
misleading since the two signals overlap temporally and spectrally [183]. Therefore such
experiments were not performed, and we used only transient absorption spectroscopy to study
the relaxation dynamics.

5.3.2 Free base triply fused diporphyrins (H2-3DP):

Figure 5-4 A shows transient absorption (TA) spectra at different time delay obtained upon
560 nm photoexcitation of H2-3DP in deoxygenated toluene. At first glance, one can notice
two strong negative peaks at 410 nm (I) and 560 nm (Il) appearing instantaneously upon
photo-excitation, that are attributed to the Ground State Bleach (GSB) of the split Soret
bands. Compared to the static absorption spectrum the initial bleach at 100 fs appears red
shifted by 8 nm, and shifts to the blue at later times, as shown in Figure 5-4 A. A similar
behavior was reported earlier for Zn-3DPs [186] and metalloporphyrins [209] and was
explained by non-radiative vibrational relaxation of the hot Q band, as it will be discussed
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Figure 5-4 (A) Transient absorption spectra at selected time delay of H2-3DP upon 560 nm
photoexcitation. (B) DAS of the timescales retrieved by a singular value decomposition analysis.
The arrow and the dashed lines show the amount of blue shift happening over time.

later. A broad positive feature appears for wavelengths above 600 nm that is assigned to
Excited State Absorption (ESA). Being usually broad and featureless, we conclude that this
ESA is nearly canceled in the region between bands | and Il by the GSB of the CT bands,
analogous to transient spectra reported by Osuka et al. for Zn-3DP [183-186, 210].

Using both SVD and a global fit (GF); we extract a minimum of three exponential
components: 340 fs + 15 fs, 2 ps + 32 fs, and 8.3 ps + 190 fs that fit well the Kinetic traces
(Figure 5-5). The resulting DAS is presented in Figure 5-4 B. The 340 fs component displays
broad negative features in the regions of the GSB and a positive signal > 600 nm; these
features show a general decay of the signal signifying relaxation of the hot molecules. Upon
photoexcitation of the S,, electronic excitation as well as excess vibrational energy is
deposited in the system that needs to relax. A relaxation through internal conversion from
S,—S; is expected to happen in the range of 100 — 300 fs as proposed by Osuka et al. [183].
Therefore, the 340 fs component is assigned to a mixture of the IC from the Soret S, to a S;
state and vibrational relaxation in the Q band. Our resolution does not allow us to distinguish
between the two processes.

If the DAS has a shape that resembles that first derivative of the static absorption, then it
displays a shift in the bands, while just negative or positive peaks resembles growth or decay
of the signal. In the 2 ps components, band | shows a non-symmetric shape and goes to zero
around 390 unlike the other decay components, as well as a strong red shift of its minimum.
This can be explained by a negative band overlapped with its first derivative. While the

109



Triply fused diporphyrins

© 4004 %
0 e —
x -400 o Residual — 737 nm
4— A 705 nm
f\ — 652 nm
2 | e 637 nm
o 0 —een —— 570 nm
o i —— 555 nm
* -2 507 nm
a 4 - 488 nm
8 — 471 nm
-6 — 429 nm
8 | 400 nm
-10 + H2-3DP 560 nm excitation
| | | | |
0 5 10 15 20 25x103
0 }
c?g :_ﬂ_; = ‘,é?_!é"m_w —— = —
x g4 »:': Residual
— 415 nm
465 nm
5 - —— 505 nm
f?o i 600 nm
- 3 — 620 nm
. ft‘"\—-—-_w e 625 m
I e 1 640 nm
< { — 670 nm
‘ 705 nm
_5 —
H2-3DP 800 nm excitation
| | | |

10 15
Time (fs)

20 25

30x10°

Figure 5-5 Global fitting of the H2-3DP transients upon 560 nm and 800 nm exctation pulses
with the residual of the fit.

dominant feature is the fast relaxation process signified by the negative features in the bleach
region and positive features in the ESA regions.

Comparable DAS component is presented later in the case of Zn-3DP with more prominent
shift features on both bands (I and Il) due to the increase of lifetime of the vibrational
relaxation from 2 to 4.3 ps. Upon femtosecond excitation, the molecule is set in a high
vibrational level of the S; state leading to lower energy ESA from the S,<S; which is
illustrated by the initially red shifted transient spectrum. This hot band relaxes to lower
vibrational levels of the S; leading to a larger energy gap S,<S; indicated by a blue shift of
the transient spectrum. This process is most pronounced at the band edges due the abrupt
change in signal intensity of the GSB in the regions between 400-430 nm and 560-600 nm. It
is similar to the blue shift reported by Schmidt et al. in the 570-590 nm [186] and assigned to
vibrational relaxation. Such a blue shift was also reported for single porphyrins by Holten et
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al. [209] with a lifetime of < 10 ps; the shift was assigned to vibrationally excited S; state and
excluded any participation of the solvent nor conformational effects. As a result the 2 ps
timescale is assigned to vibrational relaxation within the S; state.

The 8 ps component is characterized by a GSB that better corresponds to the static
absorption spectrum with the addition of a positive ESA signal, representative of the
relaxation to the ground state. Alternatively, fluorescence lifetimes measured in comparable
systems, such as Zn-3DPs, yielded nanosecond lifetimes [185], which shows that the most
dominant relaxation pathway is non-radiative relaxation to So. Therefore the most probable
deactivation pathway will be through non-radiative relaxation via S;—Sp IC with 8 ps
lifetime.

The treatment of the data for 800 nm photoexcitation results in comparable timescales
(bottom panel of Figure 5-5); 130 fs £ 10 fs, 1.4 ps + 35 fs and 8.4 = 0.2 ps. The 1.4 ps and
8.4 ps are comparable to the ones observed with Soret excitation which confirms our
assignment of the relaxation pathways and timescales. The ultrashort timescales of 130 fs and
340 fs differ from each other, and this could be given by the fact that IVR is the only process
happening in the case of the Q band excitation, while both IVR and S,—S; IC process are
coexisting in the case of Soret excitation [183]. A difference in the vibrational relaxation
timescale is also observed by a change between 1.4 ps to 2 ps, which could be attributed to
excess vibrational energy deposited in the case of 560 nm compared to 800 nm excitation,
which would facilitate the VR process.

5.3.3 Zn-Zn triply fused diporphyrins (Zn-3DP):

Figure 5-6A shows TA spectra at different time delays upon photoexcitation. Comparable to
the H2-3DP, a momentary GSB appears at the bands | and 1I, and a broad ESA band in the
region above 600 nm and between the band Il and Ill. As before, the CT states between the
bands | and 11 do not show reasonable GSB and is explained by an overlapping ESA. Note
that the blue shift in the transient spectra is more prominent than in the H2-3DP case.

Three timescales are extracted from the GF of the data, i.e. 370 fs, 4.3 ps and 8.3 ps, which
are comparable to the timescales observed earlier for the H2-3DP and in the literature [183].
The shortest time decay of 370 fs is associated to fast IC from the S, to S; and to VR, the 4.3
ps is assigned to non-radiative relaxation from an excited vibrational level within the Q band
manifold to the low vibrational states in the S; state, and the 8.3 ps timescale is the S;—Sg IC.
The three timescales are associated to three DAS that resemble the DAS in Figure 5-4 B for
H2-3DP. The correspondence with H2-3DP indicates that the main relaxation pathway did
not change. The 4.3 ps component shows pronounced features of the shift at 580-640 nm and
400-450 nm and resembles by the derivative-like shape of the absorption peaks, overlapped
with the negative and positive peaks in the regions of the GSB and ESA, respectively. The
feature reflecting the shift in the DAS2 of Zn-3DP is more pronounced that of H2-3DP owing
to the increase of the vibrational relaxation timescale from 2 ps to 4.3 ps. This could be
explained by the free H-N bond in the H2-3DP and more flexible molecular core, which can
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Figure 5-6 (A) Transient absorption spectra at selected time delay of Zn-3DP upon 560 nm

photoexcitation. (B) DAS of the timescales retrieved by a singular value decomposition analysis.
The arrow and the dashed lines show the amount of blue shift happening over time.

dissipate the extra vibrational energy faster compared to the reasonably more rigid molecular
core of Zn-3DP.

Previously, various groups reported comparable dynamics with a small percentage (2%) of a
non-recovering signal, which was attributed either to the excited state dynamics of a mono-
porphyrin contaminant in their sample [183], or to a very small triplet yield [186]. Despite a
minute percentage of contamination by monomeric Zn-porphyrins, the TA measurements at
560 nm excitation are not affected because of the low absorption coefficient of the Qx band of
the monomers and reasonably low laser fluence used to excite the sample. Indeed, our
transients show full recovery of the GSB over the whole spectrum. Therefore the 2% signal
of non-recovering signal reported earlier is not due to an ISC to a triplet state and is most
probably due to contamination of mono Zn porphyrins. TA measurements upon 800 nm
photoexcitation are in agreement with the 560 nm excitation, giving comparable timescales:
106 + 15 fs, 3.6 + 0.3 ps, and 8.2 = 0.4 ps. The 3.6 ps and 8.2 ps are comparable to the
timescales reported for the Soret excitation, which supports the assignment of these
timescales. The ultrashort timescales of 106 fs and 370 fs, as well as 3.6 ps and 4.3 ps differ
from each other, for the same reasons mentioned earlier in the case of H2-3DP, the excess
vibrational energy deposited in the case of 560 nm excitation.

5.3.4 Pt-Pt triply fused diporphyrins (Pt-3DP):

Figure 5-7 shows, an instantaneous GSB in the region of bands | and Il, and a broad ESA
band above 600 nm. In contrast to Zn and H2 3DP’s, the Pt-3DP difference signal persists
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Figure 5-7 (A) Transient absorption spectra at selected time delay of Pt-3DP upon 560 nm
photoexcitation. (B) DAS of the timescales retrieved by a singular value decomposition analysis.

after 1 ns over the whole spectrum, show no spectral shifts, and have different characteristics.
The spectrum of the long-lived signal is different from the static absorption spectrum, and
isosbestic points appear in the transient spectra (red arrows in Figure 5-7), manifesting the
presence of a new species. Considering the most dominant pathway of the lowest singlet state
is through non-radiative deactivation, as reported earlier and in the literature, it is safe to
guess that life time of the lowest singlet state will be in the range of ps. Therefore, since the
long-lived signal cannot be associated to a long-lived singlet state and the spectrum is
different from the static absorption, this long lived signal can only be assigned to a triplet
state. Using the static absorption spectrum and knowing the percentage of molecules excited
in the transient absorption measurement, the scaled static absorption spectrum is subtracted
from the transient at 1 ns, obtaining the excited state absorption spectrum of triplet T;—T,
(Figure 5-8). The triplet spectra calculated are qualitatively similar in both experiments,
showing similar number of peaks at similar energies. A ®@sc yield of = 0.7 is estimated by
comparing the non-recovering signal with the initial bleach upon photo excitation.

By SVD analysis and global fitting, four exponential decays are required to represent the
data; 270 fs £ 10 fs, 3.7 ps + 30 fs, 12 ps + 1 ps, and 10 ns. The 270 fs component in
Figure 5-7 B shows negative features in the regions of the GSB and positive feature in the
region of the ESA very comparable to the shape of the transient spectrum at 270 fs, are
representative of a general relaxation of the whole spectrum with no spectral shifts or
changes. Therefore, the short timescale of 270 fs is assigned to VR and IC from the S, to the
S; manifold, as observed previously and in other comparable systems [183]. The features of
the 3.7 ps component are vastly different from the 2 ps and 4 ps components observed earlier,
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Figure 5-8 The excited state absorption of the triplet state spectrum calculated from the
transient spectra, for both 560 nm and 800 nm excitation. The triplet spectrum is qualitatively
similar, showing the same number of bands at the identical frequencies in both experiments.

in the case of H2-3DP and Zn-3DP. Here, this component shows a rise in the 650-750 nm
region and decay in the 600-650 nm, as well as a shift in the GSB in respect to static
absorption bands at 400 and 570 nm. Although a spectral shift appears in the DAS, the
difference spectra in Figure 5-7 A show no shift at all, as it was clear in the earlier cases.
Instead, isosbestic points appear at different points in the probe spectral region; the isosbestic
point at 610 nm clearly show no spectral shift caused by cooling dynamics. As a
consequence, the 3.7 ps can be assigned to a transition between two species, instead of the
vibrational cooling. Therefore the 3.7 timescale can be confidently assigned to the ISC
process from S;— T;.

The amplitude of DAS3 is very weak and has been multiplied by 10 to be visible in
comparison with the others. Due to the non-unit ISC vyield, it is expected that a small
percentage of the molecules will relax through other pathways. Considering the assignment
of the 3.7 ps timescale to ISC and the estimated yield of 0.7-0.75, the S;—S, IC timescale
can be estimated using the following rate equation.

_ Ts1
Tic = 1—

~ 12— 14 ps
Y

Considering the spectral features and small amplitude of DAS3, and the fact that it matches
the estimate of 12 -14 ps for IC, it is safe to assign the 12 ps component to S;—Sy IC. The
singlet S; state is minimally affected by the vibrational relaxation since it is depleted much
faster than the vibrational relaxation timescale. Comparable results for Pt mono-porphyrins
were reported by Kobayashi et al. in a comparative study of monomeric Zn, Pt, and Pd
porphyrins [211].
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The long-lived signal appears to persist over the experimental delay limit (1 ns), presented as
the DAS4. Due to the limitation of the delay limit, resolving the long time scale was not
possible since it is much longer than a couple of ns. As a consequence, a 10 ns timescale was
fixed while analyzing the data to obtain a satisfactory fit. Therefore DAS4 represents the
triplet T, relaxation.

Measurements performed at 800 nm excitation wavelength, while exciting the Q band
manifold only, yielded comparable timescales and spectra for the singlet relaxation and triplet
formation; 115 £ 6 fs, 4.1 £ 0.5 ps, 11.8 £ 1.1 ps, 10 ns. The fact that the triplet state is
equally populated by both Soret and Q band excitation excludes any possibility of a bypass of
the S; state directly populating the triplet state. The 4.1 ps and 11.8 ps are similar to the
timescales observed earlier, and confirm our assignments of the timescales to specific
processes. Due to the same reason mentioned above, the triplet lifetime was fit with a fixed
10 ns timescale. Static absorption and fluorescence spectroscopy measurements were
performed before and after every TA measurement to make sure that no photochemical
products were produced, ensuring that the reminiscent signal is due to the long lived state and
not a photoproduct. Moreover, a reminiscent transient signal identical to the transient signal
at 1 ns, is found to appear before time zero in the case of low flow rates of the sample while
exciting at 800 nm and probing at 1 kHz rate. Such an effect can only be explained by a very
long lived triplet state that can survive till the next pump pulse, therefore with a lifetime in
the millisecond range. Since the decay of triplet state is exponential, the lifetime was
estimated to be ~ 1.3 ms using the method proposed in reference [212].

The ultrashort timescales of 115 fs and 270 fs differ from each other due to the same reasons
discussed earlier in the case of Zn-3DP and H2-3DP. These timescales are comparably
shorter that what was observed in the case of H2-3DP and Zn-3DP. The main factor that
influences the S,—S; IC timescale is the energy gap between S, and S; potential energy
surfaces. As can be realized for the static absorption spectrum, the energy gap between S, and
Sy is smaller in the case of Pt-3DP compared to the other two 3DP samples. By invoking the
energy gap law, a faster IC process is predicted. Additionally, the overlap between the 2
bands provides a ladder for sequential relaxations between successive pairs of levels,
facilitating the relaxation process.

Table 5 Summery of decay timescales obtained from the data analysis of H2-3DP, Zn-3DP, Pt-
3DP for both excitation wavelengths of 560 nm and 800 nm. The timescales are categorized by
IC, VR, and ISC.

Ae (nm) | T1(fs) T2(ps) T3(ps) T4(ns)
H23DP | 560 340 |q 2 |- 83 |1 -
800 130 g 14 . 8.4 -
Zn-3DP | 560 370 3 43 | [ > 8.3 7 ;
800 106 |[ % 36 |- 82 | [ @[ -
[\ _ 9 (ﬁ
Pt-3DP | 560 270 2 37 o 12 >10 2
800 115 |J = 21 || 2 118 | >10 =
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Such long lifetimes and high ISC yields are not surprising. Platinum mono-porphyrins are
widely used as phosphorescent material in OLEDs due to their strong ISC rate from S; to T;.
It was demonstrated by Ponterini et al. [213] that the S; lifetime of PtOEP in the gas phase is
in the range of 1 ps with an extremely weak fluorescence yield, and that it has a triplet state
with a lifetime > 50 ns (experimental limit). Other studies on PtOEP in various solvents or
solid films reported triplet state lifetimes varying between 90 ps and 100’s of ps with
extremely high ISC vyield, close to 100% [214, 215]. The enhancement of the ISC vyield is
attributed to the large spin-orbit coupling constant of the Pt atom [216, 217]. A similar
behavior to PtOEP is witnessed by Pt-3DP, where high yield ultrafast ISC at 3.7 ps dominates
the relaxation dynamics suppressing the IC process, leading to a very weak singlet S;—Sy
relaxation signal and very high T, formation with long lifetime.

The timescale of S; due to IC is found to be slightly longer that of Zn-3DP and H2-3DP. This
could be due to the HOMO-LUMO energy gap that is larger in the case of Pt-3DP.
Estimation of the non-radiative rate based on the energy gap law predicts K,c(Pt)= 1.76 x 10°
st and Kic(Zn)= 9.3 x 10° s, using the proportionality value a = 0.064 KJ™*.mol and
maximum possible decay rate fo = 10"* s as used by Anderson et al. for Zn-3DP [185]. This
estimate is about 45 times longer than the measured 12 ps for Pt-3DP and 12 times longer for
the 8.3 ps of Zn-3DP. This demonstrates that the energy gap law is not sufficient to explain
the energy deactivation in such systems due to the manifold of relaxation pathways [181,
218]. The timescales and processes observed in all three samples under both 560 and 800 nm
excitation are all summarized in the table below showing what each timescale correspond to.

5.4 Discussion:

Using femtosecond pump-probe pulsed laser experimental setups, we measured the ultrafast
transient absorption spectroscopy of the H2-3DP, Zn-3DP, and Pt-3DP. Two sets of
measurements were performed on each sample, exciting the Q band manifold by 800 nm and
the low energy side of the Soret band at 560 nm, comparing the different behavior of the
relaxation dynamics. Lifetime and excited state behavior of H2-3DP and Zn-3DP are
consistent with the literature [183, 186], while the Pt-3DP shows high ISC yield (0.7) and
long lived triplet state.

Studying the excited state dynamics of the three samples (H2, Zn, and Pt -3DP) in
comparison to other systems provides further insight into the various pathways of energy
relaxation in 3DP’s. Two main points should be discussed in order to understand the excited
state dynamics of the 3DP’s; the effect of the peripheral substituents, and the effect of the
metal. The variation of the substituents has proven to be highly influential on the S; lifetime
and the triplet state formation quantum vyield [184, 185]. On the other hand, the impact of
varying the metal center on the dynamics of the 3DP’s has been argued to be of minor effect
compared to the substituents [186]. Table 2 puts our results in comparison with the literature,
indicating the metal centers used, the substituents and relaxation lifetimes.
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R1 R2 M T(Sy) T(T1) O(ISC) solvent Ref.
1 Arl Ar2 Zn () 45x05ps - - Toluene [183]
2 Arl Arl = 8.3+ 0.4 ps = = Toluene This work
3 Arl Arl Zn(ll) 83x04ps - - Toluene This work
4 Arl Arl Pt (I) 12ps 1.3 ms 0.7 Toluene This work
5 Bu Al Zn(ll) 135+07ps - - CHCl, [186]
6 Br/l Arl Pb(I) <5ps? = = CHCly/pyridine  [184]
7 Bu Arl  Pd(Il) 18#+1ps 1.7+03ns P CHCl, [186]
8 I Arl  Zn(ll) _? 52 ns 0.2 CHCly/pyridine  [184]
9 Br Al Zn(l) _* 280 ns 0.12 CHCly/pyridine  [184]
10 C=C-Si('Pr)3 Arl Zn(lny @ 177+25us D CHCly/pyridine  [185]
% singlet lifetimes were

Bu
A= /@ not reported due to the
B

R2 R2
. long pulses used.
R1 . R1 ° Triplet yields were
. W negligible.
Ary=
R2 R2 .ZL

Table 6 List of various 3DPs with various substituents and metal centers manifesting the lowest
singlet and triplet lifetimes.

The sole use of aryl substituents on Zn porphyrin tapes displays extremely rapid relaxation
with lifetime < 10 ps and no measureable ISC yield, as observed in our measurements and in
the work of Osuka et al. [183]. In comparison, introducing bromine, iodine, alkynyl, or butyl-
ended, caused lengthening of the singlet life time, and a small increase in the ISC yield (<
0.2) with triplet lifetimes ranging from nanoseconds to hundreds of microseconds [184, 185].
In the work of Osuka et al., the ultrafast S;—S, transition through internal conversion was
described by the energy gap law [183]. The energy gap law (Kic = fo.fv) directly relates the
total deactivation rate K¢ (radiative and non-radiative) to the Frank-Condon factor f, = e,
and fo the maximum possible decay rate and a is the proportionality factor. Anderson et al.
reported no change in the fluorescence quantum yield upon extensive deuteration of Zn-
3DP’s with various ligands, knowing that deuteration impacts directly the Frank-Condon
factor by changing the stretch frequency of C-H (3000 cm-1) to C-D (2200 cm-1) generally
reducing the deactivation processes rate [185, 219]. The authors concluded that the energy
gap law is not sufficient to be used a sole explanation of the energy relaxation, and propose
the presence of a conical intersection between the S;-Sy potential energy surfaces that depend
on the nature of the substituents. The deactivation pathway of the H2-3DP and Zn-3DP are
identical, with S;—S; IC in 8.3 ps timescale. A similar trend is observed in mono-porphyrins
where the ultrashort behavior of free base porphyrin is very similar to that of Zn porphyrins
[208, 217]. This is explained by the presence of closed (d'°) shell metal center, excluding any
possible ring-to-metal charge transfer that can cause a fast relaxation pathway. This leads us
to believe that the most dominant process of deactivation in the case of full d metal orbitals,
is the conical intersection between the S; and Sy potential energy curves as proposed by
Anderson et al. [185].
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Replacing Zn by Pt changes the dynamics drastically, i.e. very high ISC yields > 0.7 and
extremely fast T, formation of < 3.7 ps, are observed. Although the Pt-3DP have a bigger S;-
So energy gap compared to the Zn or H2 3DP, the life time of S; is estimated to be
comparable, which again cannot simply be explained by the energy gap law [181, 183, 220,
221]. The lifetime of the triplet state is in the millisecond range, longer than the achieved
triplet lifetimes in 3DP’s [183, 186]. Likewise, the platinum mono-porphyrins exhibit
ultrafast relaxation of the singlet state < 1ps with nearly 100% ISC yield and triplet lifetimes
up to microseconds [213, 222].

Studies on butylated Pd-3DP in CHCls/pyridine reported the presence of a short-lived triplet
state < 2 ns with negligible quantum yield [186]. The short triplet state lifetime was explained
by T1—S, reverse ISC due to the high SOC caused by the palladium atom in the center;
enhancement of S;—T; as well as T;—S, [186]. While measurements on halogenated Pb-
3DP in CHClg/pyridine, showed no triplet state and short deactivation time that was not
estimated due to the long pulses used (5 ns) [184]. In the case of Pb mono-porphyrins, the Pb
ion has full d and f shells and the HOMO is constructed from 7s and 6p, orbitals of the Pb
and the 2py and 2py of the nitrogen atoms. Because the ion radius of Pb(ll) is larger than
those of metal centers in other usual porphyrins, the Pb(ll) is accommodated out of porphyrin
plane by 1 A [223]. A comparable structure is expected for the Pb-3DP molecule where the
Pb ion will be accommodated out of plane, with comparable construction of the molecular
orbital. Therefore the presence of the Pb will not alter the ISC rates due to two main reasons,
the full d and f shell reducing its ability to present a CT intermediate facilitating the spin flip,
and the reduced coupling of the Pb atom with the macrocycle due the Pb-N distance.

Systematic studies of ISC rates in metal complexes show that they do not comply with the
heavy atom effect. In case of transition metals with unoccupied d orbitals, density of states,
charge transfer states and structural parameters become key factors [224, 225]. In monomeric
porphyrin for example, it has been proven that the metal center effect is not just a heavy atom
effect, but it offers relaxation pathway through Ring-to-Metal charge transfer and back due to
the unoccupied metal d-orbitals [217, 226-228].This is also the case here, the ISC rates do not
scale linearly with the SOC constants of the metals used (SOC(Pd) < SOC(Pt) < SOC(Pb)).
The metal center is also expected to impact the dynamics of the system due to the strong
interaction between the metal and the w-electrons of the porphyrin excited state is a result of
the large spin density localization on the nitrogen atoms predicted for HOMO and LUMO
orbitals of 3DP’s [229].

The excited state dynamics of 3DP’s mimic any other metal complex. In the case of a full
shell metal in the center, the metal has minor influence on the relaxation pathways as seen in
Zn, Pb, compared to H2 monomeric and diporphyrin. On the contrary, in the presence of a
transition metal, such as Cu, Ni, Pd, or Pt, the relaxation pathways are highly altered by
additional background levels due to the unoccupied d orbitals in the ligand field of the
porphyrin [208, 217, 226]. Therefore the relaxation dynamics of 3DPs is governed by far
more complex approximation than the energy gap law, and it is not straight forward to use
heavy atoms at certain position as an approach to increase the ISC yield. One should take into
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account the offered alternative pathways for energy relaxation, density of states, and
structural parameters, as pointed out in the case of Pb-3DP.

3DP’s are highly desirable in different situations due to their high © conjugation and ease in
changing their relaxation properties through variation of the metal center or peripheral
ligands. Longer porphyrin arrays with fast relaxation times such Zn tapes possess metallic
properties and could be used as metallic molecular wires or films [183, 204]. On the other
side longer lifetimes and higher triplet yield formation as in the case of Pt-3DP are a clear
advantage in numerous photovoltaic systems. The high ISC vyield, long triplet lifetime, and
high cross-section of Pt-3DP make it a perfect candidate as a NIR sensitizer for
photochemical up-conversion via triplet-triplet annihilation [190, 191, 230, 231]. Broadband
reverse saturable absorber (RSA) extending to NIR is also a suitable application for Pt-3DP
due to its triplet state properties [184, 232].

5.4.1 Conclusion:

Relaxation dynamics were measured using ultrafast transient absorption experiments
photoexciting the samples at 560 nm and 800 nm under comparable conditions. The
relaxation dynamics were explained showing a fast relaxation from the soret band to the Q
bands within 500 fs, and different relaxation dynamics of the S; state depending on the metal
used. The Zn-3DP and H2-3DP results confirm the presence of a potential energy surface
crossing between S; and Sy leading to ultrafast relaxation as proposed by Anderson et al.
[185]. High ISC yield (> 0.7) and long lived triplet (milliseconds) state as recorded in the
case of Pt-3DP shows the strong influence of the metal center on the relaxation dynamics. As
a consequence our results illustrate the importance of the metal center in the ultrafast
relaxation process.
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We present a compact passively phase-stabilized ultra-broadband 2D Fourier transform setup. A gas (argon)-filled

hollow core fiber pumped by an amplified

Ti:Al ;04 laser is used as a light source providing spectral range spanning

from 420 to 900 nm. Sub-10-fs pulses were obtained using a deformable mirror-based pulse shaper. We probe the
nonlinear response of Rhodamine 101 using 90 nm bandwidth and resolve vibrational coherences of 150 fs period in

the ground state. © 2015 Optical Society of America
OCIS codes:

ultrafast; (320.7110) Ultrafast nonlinear optics.
http://dx.doi.org/10.1364/0L.40.000312

Coherent multidimensional spectroscopy is an analogue
of two-dimensional (2D) NMR and is a powerful tech-
nigque to resolve couplings between different chromo-
phores [1-3]. Optical 2D spectroscopy evolved over
years from using limited wavelength ranges accessible
using stable oscillators [ 4] and infrared sources [ 5,6], into
the visible regime using optical parametric amplifiers
(OPA) [ 7,8], and more recently, the ultraviolet (UV)
[9-11]. These experiments had in common the use of
noncollinear OPA (NOPA) systems to generate the exci-
tation pulses that are limited in bandwidth to several tens
of nanometers. Studying complex systems requires
addressing several electronic states simultaneously,
and this often requires large spectral bandwidth spanning
tens to hundreds of nanometers not accessible by
NOPAs. The recent advancement oflight sources gener-
ating continua in inert gases [ 12,13] allows for the reali-
zation of ultra-broadband 2D setups [ 14]. Here we
present a compact passively phase-stabilized 2D setup
using only conventional optics in a boxcar geometry that
can perform measurements using near Fourier-limit
ultra-broadband pulses in the visible range as well as
in the UV with minimal modifications.

A cryogenically cooled Ti:Al ,0; regenerative amplifier
tunable from 3 to 15 kHz provides 800-nm, sub-50-fs
pulses of 1-3 mJ. The laser output is used to pump a
1.1-m long 2604um diameter hollow core fiber (Imperial
Consultants) filled with 3 bars differential pressure of
argon. A pressure gradient along the fiber is produced
by pumping the fiber entrance with a scroll pump, achiev-
ing a base pressure of ®5E-1 mbar while at the fiber exit
3 bar of argon is applied. This pressure gradient allows
the decreasing intensity profile along the fiber to be
matched with and increase gas pressure, thus allowing
a higher transmission before plasma formation in the
gas produces instabilities in the output.

Part of the laser output ( B0.5 mJ) is coupled into the
fiber using a 75-cm concave mirror, causing self-phase
modulation and spectral broadening due to high intensity
coupling through a confined mode. By tuning the coupled
intensity, pressure, and the pulse duration, the generated

(260.0260) Physical optics; (300.6300) Spectroscopy, Fourier transforms; (300.6530) Spectroscopy,

continuum can span from 420 to 900 nm (Fig. 1), while
pumping the fiber with the second harmonic of the laser
gives us access to the 360 -450-nm spectral range [15].
The advantages of the hollow core fiber, compared to
conventionally used NOPA, resides in a flatter spectrum
over a large spectral range, a TEMQO spatial mode, and
high output intensity simplifying the use of pulse shapers.
In comparison to the light continuum generated by fila-
mentation in a gas cell, the output of the hollow-core fi-
ber has higher inherent pointing stability and is spectrally
smoother output [12,13,16]. Furthermore, the ability to
differentially pump hollow core fibers increases trans-
mission for a set broadening as compared to a filament.
A home-built deformable mirror (DM) based pulse
shaper is used to compress the output of the fiber to near
Fourier-limit pulses using the geometry (Fig. 2(b)) pro-
posed by Vdovin et al. [17]. A 3.3-cm-long DM (OKO tech)
is positioned in the Fourier plane of a folded 4 f zero
dispersion stretcher. The stretcher consists of a 300
grooves/mm grating blazed for 550 nm and a 27 cm focal

a.u.

500 550 600 650
Wavelength (nm)

500 550 600 650 700

Wavelength (nm)

350 400 450

Fig. 1. Accessible spectrum of the hollow core fiber pumped
0.5-mJ, 55-fs pulses centered at 790 nm. (b) shows a TG-FROG
autocorrelation trace of the selected spectrum from 480 to
685 nm with a flat spectral phase.
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Fig. 2. Schematic drawing of the setup. (a) Side view showing
the metallic holders and the spitting of the pulses. (b) Pulse
shaper schematic showing the grating, deformable mirror
DM, and a 27 cm spherical mirror SM. (c) Top view of the setup
showing the stages and the path of the 4 (black) beams through
the sample and into the spectrometer. (d) Generated pulse
sequence.

length mirror allowing to fill the whole DM surface with a
spectral range of about 300 nm visible light. After spectral
recombination, the beam is sent downward toward the
optical table into BS1 splitting it into two identical parts
(beam 1/2 and 3/4) as shown in Fig. 2(a). A delay stage
DS1 is used to move BS1 and M1 at 45° angle (along the
vector direction in Fig. 2) with respect to the incoming
beam creating a path difference between the beam pairs
B1 and B2. Another set of metallic BSs (BS2) are used to
split B1 and B2 into 4 identical beams, such that we can
use the first three as excitation pulses (red) and the

fourth as a local oscillator (black) as shown in Fig. ~ 2(c) .

Mirrors M4 and M6 are mounted on DS2 moving at 45°
angle creating the time difference between the pulse
pairs 1/2 and 3/4. Glass plates of the same thickness as
the BSs are added in the path of the beams reflected
off the BS to compensate for the delay due to its
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Fig. 3. Phase stability measurements. (a) Phase deviation

calculated from the spectral interference between third-order
nonlinear signal generated by a thin glass plate and the local
oscillator was recorded every second over 12 h. (b) Cuts from
different 2D spectra take over multiple 2D scans (6 h apart)
showing stability of the fringes and reproducibility of the
general shape.

substrate, and more importantly for the dispersion,
which is crucial for broadband pulses. The compensation

plates (CP) are set at a specific angle adjusted to mini-

mize the spectral phase difference between the three
beams, which is measured by spectral interferometry.

In order to create the desired pulse sequence
[Fig. 2(d)], combination of movement of DS1 and DS2
is needed. A standard spherical mirror ( f = 40 cm)
focusses the four beams onto the sample via a folding
mirror and with a focal spot of 80 pm in diameter. The
spectral interferograms of pulses 1 and 2 for different
positions of DS 2 and pulses 1 and 3 for different posi-
tions of DS1 are sent via a single-mode fiber to a 0.5-m
imaging spectrograph and a cooled 400 x 1600 CCD cam-
era. The FFT analysis of the interferograms gives a direct
relationship between time delay and motor position.

With the boxcar geometry used, the generated photon
echo is emitted in the same direction as beam 4,
due to the phase matching condition k, = —k; + k; + ka.
A 2-mm-thick variable density filter is placed in the path
of the local oscillator to attenuate its intensity, and to de-
lay it by about 1, = 3.2 ps. As seen in Fig. 3, the resulting
interference fringes are well resolved. The filter is posi-
tioned between the spherical mirror and the sample to
displace the focal spot on the sample, thus avoiding over-
lap with pulses 1 to 3, while the beam remains parallel to
its original path. This is required to prevent the local
oscillator from containing any undesired pump —probe
signals [7].

Optimum pulse compression at the sample position is
obtained using the standard MATLAB genetic-algorithm



optimization method to control the actuators of the
DM [18,19]. The genetic algorithm uses the spectrally
resolved second-harmonic (SH) signal generated by a
10-um BBO placed at the sample position as a feedback.
A 10-um-thick BBO allows the doubling of a relatively
broad pulse of up to 100 nm in bandwidth, but not enough
for broader pulses due to phase matching conditions.
The efficiency of the SH signal is highly dependent on
the phase matching angle, leading to a very high effi-
ciency in the center of the spectrum and relatively low
on the edges. This will lead to a good optimization for
the center of the spectrum while leaving the wings poorly
optimized. To overcome this limitation, the SH signal is
spectrally resolved and multiplied by a wavelength de-
pendent digital filter function (inverse of the phase match
curve) before integration in order to optimize for all
doubled frequencies with equal weight. The pulses are
then characterized using transient grating frequency-
resolved optical gating (TG-FROG) performed in the
2D setup by focusing three beams onto a 0.1-mm micro-
scope slide and recording the TG signal. Traces were
analyzed using FROG version 3.2.4 (Femtosoft Technol-
ogies) to calculate the phase and pulse duration. For a
120-nm pulse centered around 590 nm, we obtain dura-
tions of 9 fs full width half-maximum (FWHM), while
the expected Fourier limit is 5 fs (Fig. 1 inset).

For determining a complete four-wave mixing signal
for a specific population time T, both delays are used
to scan the time difference between pulses 1 and 2 by
steps of 0.2 fs between the signal field and the local os-
cillator recording spectral interferograms at every step.
High interferometric phase stability is required since
the signal phase depends directly on the timing of arrival
of the three excitation pulses. Additionally, the fringe pat-
tern also depends on the local oscillator phase as shown
in the following relationship [ 7]:

Qi = Po — Qs = Qo —iW(—t) + 1t +t3): (1

The geometry of our setup uses the same technique as
Selig et al. [8] where pulses are paired such that no indi-
vidual pulse hits an individual mirror. As shown in Fig. 2,
mirrors and BS2 for beam pairs 1/3, and 2/4 are mounted
on the same metallic holders. Any path variation of
beams 1 or 2 causing a change in their arrival time At,
or At,, will cause an opposite variation to its pair 3 or
4, respectively, changing the arrival time by -At, or
—At;. Therefore, the total phase variation of the four
beams cancels out:

and the recorded spectral fringes are stable except from
negligible air drifts that may affect the beams independ-
ently. To enhance the phase stability, the geometry used
to split the beams and introducing delays at the same
time makes the set-up very compact with minimal optical
components. The absolute time and phase between the
local oscillator and the signal are adjusted by comparing
the sum of the absorptive 2D data along the probe axis
with the pump-probe (PP) data (projection slice theo-
rem) recorded on the same actual setup [ 2]. Automated
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Fig. 4. (a) Absolute 2D spectrum of Rhodamine 101 at 100 fs

showing the diagonal peaks. (b) Contour plot of the phase
showing a stable phase along the diagonal peaks.

beam shutters are set in the path of the three pump
beams and used to remove scattering terms [ 71.

In order to assess the stability of the setup, a photon
echo signal is generated by placing a 100- pm glass plate
in the sample position and setting the coherence and pop-
ulation time to zero. Spectral interference between the
nonlinear signal and LO is recorded every second for
more than 13 h. The mean phase deviation was calculated
using inverse Fourier transform. Figure 3(a) shows that
over the 13 h of measurements, we obtain a shot-to-shot
(0.2 s accumulation per shot) stability of » 60 at 540 nm,
while there was no noticeable long-term drift. This long-
term stability allows for the systematic phasing correc-
tion of the 2D data spectra taken over multiple hours.

To test the accuracy of the setup, 2D measurements
were performed on a test system, Rhodamine 101 in etha-
nol in a 0.1-mm flow cell, which has been intensely stud-
ied previously and is known to exhibit vibrational
coherences that could be triggered with such short
pulses [19,20]. Pulses with 90-nm bandwidth centered
at 550 nm were compressed to 7 fs and used for excita-
tion to perform 2D measurements, as well as transient
absorption measurements. Interferograms were taken
at a specific time delay from every 2D scan and compared
to each other. The phase was highly stable even though
the stages were repeatedly moving for hours as shown in
Fig. 3(b). An example of a 2D spectrum at 100-fs popu-
lation time is shown in Fig. 4(a). The signal is a positive
peak along the diagonal axis caused by ground state
bleach, with a pronounced elongation indicative of spec-
tral inhomogeneity. Analysis of the 2D spectra and inte-
grating over a 10 nm window around the peak (570 nm)
shows an oscillation of 150-fs period decaying within the
first picosecond (Fig. 5). The same oscillations were also
observed in the pump-probe measurements performed
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on the 2D setup and on an independent setup using sub-
30-fs pump pulses centered around 580 nm (Fig. 5) [20].
In summary, a hollow core fiber was used to generate
an ultra-broadband pulse for a passively phase-stabilized
2D visible spectroscopy using all conventional optics.
Pulses were compressed to near Fourier limit using a de-

formable mirror based pulse shaper yielding 7-fs FWHM

pulses. Short- and long-term phase stability was achieved

allowing for measurements over long time periods.

This work was supported by the Swiss NSF via the
NCCR: MUST as well by the FP7 Marie Curie COFUND.
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Introduction A

heme ¢

Methlo"!ﬂ:;!

The cytochrome (cyt) be, complex is a key player in mitochondrial
and bacterial respiratory chains." It is the main actor in the proton
motive Q cycle as it catalyzes the two-electron oxidation of a quinol
and the one-electron reduction of a c-type cytochrome and a
quinone while conjugating this electron transfer to the formation
of a proton gradient across the membrane.** The generated
potential gradient serves as the driving force to the ATP synthesis,
the universal energy transporter in living organisms.' The cyt bc,
complex is a dimer whose monomer comprises four key elements
that are directly involved in the electronic pathway (Fig. 1): (1) the
heme ¢, is located near the intermembrane-space side of the
membrane; it is situated near the cyt ¢ docking interface and
serves as an electron donor for the reduction of cyt ¢;>°” (2) the
Rieske iron-sulfur cluster mediates electron transfer between the
quinol at the Q, site and the heme ¢, via a series of conformational
changes;" (3) and (4) the hemes b, and by that mediate electron
transfer between the two quinone binding sites, Q, and (; sites.”
Depending on the reaction stage, the three iron centers of the
hemes are found in either their ferric (Fe(m)) or ferrous forms

Histidine

heme by Cc

Histidine
Histidine

Fig. 1 [A) Structure of the bcy complex 7 with the protein backbone being
shaded for clear visualization of the key actors in the proton-coupled-
electron mechanisms. Structure of the heme-¢y (B) and of the heme-b
(C) with their axial amino acid ligands.

(Fe(u)) and are all characterized by a 6-coordinated (6-¢) low-
spin state, therefore minimizing the reorganization energy
required to undergo the electron transfer.®

Crystallographic data reveal that the ¢,-heme is covalently
attached via the vinyl groups to two cysteine residues and has
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both methionine (Met) and histidine (His) residues as axial
ligands (Fig. 1). The b-hemes however are not covalently attached
to polypeptides and have two His residues as axial ligands.’
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Such differences in the structural environment confer to each
heme-type their particular redox properties and specific func-
tions. '° The origins of the overall catalytic functions of the  bg
complex remain however unknown. In this view, ultrafast
spectroscopy is able to give access to the early mechanisms
and local structural and electronic modifications that confer
the heme-protein its overall functions. The ultrafast behaviors,
and more specifically, the relaxation of photo-excited hemes,
have indeed been the object of an intense study since the late
1980s.""'? For example, the hemes in cyt cand cyt bs, which are
structurally comparable to the ¢- and b-hemes of the bg
complex, respectively, "> are known to dissociate from their
axial ligand within femtoseconds as a response to light absorp-
tion."'® While the early steps of the heme photo-cycle still
raise questions, it is generally accepted that photo-excitation
of the heme is followed by an electron transfer (ET) to the iron
d-orbitals, '® which in turn is believed to trigger the ligand
dissociation in ferrous complexe s. This photo-dissociation seems
to be a universal feature in cyt's ' but its relation to the overall
functionality of the protein is unclear.

There is no previous study of the cyt bc, complex in the
femto-picosecond regime, most probably due to the quantity
and purity of the sample required for such measurements. We
therefore aim to complete our knowledge by presenting the first
such study here. By means of ultrafast transient pump-probe
spectroscopy, we bring to light the short-lived local electronic and
nuclear modifications that are behind physiological processes
and confer to the bg complex its overall f unctionalities.

Most studies on cyt’s focus on the Soret band region ( B 430 nm)
for both, excitation and detection, as it is the most intense
absorption band. In this work we focus on the weaker a-band
around 550-570 nm. The pump is tuned at 523 nm in order to
indifferently excite via the b-bands both heme-types while
in their ferrous states (see Fig. 1). The reason for probing the
a-bands rather than the Soret band is that in the presence of
multiple heme-types, the Soret band region in the bg complex
is spectrally congested, while the a-band region allows a clear
distinction between the b- and c-hemes.'® Furthermore, the
a-bands are sensitive to changes in the electronic states and
coordination of the hemes. '® Besides being spectrally distin-
guishable, each heme type has a particular redox potential that
is conferred by their specific environment: '° while the heme b,
and by have a redox potential of —90 mV and 50 mV, respec-
tively, the heme ¢; has a redox potential of 230 mV. 2 These
specificities will allow us to selectively change the reduction
state of certain hemes, which in turn brings a clear distinction
between the photo-induced mechanisms of each heme-type.

Materials and methods
The laser

The 800 nm output of a 1 kHz regenerative amplifier is used to
pump a home-made visible non-collinear optical parametric
amplifier (NOPA, see ref. 21 for a detailed description) produ-
cing the 523 nm pump pulses with a full-width-half-maximum
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of 8 nm and a time duration of B 50 fs. A small fraction of the
regenerative amplifier output is focused onto a 5 mm thick
CaF; crystal to provide a wide visible probe. The pump and
probe pulses are focused onto spots of B 80 and B 55 mm in
diameter, respectively, at the sample position by means of
reflective optics in order to avoid degradation of the instrument
response function. The resulting pump-probe cross-correlation
is about 150 fs. The polarization of the pump and probe beam
is set at the magic angle. After passing through the sample, the
probe beam is focused onto the 160 mm input slit of the Triax
190 spectrometer, while using 300 grooves per mm and 550 nm
blaze wavelength grating it is focused onto a 1024 pixel CMOS
array. Such conformation allows for a probing window from 340
to 750 nm with a spectral resolution of 2.5 nm.

Sample handling

As an alternative to the common spinning cell with its moving
parts and to the peristaltic pumping that necessitates large
sample volumes, we use a home-made closed-loop flow-cell that
requires a total sample volume of only B 250 mi;** a volume
therefore comparable to that of the spinning cell with the
advantage of having a steady window at the laser focus. The
flow is generated using a turbisc micro-pump from the Swiss
Center for Electronics and Microtechnology (CSEM) 2 and bub-
bles are removed from the circuit via a decantation chamber. The
pump and probe pulses are focused onto a square quartz silica
capillary of 0.5 mm path-length and a 0.1 mm thick window.
While connected to both, the decantation chamber and the
capillary, the pump generates a flow of B 0.1 mL s ~' that was
sufficient to refresh the sample for each laser shot at a 1 kHz
repetition rate. Due to the small amount of sample, the oxidation
state of the hemes as well as the possible degradation of the
complexes were verified by recording their steady-state absorption
using the probe beam. Each absorption spectrum consisted of an
average of 40 consecutive images while flowing the solution. Note
that by passing through the capillary, the probe beam contains an
additional broad and featureless s cattering signal. Consequently
any adjustments of the beam path will confer each spectrum
with a small, but specific background as shown in Fig. 2 while
comparing the red and green curves,

The bc; complexes

The sample is prepared as described in ref. 24. Corresponding

to a differential (reduced-oxidized) cheme absorption of
B 0.16 OD for the a-band trough the 0.5 mm path length
capillary (Fig. 2) and assuming the differential extinction
coefficient of 188 mM ~' ecm~',%?® the concentration of bc
monomer was about 170 miVl. The fluence of the excitation
pulses was kept low in order to avoid multiple excitation of
a single complex. From the comparison between the ¢;- and
b-heme contribution to the steady state absorption and to the
transient signal (as discussed later, Fig. 8A and B), only B 5%
and B 3% of the reduced ¢- and b-heme, respectively, are
involved in the major ps-long signal. The absorption of the
reduced c-heme band was virtually identical before (addition
of dithionite) and after the experiment (after oxidation of the
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Fig. 2 Static absorption spectrum of the sequential reduction and oxida-
tion of the cyt bc, dimer complex: at the beginning of the experiment,
after pre-reduction by ubiquinol and before (red) and right after
(blue) the addition of dithionite, and at the end, after oxidation of the
complexes by oxygen (green). The 523 nm excitation pump is indicated
as reference.

b-hemes), which confirms the stability of the complexes over
the course of the experiment.

Data treatment

Since the probe pulses are temporally chirped by some hundreds
offs, a Group Velocity Dispersio n (GVD) correction is performed
in post data acquisition analysis.  From the corrected data, several
kinetics are extracted at wavele ngths corresponding to the major
transient features. This set of kinetic traces is globally fitted as a
sum of exponential decays. The sam e exponential components are
then used to fit the Eigen-kinetics that results from a Singular
Value Decomposition (SVD) of the data-set. ¢ Along with the
Eigen-spectra, the corresponding Decay Associated Spectra
(DAS) are generated, which will be presented later.

Results

Due to its low redox potential, the addition of dithionite to
the cyt b, solution effectively reduces all the c-hemes while, in
our preparation, it only reduces about 70% of the b-hemes
as shown in Fig. 2. Note that in dilute samples, dithionite
effectively reduces all hemes. This estimate results from the fit
of the absorption spectrum, described later (Fig. 8A). This
partial reduction of the b-hemes is attributed to the presence
of oxygen in solution as well as the high protein concentration
(B 170 mM of cyt bg monomer; see ESI + for calculations).
Partial reduction of the b-hemes pool could raise questions
concerning the presence of different reduction states of the bg
complex (1, 2, 3 or 4 reduced b-heme per dimer). Indeed, the
reduction state of one heme affects its local environment %’ and
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Fig. 3 (A) Transient data taken right after addition of dithionite, while
both b-and c,-hemes are reduced. (B) Transient data taken after oxidation
of the b-hemes by oxygen, while the ¢ -hemes are left reduced.
(C) Difference (A-B) corresponding solely to the signal of the ferrous
b-heme, as discussed in the text. The scattering region around the 523 nm
excitation is set to zero. The horizontal dotted lines represent an eye-
guide at 553 and 562 nm.

could influence other nearby hem es as in the case of the tightly
packed chlorophylls within the photosynthetic reaction centers. 22
It was however shown via Raman studies that heme ¢, is
structurally isolated from the b-hemes, and that the local
environment offerrous heme by is unaffected by the redox
state of heme by .%° Consequently we can assume that the partial
reduction of the complexes, as opposed to a complete reduction,
does not affect the individual behaviours of the hemes. The
pump wavelength at 523 nm excites equally the b-band of both
ferrous b- and c;-hemes. The resulting time-wavelength plot of
the signal is shown in Fig. 3A. The response of both heme-types
is seen by their respective bleach signals at 553 and 562 nm
(horizontal dotted lines), as well as part of the mixed Soret-band
signal from both heme ¢; and b at wavelengths below 470 nm.
From the expected bi-phasic Soret-band signal, as monitored
for cyt ¢'”'? and cyt bs,* only the positive lobe is observed. The
resolution of the anticipated negative lobe is hindered due to
the high optical density of the sample. Over the course of the
experiment, the successive scans were marked by the oxidation
of the b-hemes resulting in the loss of their corresponding
signal at B 562 nm. Since the data do not show any long lived
signal (4 ns), we confirm that the oxidation of the b-hemes is not
induced by the excitation pulses. Ifit were the case, we would
expect the first scans to be characterized by a non-decaying
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transient signal representative of the photochemical processes
leading to the oxidation of the b-hemes. The later oxidation
is consequently solely ascribed to the oxidative properties of
dissolved oxygen molecules. Thus we take advantage of the
properties of oxygen to fully oxidize the b-hemes while keeping
intact the ferrous state of the c¢;-heme. The resulting transient
signal (Fig. 3B) as well as the final absorption spectrum (Fig. 2)
show clearly that only the 553 nm signal persists, corresponding
solely to the ferrous c¢;-hemes. It is important to note that, while
only the ¢,-hemes are reduced, the absence of a sharp feature at
around 562 nm confirms that the ferric state of the b-hemes is
unresponsive to light excitation and that the yield of photo-
reduction, if any, is negligible while exciting the heme's  b-bands
(523 nm). Indeed, changes in the electronic state of the heme
iron center are not expected while exciting above 400 nm. 3 It
is also necessary to mention that further (post-experiment)
addition of dithionite partially recovers the ferrous state of
the b-hemes (data not shown), which proves that the b-hemes
remains functional. The absorbance of the c¢;-heme a-band
remains virtually identical before and after the experiment,
as shown in Fig. 2; and the subsequent data analysis of the
¢;-heme alone gives, within the error margin of the fit, the same
spectral features and exponential decay values prior to the
first addition of dithionite and after full oxidation of the
b-hemes by oxygen (as shown in the ESI t). The temporal and
spectral correspondence of the transient signal proves that
the ¢,-hemes remain functional. We therefore conclude that
neither dithionite, nor the presence of oxygen affects the
protein complex and that its functionality remains intact in
the course of the experiment.

Since the selective oxidation of the b-hemes is done via
solvated atmospheric oxygen molecules, the bg concentration
remains identical before and after oxidation of the  b-hemes and
direct comparison of the two sets of data is therefore possible
(Fig. 3A and B). This would not have been possible without
some renormalization of the data, had we proceeded via
successive reductions by adding solutions of ascorbate and
then dithionite. Thus, the difference spectrum (A-B) corre-
sponds to the signal associated with the ferrous b-hemes alone,
as shown in Fig. 3C. One can see that the resulting data set
(Fig. 3C) lacks any sharp features or any bleach signal that
would be specific of the 553 nm band of the ferrous c¢;-heme
a-band, which consequently, validates the data handling. To
better illustrate the results of such a treatment of the data sets
as well as the spectral evolution of each heme type, we present
in Fig. 4A, B and C, the transient spectra recorded at selected
time delays, corresponding to the two-dimensional data of
Fig. 3A, B and C, respectively. Note that we do not differentiate
between hemes b_ and by since dithionite and oxygen are able
to reduce and oxidize both, respectively. Moreover, even if heme
b, has a distinct split a-band, it only appears as a shoulder at
554 nm in yeast bg complexes'® with a differential extinction
coefficient (reduced-oxidized) that is B 10 times weaker com-
pared to that of the combined 562 nm band of both b-hemes.
Since the present signal-to-noise ratio does not allow for the
detection of such low signals, we refer to data set (B) and to the
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Fig. 5 Kinetics traces of the hemes ¢, (A) and b (B), respectively, at
selected wavelengths and their global fit with a satisfactory minimum of
three and two exponential decay components respectively.

difference data set (C) in Fig. 3 and 4 as representative of the
overall ¢;- and b-heme population, respectively.

From these data sets, Fig. 5 shows the globally fitted kinetic
traces taken at selected wavelengths corresponding to the
major spectral features. Satisfactory fits result in a minimum
of three and two exponential decay components for the ¢;- and
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Table 1 Exponential decay components resulting from the global fit
presented in Fig. 5

Heme ¢, Heme b
t 190 fs 300 fs
t 1.6 ps —
ts3 5.4 ps 6.8 ps

ndipn

heme b (oxidized - reduced)

-10x1 073 [ — [ Frrrrrrrrgprorora
600 650
Wavelength, nm

Fig. 6 Decay Associated Difference Spectra of the  a-band spectral region
corresponding to the c¢y-hemes (A) and to the b-hemes (B). The oxidized
minus reduced spectrum of each heme, normalized at the maximum
bleach amplitude, is superimposed as reference only (black dotted line).
The arrow points to a spectral feature that is specific of the photo-
dissociated heme, as discussed in the text.

b-hemes, respectively. The values of the decay constants used
for the fits are given in Table 1. These exponential decay
components agree with the components resulting from the
Singular Value Decomposition (SVD) of the transient time-

wavelength plots (Fig. 3). The generated Decay Associated
Difference Spectra (DADS) are presented in Fig. 6. Because of
the high protein concentration, the Soret band could not be
monitored entirely. On the other hand, since the spectral

changes in the a-band region are better fingerprints of the
redox and coordination state of the hemes, we will focus on the
spectral region from 540 to 750 nm.

Discussion
Heme ¢,

Because this work is the first ultrafast study on cyt  bg, we base
our analysis of heme ¢, in the b, complex by comparing it with
the cyt ¢ whose heme and heme-environment are known to
be structurally similar. '* Because ofits correspondence with
the cyt c signals, the 190 fs component is associated with an
“intramolecular vibrational energy redistribution resulting in

an equilibrated hot ground-state heme and possibly with a tail
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Fig. 7 The adjusted 300 fs Decay Associated Difference Spectra (DADS)

of the b-heme signal (green) are subtracted from the 190 fs DADS of the
cy-hemes (red). The resulting difference spectrum (blue) is superimposed
with the 5.4 ps DADS of the (reduced-oxidized) heme ¢, (black dots) used
for comparison only.

of the electronic relaxation”, ' while the 1.6 ps components

are mostly ascribed to an "intermolecular vibrational energy
transfer from the hot heme to the surroundings”. 3! We would
like to emphasize that these components cannot be represen-
tative of a single specific mechanism as the cooling processes
are non-exponential. 3>*3 Indeed, both of these components
show a broad positive amplitude to the red of the a-band static
absorption that is typical for the heme Excited State Absorption
(ESA). It has been argued in the case of cyt  cand met-myoglobin
that this ESA partially stems from a pulse-limited electron and
back electron transfer between the porphyrin macrocycle and
the d, antibonding orbital of the iron. ''*'®

In light of the subsequent b-heme spectral analysis, we can
infer that part of the 540 to 580 nm region of the 190 fs DADS
could also consist of a sharp Stimulated Emission (SE) similar to
the 300 fs DADS component monitored for the b-heme (Fig. 6B).
In order to differentiate the other concomitant processes from
this expected SE, we subtract, from the ¢;-heme’s 190 fs DADS,
the expected SE contribution by using the b-heme's 300 fs DADS
that is blue-shifted by 9 nm (Fig. 7, green curve). This shift is
supposed to account for the difference in absorption and
expected SE between the c¢;- and b-hemes. Note that such
straightforward subtraction is valid as long as the extinction
coefficients, overall reactivity and emission Stokes-shift of both
heme-types are similar. Variation of 450% in the subtracted SE
amplitude however does not significantly affect the overall shape
of the resulting difference spectrum. The blue curve in Fig. 7
shows the resulting difference spectrum, which resembles that
of the (reduced-oxidized) heme ¢, slightly red shifted by
B 0.5 nm. Because the band resembles that of the ferrous heme
¢, and is positive, it corresponds to the formation of a 6-c
reduced species (decrease of an initial bleach signal). The small
shift also suggests that it is a hot state. The features above
560 nm are ascribed to a broad ESA signal (positive featureless
band), which decays in 190 fs (decay of an initially positive
signal). A similar short-lived ESA signal ( B 500 fs) has been
reported for different myoglobin (Mb) samples and has been
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specifically assigned to the resulting charge transfer (CT) state
(from the porphyrin ring to its metal center) that triggers ligand
dissociation. **** Correspondingly, we conclude that the short-
lived broad ESA monitored for the heme ¢ is also indicative of
the heme’s CT state.

Since the SE, ESA and the formation of a 6-c ferrous  c-heme
are concomitant, we suggest that an initially excited c-heme,
having lost its reduced 6-c character via an impulsive CT from
the heme macrocycle to the metal center, '® gives rise to the SE
and ESA, and relaxes within 190 fs into its hot ground state
through a non-dissociative pathway.

The bleach of the 1.6 ps DADS is slightly broader and red-shifted
compared to the static ¢,-heme a-band. Since it is representative of
the cooling of a hot 6-c species, it could be ascribed to the non-
dissociative relaxation channel as proposed in the case of cyt  ¢.">'®
Note that the 190 fs and 1.6 ps DADS only illustrate a mixture of
the different non-exponential cool ing mechanisms. Consequently,
our assignment of particular proc esses to specific DADS features
is approximative.

The 5.4 ps DADS, corresponding to the longest lived signal,
is comparable to any transient spectrum taken after completion
of the electronic and vibrational relaxation (from B 2 to 10 ps).
It is for example comparable to the different transient absorp-
tion spectra reported for cyt ¢.'>'® Following similar analysis,
we can distinguish in the 5.4 ps DADS, the bleach of the c-heme
a-bands from the absorption spectrum of the photo-product,
characterized by the broader ESA. While superimposed with the
c-heme (oxidized-reduced) spectrum, as shown in Fig. 6A, the
photo-product exhibits clearly a broad red-shifted absorption
that extends beyond 700 nm. The same contrast is present in
cyt ¢ while comparing its oxidized spectrum (Fig. 2 of ref. 30)
with the corresponding generated photo-product spectrum,
i.e. the cyt c photo-product’s absorption spectrum is broader
and red-shifted. Similarly, the cyt ¢ photo-product represented
in Fig. 6 of ref. 15 shows exactly the same features, including
even the small “dip” at B 555 nm. This “dip” is also present in
our spectrum and is represented by the oxidized minus reduced
heme c spectrum being above the 5.4 ps DADS near 560-565 nm
(arrow in Fig. 6A). It was concluded that the generated cyt ¢ photo-
product corresponds to th e photo-dissociated heme ' based on
the similarity ofits transient signal to the 5-coordinated (5-c) MP-8
spectrum that is structurally analogous to the 5-c cyt ¢ Assuming
that the broad and red-shifted spectrum, with respect to the
oxidized species, along with the “dip” on the red-side of the
a-band are signatures of the 5-c photo-product, we conclude that
the c;-hemes in the bg complex also undergo photo-dissociation
of one of their axial ligands.

The life time matches the 5-7 ps reported for the photo-cycle
of a variety of 6-c hemes proteins, including cyt  ¢.'"'>"7'9 All
these reports are unanimous in assigning this time constant to
the rebinding of the photo-dissociated ligand. It should be
mentioned that the 5.4 ps DADS might not be entirely free from
other processes as vibrational cooling has previously been moni-
tored with a life-time of B 4.6 ps.>® However, since the position and
width of the transient bleach is identical to that of the static  a-band
absorption, any contribution to the 54 ps DADS from vibrational
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cooling has to be minimal. Based on the correspondence of the
overall monitored spectral features and life times with the
literature, we conclude that the 5.4 ps component most probably
corresponds to the rebinding of the photo-dissociated heme.
As in cyt ¢, we suggest the dissociation of the Met residue. '>%7

Heme b

The corresponding data set could be satisfactorily fitted with
only two exponential decays, which points to the fact that cooling
dynamics differ from those monitored for the ¢;-hemes. The
300 fs DADS are in fact singular as they do not show any
significant positive signal expected from the ESA. It is however
characterized by a sharp bleach to the red of the a-band, and is
of similar width. This feature is particular to the expected SE
from the excited a-band of the 6-c ferrous heme, therefore
associated with a non-dissociative relaxation pathway. The
absence of the ESA signal in the b-heme’s 300 fs DADS indicates
that CT states, similar to the ones discussed in the case of the
hemes ¢;, are not generated. Consequently we do not expect the
axial ligands of the b-hemes to dissociate.

The absence of a component similar to the 1.6 ps monitored
for the heme ¢; as well as for cyt cindicates that the relaxation of the
excited b-hemes, which do not contribute to the longer 6.8 ps signal,
occurs mainly within the first 300 fs. This ultrafast relaxation to the
ground state is conferred to the b-heme by its environment.

As a matter offact, the longer 6.8 ps DADS component
(Fig. 6B) compares remarkably well to the oxidized minus
reduced static spectrum of the b-hemes (ascorbate-dithionite).
The small extra positive B 580 nm signal present in the 6.8 ps
DADS might probably result from a small fraction of hot photo-
product with corresponding cooling life-time. However since the
width and bleach position are identical and we can expect that
vibrational cooling, if any, has a negligible contribution to the
6.8 ps DADS. The spectral features of the positive red-wing differ
from those of the previous c¢;-heme (5.4 ps DADS of Fig. 6A);
namely, a shifted red-wing, while compared to its corresponding
oxidized minus reduced static spectrum; a broad positive ESA
signal that extends beyond 700 nm; and the “dip” to the red of
the alpha band. By assuming that these “discrepancies” are a
signature of the 5-c state of the hemes, their absence in the 6.8
ps DADS are also indicative that the b-heme behaves differently
compared to the ¢;-heme, and most probably does not photo-
dissociate with its axial ligand. Together with its particular
spectral features that mimic the oxidized minus reduced spec-
trum, we propose that the b-hemes undergo photo-oxidation.
Photo-oxidation in cyt is well-known but typically implies the
formation of a photo-induced electron acceptor. For example
the tetra-heme cytochrome (THC) oxidizes as a result of the light-
induced oxidation of nearby reaction centers. ** Similarly, the
cyt P450-BM3 oxidizes after photo-excitation ofits covalently
attached ruthenium complex. 39 The suggested b-heme’s photo-
oxidation differs as it results from direct excitation of the heme.
In this respect, photo-oxidation by means of visible-light excita-
tion is unusual among cyt's *° and it requires further evaluation.

The different binding environments of the ¢;- and b-hemes
(Fig. 1) may explain their different behaviours, because these
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environmental differences confer to each heme a particular
spectrum and redox potential. *'° Cyt bs, structurally homolo-
gous to the b-hemes in cyt bg,"? is known to behave similar to
cyt .39 However the difference in the Raman signal between the
cyt bs and the b-hemes in cyt bc; ' shows that we can also expect
a different behavior for the b-heme with respect to cyt bs and
cyt c. Hereafter, we present different arguments supporting the
possibility of photo-oxidation of the b-hemes in cyt bg:

(1) Stronger physical constraints are exerted by the protein
backbone onto the b-heme, resulting in the loss of planarity of
the b, heme.*® The higher protein constraint that is exerted on the
hemes certainly stiffens the His-heme-His ligation and impedes
the possible dissociation of these axial ligands. Since photo-
dissociation is hindered, other processes are expected to prevail.

(2) Similar photo-oxidation reactions have been reported for
both cyt cand cyt bs with excitation below 400 nm. Yet the yield
was judged negligible when exciting above 400 nm. >° The same
study shows however that the photo-oxidation cross section of
cyt bs is about 18 times higher than that of cyt ¢ which, by
analogy, shows that the b-heme is much more prone to photo-
oxidation than the c¢;-heme.

(3) Photo-oxidation mechanisms were previously used to inter-
pret signals from the 6-c heme-based oxygen sensor Dos excited
with a B 30 fs, 563 nm low energy pulse, *' therefore similar to our
B 50 fs, 523 nm pulse. The corresponding signals were long-lived
(4 ns) and contributed only to 4-8% but, keeping in mind that the
protein complexes are different, this study indicates that photo-
oxidation is feasible while exciting the heme’s Q-bands.

(4) The photo-oxidation properties of the THC are commonly
used in light-induced electron transfer reactions.  ***? The transient
study of these THCs are however limited to the micro-seconds to
minutes time range. Nevertheless, we note that the photo-oxidation
reactions involve primarily the THC's low potential ~ c¢type hemes
that have redox properties corresponding to those of the b-hemes
in the bg complex.

(5) Interestingly, it was shown that oxidation of the b-heme
by oxygen in cyt bc; happens without the need for a ligand
dissociation. ** It consequently presupposes that the electron
transfer occurs via molecular intermediates rather than by direct
contact with the iron center that would necessitate dissociation
of the His ligand. Our results indeed coincide with the fact that
electron transfer can be readily initiated from the  b-heme with-
out the need for close contact with an external electron acceptor
such as quinones or molecular oxygen.

(6) It was also reported that the axial histidylimidazole
ligands of the b, heme have a distinct ionic character, *® which
would favour electron transfer processes. This electronegative
character of at least one of the two His ligands was explained by
the presence of nearby arginine residues.

(7) When compared to the compilation of the optimal rate-
distances from Moser et al.** we see that an electron tunnelling
life-time of 6.8 ps would correspond to donor-acceptor dis-
tances smaller than 6 A. Such short distances match with the
His being the electron acceptor as it lies at an average minimal
distance of 2.0 A from the heme’s iron center (according to the
crystallographic data, PDB-file 3CX5 7).
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Fig. 8 The black curves represent (A) the static absorption spectrum after
addition of dithionite, (B) the DADS corresponding to the longest ps
component resulting from the combined analysis of the b- and c,-heme
transient signals (see ES| t); while both are reduced and (C) the static
absorption spectrum after full oxidation of the  b-hemes via oxygen. Super-
imposed are the fits (red) and their components: the (reduced-oxidized)
heme c, (green) and heme b (blue) spectrum. The background-component
used in each fit, not shown here for clarity, is described in the ESI. t

(8) Finally, it is known that His residues actively participate
in charge transfer processes and more specifically it was
demonstrated that they can serve as electron acceptors. *

In light of these arguments, we infer that the 6.8 ps DADS
correspond to the photo-oxidation of the b-hemes. Furthermore
we expect heme b to predominantly contribute to our signal
with the His residue playing the role of the electron acceptor.

Quantum vyield

The goal of this section is to evaluate the reactivity of each heme-
type, i.e. the photo-dissociation and the photo-oxidation of the
heme ¢; and b, respectively. In order to do so, we deconvoluted
both the initial absorption spectrum (after addition of dithio-
nite, Fig. 8A) and the 5.4 ps DADS (generated from the first data
set after addition of dithionite, Fig. 8B) in terms of the  ¢- and
b-hemes’s (reduced-oxidized) spectrum. From the comparison
of each heme's relative contributions to both spectra, we see that
B 5% and B 4% of the ¢;- and b-hemes, respectively, contributed
to the signal as described in Table 2. Alternatively, deconvolution
of the final absorption spectrum (after oxidation of the  b-hemes,
Fig. 8C) gives the same ¢;-hemes contribution as did the initial
absorption spectrum (Fig. 8A). The conservation of the  ¢;-heme’s
absorption amplitude during the experiment proves that its
ferrous state was not affected by oxygen. The fitting results are
given in Table 2, while the details of the fitting procedure and
calculations are to be found in the ESI. 1

Considering the fit of Fig. 8B, weighing the coefficients
obtained for each heme type by its extinction coefficient, ie.
18.8and 28.5mM ' cm ™! for the ¢;- and b-hemes, respectively, *
and taking into account that we can only expect signal from
the B 70% offerrous b-hemes, it results that the reactivity of the

Table 2 Amplitude of the heme ¢, and b components resulting from the
fitting of each plot in Fig. 8

Fig. 8A Fig. 88 Fig. 8C
Heme ¢, Aneme c = 3.88 0.189 = Anemec X 4.9% 3.93
Heme b° Aneme b = 2.8 0.103 = Anemeb X 3.7% —

* (Reduced-oxidized) spectrum amplitude.
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b-hemes is B 50% that of the c-hemes (assuming that we are
equally exciting both heme-types).

If we assume that the photo-dissociation quantum yield of
the ¢;-heme in cyt b, is comparable to 4 0.8 in cyt ¢,'? because
of their correspondence in structure, transient spectra and
exponential decays, then the photo-oxidation quantum yield
of the b-hemes is expected to exceed 0.4. This is to our knowl-
edge, the highest reported photo-oxidation quantum yield for
cytochromes, while the hemes are directly excited by visible
light. The physiological consequences of such high reactivity
are discussed subsequently.

Mechanistic consequences

The b-heme’s high electronic reactivity makes perfect sense in
light of cyt bg being efficient in fulfilling its role in the Q-cycle: in
order to mediate the reduction and oxidization of the ubiquinone
and ubiquinol, respectively. The b-hemes have to efficiently
“process” the electrons, which demand them to easily loose
or gain electrons. Similar electronic-reactivity would in fact be
counterproductive in soluble ¢ ytochromes as they would less
efficiently keep their electrons from being scavenged by other
solutes. In purified reaction cent ers, it was in fact shown that the
electrons result from charge separation, while at the periphery
of the complex could readily be “lost” to the solution. “* The
hydrophilic environment of the bg; core on the other hand preserves
the b-hemes from the unwanted solvated electron carrier and their
high electronic reactivity is then an advantage.

The fact that efficient electron migration is initiated  via
visible light also indicates that the protein might behave differ-
ently under dark and light conditions. We can further speculate
that the overall catalytic efficiency of cyt bg is light-dependent.
We can then contemplate the protein complex as an active
element in phototherapy for example. *° It is also ofinterest to
compare the light-responses of the bg complex with that ofits
photosynthetic homologue, the cyt bgf.*° Being an essential
component of the photosynthetic electron transport chain and
being therefore exposed to direct sun-light, the foreseen speci-
ficity of the heme responses to light excitation could affect the
photosynthetic Q-cycle.

In contrast to the high electronic reactivity of the b-hemes,
the high photo-dissociation quantum vyield of the ¢;-hemes can
be understood as being an efficient “heat sink” that protects
the reduced state of the heme against light excitations. The fact
that the ferrous state of heme ¢, is stable and protected implies
the need for a change in the local environment in order for the
electron to proceed from heme ¢ to the cyt c. Such conforma-
tional changes could readily be induced by the motions of the
adjacent Rieske iron-sulfur complex. ' Speculations put aside, it
is remarkable that, even though the b-hemes in cyt bg and in
other cyt b have similar ligation to their protein backbone;
specific structural constraints and amino-acid arrangements
result in clearly different responses, and therefore functions.
While cytochromes were known to serve only as electron carriers,
this study demonstrates that with the appropriate environment,
light-induced charge separation can readily be initiated within
single heme structures. This singular behaviour consequently
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illustrates the importance of the local heme-bonding and the
structural environment in initiating larger chemical reactions.

Conclusion

This study reveals the clear differences between the b and
¢;-hemes behaviours within the bc, protein complex: while
the ¢;-hemes undergo photo-dissociation of their axial ligand
as a result of ultrafast laser excitation, the b-hemes most likely
undergo photo-oxidation with a high ( 4 0.4) quantum yield that
is beyond all expectations. The recombination of the photo-
dissociated ligand with the ¢-heme occurs in 5.4 ps, which is
comparable to the values reported for a large range of cyto-
chromes. '’ The efficient photo-oxidation of the b-heme is
presumably linked to the stronger physical constraints exerted
by the protein backbone onto the b-heme.*® We suggest that
these constraints hinder the flexibility of the adjacent His residues,
and along with the induced ionic character of these same His
ligands *° favor the electron transfer process. The subsequent
charge recombination takes place in 6.8 ps, in agreement with
the electron residing on the axial His residue. It is to keep in mind
that not all ferrous c¢;- and b-hemes take part in these photo-
reactions, and that, while the remaining excited  ¢,-hemes exhibit
relaxation mechanisms that are mainly illustrated by broad ESA
signals, the cooling-down of the remaining excited b-hemes does
not show any significant ESA. Besides pointing to the fact that the
¢;- and b-hemes behave and therefore function differently, these
spectral differences call for further studies such as time-resolved
fluorescence measurements '® in order to evaluate the nature of
these non-dissociative and non- oxidizing pathways. We confirm
that the ferric form of b-heme types in the bg complex is electro-
nically inert under our excitation regime, i.e. it does not undergo
photo-reduction to any discernible extent. Finally, the high
efficiency of the heme photo-oxidation clearly illustrates the
high electronic reactivity of the ferrous b-hemes, which can be
linked to their high efficiency in mediating the catalysis of
ubiquinones and ubiquinols within the cell membrane.
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It was recently demonstrated that in ferric myoglobins (Mb) the
fluorescence quenching of the photoexcited tryptophan 14 (*Trp
residue is in part due to an electron transfer to the heme por-
phyrin (porph), turning it to the ferrous state. However, the in-
variance of *Trp decay times in ferric and ferrous Mbs raises the
question as to whether electron transfer may also be operative in

the latter. Using UV pump/visible probe transient absorption, we
show that this is indeed the case for deoxy-Mb. We observe that
the reduction generates (with a yield of about 30%) a low-
valence Fe —-porphyrin m [Fe"(porphm')] -anion radical, which we
observe for the first time to our knowledge under physiological
conditions. We suggest that the pathway for the electron transfer
proceeds via the leucine 69 (Leu %) and valine 68 (Val °®) residues.
The results on ferric Mbs and the present ones highlight the gen-
erality of Trp —porphyrin electron transfer in heme proteins.

1d}

electron transfer

heme proteins | tryptophan | picosecond |
low valence heme

lectron transfer plays a fundamental role in many biological

systems (1-3) ranging from photosynthetic proteins (4) to
iron-sulfur (5), copper (6), and heme (7, 8) proteins. It was
demonstrated that electron transfer can be used to produce from
heme proteins in situ drugs with antimalarial activity (9) and it
might have a role in protein folding (2). In general, electron
transfer in proteins can occur over long distances (>10 A) by
hopping through different residues, thus reducing the time that
would be needed for a single step tunneling from the donor to
the acceptor (10-12). Aromatic amino acids and Tryptophan
(Trp) in particular can act as a relay in such processes (13 -19).
Trp also acts as a phototriggered electron donor, e.g,, in DNA
repair by photolyase (16-18) and in cryptochromes (20, 21). When
no obvious electron acceptors are present, excited Trp or (*Trp)
still displays shorter lifetimes than its nanosecond decay times in
solution (22, 23). This is due to its strong tendency to act as an
electron donor, undergoing electron transfer toward the protein's
backbone as in the case of apo-myoglobin mutants (24), small
cyclic peptides (25), and human y-p-crystallin (26). It is interesting
to note that in wild-type horse heart (WT-HH) apo-myoglobin the
fluorescence lifetime of the two *Trp residues was reported to be
comparable to that in water (27), demonstrating the absence of
deactivation mechanisms, either by energy or by electron transfer.

The protein visible absorption spectrum is dominated by their

cofactors, e.g., heme or flavins, whereas the UV absorption in the
region between 250 nm and 300 nm is mainly due to the three
aromatic amino acids, Trp, tyrosine (Tyr), and phenylalanine (Phe)
(28), with Trp having the highest molar extinction coefficient. The
high sensitivity of Trp to the local environment and the possibility
to correlate it with its fluorescence response (28) have led to its
widespread use as a local natural probe of protein structure and
dynamics in time-resolved fluorescence resonance energy transfer
(FRET) studies, and it has emerged as the “spectroscopic ruler” in
such studies (28-30). FRET is mediated by dipole -dipole coupling
between a donor *Trp and an acceptor molecule, and its rate is
inversely proportional to the sixth power of the distance between
them and to the relative orientation of their dipoles.

Myoglobin (Mb) is a small heme protein composed of K150
residues (31) arranged in eight a-helices (from A to H) ( SI Ap-
pendix Fig. S7), whose biological function is to store molecular
oxygen in muscles of vertebrates (32). This is accomplished by its
prosthetic group: a Fe—Protoporphyrin IX complex bound to the
protein structure via the proximal histidine (His °3) (SI Appendix,
Fig. S7). Both ferric and ferrous hemes tend to bind small di-
atomic molecules (e.g., O 5, CO, NO, and CN) at the Fe site. Mb
has two Trp residues that are situated in the a-helix A: Trp 7
toward the solvent and Trp'# within the protein and closer to the
heme (SI Appendix, Fig. S7) (33). Previous time-resolved fluo-
rescence studies on various Mb complexes have reported deca
times (SI Appendix, Table 51) of 120 ps and®20 ps, for *Trp
and *Trp ', respectively (34-38). These decay times appear in-
variant with respect to the ligand and the oxidation state of the
iron ion in the heme. They were attributed to *Trp-to-porphyrin
energy transfer via FRET over different donor -acceptor dis-
tances (37, 38) [the Trp 7-Heme and Trp '*-Heme center-to-cen-
ter distances are 21.2 A and 15.1 A, respectively (33, 39) ( Sl
Appendix Fig. S7)]. We recently showed, using ultrafast 2D-UV
and visible transient absorption (TA) spectroscopy, that in the
ferric myoglobins (MbCN and MbH ,0) the relaxation pathway
of *Trp '* involves not only a *Trp-to-heme FRET but also an
electron transfer from the *Trp to the heme (40) in a ratio of
approximately 60-40%. One can expect that due to its ferric
character, the heme is a strong electron acceptor in these cases,
and indeed our study showed the formation of an Fe' heme.

However, the invariance of *Trp decay times in ferric and
ferrous Mbs (SI Appendix, Table S1) suggests that similar elec-
tron transfer processes may also occur in ferrous Mbs. In this
event, questions arise as to (i) whether a formally Fe' heme is
formed, which has to date been observed only in cryo-radiolysis
experiments (41, 42), or (ii) whether the electron localizes on the
porphyrin ring or even on the ligand that binds to the Fe ion.
Theoretical investigations have suggested that an iron porphyrin
anion radical can be formed (43-45).

Significance

We demonstrate the occurrence of tryptophan (Trp) to heme
electron transfer (ET) in ferrous myoglobins by ultrafast UV
spectroscopy. The ET gives rise to the theoretically predicted,
low-valence Fe(ll)(porph Eq') anion radical, which we observe for
the first time to our knowledge under physiological conditions.
These results highlight the generality of Trp —porphyrin electron
transfer events in heme proteins and question the systematic
use of Trp fluorescence in FRET studies of protein dynamics.
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To address these questions, here we present a UV-pump/vis-
ible-probe TA study offerrous Mbs. In the latter case with apical
diatomic ligands, e.g.,, MbNO and MbCO, heme photoexcitation
leads to dissociation of the ligand, followed by its recombination
to the heme, which can be both geminate (the ligand stays inside
the protein scaffold) and nongeminate (the ligand migrates out
of the protein scaffold) (46 -48). For the NO ligand, recom-
bination timescales are typically K10 ps, B30 ps, and B200 ps
(46, 47), whereas for CO they span up to the millisecond range
(46, 49-51). The presence of recombination timescales in the
order of *Trp decay times leads to additional signal contribu-
tions, which complicate the analysis of the data. These problems
are avoided using deoxy-Mb, which has a penta-coordinated heme
bound only to the His?*. Upon heme photoexcitation, the system
recovers to the ground state within a few picoseconds (46, 52).
This allows investigating the *Trp —heme interaction without any
overlapping contributions.

We show here that just as in the ferric Mbs (40), also in deoxy-
Mb does *Trp ' partly decay to the heme by electron transfer,
competing with the FRET pathway. We find that the transferred
electron is localized on the porphyrin ring, contrary to the ferric
case where it resides on the metal center. This is due to the
highly negative reduction potential of the Fe'/Fe' couple (53,
54), which is close to the porphyrin reduction potential (55). To
our knowledge, this is the first report of a low-valent myoglobin,
under physiological conditions.

The experimental setup, the sample preparation, and the data
analysis are described in SI Appendix.

Results and Discussion

The static absorption spectra of deoxy-Mb and Trp ( S| Appendix,
Fig. S1) show that at wavelengths<310 nm, the contributions of
the heme and Trp overlap, excluding selective excitation of the
Trp residues. To disentangle the Trp and heme contributions we
performed TA measurements exciting deoxy-Mb at 315 nm,
where only the heme absorbs, and compared them to those ex-
citing at 290 nm where both Trp and heme absorb. Assuming
that the heme response is similar for both excitation wavelengths,
this allows separation of the heme and the Trp contributions in
the transient absorption signal. It must be noted that in the probe
range used in our experiments (390-730 nm), Trp excited-state
absorption (ESA) and stimulated emission (SE) as well as an
eventual Trp-photoproduct absorption may contribute to the
transient signal (22).

Photoexcitation at 315 nm. Fig. 1A shows TA spectra, at selected
pump-probe time delays, obtained upon 315-nm excitation of
deoxy-Mb (more TA spectra are shown in S| Appendix, Fig. S5).
Two negative features appear at 8430 nm and ¥ 550 nm that are
due to ground state bleach (GSB) of the Soret and Q bands,
respectively (SI Appendix, Fig. S1). Positive features due to ESA
are observed at 450 nm and 600 nm, respectively (46, 52), which
shift to the blue within the first 10-15 ps, while becoming weaker.
The apparent shift of the GSB features results from the dynamics of
the overlapping ESA contributions. Two mechanisms were pro-
posed to explain the heme photocycle, namely the system undergoes
vibrational relaxation (46, 52) or relaxes by cascading through spin
states (56). However, our purpose here is not to discuss these
mechanisms as they occur in the first few picoseconds or so and
do not influence the *Trp kinetics we are investigating.

The timescales related to the relaxation of deoxy-Mb were
retrieved by both a singular value decomposition (SVD) analysis
and a global fit (GF). The fit function, used to recover the in-
volved timescales, is a sum of exponential decays convoluted with
the instrumental response function (IRF) ( ®300 fs), assumed to
be Gaussian. The timescales, obtained by a GF of the kinetic
traces (S| Appendix, Fig. S3), are 280 + 60 fs, 1.6 + 0.2 ps, and
4.0 + 0.4 ps, in agreement with the literature (49, 52, 56). The
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Fig. 1. (A) Transient absorption spectra at selected pump  -probe delays of
deoxy-Mb upon 315-nm photoexcitation. [ B) Decay-associated spectra of the
timescales obtained by an SVD analysis. The regions from 500 nm to 730 nm
have been multiplied by 3.

large error for the 280-fs contribution results from its proximity
to the duration of the IRF. In Fig. 1 B we show the decay-asso-
ciated spectra (DAS) obtained from the SVD analysis. The
DASs are due to the amplitudes of the exponential decay func-
tions used to best fit the data points, allowing us to define
whether a certain feature is decaying or rising. A DAS is related
to a particular timescale and it can be read by comparing it with
the transient spectrum at the corresponding time delay. If the
amplitude of the DAS has the same sign as the spectrum, the
feature is decaying (e.g., a negative DAS in the GSB region),
whereas if the DAS has opposite sign with respect to the spec-
trum, the spectral feature is rising (e.g., a negative DAS in the
spectral region corresponding to an ESA feature).

As mentioned above, the interpretation of the mechanism
related to the heme relaxation is still a subject of debate (46, 52,
56-58). Our aim here is not to discus s these mechanisms. Impor-
tant is that the longest timescale in the heme photocycle is¥4 ps,
which is much shorter than the Trp decay times (820 ps and
K120 ps).

Photoexcitation at 290 nm. Fig. 2A shows TA spectra at selected
time delays, obtained upon 290-nm excitation (more TA spectra
are shown in SI Appendix, Fig. S6 ). They display GSB features at
¥430 nm and 550 nm due to the Soret and Q bands, respectively.
The latter is overlapped with a very broad unstructured positive
contribution that we assign to ESA of the photoexcited Trp
residues (22). Additionally the two ESA features of the heme
(1450 nm and B600 nm, corresponding to the Soret band and
the Q band, respectively) are observed for small pump-probe
delays. For time delays <15 ps, the TA spectra exhibit the same
behavior as upon 315-nm excitation, namely the ESA features
shift to the blue and decrease in intensity while the GSB de-
creases in intensity. However, at longer pump-probe delays the
TA signals show a persistent GSB feature at ®430 nm and two
ESA features, at K460 nm and at®610 nm, respectively (Fig. 3).
The TA spectra maintain the same shape from delay times of
K40 ps up to 1 ns, except for a small reduction in intensity (over
the entire probe range) in the first 100 ps due to the disap-
pearance of the *Trp '* and *Trp 7 ESA. Fig. 3 compares the TA
spectra at 900 ps upon 315-nm (Fig. 3A) and 290-nm (Fig. 3B) ex-
citation. The shape and the amplitude of these transients differ sig-
nificantly, suggesting the formation of a long-lived (LL) photoproduct
for 290-nm excitation. As this photoproduct spectrum displays clear
features in the Soret- and Q-band re gion, it indicates a modification
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Fig. 2. (A) Transient absorption spectra, at selected pump -probe delays, of
deoxy-Mb upon 290-nm photoexcitation. (  B) DASs obtained by SVD analysis.
(C) Comparison of the Trp ' DAS with the linear combination DAS LC = -LL
DAS + DAS Trp 7. The regions above 500 nm are multiplied by 3.

of the heme group. Further, it cannot result from a *Trp -heme
FRET process, because the heme photocycle is very short. The
*Trp FRET rate would be the rate-limiting step and no LL pho-
toproduct would be observed.

An SVD analysis and a GF ( S| Appendix, Fig. S3) were per-
formed to determine the kinetics of the spectral evolution. The
fits, using six exponential components, yielded time constants of
230+ 60fs, 1.5+ 0.2 ps, 44+ 04 ps, 18+ 2 ps,and 106+ 12 ps
and a long component (set to 5 ns) that accounts for the LL
signal. All time constants (except for the 5 ns) were free pa-
rameters of the fit and the results are in excellent agreement with
the decay times for the heme obtained upon 315-nm excitation
(see above) and with the literature values for the *Trp decay
times (35, 37).

Fig. 2B shows the DASs obtained for the *Trp 7 and *Trp '
decay times (106 ps and 18 ps, respectively). Additionally the
DAS corresponding to the LL photoproduct is shown ( SI Ap-
pendix Fig. S4 presents the full set of DASs). The DASs assigned
to *Trp 7 and *Trp ' decays differ significantly, indicating dif-
ferent relaxation pathways. The former contains a decay of
the *Trp ESA as well as a response of the heme observed on the
same timescale, because FRET is the rate-limiting step. The
18-ps DAS (Trp '¥) is almost a mirror image of the LL DAS.
More precisely, around 430 nm the positive feature in the Trp '
DAS mirrors the negative feature present in the LL DAS, al-
though it is somewhat narrower. Furthermore, the two DASs
mirror each other in the entire range from 460 nm to 730 nm,
bearing in mind an overall small positive offset in the Trp '* DAS.
This strongly suggests that *Trp'* decay feeds the LL photo-
product population. The spectral response to excitation of
the two Trp residues is likely similar, except for the rise of the
photoproduct spectrum that occurs only upon excitation of the
Trp ' residue. Thus, it should be possible to reproduce the Trp ™
DAS with a linear combination (LC) of the Trp 7 DAS, which
represents the response from Trp excitation, and the inverted LL
spectrum representing the rise of the photoproduct. This is shown
in Fig. 2C, where we compare the linear combination-LL DAS +
Trp” DAS with the Trp ' DAS and find excellent agreement
demonstrating that indeed, the LL state grows out of relaxation of
the *Trp ' residue.

As mentioned above, the LL photoproduct must be related to
a change of the heme group and is not due to a *Trp-to-heme
FRET. Because a phototriggered Trp '“-to-heme electron trans-
fer was already reported for ferric Mbs (40) and because the

*Trp decay times are almost invariant for all Mbs ( S| Appendix,
Table S1), this suggests that a photoinduced Trp'*to-heme
electron transfer also occurs in the ferrous deoxy-Mb. The
resulting low-valent heme could be either an Fe' heme or an Fe" -
porphyrin -anion radical [Fe " (porph™ )] complex, if the ad-
ditional electron resides on the porphyrin ring (59-63).

Several studies were performed, with a wide variety of tech-
niques, on low-valent iron complexes, both as Fe'-porphyrin and
Fe' (porph® ") (42, 53, 54, 60 -64). However, a large part of these
studies focuses on tetraphenyl-porphyrins (TPP) and octaethyl-
porphyrins (OEP) in organic solvents (61, 64). It was concluded
that formation of Fe'-porph or Fe' (porph® ) depends sensi-
tively on the relative energy of the iron d,f_,,2 orbitals and the
porphyrin eg orbitals (SI Appendix, Scheme 51) (62). One way to
experimentally affect the relative energies of these orbitals is
substitution of the hydrogens in the porphyrin meso positions
(e.g., in TPP and OEP) (62). If electron-withdrawing substituents
are introduced in the ring, the energy of e, orbitals will decrease,
making the n-anion radicals more likely (62). On the other hand,
if electron-donor groups are present in the ring, the energy of
the e orbitals will become higher, leading to Fe' complexes (62, 63,
65). In the case of the Fe " (porph® ") species, absorption spectra
display a broad band centered at® 700 nm and K450 nm, and the
Q and Soret bands disappear (62).

The LL photoproduct absorption spectrum (Fig. 3 C) is
obtained by subtracting the GSB contribution to the transient
signal at 900 ps (Fig. 3B). It is comparable to the absorption
spectrum of the reduced Fe"-(NO ,-OEP), which generates a
porphyrin m-anion radical (62), bearing in mind that this com-
parison is qualitative as the porphyrin, the solvent, and the en-
vironment differ. In Fig. 3 C, the Soret band and the Q band are
nearly vanished and new bands arise around 450 nm and 600 nm.
This comparison leads us to conclude that the anion radical
Fe' (porph® ") is formed.

This is further supported by cryo-radiolysis experiments (41,
42). EPR/ENDOR studies of Mb at  E70 K show that upon y-ray
irradiation, a mixture of Fe '-Mb and Fe" (porph® ")-Mb is gen-
erated, in a 9:1 ratio (42). The authors suggested that different
conformations in the frozen protein complexes might explain the
simultaneous observation of both species. Annealing experiments
hint at the possibility that the decay of Fe' species could involve
intramolecular electron transfer, leading to the formation of

315 nm Excitation

— 500 ps
I T
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= 900 ps
T

N
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Fig. 3. Comparison of transient spectra of deoxy-Mb at 900 ps pump -probe
delay time, obtained upon 315-nm (A} and 290-nm ( B) excitation. C reports
the spectrum of the LL photoproduct obtained by subtracting the bleach
contribution from the LL transient shown in B.
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Fe" (porph® ) (42). The latter results suggest that the e gand d,”. o
orbitals are close in energy, leading to the Fe" (porph® J when the
system has the possibility to relax. Low-valent heme species, their
nature, and relevance under physiological conditions were also
investigated in theoretical studies (43-45), which also suggest
formation of an Fe" (porph® ).

The photoproducts of *Trp '*-to-heme electron transfer can be
TroH B+ or *TrpH ®* and Fe" (porph® ) or * Fe " (porph®-).
Because the transient spectra at delay times >40 ps do not dis-
play any changes (except for a small vertical offset due to *Trp’
and *Trp ' ESA), it is safe to assume that the Fe " (porph®")
product is generated. In the opposite case [generation of
*Fe " (porph™ )] different spectral features should have been pre-
sent in the transient spectra, together with their evolution. Further,
if TrpH ® IS generated, an ESA feature at 560 nm [absorption band
of TrpH ®* (66)] should arise with the *Trp ' decay time; ifinstead
*TrpH ®* is generated, some transient features should appear
somewhere in the probing region (note that no information is
available on *TrpH ¥ * absorption bands, but an ESA feature should
at least show up in the probed region). However, despite this fact,
the transient spectra do not display any ESA feature around 560 nm,
suggesting that the molar extinction coefficient of the generated
TrpH 2 (or *TrpH ®7) is too small to detect the produced species.
This is in line with the results on MbCN and met-Mb, in which the
Trp radical cation was not detected either in its ground or in its
excited state (40). Of course, if the signals of the products in their
excited state fall outside the region of our probe and/or they decay
to their ground state on a timescale that is too fast to be measur-
able with our setup, these considerations are no longer valid.

To estimate the quantum yield (QY) for electron transfer, the
deoxy-Mb static spectrum (SI Appendix, Fig. S1) has been
rescaled to the GSB amplitude of the LL transient spectrum at
900 ps, allowmg a rough estimate of the proportion of Mbs with a
Fe" (porph® -) heme. The obtained value was divided by the total
amount of excited Trp' residues (details are given in SI Ap-
pendiy. We find that ®30% of photoexcited Trp '¥s relax via
electron transfer to the heme whereas the remaining ones relax
via FRET. Because there are only these two parallel relaxation
mechanisms, we can apply the relationship QY = ke/(Z; |) to
obtain an estimate of the ke leading to ket = 1/1oe= 1.7 X 10” 10
(Ter = 60 ps). These values are similar to the ferric Mbs, where
the QY was found to be B40% (40), implying ket = 1/Ter = 3.3 X
10719 571 (1 = 30 ps). More insights into the *Trp '*-to-heme
electron transfer reaction in ferrous Mbs could be obtained
using Marcus theory (ref. 67 and SI Appendix, section SIl.4 ).
However, too many parameters are unknown in the present case,
hindering a deeper analysis of the Marcus region in which this
electron transfer occurs.

The reported absence of *Trp fluorescence quenching in apo-
Mb (27) highlights the strong affinity of *Trp to undergo energy
and electron transfer to the heme. Given the similarity in yields
and timescales for ferric and ferrous Mbs, it seems that the *Trp-
to-heme electron transfer is not determined by the oxidation
state of the iron ion, and therefore the interaction between *Trp
and the porphyrin is the main cause for *Trp deactivation and
thus for electron transfer to occur. We thus predict that in the
ferric case, the prime acceptor of the electron is the porphyrin,
even if at a subsequent stage it develops an F¢ center.

Zhong and coworkers investigated Trp fluorescence quench-
ing in proteins by interresidue and interhelical electron transfer
and identified carbonyl- and sulfur-containing residues as quench-
ing groups (24). Although a glutamic acid residue is present in the
vicinity of Trp % in Mb, it is oriented toward the solvent, so we do
not consider it playing a role. Rather, we believe that a possible

1. Gray HB, Winkler JR (1996) Electron transfer in proteins, Annu Rev Biochem 65:

537-561.
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pathway for a single-step electron transfer from *Trp ' to the heme
can involve Leu®, which is in van der Waals contact with Trp ' and
Val ®® (S| Appendix, Fig. S7).

Having identified a Trp '*-to-heme electron transfer in ferric
(40) and now in the ferrous deoxy-Mb and given the fact that the
Trp fluorescence lifetimes are invariant in all Mbs ( SI Appendix,
Table S1), we anticipate the process to also be present in ligated
ferrous Mbs. Hemoglobin (Hb) has six Trp residues: one in each
a-subunit (a14) and two in each B-subunit (15 and B37). Quite
remarkably, their fluorescence lifetimes (68, 69) are comparable
to the Mb values in S| Appendix, Table 51 . As a matter offact, in
deoxy-, oxy-, and carboxy-Hb, the Trp residues are at typical
distances of 13-18 A from a heme porphyrin, which is compa-
rable to the Trp '*~-heme distance of 15.1 A in Mb. We predict
that a Trp-to-heme electron transfer also occurs in hemoglobins.

An extreme case of Trp fluorescence quenching in heme pro-
teins was found for ferrous and ferric cytochrome ¢ (Cyt <) with,
respectively, decay times of 350 fs and 770 fs (57, 58). Trp is at van
der Waals distances of the porphyrin (3-5 A; SI Appendix, Fig. S8)
in Cyt ¢, but the Trp quenching was clearly identified as being due
to FRET, at least to 85%. In this case the FRET may well be
mediated by an exchange (Dexter) mechanism, in which the donor
loses an electron from its excited state that is donated back to its
ground state by the acceptor. In the light of these and the present
results, it seems that electron transfer can compete with FRET
only when the latter is less efficient (due to distance and orienta-
tion of the donor/acceptor dipoles) and/or when residues between
the Trp and the porphyrin are present that can mediate it. In any
case, more studies are needed to fully understand the competition
between FRET and electron transfer in hemoproteins.

Conclusions

Femtosecond UV-visible transient absorption experiments were

performed on deoxy-Mb for excitation wavelengths near 300 nm.
They reveal the formation of a long-lived photoproduct, which

results from a *Trp '*to-heme electron transfer with a quantum
yield of B 30%. This species is an Fe " —porphyrin m-anion radical

that has a lifetime exceeding our measurement window of 1 ns.
To our knowledge this is the first observation of such a low-
valent heme complex under physiological conditions, although
their existence and biological importance as intermediates in the
production pathway of active species in cytochrome P450 (43) as
well as for CO ; reduction (44) were discussed earlier.

The similarity to our previous results on ferric Mbs (40) and
the invariance of the *Trp lifetimes for all myoglobins suggests
that the *Trp '*-to-heme electron transfer is likely operative in
the ligated ferrous Mbs.

We propose a single-step tunneling ‘?Bathway for the electron
transfer that involves the Leu® and Val ®® residues that lower the
tunneling energy. Finally, as previously stressed (40, 70), care is
advised when using *Trp fluorescence as a spectroscopic ruler,
assuming that its fluorescence decay is due to FRET. This is
surely an important tool in studies of protein dynamics but more
often than previously thought, parallel electron transfer path-
ways may also contribute to its quenching.

Associated Content

Sample preparation, optical setup details, power dependence, data
analysis details, and extra figures are available in SI Appendix.
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