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Abstract

During the last 50 years miniaturization became a key element in human history, since it

opens doors for manufacturing new devices that enhances the quality of human life. Camera

and imaging systems are following this miniaturization trend as well. Meanwhile, in the

imaging domain, usage of multiple aperture camera systems are gaining significance in every

aspects of daily life such as entertainment, surveillance, and medical imaging field. Many

works focus on multiple camera panoramic and wide field of view imaging systems in industry

and academia. Insect vision is the magnificent example of natural multi-aperture wide angle

of view imaging systems. There are many attempts to mimic the insect vision capabilities.

Current multi-camera systems that are utilizing off-the-shelf components are big in scale and

the miniaturization limits are not explored. On the other hand, the multi-aperture systems

fabricated using micro-machining techniques cannot meet high resolution requirements due

to the micro-machining precision and optical limitations.

This thesis discloses a set of methods to enable development of miniaturized, multiple

camera, large angle of view imaging systems. A second target is to explore the smart vision

capabilities of the proposed imaging system such as detection of object boundaries by using

multiple camera overlapping field of views.

The main methodology is combining the real-time image processing techniques with

off-the-shelf miniature cameras. The presented work includes the methods for combining

many miniature cameras mechanically to have a compact vision system similar to the insect

eyes. Moreover, image processing techniques for creating high quality panoramic images and

extracting useful information from the multiple camera images are applied.

Furthermore, digital hardware system design methodologies are implemented for real-time

panoramic video generation from the multiple camera video streams. FPGA implementation

of the methods are performed and tested. Migration of the system from FPGA to ASIC design

is achieved in 40 nm technology node.

In the scope of the thesis work, the proposed methods are implemented and tested by

constructing a 5 mm radius hemispherical compound eye, which is capable of imaging a

180◦×180◦ field of view at 18 mm radial distance.
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Abstract

An FPGA implementation of the image processing system is performed, which is able to

generate 25 fps panoramic video with 1080×1080 pixel resolution at a 120 MHz processing

clock frequency. When compared to the insect eye mimicking systems in literature, the system

proposed features more than 1000× resolution increase within the same or even smaller

physical dimensions.

What is more, by utilizing fiber-optic technology, a built-in illumination capability is added to

the compound eye. This is the first time that a compound eye with built-in illumination idea

is reported.

With this work, the current limits of off-the-shelf component based methods in terms of

physical dimension and resolution are explored for multiple aperture, miniature insect eye

mimicking vision systems. The system is tested inside a human colon model for endoscopic

applications like colonoscopy where there is a need for large field of view high definition

imagery. The possible applications are not limited to medical domain and due to its miniature

size and high quality video capabilities, the proposed methods and the system built can be

utilized in search and rescue systems and robotic applications.

Keywords: real time, image processing, FPGA, ASIC, multiple camera, insect eye, compound

eye, miniaturization, colonoscopy.
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Résumé

Au cours des 50 dernières années , la miniaturisation est devenu un élément clé dans

l’histoire de l’homme puisqu’elle permet la fabrication de nouveaux dispositifs augmentant

sa qualité de vie. Les caméras et systèmes d’imageries actuels suivent aussi cette tendance

de miniaturisation. Entretemps, l’utilisation de systèmes à caméras multiples gagne en

importance dans tous les aspects de la vie quotidienne de l’homme tels que le divertissement,

la surveillance et l’imagerie médicale. En effet, beaucoup de travaux sont concentrés sur

le développement de systèmes d’imagerie panoramiques à caméras multiples et à large

champs de vision. La vision des insectes est l’exemple parfait d’un système d’imagerie à

ouvertures multiples et à grand angle de champ. Il y a d’ailleurs beaucoup de tentatives à

imiter les capacités de la vision des insectes. Les systèmes multi-camera actuels utilisant

des composants du commerce sont volumineux et les limites de la miniaturisation ne

sont pas explorées. Or, d’un autre côté, les systèmes à ouvertures multiples fabriqués par

des techniques de microfabrication ne peuvent atteindre une haute résolution dues à

leurs imprécisions et aux limitations optiques. Ce travail de thèse divulgue un ensemble

de méthodes permettant le développement de systèmes d’imageries miniaturisés à

caméras multiples et à grand angle de champs. Un second objectif est d’explorer les capacités

de visions intelligentes du système proposé tel que la détection automatique d’objets d’intérêt.

La principale méthodologie est de combiner les techniques de traitements d’images temps

réel avec des caméras miniatures disponibles dans le commerce. Le travail pésenté inclus les

méthodes permettant de combiner mécaniquement une multitude de caméras miniatures et

d’avoir un système de vision compact similaire aux yeux composés d’insectes. De plus, des

techniques de traitement d’images sont appliqués afin de créer des images panoramiques de

hautes qualités puis d’en extraire des informations utiles.

Par ailleurs, des méthodes de conception matérielle numérique on été implémentées pour la

génération de vidéos panoramiques à partir de multiple flux video des caméras. Ces méthodes

ont été implémentés et testés sur FPGA, puis une conception ASIC du système a été réalisé.

Dans le cadre de ce travail de thèse, les méthodes proposées ont été implémentées et testées

en construisant un œil composé hémisphérique de 5mm de rayon, capable d‘acquérir des

images selon un angle de champ de 180◦×180◦ à une distance radiale de 18 mm.
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Résumé

Une implémentation du système de traitement d’image a été réalisé sur FPGA, capable

de générer de la vidéo panoramique à 25 images par secondes avec une résolution de

1080× 1080 pixel, cadencée à une fréquence d’horloge de 120 MHz. Comparé aux autres

systèmes imitant l’œil composé publiés jusqu’à maintenant, le système proposé présente une

amélioration de la résolution d’un facteur 1000 pour une même taille physique, voir plus petite.

De plus, une illumination intégrée a été rajoutée à l’œil composé en utilisant la technologie

fibre optique. C’est la première fois que l’idée d’un œil composé avec sa propre illumination

intégrée est rapportée.

Avec ce travail, les limites actuels en termes de dimensions physiques et de résolution des

méthodes basés sur des composants du commerce sont explorés pour des systèmes de vision

imitant l’œil d’insecte. Le système a été testé à l’intérieur d’un modèle de colon humain

pour des applications endocopiques tel que la colonoscopie qui requiert une imagerie avec

un grand angle de champ et une résolution élevé. Les possibles applications ne se limitent

pas seulement au domaine médicale. La taille miniature et la capacité à acquérir des vidéos

de haute qualité de ce système peuvent aussi être utilisés pour des systèmes de secours et

sauvetage ou des applications robotiques.

Mots clefs : temps réel, traitement d’image, FPGA, ASIC, caméras multiples, yeux d’insectes,

œil composé, miniaturisation, colonoscopie.
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1 Introduction

In World War II, during the bloody Normandy landings, famous with the name D-day, number

of lives lost was estimated as 10000. Today, each year, in 1 week that many people are dying

because of bowel cancer. This means while you are reading these lines for a minute time

interval, 1 person lost his/her life because of colon cancer. In last 50 years there are many

efforts focused on offering new vision systems to have a better vision inside human body

to solve such problems. For improving the detection rate of the cancer suspicious tissues,

which are named as Polyps, large angle field of view (FOV) vision systems with smart vision

capabilities are one of the key directions. Multiple aperture camera systems are one of the

members of the vision systems family which offer large angle and smart vision features.

Since they are not only providing large angle of view but also offering unique information

by providing images from different view points, they are becoming alternative to the single

camera large optic imaging systems.

During the last 50 years, miniaturization became a key element in human history since it opens

doors for manufacturing new devices that enhance the quality of human life. Camera and

imaging systems are following this miniaturization trend as well. Meanwhile, in the imaging

domain, usage of multiple aperture camera systems are gaining significance in every aspects

of daily life such as entertainment, surveillance, and medical imaging fields. Many works are

focused on multiple camera panoramic and wide field of view imaging systems in industry

and academia. As in every scientific development, nature is the first place to investigate

for miniaturized multiple aperture vision as well. Insect vision is a magnificent example

of multi-aperture wide angle of view imaging systems. There are many attempts to mimic

the insect vision capabilities. Current multi-camera systems that are utilizing off-the-shelf

components are big in scale and the miniaturization limits are not explored. On the other

hand, the multi-aperture systems fabricated using micro-machining techniques, cannot meet

high resolution requirements due to the micro-machining precision and optical limitations.

This thesis discloses a set of methods to enable development of miniaturized, multiple camera,
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Chapter 1. Introduction

large angle of view imaging systems. A second target is to explore the smart vision capabilities

of the proposed imaging system such as detection of objects boundaries by using multiple

camera overlapping field of views. In the remaining of this chapter, recent developments

in the field and the sources of inspiration for this work with some specific life problems are

explained in brief.

1.1 Multi-camera panoramic imaging

Panoramic imaging with multiple cameras has become a trend in the recent years. There is a

wide variety of multi-camera panoramic imaging systems used in different applications such

as large area surveillance, 360◦ video capturing or telepresence. Examples for such kind of

systems are : Ladybug5 camera from Pointgrey [1], which is a 6 camera system with a 197 mm

diameter cylindrical case with 160 mm height. The system can provide 2048×2448 360◦×162◦

panoramic video stream at 10fps with 6 cameras of each 5 MP. Another recent system is

from Nokia named as ozo [2], 360◦ × 180◦ full spherical camera with 8 2Kx2K resolution

cameras. Another semi-panoramic camera is Panacast [3] from Altia systems, with around

10 cm diameter, 3 cameras giving an output of 4K resolution at 180◦×54◦ field of view (FOV).

There are also different applications with spherical cameras for entertainment purposes like

[4, 5]. In all these solutions dimensions are ranging from 60 mm-200 mm in diameter. They

are bulky systems and designed for far field imaging, and they cannot be considered for the

applications which need miniaturized panoramic imaging systems.

1.2 Miniaturized panoramic imaging

Miniaturization in general is the key trend for many years in different areas of interest in

human life. Different aspects of miniaturization in different fields are driven by these trends

and needs. In imaging and vision systems, with the interest in mobile applications, robotics

and medical systems, the miniaturization concepts have been developed and improved in the

last century.

In the field of robotics the recent developments of the drones bring new requirements for

machine vision systems utilized in drone applications [10]. Since such flying vehicles are

light-weight, power-limited systems and requires large FOV imaging, miniaturized panoramic

imaging solutions are becoming crucial for such systems. Likewise, in the mobile phone and

handheld-devices industry, there are many new systems attempted to add the panoramic

imaging capabilities to the new generation mobile devices [11]. Again, the device sizes are

becoming the key aspect in this area. Hence, there is a need for panoramic miniaturized

imaging solutions in this field. Some of the example solutions from different providers to the

applications in the drone and smart phone fields are illustrated in Fig.1.1.

In addition to the mentioned applications above there are also certain applications in the

medical imaging field, which requires panoramic imaging. Colonoscopy and Laparoscopic
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1.2. Miniaturized panoramic imaging

(a) Example for panoramic imaging in drones (b) The current solutions for panoramic
imaging in smart phones

Figure 1.1 – Different areas of interest for panoramic miniaturized imaging systems (a) 360◦

drone from photosiphone company, image from [6] (b) different panoramic imaging solutions
with wide angle optical systems, from GoPano [7], Kogeto [8], and the Bubblepix [9] companies
from left to right.

surgery are very well defined applications as an example of these applications. In Laparoscopic

or minimal invasive surgery (MIS) where an imaging device is inserted into human body trough

a minimal hole, it is crucial to have miniaturized imaging and capability of large FOV to be

able to see the whole surgery area. Therefore, the need for miniaturized panoramic imagery is

a desired requirement. Current systems in MIS domain utilize relatively small field of view

cameras and need movement of the imaging equipment during operation to see certain areas

on the area of interest.

Each year, over six hundred thousand people lose their lives due to the colon cancer in

the world [12], which means more than 10000 deaths per week in average. Even though

the colonoscopy examination procedures are applied, there is a certain amount of miss

rate in colonoscopy procedures due to narrow field of view (FOV) imagery employed in

current systems. To illustrate the problem in colonoscopy, in Fig.1.2 a simplified sketch is

represented for the problem of narrow field of view in the colonoscopy applications. Since the

human colon has a folded structure, while the colonoscope moves toward the colon, it misses

the behind-fold regions at the peripheral areas with respect to the forward and backward

movement of the colonoscope.

In Table-1.1, a feature comparison of the current colonoscopy devices from different
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Figure 1.2 – The problem of narrow field of view in colonoscopy applications.

companies, Olympus, Avantis, Endochoice, Naviaid and Giview is given. For example, the

solutions from Endochoice [13] and Avantis [14] utilize 3 cameras and do not have a compound

panoramic image which ends up with 3 separated windows. Hence it results in difficulty for the

operator to follow the whole imaging area. Other solutions from Naviaid [15] and Giview [16],

utilize parabolic-like mirror solutions. Their monolithic optical solution occupies the whole

diameter of the colonoscopy device due to their size and does not allow any working channels,

which is required to remove the polyps or make small operations during examination. A

recent solution from Olympus [17] accommodates a forward large angle of view lens and a

surrounding parabolic mirror. The solution has a large FOV reflected onto a single image

sensor, which makes it limited to the single image sensor’s resolution. Therefore, the works

and attempts from different companies show that there is a certain need for wide FOV imaging

in colonoscopy domain.

Table 1.1 – Current solutions for panoramic colonoscopy

Company Solution #
cameras

FOV multi-camera
image processing

Main Drawbacks

Olympus
[17]

large FOV optics 1 N/A no
single camera

limited resolution
Endochoice

[13]
multi-camera 3 330◦×330◦ no

seperated windows
hard to follow

Avantis
[14]

multi-camera 3 330◦×330◦ no
seperated windows

hard to follow
Naviaid

[15]
large FOV mirror 1 180◦×180◦ no

size doesn’t allow
working channel

Giview
[16]

large FOV mirror 1 180◦×180◦ no
size doesn’t allow
working channel

From the applications and needs from the real-world problems, the first question seeking for

an immediate answer is how to have a wide FOV or (panoramic) imaging system, which has

relatively high resolution in a limited volume that can fit into commercial applications like

flying drones, smart phones and medical applications like colonoscopy and minimal invasive
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Figure 1.3 – Anatomy of an insect eye, image from [20]

surgery.

1.3 Insect Eyes

The nature has its solutions for panoramic imaging. The compound eye structure of insects

is a good example of this kind of solution, which has been a topic for biologists. In Fig.1.3,

the structure of an insect eye is shown. The insect eyes, at their outer shell, have small lens

facets adjacent to each other, looking into different directions. In this way, they have the 360◦

complete vision of their surrounding world. According to their type of vision, they have one

or more sensors named as rhabdoms under each lens. Each unit with a lens and sensor is

called as ommatidia. These units collect light from different angles with the help of their

lenses and turn the absorbed light into a signal with the corresponding sensor and interpret

the information in their brain [18].

The types of insect eyes are divided into different categories according to the way they form

the image. These types are apposition, optical superposition and neural superposition [18, 19].

In apposition type, the lens and sensor pairs are separated from neighboring pairs forming

a small portion (1◦ − 2◦) of the full field of view. In optical superposition type, the light

collected by adjacent lenses are focused and superposed optically on each of the neighboring

sensors, creating a lumped information of the surrounding light field on each sensor. In neural

superposition type, the sensor signals from the adjacent cell rhabdom are superposed in the

signal domain on the way to the brain or inside the brain. The illustration is given in Fig. 1.4

for the different kinds of insect eyes.
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Figure 1.4 – Insect eye types according to their image formation, image redrawn from [19] (a)
apposition (b) optical superposition (c) neural superposition type

1.4 Bio-mimicking problem of insect eyes

There are many attempts made to copy the insect eyes from nature to design vision systems

for large FOV or panoramic imaging. The main reasons for mimicking these natural vision

systems can be counted as follows. First of all, insect eyes provide large FOV. When compared

to the single wide FOV lens camera-type eyes, they provide more scalability and uniform

resolution. Due to the distributed behavior, they provide fast decision information. However,

they have main drawbacks as the limited resolving capability due to the limited size and

optical limitations like diffraction. There is a review [21], which states that blind one-to-one

mimicking of the insect eyes is not the best approach. Thus, a system which is both small in

dimension and has high resolving capability and large FOV is not an easily achievable design.

The mentioned trade-off items are forming a search space for insect eye mimicking problem.

This is one of the main driving motivations for this thesis to search and find an optimal solution

for having a miniaturized high resolution and large field of view imaging system. This imaging

system is ornamented with its optical and electronic components to provide a real-time video

capability (minimum 25 frames per second) as well. Therefore, the main goal is to propose a

set of methods for designing and manufacturing insect-eye inspired large FOV multi-aperture

systems. As a following objective, it is aimed to explore the size and the quality limits of the

methods proposed.
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1.5 Contribution of the Thesis

In this thesis, a set of methods for generating multi-camera miniaturized 360◦ × 90◦ or

180◦ × 180◦ field of view imaging system are proposed. Different uses of the overlapping

field of views of the cameras are proposed and tested as image processing methods. For a

complete solution with the proposed image processing techniques, hardware system designs

are performed, implemented and tested for generating real-time panoramic video output from

the multi-camera system. Both FPGA (field programmable gate array) and ASIC (application

specific integrated circuit) implementation of the hardware systems are achieved. This is

the first time such a system with the resulting capabilities is proposed, manufactured and

tested for endoscopic applications. Moreover, with the achieved size and resolution results,

the methods and designs can be extended to the robotic and smart-phone applications. The

details of the contributions are described below.

Analysis of design requirements for miniaturization An analysis of the previous methods

for component integration level multi-camera systems is done.

A camera placement method optimized for component sizes and miniaturization is proposed

for generating millimeter scale opto-mechanical hemispherical imaging apparatus in 10 mm

diameter with fiber-optic illumination capability. A prototype for the mechanical housing

of the multi-camera system according to this model is designed, manufactured, assembled

and verified. The multi-camera imaging apparatus is integrated to the designed digital image

processing hardware system; functionality and capability of the dome is verified by this way.

Illuminating compound eye for endoscopy A distributed illumination for the designed

compound eye is introduced within the system created. There are no built-in illumination

capability reported before for the compound eye systems. In this way, an active illumination

type compound eye is created, which gives opportunity to work in dark environments like

in-vivo applications.

Image processing algorithms for multi-camera imaging Inspired from neural

superposition of the insect eyes, proposal of an inference method for generation of compound

panoramic image from multiple camera information is presented. Different methods are

proposed taking advantage of information from overlapping FOV of multi-cameras, which

is not possible to be achieved by its single camera counterparts. These methods can be

listed briefly as: utilizing parallax information as object edge features, using the inter-camera

differences as quality measure, and using the overlapping camera intensity values as evidence

for generating a final compound panoramic image.
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Miniaturization at electronic circuit and systems level Design of a digital system for

real-time panoramic video generation on FPGA is achieved. The components of the digital

system are minimized and designed to be compatible for migrating to an application specific

integrated circuit (ASIC). The FPGA system is run and verified on Xilinx VC707 FPGA board.

Following the FPGA design and verification, the digital system is migrated to ASIC design using

a 40 nm technology node.

Work done on big scale devices Apart from the contributions on miniaturized systems,

design of a very high resolution panoramic image acquisition system is performed for large

area surveillance. The system is designed, assembled, manufactured and tested on the field.

1.6 Thesis organization

This thesis is structured as follows. Chapter 2 explains the state-of-the-art miniaturized and

panoramic imaging systems and preliminary information that are used as a base for some parts

of the work presented here. Chapter 3 explains the analysis and details for modeling the insect

eye for miniaturization with pinhole cameras. The camera placement methods are revised and

an optimization of the camera placement method for the target system is disclosed. In Chapter

4, the image processing contributions for generating seamless compound panoramic image

from multi-camera images are described. The methods take the advantage of multi-camera

overlapping field of views are presented. Chapter 5 discloses the real-time digital circuit and

system design and implementations for the fabricated miniature compound eye. In Chapter 6,

details of ASIC design for miniaturization at electronics level are given. In Chapter 7, the work

done on the macro-scale multi-camera devices is presented. Chapter 8 concludes the thesis

and includes some future perspectives for further research directions with a discussion.
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2 State of the Art and Preliminaries

In this chapter, state of the art for miniaturization of insect eye mimicking systems as well as

multi-camera systems are discussed. Moreover, the current solutions for the applications

are presented where panoramic or large field of view (FOV) miniature imaging systems are

required. Then a brief discussion on the current implementations of the real-time image

processing techniques for multi-camera compound panoramic image reconstruction is given.

Finally, the new directions taken in the sphere of the thesis and the variations between the

current work and the previous works have been explained in detail.

2.1 Wide Field of View Imaging

In general the wide FOV imaging systems can be classified into 3 main groups as shown in

Fig.2.1.

In the first group the well-known pan-tilt-zoom (PTZ) type cameras are used [22]. Generally

PTZ cameras are utilized for large area surveillance. They have a single camera which can

be rotated in 3 axis. In this way the system can scan and have the panoramic image of the

visualized environment. The main drawback of such systems is that they cannot capture all the

directions concurrently and cannot create a 360◦ FOV video in real-time. Also miniaturization

for such systems needs complex and high precision micro-machining due to the movable

parts.

Another group of methods for wide FOV imaging includes single wide lens or mirror based

solutions like fish eye lens [23]. There are also works in which miniaturization of such systems

are considered. For example in [24], a miniaturized hyperbolic mirror based solution is

proposed for flying robot applications. They achieved a 128x64 resolution wide angle of

view imaging system in a 14.4 mmx11.4 mmx11.4 mm cubic shape. In [25] and [11], a

miniaturized lens technology is proposed for large field of view endoscopic imaging and
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Figure 2.1 – Wide FOV imaging classification

consumer electronics. The authors reported a 6.5 mm diameter and 3.25 mm high cylindrical

lens solution without the electronic components. The general drawback of such solutions

is that they are limited to the resolution of a single image sensor under the monolithic lens

optics and they have high level of distortion due to the optical design. Also they don’t have the

multi-view point capabilities such as uniform resolution distribution in real-time or depth

sensing.

2.2 Multi-aperture imaging

The multi-aperture imaging is another alternative for wide FOV imaging and is also in the

scope of the work represented in this thesis. In multi-aperture imaging systems, more than

one optical axis and more than one sensing elements are utilized, resulting in a compound

imaging system. The surrounding light field that is in the FOV of the compound imaging

system is captured and sensed by the multiple light gathering elements. This configuration

is also named as Plenoptic camera [26]. This type of imaging systems are generally designed

in a planar fashion [27] and methodologies for image reconstruction from plenoptic camera

arrays are proposed in literature [28]. Wide field of view plenoptic camera variants are gaining

significance. In the following sections methods which are based on multi-camera imaging are

analyzed in detail.

2.2.1 Miniaturized insect eye mimicking systems based on micro-machining
techniques

This group of methods based on one-to-one morphological replica of the natural insect eyes.

They usually try to mimic the natural counterparts by focusing on designing and replicating
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the smallest units, ommatidias with the help of micro-machining methods and planar and/or

curved electronic sensors.

The microlens array based solutions can be classified into two main groups according to

their shape as planar (2 dimensional-2D) and curved (3 Dimensional-3D). The planar shape

solutions [29–33] are limited in terms of field of view but they are easy to fabricate when

compared to the curved ones. Due to their planar nature, 2D systems are far away from

providing 360◦ FOV.

The other group in the literature, 3D or curved type microlens based implementations began

to be developed more recently [21, 34–37].

In [35], an optical solution with 3D microprism array and a 2D microlens array on top of a 2D

sensor array is proposed. They utilized complex and high precision micromachining processes

such as regular diamond turning, diamond broaching, slow tool servo and micromilling

processes. The diameter of the optical system was implemented as 20 mm. The authors

did not report an assembly with a sensor array but they made measurements with a charge

coupled device (CCD) array based camera with regular zoom optics.

In [38], a multi-aperture insect eye inspired system is described. Their design is inspired by

housefly with a main objective of improving motion detection capability of insect eye inspired

imaging systems. The design presented in [38], utilizes a lens-fiberoptic pair to mimic each

facet of the compound eye of the insects. As sensing elements they utilized photodarlington

devices, which are simple light capture elements generating output current proportional to

the gathered light. Although the authors reported improvement in motion detection capability,

they reported a 7-pixel resolution in a diameter around 13 mm.

In [36], a methodology is introduced for multi-lens curved imagers and authors proposed

integration techniques of elastomeric compound optical elements with thin silicon photo

detectors and a method for deforming these integrated sheets to get hemispherical surfaces.

They reported a number of 180 bio-mimicked ommatidias, capable of imaging in a 360◦×80◦

degree field of view and physical dimensions around 12 mm in diameter. Authors compare

their image definition capability with the eyes of fire ants (Solenopsis fugax) and bar beetles.

They have also reported ray tracing simulation results but not real captured images with their

proposed imaging system. Although this approach is promising for further miniaturization, it

lacks of the trade of between the number of ommatidias and physical restrictions for building

the photo detector and the lens of each ommatidia.

In [37] another micro machining approach is proposed. In their system they have

achieved 180◦×60◦ with 630 ommatidias on a partial cylindrical shape and they reported

interommatidial angle of ∆φ = 4.7◦ and acceptance angle of ∆ρ = 4.7◦. Their methods are

based on complex integration and fabrication techniques. While the final spatial resolution is

not notably large, the main advantage of this solution is reported as the high frame rate which

allows optical flow estimation. The details of the system are also described in [39].
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Both [36] and [37] are combination of micro-lens and micro-integration based methods, which

are trying to copy natural insect eyes one to one basis. Therefore, as the insect eyes in nature

have some limitations, the aforementioned methods also display similar diffraction limitation

problem [19] which leads to low resolution with the given limited diameters [18, 40]. Because

of this problem, although they are promising for further miniaturization from the mechanical

and manufacturing point of view, these blind mimicking methods have to tackle with the need

of relatively high resolution despite the diffraction limit of the individual lenses.

Table 2.1 – Summary of curved optics/electronics based solutions for multi-aperture insect
eye imaging.

Solution #
of pixels

Field of view size (diameter) frame rate

[35] N/A 180◦×180◦ 20 mm N/A
[36] 180 330◦×330◦ 12 mm N/A
[37] 630 180◦×60◦ 12 mm 300 fps

2.2.2 Component integration based methods and image processing for
panorama generation

There are off-line software implementations based image features on image bundle

adjustment and local alignment [41], usually for cylindrical or 1 dimensional camera

arrangements, or extended versions for 3D camera arrangements [42]. There are methods

using different feature extraction approaches for the alignment like scale invariant feature

transform (SIFT) [43], speeded-up robust features (SURF) [44]. Since these methods are

invariant to scaling, illumination and rotation of the multiple views, they result in high quality

and seamless panoramic mosaics. There are many software based panorama generation

schemes proposed using these methods [45–47]. Although there are attempts [48, 49] to

implement these algorithms for real-time video generation, they are still memory hungry and

far from utilizing for multi-camera panorama generation and hardware implementation for

miniaturized single application specific integrated circuit (ASIC) system implementation.

In [50], a design which includes a pre-processing calibration for intrinsic and extrinsic

parameters of 5 cameras has been proposed. Their system accommodates a cylindrical

5-camera array and one camera for the top view. They describe an alignment method for the

images captured from 5 cameras in lateral circular arrangement and a blending scheme at

the camera overlap regions similar to methods in [41, 42]. They make a mapping of the image

video frames on to a cylindrical projection and keep them on external dynamic random access

memory (DRAM). Moreover, the maximum frame rate is 15 fps due to the limited bandwidth

of the memories. Thus, their design is far from 25 fps real-time video and miniaturization due

to the bulky external memories.

In [51], a 6-camera system in a cylindrical arrangement is represented. They used a
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Lucas–Kanade algorithm [52] based approach for extracting extrinsic camera parameters

and used graphic processing unit (GPU) based system on personal computer (PC). Their

system is in the order of 30 centimeters diameter due to the bulky single cameras they use.

Since their system also needs big memory resources at gigabyte order of magnitudes, the

compatibility for miniaturization is not feasible.

In [53], a combination of mammalian vision and insect vision is proposed. It is a 3-camera

array and the authors focused on the lens design for individual image sensors and the image

processing is done offline by using free stitching software. They reported a maximum FOV

of 130◦ degrees and final pixel resolution of 643×366 but not a real-time panoramic video

construction capability.

As a conclusion, the component integration based methods are capable of providing high

spatial resolution. Many methods proposed for panoramic compound image reconstruction

by using systems designed with off-shelf component based multi-camera systems. However,

the methods proposed for designing multi-camera systems are not optimized and utilized

for miniaturized large filed of view imaging. This is mainly because of two reasons. For some

of the solutions the real-time image processing demands could not be met by the proposed

panorama reconstruction algorithms. And the second reason is that, for the ones which meet

the real-time constraints, with the utilized bulky component sizes, miniaturization is not

considered.

2.3 Large FOV imaging for medical endoscopy

There are many studies that show the need of large field of view, or panoramic imaging

capability for endoscopy [25, 54–59]. Most of these systems are optical solutions with either

mirror or wide angle lens based solutions. The main drawbacks of these solutions are limited

resolution, optical distortions and lack of multi-perspective view. In [60], new technologies

to overcome the narrow field of view problem in colonoscopy procedures are reviewed. One

group of these emerging technologies in the market does not have the capability of giving a

compact view [13, 14]. Hence, it leads to an increase in the diagnostics time [61]. The other

group which has limited resolution capabilities, nonuniform resolution and optical distortions

uses mirror or lens based solutions [15–17]. The latter group does not offer multi-point view

capability to have 3D imaging capabilities either.

In the capsule endoscopy domain, there is a recent device from CapsoVision company, their

device is named as CapsoCam [62]. This device has 4 cameras arranged in a cylindrical

placement around the capsule body and capable of collecting 360◦×50◦ panoramic video at 5

frame per second from each camera. Their system is not offering a compound image from

their single camera images and is not capable of capturing full spherical field of view at one

shot.

In order to have a uniform and high resolution imaging capability in such applications, the
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Figure 2.2 – Pinhole Camera Model

proposal stated in this thesis work is to exploit the insect eye imaging to the endoscopy domain.

For this purpose, in this work, I focus on developing set of methods for creating miniature

multi-camera system, which also have 3D image reconstruction capability. For endoscopic

applications the illumination capability is an obvious requirement. Beyond the limitations

of previous insect eye inspired systems, there is no illumination method proposed before for

insect eye inspired imaging systems to work in dark environment. Therefore, this requirement

is also taken into account during the research and development phases of this thesis work.
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2.4 Preliminaries of Multi-camera image formation and processing

2.4.1 Pinhole camera model and camera calibration

The pinhole camera model [63] is a fundamental model for characterizing the single view point

camera and it is used to map 3D world points onto an image plane. The illustration modified

from [63] is shown in Fig.2.2. In pinhole camera model, basically the central projection of

points in 3D world onto a plane -called image plane- is performed. The center of projection is

the origin of a Euclidean coordinate system represented with {u, v , t }, the plane t = f is called

the image plane and the point X = (V ,U ,T )T is mapped to the point on the image plane. The

light ray along the point X through the center of projection is crossing the image plane at point

x = (xc , yc ). By the similar triangle relation, the point X = (V ,U ,T )T in the space is mapped to

the point ( f V /T , f U /T )T . Here the point C is the camera center, P is the principal point and

axis t is named as principal axis of the camera. Also, the camera center is defined in the world

coordinate system and can be obtained by a 3×3 rotation matrix R and a 3×1 translation

vector τ. Then the mapping of the point X into the camera image plane as x can be defined as

given in (2.1) or in open form (2.2) with homogeneous representation.

x = K [R|τ] X (2.1)
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1

=

 fx 0 px

0 fy py

0 0 1


r11 r12 r13 t1
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V

U

T

1

 (2.2)

In equation (2.1), the 3×3 matrix K is called the camera matrix and as shown in equation ( 2.2),

contains the information of the focal length of the camera
(

fx , fy
)
, and the principle point

offset
(
px , py

)
. These parameters are known as intrinsic parameters of the camera. The 3×3

matrix R is the rotation matrix and with the 3×1 translation vector τ, represents the relative

position of the camera center in the world coordinate system.

After obtaining the
(
xc , yc

)
points on the camera image frame, there is also a need for a

distortion correction, which is added by the imperfect nature of the optical lenses used in

the camera systems. Especially for cheap optic lenses and short focal distances, which are

supposed to be used in the low cost miniature systems, the effect known as radial distortion

becomes an important source of distortion [63].
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In [20], [22] and [28], the methods proposed to manufac-
ture multi-camera compound eye mimicking imaging systems,
however those systems are not optimized for miniaturization
in imaging specific defined ranges. In the mentioned systems,
the cameras are placed in a layered method without taking
into account what is the desired distance of the objects that
will be imaged and what is the physical sizes of the individual
camera units.

In [29], a combination of mammalian vision and insect
vision is proposed. It is a 3-camera array and the authors are
focused on the lens design for individual image sensors and
the image processing is done offline by using free stitching
software. They reported a maximum FOV of130◦ degrees
and final pixel resolution of643 × 366.

We propose a method to build miniaturized high definition
bio-inspired vision system, which eliminates the deficiencies
of previous approaches in terms of image resolution and
physical size. Moreover, we propose a distributed illumination
method, which is beyond the capabilities of natural compound
eyes [26], giving our imaging system the capability of work-
ing in dark environments for proximity imaging applications
such as endoscopy. We built a 5 mm radius of curvature
hemispherical compound eye, imaging in a360◦ × 90◦ or
180◦×180◦ degrees field of view while providing nearly a total
number of 0.66 million emulated ommatidias with an inter-
ommatidial angle∆φ = 0.5◦ at 18 mm radial distance. Our
FPGA implementation of the system is capable of generating
25 fps video with 817×817 pixel resolution. We also compare
our system with the dragonflies [30] not only in terms of
image definition but also in terms of size. To the best of our
knowledge, this is the highest reported definition capability
with real-time video output at this scale of miniaturization for
insect eye mimicking camera systems and this is the first time
that a compound eye with illumination idea is reported.

Our approach described in this paper includes; analysis of
previous multi-camera component integration methods from
miniaturization perspective, definition of a model for image
generation that is inspired from the insect vision, and FPGA
implementation of the desired image processing blocks as
digital circuits which can be also miniaturized by a future
ASIC design. The organization of the paper is as follows: in
Section II, a background of the work is given, in Section
III, we define our model for miniaturized compound eye,
in Section IV, we describe the digital circuit and embedded
system. We represent the experimental results of the system
in Section V. A brief discussion on some of the points related
to our system and current systems in the literature is given in
VI. The Section VII concludes the paper.

II. BACKGROUND

In [20], methods for generating a hemispherically arranged
multi-camera system using off-the-shelf camera units and
components are described. Also an omnidirectional vision con-
struction method using real-time image processing techniques
is presented. In this section we give a brief description of the
common steps and approaches used in these previous work.

floor n = Nflo

floor n = 2

floor n = 1

floor n = 0

α0

∆φn

Fig. 1. An example arrangment of circular faces as individual cameras on a
hemisphere. Image from [20]

Nφ

Nθ

(a)

~u ~t
~v

(b)

Fig. 2. (a) Example pixelization of the spherical surface, (b) 3 vectors~t, ~u,~v
representing camera orientation and positions [20]

A. Camera placement

In [20], the insect eye mimicking approach, named as
Panopticis taken as constructing a hemispherical multi-camera
system with many lenses and sensors placed on a hemispher-
ical frame similar to the insects’ natural many-lens-sensor
designs. The placement of the cameras is done layer by layer
granularity as illustrated in Fig.1. After having a hemispherical
arrangement of cameras around a hemispherical frame, the
coverage analysis of thePanoptic camerais performed. In
this way, the minimum distance from the camera center where
any point in the space is observable by at least one of the
cameras is determined. This is achieved by making a Voronoi
tessellation [31]. The camera center positions are taken as
Voronoi cell centers. The minimum required angle of view
of each camera is assigned as the maximum distance inside
a Voronoi cell. This implies that, if the cameras have less
angle of view than required, there is a need for more camera
positions to cover the required distance. In [20], adding more
cameras is done by adding new layers of positions to the
hemispherical surface.

B. Panoramic image reconstruction

The panoramic image reconstruction in [20] is based on the
pinhole camera model [32] and geometrical relations between
the cameras.This is achieved in two steps. First, the surround-
ing space is divided into pixels as illustrated in Fig. 2a. Inthe

Figure 2.3 – An example arrangment of circular faces as individual cameras on a hemisphere.

2.4.2 Panoptic camera

The Panoptic camera described in [64], is a generalized solution for generating 360◦×90◦ FOV

panoramic images as well as providing infrastructure to solve different imaging problems

such as omnidirectional 3D visualization and high quality surveillance. The system is a

multi-camera spherical array of individual cameras as illustrated in Fig. 2.4a. Each individual

camera is assumed to be a combination of relatively low resolution image sensor and a

single lens system in front of the image sensor, which can be easily found in the market.

Methods for generating a hemispherically arranged multi-camera system by using off-the-shelf

camera units and components and omnidirectional vision construction by using real-time

image processing techniques are described previously in [65], [66] and [67]. In this section, a

brief description of the common steps and approaches used in previous methods have been

explained.

Camera placement In [64, 65, 68], the insect eye mimicking approach, named as Panoptic

is taken as constructing a hemispherical multi-camera system with many lenses and sensors

placed on a hemispherical frame similar to the insects’ natural many-lens-sensor designs. The

placement of the cameras are done layer by layer granularity as illustrated in Fig.2.3. After

having a hemispherical arrangement of cameras around a hemispherical frame, the coverage

analysis of the Panoptic camera is done. In this way, the minimum distance from the camera

center where any point in the space is observable by at least one of the cameras is determined.

This is achieved by making a Voronoi tessellation [69] by taking the camera center positions

as cell centers and assigning the maximum distance inside a Voronoi cell as the minimum

required angle of view of each camera. This implies that, if the cameras have less angle of view

than required, then there is a need for more camera positions to cover the required distance.

This can be done by adding new layers of positions to the camera.
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In [20], [22] and [28], the methods proposed to manufac-
ture multi-camera compound eye mimicking imaging systems,
however those systems are not optimized for miniaturization
in imaging specific defined ranges. In the mentioned systems,
the cameras are placed in a layered method without taking
into account what is the desired distance of the objects that
will be imaged and what is the physical sizes of the individual
camera units.

In [29], a combination of mammalian vision and insect
vision is proposed. It is a 3-camera array and the authors are
focused on the lens design for individual image sensors and
the image processing is done offline by using free stitching
software. They reported a maximum FOV of130◦ degrees
and final pixel resolution of643 × 366.

We propose a method to build miniaturized high definition
bio-inspired vision system, which eliminates the deficiencies
of previous approaches in terms of image resolution and
physical size. Moreover, we propose a distributed illumination
method, which is beyond the capabilities of natural compound
eyes [26], giving our imaging system the capability of work-
ing in dark environments for proximity imaging applications
such as endoscopy. We built a 5 mm radius of curvature
hemispherical compound eye, imaging in a360◦ × 90◦ or
180◦×180◦ degrees field of view while providing nearly a total
number of 0.66 million emulated ommatidias with an inter-
ommatidial angle∆φ = 0.5◦ at 18 mm radial distance. Our
FPGA implementation of the system is capable of generating
25 fps video with 817×817 pixel resolution. We also compare
our system with the dragonflies [30] not only in terms of
image definition but also in terms of size. To the best of our
knowledge, this is the highest reported definition capability
with real-time video output at this scale of miniaturization for
insect eye mimicking camera systems and this is the first time
that a compound eye with illumination idea is reported.

Our approach described in this paper includes; analysis of
previous multi-camera component integration methods from
miniaturization perspective, definition of a model for image
generation that is inspired from the insect vision, and FPGA
implementation of the desired image processing blocks as
digital circuits which can be also miniaturized by a future
ASIC design. The organization of the paper is as follows: in
Section II, a background of the work is given, in Section
III, we define our model for miniaturized compound eye,
in Section IV, we describe the digital circuit and embedded
system. We represent the experimental results of the system
in Section V. A brief discussion on some of the points related
to our system and current systems in the literature is given in
VI. The Section VII concludes the paper.

II. BACKGROUND

In [20], methods for generating a hemispherically arranged
multi-camera system using off-the-shelf camera units and
components are described. Also an omnidirectional vision con-
struction method using real-time image processing techniques
is presented. In this section we give a brief description of the
common steps and approaches used in these previous work.
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A. Camera placement

In [20], the insect eye mimicking approach, named as
Panopticis taken as constructing a hemispherical multi-camera
system with many lenses and sensors placed on a hemispher-
ical frame similar to the insects’ natural many-lens-sensor
designs. The placement of the cameras is done layer by layer
granularity as illustrated in Fig.1. After having a hemispherical
arrangement of cameras around a hemispherical frame, the
coverage analysis of thePanoptic camerais performed. In
this way, the minimum distance from the camera center where
any point in the space is observable by at least one of the
cameras is determined. This is achieved by making a Voronoi
tessellation [31]. The camera center positions are taken as
Voronoi cell centers. The minimum required angle of view
of each camera is assigned as the maximum distance inside
a Voronoi cell. This implies that, if the cameras have less
angle of view than required, there is a need for more camera
positions to cover the required distance. In [20], adding more
cameras is done by adding new layers of positions to the
hemispherical surface.

B. Panoramic image reconstruction

The panoramic image reconstruction in [20] is based on the
pinhole camera model [32] and geometrical relations between
the cameras.This is achieved in two steps. First, the surround-
ing space is divided into pixels as illustrated in Fig. 2a. Inthe
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Figure 2.4 – (a) Example pixelization of the spherical surface, (b) 3 vectors~t ,~u,~v representing
camera orientation and positions

Panoramic image reconstruction The panorama generation techniques proposed in [64,

65] and in [66] are based on the geometrical relations between the cameras and pinhole

camera model [63]. The methods are composed of two algorithmic phases. First the 360◦×90◦

FOV of the camera system is divided into pixels as illustrated in Fig.2.4a. Then, for each

pixel on the hemispherical surface, which is assumed as far away from the camera center,

a unit vector ~ω is assigned to describe its position in space. Then, the cameras observing

this location in space are determined by using (2.3), by comparing the angle between the

direction of interest and the camera vector~t and the angle of view (α) of the corresponding

camera. Here,~t is the unit vector describing the direction of the observation of the camera,

orthogonal to the camera image frame and it resides on the optical axis of the camera. The

other two vectors, describing the camera orientation are also illustrated in Fig.2.4b, up and

side directions of the each camera image frame with respect to the hemisphere center. After

the candidate cameras are determined, the exact camera pixels contributing to this panorama

direction are calculated by using the camera orientation vectors and pinhole camera model

according to (2.4). In (2.4), the unit vector ~ω is projected onto the camera coordinate system

which is composed of unit vectors~t , ~u and ~v . And then by using the pinhole equations given

in previous section the exact pixel positions are determined. Here the assumption is that the

objects are sufficiently far away from the camera center when compared to the radius of the

hemisphere, where the cameras are positioned. Therefore, the ~ω,~t , ~u and ~v vectors are all

supposed to be unit vectors.

~ω ·~t ≥ cos(α2 ) (2.3)
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Figure 2.5 – Projections of camera centers contributing in direction ~ω onto planar surface
normal to ~ω

(Xu , Xv ) =−(~ω ·~u × fu

ωt
,~ω ·~v × fv

ωt
) (2.4)

Then on the second algorithmic step, candidate pixels are either selected or combined with

a blending approach in order to have a seamless high quality panoramic image. The last

algorithmic step is implemented by determining the best seeing camera for a particular

~ω direction at the previous algorithmic step. Following that step, the pixel intensity of

the corresponding pixel on the chosen camera’s image plane is assigned as the panorama

pixel. To improve the quality, a linear blending scheme is proposed [70] where the intensity

value for each pixel in the panorama is calculated by a linear combination of the candidate

pixels. The coefficients in this linear interpolation are determined as the distance values

of the contributing camera focal point projections onto an orthographic ~ω-plane. This

representation is illustrated in Fig.2.5 where the outer circles on the hemispherical structure

represent each individual image sensor and~q = 0 is the virtual observing point that is assumed

to be anywhere inside the hemispherical structure of the multi-camera array. The gray shaded

region is the orthogonal plane of a particular ~ω vector. The ~ω-plane model is based on the

constant light flux (CLF) assumption where it is assumed that the light intensity remains

constant on the trajectory of any light ray [64]. For the case in Fig.2.5, the example ~ω direction

is in the FOV of 8 individual image sensors. The small hollow dots labeled by Pi are the

projected focal points of the individual cameras seeing the light ray at the direction. The

|ri | values are the relative distances of each projection point to the observer point ~q on the

orthographic plane, which is expressed in (2.5). The nearest neighbor, linear blending and

Gaussian weighted blending for the second algorithmic phase are then given by (2.5), (2.8)

and (2.9) respectively.
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~ri = (~q −~ti )− ((~q −~ti ) ·~ω)×~ω (2.5)

j = argmin
i∈I

(|ri |) (2.6)

L(~q ,~ω) = L(~c j ,~ω) (2.7)

L(~q ,~ω) =
∑
i∈I

1
|ri |L(~ci ,~ω)∑
i∈I

1
|ri |

(2.8)

L(~q ,~ω) =
∑
i∈I

1
|ri |e

− d j
2

2σd
2 L(~ci ,~ω)

∑
i∈I

1
|ri |e

− d j
2

2σd
2

(2.9)

In (2.5),~t is the vector directed to the direction of observation of each individual camera. In

(2.5), (2.8) and (2.9), the L(~q ,~ω) represents the light intensity of the reconstructed panorama

pixel for the direction ~ω, observed from the point represented by ~q . L(~ci ,~ω) is the pixel

intensity value that is extracted at the first algorithmic step from the i th sensor for the direction

~ω where ci is the vector pointing to the projected center of i th sensor. I is the set of cameras

which see the direction ~ω. In (2.9), d j is the distance of the candidate pixel j from the center

of i th camera on the respective cameras image plane and σd is the variance of the Gaussian

distribution function. Thus, providing a confidence level according to the candidate camera

pixels’ distance from the image center on the corresponding single camera image frame. The

hardware implementations for these methods are represented in [64] for the nearest neighbor,

[70] for linear interpolation and [66] for Gaussian interpolation. In [67], the implementation of

nearest neighbor and linear interpolation is represented on a distributed network of cameras.

For all the multi-camera systems proposed in [64, 66–68, 70], the camera placement methods

are not optimized for the miniaturized camera dimensions. The physical shapes of the cameras

are not considered. The hardware implementations for real-time panoramic video generation

are not optimized for single chip ASIC design. However, the algorithms and FPGA hardware

implementations are suitable for optimizing for a miniaturized system. On the other hand,

there are no attempts made to realize such system and optimizations for miniaturization.
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2.5 Thesis Goals

As seen in the state of the art methods and devices, the insect eye inspired wide FOV

imaging systems either suffer from the resolution or occupy large space in order to provide

more resolution. The limitations for the resolution are due to the diffraction limits and

process technology capabilities of the micro-machining techniques. On the other hand,

for off-the-shelf component integration methods mixed with complex image processing

techniques, the components sizes and arrangement are not optimized for miniaturization.

In terms of the application point of view, the first target of the current thesis is to apply the

final solution to the endoscopy domain. Therefore, the acceptable sizes at this domain have

been examined in detail. The first example domain is the capsule type endoscopy, which is a

recent development to investigate the whole gastrointestinal tract (GI) from mouth to colons

and rectum. The acceptable diameter sizes are 10-12 mm range. The colonoscopy which is a

procedure to examine the human rectum and colons has been analyzed and it was observed

that the colonoscopy device sizes range from 10 mm to 15 mm in diameter. For gastroscopy,

which is used to investigate the upper GI tract, the sizes are ranging from 8 mm to 13 mm.

The other possible applications areas might be smart phone industry and robotics/drone

applications. There is a wide variety of size constraints but it can be said that 8 mm to 10 mm

diameter cameras can be acceptable. As a result, the final target for the device dimension is

bounded with these constraints as 8 mm to 10 mm. Regarding to the information specified

here, a panoramic imaging system at 10 mm diameter size has been determined as the first

goal of the study.

One important target of this thesis is to explore the implementation limits of miniaturized

insect eye inspired, multi-aperture imaging systems in terms of size and resolution capability.

The main aspect of the techniques in this thesis work is to use off-the-shelf components

like pinhole cameras, up to date hardware platforms like FPGAs without going into complex

micro-machining techniques.

The other major target is, by using real-time image processing and digital circuit

implementation techniques, to get high quality compound panoramic video system that can

be miniaturized to an ASIC design with minimum external components. The starting point of

this target is a bunch of methods from the literature as described in the previous section, for

generating panoramic images from hemispherically arranged multi-camera system which is

called as Panoptic. To improve quality and performance, the panorama generation problem is

revised as a neural superposition type compound eye of insects and it is treated as an interface

problem. A method is proposed to get better quality panoramic images and videos.

With these two points, possible target applications of such a system are smartphone industry,

flying drones or other robotic applications, and endoscopy applications. For the last

application domain, i.e. endoscopy, there is also a specific target of having a miniaturized

large angle of view multi-camera system that also has illumination capability. I proposed a

distributed illumination method for the designed system.
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Another target of this thesis is to create novel approaches for image processing that take

advantage of multi-view point camera system such as improving the visual quality of the final

panoramic image or detecting object boundaries.
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3 Opto-Mechanical Aspects for Insect
Eye Model

In this chapter, mapping of the insect eye capabilities to the targeted multi-camera system is

described. For mechanical construction, the opto-mechanical constraints and limiting factors

of the targeted system are addressed. Selection criteria for the individual camera optics and

electronics are defined. Methods for placing the individual cameras on the hemispherical

arrangement are proposed. The final opto-mechanical specifications of the constructed

prototype are given. A calibration method for obtaining optical characteristics of the final

compound-eye camera is disclosed, which will be used in the image processing steps as

described in the next chapter.

3.1 Mapping of insect eye to camera type eye

In nature, the insects have the tiny sensor units called ommatidia [19]. The ommatidias are

composed of an optical part that is the lens of the unit and a sensing element called rhabdom.

The capabilities and the structure of such a system are analyzed and the mapping of such

a distributed vision system to a human-eye type system is done in [19]. This mapping is

illustrated in Fig.3.1 where Ri is the radius of curvature of the insect eye, fh is the human eye

type camera focal length, s is the human sensor’s pitch, and the common parameter ∆φ is the

angle between the receptor units. Similar to the natural insect eyes, in the ongoing model,

there are multiple cameras looking out from a hemispherical surface; however, in the end the

final design will be a single eye or imaging system. In other words, the final compound eye will

be characterized with its some basic properties like resolution and physical size [18].

The resolution or acuity is defined with 1
2∆φ as the common property of both eye types [19].

The total number of pixels that an insect eye can provide is related to the number of ommatidia

units for an insect eye, which is determined by ∆φ and also total size of the eye. By combining

the human vision system and insect eye model, our model is also based on the relation

between number of ommatidias and the size of the eye. The resolution is also defined in terms

of ommatidias we can reconstruct by image processing techniques and the sampled images
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Figure 3.1 – The relation between insect and human eye resolving capability

from the multi-camera system I designed.

My approach is to utilize insect eye model and realize the same functionality by using

human-eye type off-the-shelf camera systems modeled as pinhole camera [63]. Hence, the

single cameras that will be used in the implementation have a great impact on the size and

resolution capability of the final system. In the next section the criteria and the analysis for

the decisions given in choosing a single camera are presented.

3.2 Effect of single camera dimensions

The dimensions and the volume of each individual camera unit play an important role for

the miniaturized level multi-camera system. Therefore, the first criterion for choosing the

individual cameras that will be used in the final construction is its volume and dimensions. In

[64, 65], for implementation of the large scale devices, the single camera units are modeled as

circular shapes that will be placed on a hemispherical surface. Thus, the third dimension of

the cameras are omitted since the volume of the individual cameras Vcam is negligible when

compared to the hemispherical structure volume, Vhemi spher e .

For the miniaturized model, the volume and the shape of the cameras are determining factors.

Hence, the selected individual cameras are getting more important. The camera chosen has

a 1 mm x 1 mm image sensor combined with boroglass optics and a pinhole aperture. The

minimality and the simplicity of the individual cameras are also essential in terms of having a

minimal processing circuit. The electrical specifications of the cameras for embedded system

24



3.2. Effect of single camera dimensions

(a) (b)

Figure 3.2 – The camera chosen for the implementation, (a) illustration for the physical
dimensions of the single camera (b) a close photo view of the camera taken under a
microscopic lens

and image processing circuit design are considered in Chapter-5.

The limits for the dimensions of the image sensor array are mainly dependent on the pitch

size of an individual pixel. On the optics side, a single minimal lens design and an appropriate

pinhole (aperture) for desired resolving capability at a desired distance are required. The

optical and mechanical properties of the chosen individual camera is given in Table-3.1. The

mechanical illustration of the individual camera unit is given in Fig.3.2a and a closeup photo

of the camera can be seen in Fig.3.2b.

Table 3.1 – Single image sensor opto-mehcanical specifications

Specification Value

Size 1mm ×1mm ×1.85mm
F # number 6.0

FOV (ver t i cal ×hor i zont al ) 64◦×64◦

Focal length 0.66mm
Aperture 0.11mm

Depth of Focus 3-50 mm
Pixel Array 250x250

The vision capability of the camera system is bounded by the vision capability of each

individual camera unit. The chosen cameras are utilizing a pinhole aperture with boroglass

optic lens, where the aperture diameter is dpi nhol e = 110 µm and a focal length of fpi nhol e =
660 µm. For relatively far objects from the camera, according to Rayleigh criterion, the

theoretical capability of separating two point source airy discs at image plane is given by:

xi = 1,22×λ× fpi nhol e

dpi nhol e
. For the visible spectrum, a minimum λmi n = 420nm can be assumed.

Hence an xi ≈ 3 µm is obtained. The CMOS image sensor of the chosen camera is 250x250
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photo-sensor array with a sensor pitch size 3µm. Therefore, the optical capability is supported

by the electronic part of each individual camera unit. Assuming that the two point sources are

separated by an angle of θ0, this angle can be interpreted as θ0 = xi
fpi nhol e

. As a result, the angular

separation capability of the individual cameras is calculated as ∆φ= θ0 = 3µm
660µm ≈ 0.26◦ at a

distance of 3-50 mm, which is given as the depth of field of the individual cameras I utilized

for the system.

Since the resolving capability of the single camera will determine the limit of the resolving

capability of the whole system, an initial comparison with the existing miniaturized camera

systems and natural counter parts leads to the choice of the individual cameras in terms of

resolution. For example the state of the art system implemented using micro-machining

techniques and special materials in [36] have a resolving capability of∆φ= 11◦. For the system

in [37], the resolving capability is reported as ∆φ = 4.7◦ where for a natural system, which

is known as a superior resolution insect eye, the dragonfly eye has a resolving capability of

∆φ= 0.24◦ [71]. Therefore, the resolving capability of the chosen system is reasonable when

compared to the state of the art systems and natural systems. Of course, the size and the

quality of the utilized optical design have an effect on the optimal focus distance of the camera.

For the camera that is chosen for implementation, the depth of field is 3-50 mm, which is an

acceptable distance for applications like endoscopy where the objects of interest are around

1-100 mm far.

As a conclusion, the minimal dimensions and reasonable resolving capability of the individual

camera unit chosen for the system implementation are determined as appropriate and it is

used in the rest of the design.

3.3 Analysis for camera placement

The first target for the model is to have many cameras placed on a curved surface and looking

outside of the center of the curved surface. A hemispherical surface which is appropriate to

the natural counterparts was chosen. The question that arises has been how the cameras will

be placed optimally on the surface. In [64] and [65], there is a layer by layer placement of the

cameras proposed, which is not optimized for miniaturization. With the decreased angle of

view and desired minimum distance to be able to generate the virtual ommatidias, the number

of cameras is increasing rapidly with the method in [64], and it generates unnecessary camera

positions, which end up with bigger physical sizes for a given individual camera size and the

angle of view. This becomes a bottleneck for the miniaturization step and not appropriate for

densely packing of the cameras in to a limited volume.

To reach a solution for the miniaturized model, I first analyzed how the number of cameras

are changing for a given desired imaging distance from the hemispherical compound camera

center (Rvi r tual ) and angle of view of the individual cameras (AOV). The desired distance

(Rvi r tual ) is said to be achieved or covered if all the cameras’ angle of view are intersecting at a
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spherical surface closer or equal distance to the desired final application distance.

A method is introduced in [64] for determining if the angle of views of the cameras are

intersecting at a desired distance or not for hemispherically arranged multi-camera systems.

In [64], the AOV of each camera is taken as a free variable and the camera positions are

determined. Following the camera positions generation, the overlap distance is analyzed and

the desired AOV for each camera is chosen to cover the desired distance by at least one camera

[64].

In [64, 65], the cameras are placed without taking care about minimizing the number of

cameras or overlap distance. Instead, the placement starts with an initial camera placed at

the north-pole of the hemisphere and then the 90 degrees in the longitudinal direction is

divided into an arbitrary number of floors, then these floors are populated with cameras in the

latitudinal direction. The shape of each camera is considered as a circular surface shape on

the hemisphere defined by its radius. Then before physical construction, the full hemisphere

is scaled by equalizing the actual camera diameter and the diameter of the circular surface

on the unit hemisphere in order to fit the number of camera positions on the hemispherical

structure. So the number of cameras, physical dimensions of the cameras and the hemisphere

diameter are not taken as constraints, which is not suitable for miniaturization.

The total number of cameras desired for different Rvi r tual /Rphy si cal for the method in [65]

can be seen in Fig.3.3. The graphs in Fig.3.3 are generated by defining certain overlap distances

Rvi r tual /Rphy si cal for each graph and sweeping the angle of views of the single cameras. In

each sweep the overlap is checked by an analysis of the coverage as described in [65]. Here

Rphy si cal is the actual radius of curvature of the eye and Rvi r tual is the radial distance of

overlap, at which all the points reside in the angle of view of at least one camera. As shown

in Fig.3.3, the need for more cameras with decreasing angle of views of individual cameras

is represented by the increase on the curve. It can be seen that there are certain jumps on

the curves for the method in [65] when there is a need for more number of cameras to be

able to generate virtual ommatidias without a gap at a certain distance from the camera.

The reason for this is whenever there is a need for increase in the number of the cameras, a

whole new layer of camera positions are added, which can vary a few to hundreds of positions.

The camera positions are physically appear on the final mechanical structure, this results in

unnecessary occupancy of camera positions and bigger physical housing for the compound

eye.

3.4 Proposed camera placement for miniaturized camera model

There can be different approaches to place the cameras on a dome according to the application

needs. One approach is to minimize the number of cameras while having an overlap at a

certain distance determined by the application from the camera surfaces or hemispherical

compound camera center. With this approach, total cost, power consumption and the total

dimensions of the final hemispherical camera can be minimized. The other approach can
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(a) (b)

(c) (d)

(e) (f)

Figure 3.3 – Horizontal axis shows the angle of view of each individual camera, vertical axis
shows the required number of cameras for having virtual ommatidias at distance Rvi r tual = 8,
10, 12, 25, 30, 40 mm with a Rphy si cal =5mm.

be maximizing the number of cameras that can fit into the given total dimensions of the

hemispherical volume. In the later approach, there will be more overlap of the camera angle

of views, hence closer observable distance and better 3D infrastructure.
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(a) (b)

Figure 3.4 – New camera placement model (a) single camera circular surface model on dome
y-z plane (b) Geometrical relations of the cameras in one quarter of the dome in y-z plane

To start the placement, the camera positions can be defined as circles on hemisphere, however

hemispherical surface chosen will not be the final outer surface of the hemispherical structure

used in this study. Instead, it will be an inner surface with a radius rhi n = rhout − lcam . Here

the lcam is the length of the camera from its optical pinhole aperture to the end of the CMOS

image sensor which is the omitted dimension in the previous work [64, 65]. This new model is

illustrated in Fig.3.4a.

Then, the cameras are placed on a quarter of the inner hemisphere without having interference

with the circular surfaces of the cameras. . The first placement will be in one dimension to

cover 90 degrees on one quarter of the semi-circle on the y-z plane as shown in Fig.3.4b.

Here, there might be two choices as mentioned before: minimize the number of cameras or

minimize the distance of overlap of the camera AOVs by maximizing the number of cameras.

3.4.1 Method for minimizing the number of cameras for a certain overlap
distance

The first method is to minimize the number of cameras for a certain overlap distance in order

to have a minimum number of components and to reduce cost. To populate the hemisphere,

the cameras are placed in the latitudinal directions starting from the initial camera positions

on one quarter of the y-z plane. Then on the x-y plane, placement of camera positions done

on virtual latitudinal circles.

In order to minimize the number of cameras, the angle between each camera has to be

maximized which is given as 2β in Fig.3.4b. Concurrently, the whole 90 degrees FOV between

the y-z axes should be covered at least one of the camera’s angle of view, α, at least at a very far
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point, let’s say infinity. For farther Rvi r distances, less number of cameras will be needed. This

overlap distance Rvi r can be chosen as another input to determine the specific application

needs.

The relation between β and α can be obtained by the sine law on the àociρi , j triangle. This

relation is given by (3.1) and (3.2). Here, the Rvi r is the desired radial distance from the

hemisphere center o to the point where adjacent camera angle of views intersect. Rphy is

the physical constraint for the actual radius of the hemisphere, which is also given as the

rhout = rhi n + lcam as shown in Fig. 3.4a.

sin(π−α/2)

Rvi r
= sin(α/2−β)

Rphy
(3.1)

β=α/2− sin−1
[

Rphy

Rvi r
sin

α

2

]
(3.2)

Then the desired minimum number of cameras to cover the 90 degree FOV can be given by

(3.3). Since this equation is not necessarily results in an integer value, the closest bigger integer

value is taken as the number of cameras needed. Then, to find the actual value for β f i ne , (3.5)

is utilized by using the integer value of Ncamvup .

Ncamv = π/2

2β
(3.3)

Ncamvup =
ÈÌÌÌ π

2α−4sin−1
[

Rphy

Rvi r
sin α

2

]
ÉÍÍÍ (3.4)

β f i ne =
π/2

2Ncamvup
(3.5)

Later, this approach can be extended by defining virtual longitudinal circular layers as

illustrated in Fig.3.5 passing through the camera locations on the quarter hemisphere. Here,

the method for determining the number of cameras is defined at each longitudinal virtual

circle (layer). To achieve this, it starts with one camera at the position determined by the

quarter circle as described above. Then one camera has been added to the layer under

consideration at a time and a coverage analysis of the full field of view is performed by utilizing

the method first described in [65]. In this method the full field of view is first pixelized. Each

pixel is treated as a direction starting from the hemisphere center and ending at unique point

in space and it is represented by a vector which is defined with its spherical coordinates (θ,φ).

Then the same triangulation given in (3.1) is used. This time β angle will become the angle

between the camera center and the vector direction. In this way, we have the result of either a

direction in space which is seen by a camera or not. Here the angle of view of each camera
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Figure 3.5 – Illustration for the layers for extending the camera placement around the
hemisphere

is assumed to be isometric, meaning that the vertical and horizontal angle of view of each

camera are equal. This assumption holds for the sensors chosen since they have a square

image sensor plane. For the sensors with aspect ratios different from 1:1, the smallest angle of

view should be chosen as α.

In our method, 1 sensor is added to a layer, an overlap analysis is made; and the smallest lateral

angle θ_uci that is not seen by any of the current cameras placed at layer i is determined. The

north-pole of the hemisphere is chosen as starting point, i.e. θnor thpol e = 0. The illustration

for the coverage analysis and the θ_uci is shown in Fig.3.6 for an example placement where

there are 3 cameras at the first layer. In order that the θ_uci of the current placement to be

seen by at least one of the cameras at the next layer (i +1), it should satisfy the condition given

in (3.6).

(2(i +1)+1)β f i ne −θ_uci ≤ α

2
− sin−1

[
Rphy

Rvi r
sin

α

2

]
, i ∈ [1, N ] (3.6)

Equation (3.6) implies that, in order the direction that has the latitudinal angle θ_uci to be

covered by any camera at the layer (i +1), the angle between this direction and the angle

determined by the center of the next layer (i +1), should be less than or equal to the angle of

view of the camera on the sphere with radius Rvi r . With this condition, the number of cameras

that should be placed in each layer is determined. To do that, the method I proposed starts

with 1 camera at each layer and continue adding the cameras until the condition in (3.6) has

achieved. Then it continues with the next layer until the last layer is reached. For last layer a

search for a condition is performed where all the directions on the 360◦×90◦ FOV are seen by

at least one of the cameras at the desired virtual radius Rvi r .

In order to minimize the number of cameras and the overlapping FOVs, two refinement steps

are also added to the method. First refinement is that, for each layer when one camera is added
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Figure 3.6 – Illustration for the overlap analysis for 3 cameras positioned at layer 0 with
β0 = 15◦. The smallest latitudinal angle from the north-pole that is not seen by any camera is
θ_uc0 = 19.6◦

in each step, a rotational search is made in order to discover if any combination of placement

satisfies the condition in (3.6). If such a position is found, then increment operation for the

number of cameras stops for the current layer. Then the placement of next layer starts after

the second refinement step. In the second refinement step, the latitudinal position of each

layer after placement is trimmed with fine angular steps to get as closer as possible to the

equator of the hemisphere. To do this, the latitudinal angle of the layer is increased with 1 step

and the condition in (3.6) checked. If the condition holds, it continues to increment until it

comes to a position that violates (3.6). Then the final positions of the cameras are determined.

The algorithm continues to add cameras until a full coverage of the FOV is achieved.

In Fig.3.7, an example analysis is shown for the proposed method in comparison with the

method from [65]. This analysis is for a fixed angle of view (64◦) and the number of cameras

needed to cover different Rvi r /Rphy is analyzed. Here it is observed that the method I proposed

has a smooth increase in the number of cameras when there is a need for design a camera

dome for imaging proximity objects. However the method in [65], ends up with a sharp

increases at certain points. The reason for this is that in my approach a camera by camera

increase is performed where the method in [65] accommodates a layer by layer increase. In

Fig.3.7, when the interval of 7.2 > Rvi r /Rphy > 2.4 is observed, it is seen that my method

always gives a smaller number of cameras and has smooth increase. This means for a 5 mm
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3.4. Proposed camera placement for miniaturized camera model

Figure 3.7 – Analysis of the growth of the camera positions for single camera AOV=64◦, starting
in a overlap range Rvi r /Rphy = 50/5 : 8/5. The proposed method is plotted in red color and
the method in [65] in blue color.

dome, if it is required to design a camera system for imaging at ranges from 12 mm to 50 mm,

the method ends up with fewer or same number of cameras in worst case. For closer distances,

the two approaches converges, since very large number of cameras and layers are needed.

Hence, the number of cameras and number of layers are converging.

When the constraints of 5 mm radius and image distances 15-50 mm are examined, the current

design gives fewer number of cameras, which will end up with achievable final physical design.

For the method in [65], to have a Rvi r /Rphy = 15/5, it is ended up with 29 cameras where in

this approach, 22 cameras are needed. This has an effect on the diameter of the final design.

Which I analyzed in the next section and propose a method for maximizing the number of

cameras in a limited volume.

3.4.2 Method for maximizing the number of cameras in a limited volume

The distance desired for observing 360◦×90◦ field of view without any gap is determined by

choosing the application specifications. As an example application, the endoscopic imaging,

the colonoscopy case is chosen. The human colon is about 40-60mm in diameter. Then the
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acceptable object distances will be at 20-50mm range from the hemispherical camera center.

And as defined earlier, the acceptable image device diameter will be at 10mm range.

In order to maximize the number of cameras the hemisphere inner radius rhi n and the

diameter of the cameras’ base area of the circumscribed circle shown in Fig.3.4a, given by (3.7)

should be taken as the constraints. Then the number of cameras in one quarter and in one

dimension on the y-z plane is obtained by dividing the arc length to the dcam as given by (3.8).

Since this division gives the maximum number of cameras that can be fit on this arc and not

necessarily an integer number, the result is floored to the next smaller integer.

dcam =
√

w2
cam +h2

cam (3.7)

Ncamv =
⌊ π

2 rhi n

dcam

⌋
(3.8)

β= π/2

2Ncamv
(3.9)

Then, this approach can be extended by defining longitudinal circular layers as illustrated in

Fig.3.5 passing through the camera locations on the quarter hemisphere. Here, the radius of

each circle is given by (3.10). Thereupon, the number of cameras are obtained at each layer i

by dividing the perimeter of the circle at i by ri as given by (3.11).

ri = rhi n sin
[
(2i −1)β

]
, i ∈ [1, Ncamv ] (3.10)

Ncamhi =
2πrhi n sin

[
(2i −1)β

]
dcam

(3.11)

In this way, the maximum number of cameras in horizontal (Ncamh) and vertical (Ncamv )

directions are determined. For the cameras to be used, when the calculations are made, the

result becomes Ncamv = 3 and Ncamh1 = 3, Ncamh2 = 9 and Ncamh3 = 12 and 24 cameras in

total. The illustration of the positions of the cameras is shown in Fig.3.8a. And the actual

model generated in Solidworks software is shown in Fig.3.8b, 3.8c, and 3.8d.

By making the overlap analysis with the camera positions determined in this step, Rvi r = 18

mm is obtained. This means the final design can observe all the angles at 18 mm distance

far from the hemisphere center and virtual ommatidias can be generated without any empty

space between them as panorama pixels starting from this distance.
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(a) (b)

(c) (d)

Figure 3.8 – The camera positions on the final design for prototyping, (a) 24 camera positions,
(b),(c) and (d) the mechanical model drawing from different viewing angles

3.4.3 Generalized solution by using uniform distribution

A general solution for placing the cameras on a spherical surface can be obtained by

approximation to uniform central Voronoi tessellation (CVT) of the sphere [72, 73] as shown in

Fig.3.10. For this approach, again, the initial inputs should be the angle of view of each camera

and the desired distance that should be covered completely by the intersecting angle of views of

adjacent cameras. Then the placement starts with 1 camera and a central Voronoi tessellation

is performed on the sphere with a limited number of iterations. The coverage analysis of the

desired distance is made with the given angle of the views of the cameras. If it is not covered, 1

more camera is added and the tessellation restarts. In this way the number of cameras increase

gradually and reaches to an optimum number of camera positions. This smooth increase can

be seen on the graphs in Fig.3.9 as well. Along these lines, more uniform distribution of the

cameras can be obtained, which can be an alternative method for miniaturized multi-camera

systems for limited physical space. The simplified procedure is given in Algorithm 1.

However, since the tessellation gives a uniform distribution for sphere, and the target has been

a hemispherical arrangement, there is a problem of choosing a proper point on the sphere as

our x y zhemi spher e = [0,0,1], the north pole point for the hemisphere from the full sphere. If a
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Algorithm 1 Camera placement algorithm with CVT

numcam = Nc

numCV T i ter ati on = Ni

while the full sphere is not covered at Rvi r tual do
make CV T (numcam ,numCV T i ter ati on)
if coverage achieved at Rvi r tual then

br eak;
else

numcam = numcam +1
end if

end while

(a) (b) (c)

(d) (e) (f)

Figure 3.9 – The comparison of the growth of the number of cameras for previous method
[64] and the CVT based method proposed. Horizontal axis shows the angle of view of each
individual camera, vertical axis shows the required number of cameras for having virtual
ommatidias at distance Rvi r tual = 8, 10, 12, 25, 30, 40 mm with a Rphy si cal =5 mm.

point as the north pole of the hemisphere is chosen such that it is the intersection point of

Voronoi regions of 3 cameras to cover the north pole direction, the arrangement of the cameras

on one half of the sphere approximates to the method I proposed for having maximum number

of cameras, with original CVT, with slight differences in the camera positions. This matching

is illustrated in the Fig.3.10. For the Rvi r = 18 mm and Rvi r = 5 mm, CVT based method
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Figure 3.10 – An example for the camera positions obtained from CVT based method for
Rvi r = 18 mm and Rvi r = 5 mm, and matching the approximate positions with our final
design.

results in 48 camera positions for the full sphere, half of which is matching with the number of

cameras in our final design as well.

3.5 Proposal of illuminating compound eye

No matter which of the methods in [36], [37], [65] are taken into account, there is no

illumination method which is proposed before for compound eye systems to be able to

operate at dark conditions especially for close distance imaging such as endoscopic imaging.

This feature, which is unique to our compound eye model, does not exist even in the natural

compound eyes [18].

Fiber optic illumination channels reaching from a light source 2m away to the hemispherical

camera tip can be attached to the fiber channels on the hemisphere, which give an opportunity

to illuminate the targets at a proximity to the hemisphere. This feature can be utilized for the

applications like endoscopy or any other dark environment applications for robotics. In the

current prototype there are 112 illumination channels distributed around the cameras to the

empty spaces on the hemispherical frame.The theoretical model for illumination capability

can be given by (3.12) [18]

F = L× Ae × Ar

d 2 lumen (3.12)

The area for us will be the surrounding surface of the bowels. d will be approximately 20mm

37



Chapter 3. Opto-Mechanical Aspects for Insect Eye Model

(a) (b)

(c) (d)

Figure 3.11 – The final mechanical design for the prototype, (a) and (b) Solidworks Drawings
,(c) and (d) the fabricated and assembled prototype

from the surface of our imaging system and 25mm from its center. If we assume a 25mm radius

hemispherical area around our imaging system, the total area will be Ar = 2×π×625mm2,

which is 1250mm2.

L is the luminous flux of the light source per unit area, Ae is emitter area, the total area of

the emitter. We use a commercial light source with 6000K white light emitting diode (LED)

illumination which is capable of delivering 700 lumen at a diameter of 13.5mm, which is

equivalent to Ae = 143.1 mm2. The actual emitter area is the total area of the fiber opening

38



3.6. Calibration and Software Based Stitching Analysis

of the illumination system. There are 108 channels with 250 µm diameter and 4 channels

at the top with 500 µm diameter. So the total area of our emitter channels is Ac = 6.1 mm2.

Then the actual L for us will be proportional to the area ratio of the light source and our total

channel area multiplied by the Luminous flux of the light source: Ac
Ae

×700 = 29.8 lumen. By

substituting L× Ae with this number in (3.12), we end up with the light delivering capability of

our system at 20 mm from the surface of the imaging system on a hemispherical area F = 93.2

lumen.

After the illumination channels are included, the final model is generated in Solidworks shown

in Fig.3.11a and Fig.3.11a. Then the mechanical model is realized by using 5 axis computer

numerical control (CNC) machining technique using Polyoxymethylene (POM) plastic as the

substrate material of the hemisphere housing. For the initial prototype, which is used for the

visual experiments, the assembly of the cameras and fiber-optic cables on the hemispherical

housing are done by hand work. The final assembly of the cameras and 30 fiber-optic channels

on the top part of the dome are shown in Fig.3.11c and 3.11d.

3.6 Calibration and Software Based Stitching Analysis

For the calibration process, a SIFT [43] and bundle adjustment based commercial software

is used. To do this, I first take shots inside a 35 mm diameter cylindrical closed tube with

texture. The tube is shown in Fig.3.12a and an example shot is shown in Fig.3.12b, then

I make a construction in the software environment to determine the extrinsic parameters

which are defined with yaw (α), pitch(β), roll(γ) and intrinsic parameters, focal length ( fL),

principle point(cc), k parameters (k1,k2,k3) for lens distortion correction. From yaw, pitch,

roll rotations, by using (3.13) I define a camera coordinate system with 3 unit vectors, (~t ,~u,~v).

I calculate these camera rotation vectors at calibration step because the cameras in the system

are fixed at their location with respect to the center of the hemispherical surface.
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Rx (γ) =

1 0 0

0 cosγ −sinγ

0 sinγ cosγ

 (3.13a)

Ry (β) =

 cosβ 0 sinβ

0 1 0

−sinβ 0 cosβ

 (3.13b)

Rz (α) =

cosα −sinα 0

sinα cosα 0

0 0 1

 (3.13c)

Rt = Rx (γ)Ry (β)Rz (α) (3.13d)

=

 cosβcosα −sinαcosβ sinβ

cosαsinβsinγ+cosγsinα cosγcosα− sinγsinαsinβ −cosβsinα

sinαsinγ−cosαcosγsinβ cosγsinαsinβ+ sinγcosα cosβcosγ

 (3.13e)

~t~u
~v

= Rt

~x~y
~z

 (3.13f)

(3.13g)

For image acquisition from the single cameras, I used the single camera interface and FPGA

system described later in the Section-5.1. Since the calibration scene is static, the images can

be captured camera by camera or with acquisition of 24-camera image frames simultaneously

in one shot. For the 24-camera simultaneous capture case, the image frames are embedded in

a 1920x1080 frame side by side as shown in Fig.3.12b. Then in MATLAB environment, I parsed

the single camera images to use in the calibration step.

The SIFT based software is utilizing the feature and key point extraction, feature matching and

pinhole camera model to calculate intrinsic and extrinsic parameters of each camera. Then

I use a MATLAB script to calculate the camera coordinate vectors and pack the parameters

as look up tables to feed the hardware system. The calibration is done once offline and the

parameters are used from these look up tables during online processing.

The diameter of the calibration tube is important and should be compatible with the

final application since the calibration process can give slightly different results due to the

geometrical relation of the individual cameras and the optimal focus depth of each camera.

For example I choose a 35 mm diameter tube which is compatible with the human bowel

inner diameter.
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(a) (b)

(c)

Figure 3.12 – The calibration environment and single camera frames of the prototype (a)
calibration tube with 35 mm diameter (b) 24-camera single frames used in calibration (c)
180◦×180◦ image generated from the 24 single frames at calibration procedure.

3.6.1 Discussion

The proposed calibration method is dependent on the texture of the scene that is captured

by each of the cameras. This means the pixel resolution of each individual camera has an

effect on the quality of the calibration process, i.e. determining the relative positions of the

cameras to each other and the intrinsic parameters of each camera. We could also rely on the

physical positioning of the cameras, however as mentioned, then this would be misleading

due to the fabrication errors. As the resolution of the individual cameras decrease, the quality

of the calibration decreases proportionally. As a limit, 1 pixel cameras could be used for

each individual camera, which is equivalent to the approaches in [36], [37]. Then, there

is no possibility to make such a calibration based on texture captured by each individual

camera unit. Therefore, the methods like [36] and [37], which utilize very low (usually 1)
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pixel resolution for individual cameras, need very precise mechanical placement or special

fabrication of each individual unit. On the other hand, for systems like proposed in this work,

there is no need for high precision in manufacturing since there is the option to be calibrated

subsequently, thanks to the high pixel resolution of each individual camera unit.

Therefore the precision of the placement is affected by this hand placement and fixing method.

However, since we use a post calibration method for defining the relative positions of the

cameras and the intrinsic optical characteristics of each individual camera such as focal length,

we overcome errors due to imprecise manufacturing at image processing level.

3.7 Conclusion

In this Chapter, the opto-mechanical aspects of the methods for designing miniaturized

multi-camera hemispherical imaging system are explained. The approach for mimicking the

insect eye capabilities is described. Since the previous methodologies are not optimized

for miniaturization, new methods are introduced for camera arrangement. Alternative

methods for camera arrangement are also discussed. The results show that the camera

arrangement should be driven by the application needs such as size and imaging distance.

Moreover, the camera size should be taken into consideration as a 3 dimensional constraint

for designing miniature multi-camera systems. The proposed camera arrangement method

leads to compact hemispherical multi-camera imaging system design. The built-in distributed

illumination idea for the designed compound eye is explained in the scope of the chapter as

well.
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4 Image Processing Techniques
developed for Multi-camera systems

In this chapter, image processing solutions for creating seamless and high quality compound

panoramic image out of the multiple camera system is described. The work explained in this

chapter is described partially in [74]. The neural superposition type eyes of insects combine

the intensity information from different optical channels and form an erect single image [18].

This is the base for the second part of the modeling of the insect eye concept for the system

proposed in this thesis.

4.1 Light Field Imaging for a Neural Superposition Virtual

Ommatidia

After having the camera placement suitable for miniaturization, and calibration of the camera

system, for generating the final composite image, a virtual ommatidia (VO) is defined, which

is supposed to sample a light ray from space. Then the whole panoramic composite image will

be the combination of the intensity values of these VOs. In this way the problem of generation

of the intensity values of each virtual ommatidia is reduced to a light ray tracing problem

where the proper optical channels (cameras) that are contributing to the corresponding VO

should be selected first and a superposition of the intensity values from different cameras

should be made. Therefore, on the image processing side, to generate the VO intensity values

I utilize the vector based ray tracing method described in [65]. Here, I use the ray tracing

method on one half of a unit sphere, which is then assumed to be positioned at a relatively far

distance from the compound eye, Rvi r tual , as shown in Fig.4.1. then the question arises here

is that how to estimate the intensity value for a VO. The second question is that, what kind of

useful information can be obtained by utilizing the overlapping field of views of the adjacent

cameras contributing to the each VO direction. In this Chapter mainly these two questions are

addressed.

As described in Section-2.4.2, to generate a final intensity value per virtual ommatidia, it is
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Figure 4.1 – Virtual ommatidia sampling concept with the proposed prototype

needed to determine the two angles θ and ϕ on a spherical coordinate system, which has its

origin at the center of the insect eye camera. For that the angles are generated starting from

0 and the whole hemispherical field of view is scanned with certain number of steps, which

corresponds to the ∆φ in the insect eye model. After this step, the cameras which are seeing

this direction should be determined.

For this purpose, as described in Section-2.4.2 the direction vector is projected onto the

camera coordinate system. Since the camera coordinate vectors and the virtual ommatidia

direction vector are chosen as unit vectors, the operation is reduced to dot products. Here,

the assumption is that the camera centers and the projection center are the same point,

from which the VO or panorama direction vectors are originated. The second assumption is

that, the observed objects by the camera system are relatively far from the camera surfaces

when compared to the outer radius of mechanical hemisphere construction. In this way,

the pinhole camera [63] definitions become applicable provided in the Section-2.4.1, in the

expense of sacrificing the third dimension information related to the objects observed at the

VO directions.

To sum up, the method described in the Section-2.4.2 can be summarized as follows. First, it

is vital to make a dot product of the direction vector ~ω and each camera unit vector~t , which

represents the viewing direction of the camera and originates from the insect eye camera

center as well. If the angle between the camera and the ommatidia vector ~ω j is less than

half of the angle of view of the i th camera, then the camera i is said to be contributing to the

intensity value of ommatidia represented by ~ω j . After this step, it is needed to estimate the ray

44



4.2. Better quality panorama generation with probabilistic methods

position ~ω by projecting it on the each contributing camera image frame to determine and

pick the intensity value from the camera image frames. Then an estimation of the intensity

value should be made. Different methods are proposed literature for the estimation of the

pixel value, which are nearest neighbor [64], linear interpolation [70], Gaussian smoothed

weighted average [66]. These methods are suffering from either the visible camera seams or

the blurring at the object edges due to the missed third dimension information and parallax.

In the following section, a better quality panorama generation method to overcome these

problems is described which I proposed first in [74].

4.2 Better quality panorama generation with probabilistic

methods

In this section, a novel method is presented to improve the quality of panoramic images on

a spherically arranged multi-sensor imaging system. The new method is composed of two

approaches. The first approach proposed is based on mapping the panorama generation

problem onto a Markov Random Field (MRF) and then estimating posterior probabilities

from initial likelihoods. The novelty of approach is based on extracting the prior evidence

from the registration information of multiple cameras and estimating expected value on

an undirected graph. The second part of the method is a geometrical approach targeting

a better estimation for the initial priors, which is also not applied before. The aim of both

approaches is to decrease the parallax errors and ghosting effects, which occur due to the

nature of multi-camera systems.

It is shown that, instead of directly using independent intensity coefficients extracted from

registration information, applying a neighborhood based local probability distribution for

each pixel of panorama gives better results. The registration information is considered as

a prior knowledge to find more accurate evidences. Visual comparisons are provided to

show the achieved quality enhancement in terms of seamless and more natural panoramic

image with less ghosting effects. Since the registration priors are used effectively with a

single iteration step in a 4 connected neighborhood, the need for an intensity based loopy

and iterative inference method is prohibited. Hence, the proposed methods are suitable for

real-time hardware implementation. The proposed hardware implementation of the method

for real-time operation is described in Section-5.4.2.

4.2.1 Panorama generation as an Inference problem

I define the panorama generation problem as a probabilistic inference problem and then

propose a method for reducing the seam and parallax errors in the final panoramic image.

High quality image mosaicing and panorama generation are well studied in many works

[41, 45, 75, 76]. Generating panorama sequences is a challenging task, and in the past, it

has been conventionally achieved by different approaches such as very wide field of view
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(FOV) lens or convex mirror based single image sensor systems [77]. Recently, multi-sensor

systems where the surrounding scene of the cameras is partially captured by different sensors

are proposed for panorama generation [64, 78]. To achieve high quality and high resolution

panoramic images, multi-sensor systems cater to better results due to less optical distortion

and better sampling capability. However, accomplishing the processing of multiple images

captured by multiple sensors seeing partially the same scene for the panorama generation is

not trivial and requires special algorithmic approaches [64, 66, 78].

As mentioned in the Section-2.4.2, in [64], authors describe a method for implementing

a spherical camera system, named as Panoptic, where the individual image sensors are

arranged on a hemispherical frame. The construction aspects such as camera placement and

manufacturing tolerances for the spherical multi-camera system are discussed in detail where

two methods are reported for generating hemispherical panorama image [64]. First approach

is choosing a best seeing camera for each panorama pixel based on calibration information.

Second method is blending partially overlapping images captured by different cameras with

weighted linear interpolation. The weights are chosen according to calibration information.

The output image has artifacts such as ghosting and blurring effects at object edges due to the

linear aggregation. The output quality is enhanced in [66] by applying a vignetting correction

before interpolation and Gaussian coefficients during the aggregation step. However, since

none of the algorithms take into account the information of neighboring light rays, the inferred

panorama at the output is less realistic and visually poor. Moreover, there are steps in the

algorithm which do not meet the geometrical constraints of the proposed system. Hence, the

methodology is still open for development to improve the output image quality.

In [78], the construction of a 360◦×90◦ FOV panorama from six cameras placed on surfaces

of a cubic shape is achieved by mapping the problem on a Markov random field (MRF) and

applying belief propagation (BP) based energy minimization method. Although the system

proposed in [78] is composed of a small number of cameras when compared to the one in [64],

real-time operation is not reported. Nevertheless, the authors of [78] show that minimizing

the energy of the graph provides a final panoramic image that has less ghosting effects; and

the method reduces the errors due to mis-registration of individual image sensors.

Using MRF and Bayesian methods for image processing problems is not new and these

methods are well studied in many works [79–81]. A comparative study is presented in [80]

on the utilization of MRFs and applying different energy minimization methods for different

vision problems such as object detection, resolution enhancement and panorama generation.

In [79], the belief propagation and graph cut methods are analyzed for energy minimization

on MRFs.

In the proposed approach here, the real-time panorama generation problem on a

multi-camera system is defined as an inference problem; and a methodology is developed

to solve it by using MRF for calculating a posterior probability distribution. The method

explained in the scope of this work first extracts the priors for generating evidence from the
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sensor structure and calibration information of the individual cameras: and then, it generates

coefficients from the resulting marginal probabilities. In other words, a posterior probability

distribution for each hidden node of MRF is calculated. Then, instead of choosing the best

label for the corresponding node, expected value estimation is done for the intensity value

of each pixel of the panorama by using the joint probability distributions.Visual results are

represented in Section-4.2.3. It is shown that using the proposed method provides better

results than the panorama outputs presented in [64] and [66].

4.2.2 Proposed approach

The methods for calculation of the intensity values for panorama pixels proposed in [64] and

[66] are explained in section-2.4.2. The 3 techniques named as the nearest neighbor, linear

blending and Gaussian weighted blending are given by the equations (4.1), (4.4) and (4.5)

respectively as described in Chapter-2, Section-2.4.2.

~ri = (~q −~ti )− ((~q −~ti ) ·~ω)×~ω (4.1)

j = argmin
i∈I

(|ri |) (4.2)

L(~q ,~ω) = L(~c j ,~ω) (4.3)

L(~q ,~ω) =
∑
i∈I

1
|ri |L(~ci ,~ω)∑
i∈I

1
|ri |

(4.4)

L(~q ,~ω) =
∑
i∈I

1
|ri |e

− d j
2

2σd
2 L(~ci ,~ω)

∑
i∈I

1
|ri |e

− d j
2

2σd
2

(4.5)

In my approach, the panorama pixel construction problem is considered in the probabilistic

domain unlike the previous methods proposed in [64] and [66]. Then the previously proposed

blending methods for the spherical multi-camera system [64] and [66] can be classified in the

context of this work as follows: The nearest neighbor method [64] given by (4.1) can be seen

as choosing the maximum likelihood estimate (MLE) over the probability distribution on the

planar ~ω-plane. The linear blending [64] expressed by (4.4) can be interpreted as Expected

Value (EV) calculation by using the independent probabilities extracted from the ~ω-plane

projection. Finally, the Gaussian blending given in (4.5) also calculates expected value after
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redistributing the probabilities by multiplying with Gaussian coefficients. Reconsidering the

equation (4.4), which is a weighted average, the problem of inferring the panorama pixel can

be viewed as an expected value calculation by using (4.6).

E [X ] =
∑
i

pi xi∑
i

pi
(4.6)

In (4.6), X is a random variable that can take the value from a set of {xi } with a corresponding

probability from a set of
{

pi
}
; and E is the expected value of X. In the same manner, any

direction intensity value in the panorama L can be expressed as an expected value in (4.7)

which is equivalent to (4.4).

E
[
L(~q ,~ω)

]=
∑
i

pi li∑
i

pi
, pi = 1

|ri |
, li = L(~ci ,~ω) (4.7)

The MLE or nearest neighbor chooses one exact pixel captured by one of the cameras.

Therefore, at camera transition points on the panorama, visible seams are inevitable and the

image is not natural for a human observation as seen in Fig.4.4a and Fig.4.5a. EV method or

linear interpolation makes a combination of the camera pixels by using the distance values on

the ~ω-plane as weights, which is referred as probabilities in the scope of this work. It provides

smoother transitions but since the probability values are independent of the distribution of

the adjacent panorama pixels, it causes ghosting effects at object boundaries.

Finally, EV with Gaussian coefficients (4.5) targets a better distribution for the independent

probabilities of each~ω direction regarding to the position of the candidate pixel on the camera

image planes. Although the observational choice of Gaussian distribution smoothens the

transitions at seams and reduces the intensity differences among the panorama, it does not

consider the distribution at neighboring directions. Thus the ghosting effects are not removed

completely.

However, by the nature of image reconstruction problem, there is a strong spatial dependency

between neighboring pixels. Hence, just applying an independent probability distribution by

using projected distances on the planar plane cannot sufficiently deal with the parallax errors

and blurring near object boundaries, which is the main driving motivation of this work.
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Figure 4.2 – Example graph representation for the panoramic image

Graph representation

It is proposed to apply a marginalizing process among the probabilities of neighboring ~ω

directions, and to get more accurate probability distribution for each ~ω direction before

calculating the expected intensity value of each panorama pixel. To achieve this, mapping the

problem onto an undirected graph where dependency is defined as the connectivity of the

nodes is required. Markov random field (MRF) representations are appropriate models for

this kind of imaging problems.

The general structure of a MRF is an undirected graph G = (V,E) with observed nodes and

hidden nodes as shown in Fig.4.2. The panoramic image is mapped onto a MRF where the

set of nodes V are composed of the hidden nodes X, and the observed random variables

Y. The intensity value of a particular direction ~ωu is a hidden quantity that will be inferred.

The observed values are the intensity values captured by the individual image sensors in the

system. Each observed variable has a bias that is calculated as the prior probability value at the

~ω-plane projection step. The target is to strengthen this bias by considering the neighboring

probability distributions such that the resulting panorama pixel intensity will be more natural.

Unlike the many cases where MRFs are used to label each hidden node and choose a best

matching random variable, the target in this work is to calculate an expected value for

the hidden node by using the probability distribution of the observed variables. Hence,

a maximum a posteriori (MAP) solution is not taken. Since the final intensity value for each

~ωu direction will be calculated by weighted aggregation at the last algorithmic step, we do

not take the intensity differences of the neighboring ~ωu directions; therefore,a compatibility

potential function is not used. Thus, the only potentials used between neighboring hidden

nodes X are theφi u as given in (4.8) where u represents a hidden node, i represents the camera

indices in the system. So φi u are the probability values of each camera neighboring nodes

extracted from the distances on the ~ωu-plane. Then the joint probability distribution for each
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4-connected neighbor set of a direction ~ωu is defined as (4.8). In (4.8), Nu represents the

4-connected neighbor set (i.e. up, down, left, and right neighbors) of direction ~ωu where Z is a

normalization factor.

pi u = 1

Z
φi u

∏
ν∈Nu

φiν, φi u = 1

ri u
(4.8)

The expression (4.8) is based on the local Markov property that is a variable which is

conditionally independent of all other variables given its neighbors. With (4.8), the posterior

probability distribution for each node is achieved, which is equivalent to attaining marginal

probabilities in the 4-connected neighborhood of a certain direction. Then, these posterior

probabilities are replaced as new weights in (4.7) to calculate the expected value as the final

intensity for each of the panorama pixel u as in equation (4.9)

E
[
L(~q , ~ωu)

]=
∑
i

pi uli u∑
i

pi u
, li u = L(~ci , ~ωu) (4.9)

By taking the probability distributions of neighboring nodes into account, stronger evidence is

calculated from the initial priors. Hence, the reconstructed panorama is more natural with the

reduced defects like ghosting effects and the visible seams. Visual comparisons are provided

in experimental results section.

Accurate prior estimation from spherical model

The planar~ω-plane approach as described in the Section-2.4.2 and illustrated in Fig.2.5, which

is used for extracting distance values, is based on the constant light flux (CLF) assumption.

It is assumed that the light intensity remains constant on the trajectory of any light ray.

This assumption is true but not sufficient for the case of the spherical arrangement of the

cameras. For a better extraction, the geometry of the camera array should be considered

as well. Therefore, the CLF assumption is extended by changing the projection surface to a

spherical geometry, which is inspired from the actual physical placements of the individual

cameras on the hemispherical frame. This modification is illustrated in Fig.4.3; the previous

projection method, which can be also extracted from Fig.2.5, is provided in Fig.4.3a. In Fig.4.3b,

where the new proposal is shown, the planar projection surface is replaced by the spherical

surface. The light flux is still assumed to be constant but a direction factor is added due to

the spherical camera arrangement geometry. According to this new proposal, the light flux is

assumed constant on a trajectory of any light ray through the point of observation, which is

the center of the sphere in default case.
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(a) (b)

Figure 4.3 – The proposed method for accurate prior estimation from spherical model, (a) the
previous planar model, (b) proposed spherical arrangement for estimating the priors

The virtual spherical surface is constructed by bounding the planar surface with a circle that

has a radius of the maximum distance |ri | for the current ~ω vector projection. Extending this

circle to 3D symmetrically, which results in a hemisphere surface with a radius of ri max . The

arc values ai are defined as the arc distance from the pole of the~ω-sphere and the re-projected

position of the camera center point on the sphere. The relation between the ai and the

corresponding ri can be solved easily by using simple geometry, which can be expressed in

(4.10); and when the distances are normalized to 1, the projection surface becomes a unit

sphere. Then, arc distance can be calculated as (4.11).

ai = ri max

[
π

2
−arccos

( |ri |
ri max

])
, ri max = max{|ri |} (4.10)

ai nor m = π

2
−arccos(|ri |) (4.11)

By applying this transform to the projection surface and the distance values, the absolute

values of the relative distances between the projected camera centers on the surface and the

vector have become more realistic. That is, further points, which are less likely to be candidate

label for the current ~ω direction, become more distant with respect to the closer points since

they move on to the curved surface of the new spherical surface.

4.2.3 Experimental results

In Fig.4.4, an example spherical panorama image of a complex scene generated by using the

proposed method is provided. The resolution of the final panorama image is 1920x512. The

single images are captured by the 24 camera system I designed and the calibration is done

as described in Chapter-3. The proposed method is implemented as a MATLAB script and

compared with the previous systems visually. The hardware implementation of the method is
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described in Section-5.4.2.

The image in Fig.4.4a is the panorama image of the same scene generated by using the nearest

neighbor technique proposed in [64]. The comparison of two images in terms of seams can be

done on these images. In Fig.4.4b, the linear blending method [70] is shown where the image

looks more seamless, the camera boundaries are not as sharp as nearest neighbor. However

there are ghosting effects at the camera boundaries especially at object edges. The results of

the blending method [66], which is smoothing the weights of the linear blending with Gaussian

filtering is shown in Fig.4.4c. The object edge ghosting effects and seems are removed when

compared to the linear blending but they are still visible. The result of the method I propose is

shown in Fig.4.4d. The improvement at the camera boundaries and around objects like the

polyp in the middle can be seen. The 512x512 zoomed version of the object of interest, and

the comparisons on the constructed images with the previous methods can be seen in Fig.

4.5a and 4.5d.

4.2.4 Discussion

In this section, panorama generation problem on a spherically arranged multi-camera system

is considered in probabilistic domain and two novel approaches are developed. The final

panorama is mapped on to an undirected graph, which is chosen as Markov random field; and

the joint probability distributions are calculated on 4-connected neighborhood. Registration

information extracted from the camera calibration parameters is used as likelihood prior and

the neighboring pixel probability distributions are used to get more accurate probability

distribution in order to get a seamless and natural spherical panorama. It is visually

justified that instead of using linear combination [64] or aggregation by using pre-determined

coefficients like Gaussian distribution [66], using the joint probability distribution gives better

results. The reconstruction step is considered as Expected Value (EV) estimation for the

intensity values of panorama pixels, which give more natural and seamless panoramic image

when compared to a maximum likelihood estimate, named as nearest neighbor method in [64].

In order to start with more accurate priors before calculating joint probabilities, a geometrical

correction is also proposed.

However, the used registration priors are actually fixed with the geometry of the structure and

they are limited by the mapping method using the vector projection and the pinhole camera

assumption. To use the dynamic scene information, the sampled intensity values in the light

field can be utilized. In the next section this proposal has been analyzed.

4.3 Inter-Camera pixel intensity differences and its applications

For each virtual ommatidia, there are more than one contributing cameras. In ideal case, if all

the cameras are identical and if we do not omit the distances of the objects from the camera

surface, and if our calibration process is perfect, then the contributions of the each camera for
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a specific virtual ommatidia direction should be same. The reason is simple; all the cameras

should have sampled the same light ray from the surrounding light space for that specific

direction.

However, in reality there are non-ideal behavior of the various components. As a first

non-ideality, it is assumed that the objects are relatively far from the cameras and a weighted

average of the intensity values from different contributing cameras are done. This causes

blurry edges and ghosting in the final panoramic image.

Moreover, our calibration method is dependent on the environment, the distances of the

objects at the moment that the calibration takes place. If the calibration is done with the

objects farther than the expected distance ranges during the operation of the camera system,

this will also cause using wrong calibration parameters for the camera positions and intrinsic

parameters of the cameras. The last point is that, since the cameras are physically not identical,

their color spectrum is slightly different from each other. As a result, when we add up all these

points, obviously, there will be intensity differences of the cameras which are supposed to

contribute to the same virtual ommatidia direction.

We analyzed this result and utilize these inter-camera differences for different purposes and

create hypothesis for each case and tested them by applying to the visual data.

4.3.1 Object boundary detection

In our camera system as described in Chapter-3, the distance values on the orthogonal plane

of VO directions are used as the measure of how likely a camera can contribute to a virtual

ommatidia direction. Smaller distance ri on the orthogonal plane of ~ω j means closer focal

vector~ti of the camera to the vector ~ω j . This also means that for the cameras with the larger

orthogonal distances, there will be more disparity on the object boundaries. So my claim

here is that, for a given virtual ommatidia direction ~ω j if the intensity values of the largest

and smallest distances are compared, this intensity difference should result in a quantity that

contains information on either there is an object or not. The reason for that is, at the object

boundaries there will be parallax which means high level of intensity difference. And the more

different the compared contributing camera centers are, the more chance to have a parallax is.

To test and set up this hypothesis, for each VO direction, it is needed to find the cameras

which have the maximum and minimum distances from the observing point center on the

orthogonal plane of the VO under consideration. The orthogonal plane is illustrated in Fig.4.3a

and the distances are calculated given by the (4.1), rewritten as (4.12). The camera indices

with minimum and maximum distances are given by (4.13) and (4.14) respectively. The ~q is

the coordinate vector for observation point inside the hemisphere, which is {0,0,0} by default

but can be any point theoretically. Then the object boundary value Lob of each direction is

given by (4.15). If we have all the Lob values for all the directions in the compound panoramic

image, then we can have the object boundary map of whole field of view.
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For the comparison of the camera pixel intensities, the gray scale intensities of the cameras

can be utilized. For obtaining the gray scale intensity values YCbCr [82] scheme is used. Then

the Y channel is used as gray level.

~ri = (~q −~ti )− ((~q −~ti ) ·~ω)×~ω (4.12)

j = argmin
i∈I

(|ri |) (4.13)

k = argmax
i∈I

(|ri |) (4.14)

Lob(~q ,~ω) = ∣∣L(~ck ,~ω)−L(~c j ,~ω)
∣∣ (4.15)

I have tested this hypothesis with the 24-camera miniaturized system and also with different

multi-camera hemispherical systems. For example in Fig.4.6a, the images are captured with

the system explained in [64]. This system have 15 cameras and have a 30 mm radius without

illumination capability. Each of the cameras have 353x288 pixel resolution. The panoramic

image reconstructed is shown in Fig.4.6b. The method I proposed [74], which described in

section-4.2.2, is utilized for a 1920x512 pixel resolution. The images are generated in MATLAB

environment by implementing the equations (4.12)-(4.15).

The object boundary map generated by the proposed method is in gray scale as seen in Fig.4.6a.

There are certain regions seen in complete black with Lob = 0. Actually these regions are the

regions that are seen by only one camera, hence there is no possible intensity difference value.

The regions seen only by one camera are shown in Fig.4.6c.

In order to have a decision image, a binary image can be obtained by applying a threshold

value to the object boundary map as given in (4.16). The choice of ideal threshold value of thob

can be made by considering the default intensity value differences which are not dependent

on the scene. As described early in this section, there will be intensity differences due to the

calibration imperfections and inter-camera color inconsistency. A resulting image with a

threshold value of thob = 0.2 is shown in Fig.4.6d obtained from the image in Fig.4.6a where

the gray intensity values are in the [0,1] interval. Here the threshold value is chosen empirically

for illustration.

Lob(~q ,~ω) =
1, if Lob > thob .

0, otherwise.
(4.16)

I have also tested the method by using the colonoscopy image taken from a human colon

model as shown in Fig.4.7. The images in Fig. 4.7 are 180◦×180◦ panoramic images with
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1080×1080 pixel resolution.

With the visual results, the hypothesis stated in the beginning is tested and validated. That is,

for the proposed hemispherical camera system using the pixel mapping method utilized for

panorama generation, the inter-camera pixel intensity differences of the most and less likely

cameras contains an information about the boundaries of the objects resides in the field of

view of the camera system. Although this result of the proposed approach is not adequate

by itself for a automatized object detection method, it can be extended to machine vision

applications such as automatic polyp detection [83].

4.3.2 Inter-camera pixel intensity differences as inference evidences

In the previous panorama construction methods [64, 66, 70, 74] the evidences used as

interpolation weights are purely extracted from the geometrical relations of the cameras

under the pinhole camera assumption. The geometrical relations between cameras are fixed

and do not change according to the scene. Therefore, these methods are not taking into

consideration the dynamically changing inter-camera pixel intensity differences. So here the

proposal is to utilize the camera intensity values as evidences or weights for their contribution

to the final scene. In this way the ghosting effects at the object boundaries can be even

reduced.

To use the intensity differences a difference measure has to be defined between the intensity

values of the contributing cameras to a particular direction. I use sum of absolute differences

(SAD) as the difference measure due to its simplicity. The gray-scale intensity values are

accommodated by converting the RGB values into the YCbCr [82] domain.

For each virtual ommatidia direction constructed, the pixel intensity difference of each

camera with respect to the other contributing cameras is calculated. Then the total SAD

value calculated for each contributing camera for each virtual ommatidia direction seen by

more than one camera, given by (4.17). Then we use the reciprocal of the total SAD value as an

evidence and combine with the geometrical evidences value by multiplying for each camera

in each VO direction as given in (4.18) extending the method described in Section-4.2.2. In

this way if the total SAD value is small, it will increase the probability of contribution for the

camera to the direction in consideration, if SAD value is high, it will decrease the probability.

S ADi =
Ncont∑
j=1

∣∣Ii − I j
∣∣ (4.17)
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E
[
L(~q , ~ωu)

]=
∑
i

1
S ADi

pi uli u∑
i

1
S ADi

pi u
, li u = L(~ci , ~ωu) (4.18)

I applied the method to the colonoscopy scene and the resulting image is shown in Fig.4.8a.

The visual result is compared with the resulting image with the method described in

Section-4.2.2 as shown in Fig.4.8b. The method performs accurately at the object boundaries

for directions seen by more than two cameras since the SAD values are equal and bring equal

weights for the directions seen by only two cameras. A zoomed image comparison for the

polyp is given in Fig.4.8, where a small portion at the polyp boundary is seen by 3 cameras. The

resulting image is shown in Fig.4.8c and the image for the method described in Section-4.2.2

in Fig.4.8d.

4.3.3 Inter-Camera Pixel Intensity Differences as a Quality Measure

The inter-camera differences can also be used for estimating a noise figure of the camera

system. The noise figure for images is generally measured with peak signal to noise ratio

(PSNR). For the previous work in [65–67], there are no quantitative methods proposed for

measuring the quality of the resulting systems. In [65–67], a visual judgment of the resulting

images is done since there are no ground truth images available.

The PSNR measure is used commonly for measuring the noise added with an image processing

method applied to an original image by making a comparison with the resulting noisy image.

Since there is not a ground truth image to compare for panorama generation, the classical

approach for taking an original image and a noisy image is not taken. Instead, the proposed

method is a measure of how much error we can produce for a given virtual ommatidia direction.

As described early in this section, in the ideal case the contributions of the cameras should be

the same for a given VO direction.

An estimate of how noisy images are created by the multi-camera system can be achieved by

using inter-camera pixel intensity differences as follows: For any given direction that is tried

to be reconstructed from the contributing cameras, a mean square error is calculated by using

(4.19). In (4.19), the Ncont is the number of cameras contributing to the direction. Then we

calculate the mean square error (MSE) for the whole image by averaging the VO MSE values

over the whole image. Then with the MSE of the whole image we calculate the PSNR value as

given in 4.21 where M AX I denotes the maximum possible intensity value.

MSEω = 1

Ncont

Ncont∑
j=1

Ncont∑
i= j

[
Ii − I j

]2 (4.19)
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MSEpan = 1

mn

m∑
k=1

n∑
l=1

MSEω [k] [l ] (4.20)

PSN Rpan = 20log10 (M AX I )−10log10

(
MSEpan

)
(4.21)

In this way, a total error estimation for the system can be made which combines the errors

due to the calibration imperfections, inter-camera color inconsistency and the error caused

by the assumption of far objects. Since the method is dependent on the textures and colors

in the scene, for each of the cases, the scene should be chosen with different criterion. For

example for estimating the PSNR for inter-camera color inconsistency, a single color spherical

board can be utilized with sufficiently large radius, minimizing the calibration mismatches

and parallax. For estimating PSNR caused by the calibration mismatches a textured spherical

checker board can be used with different diameters and the change of the PSNR can be

calculated. For parallax errors, a textured scene with objects at different distances should be

chosen. As an example, for the image shown in Fig.4.8a, a PSNR=23.55 dB is calculated.

4.3.4 Discussion

The methods described in this section for utilizing inter-camera differences are given as

example uses of the capabilities of the designed multi-camera panoramic imaging system.

They are intended for better quality panorama generation and providing a basic input for

further machine vision tasks such as automatic polyp detection. To accommodate the methods

in full performance, systems that have more camera overlap would be ideal.

4.4 Conclusion

In this Chapter, the image processing methods to generate high quality panoramic images

from the hemispherical multi-camera system and utilizing the overlapping field of views

for different applications are explained. The approach that is considering the panorama

generation problem as an inference problem is described. With the visual results, it is shown

that the proposed method performs better when compared to the methods in literature. By

considering the overlapping field of views of the adjacent cameras, methods are disclosed to

generate pre-processing information for different applications like object boundary detection

and parallax removal. A qualitative method is described for assessing the performance of the

designed multi-camera system by using inter-camera pixel intensity differences.
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(a)

(b)

(c)

(d)

Figure 4.4 – The comparison of the probabilistic inference method (d) with nearest neighbor
method [64](a), linear blending method [70](b),linear blending with Gaussian smoothed
weights [66] (c). The images have 1920x512 resolution, generated in MATLAB using the output
images from our miniaturized 24-camera system.

58



4.4. Conclusion

(a) (b)

(c) (d)

Figure 4.5 – The comparison for 2x zoomed on the polyp to show the effect on object
boundaries. nearest neighbor(a), linear blending(b), gaussian smoothed linear blending
(c) and proposed probabilistic inference method (d). The images have 512x512 resolution,
generated in MATLAB using the output images from our miniaturized 24-camera system.
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(a)

(b)

(c)

(d)

Figure 4.6 – The results obtained from the proposed method for object boundary detection. (a)
The object boundary map in gray scale, (b) Constructed panorama image (c) the regions seen
only one camera in shown in black (d) final object boundary map with a threshold thob = 0.2
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(a) (b)

(c) (d)

Figure 4.7 – The results obtained from the proposed method for object boundary detection. (a)
The object boundary map in gray scale, (b) Constructed panorama image (c) the regions seen
only one camera in shown in black (d) final object boundary map with a threshold thob = 0.6
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(a) (b)

(c) (d)

Figure 4.8 – The results obtained from the proposed method for SAD based interpolation.
(a) The resulting image in 180◦×180◦ angle of view 1080x1080p resolution, (b) The same
reconstruction with method in [74] (c) the zoomed image on the polyp object for SAD based
method (d) the zoomed image with previous method
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5 FPGA Embedded System Design

In this Chapter, the digital hardware design details for the designed and fabricated

miniaturized multiple camera system are explained. The system is composed of custom

PCB design for electrical interfacing, an FPGA system where the digital circuit design for the

real-time panoramic video generation is embedded.

5.1 Single Camera Interface and Image Processing Blocks

Since the miniaturization is one of the key targets for the work presented here, the first

selection criterion for the single camera is its size. Also having minimal I/O and programming

requirements in terms of simple interfacing is important. Since the target applications are

mostly mobile, the power figure of the sensor should also be as minimal as possible. The

physical and optical specifications of the chosen camera for the realization is described in

Section-3. The summary of the electrical characteristics of the camera is given in Table-5.1

and a simple block diagram of the image sensor is illustrated in Fig.5.1.

Table 5.1 – Single image sensor electrical specifications

Specification Value

Shutter mode rolling
ADC Resolution 10-bit

Data interface
Serial transfer,

Low voltage differential signal (LVDS),
10 bit signal + 1 start 1 stop bit

Operation Mode free running
Frame Rate 44-56 fps
Pixel Array 250x250

Since the image sensors chosen are simple and minimal, there are no additional image

processing inside the image sensor. It generates raw Bayer data and does not accommodate
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Figure 5.1 – Single image sensor block diagram

any additional processing such as demosaicing, white balancing etc. The design of such blocks

is needed as a pipeline at the output of the cameras.

5.1.1 Interface Printed Circuit Board (PCB)

The image sensor is providing a low voltage differential signal (LVDS) serial output but does

not have a standard differential impedance of 100 ohm. There was a need to make an interface

PCB design to convert the signal to standard 100 ohm LDVS signal, compatible with the

inputs of the chosen FPGA. Moreover, the 2-line interface of the single cameras is used as

configuration serial clock and serial data for writing to the internal register of the camera. In

the PCB design, a high output impedance buffer is also included to access to the line during

the configuration time of the camera frame cycle. Another important aspect of the single

cameras used is that the frame rate can only be changed by tuning the supply voltage of the

camera between 1.8V-2.4V, which corresponds to a frame rate interval of 44fps-56fps.

A circuit block diagram of the designed PCB simplified for one camera interfacing is illustrated

in Fig.5.2. The camera interface PCB contains a fast comparator to sample and convert the

LVDS line to 1.8V 100 ohm standard LVDS, output of which can be connected directly to

the LVDS inputs of FPGA. On the PCB, an adjustable voltage controller is also placed with a

digitally controlled resistor at its adjust node through I2C interface. In this way, the supply

voltage of each camera can be controlled digitally by the FPGA. Each of the camera interface

PCBs supports 2 cameras. An example image of the designed and fabricated PCB is shown

in Fig.5.3a. Since there will be more than one cameras, there is a need for addressing the I2C

lines, for this purpose an I2C switch is included on the main board.
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Figure 5.2 – Circuit block diagram for the PCB, simplified view for one camera interfacing

(a) (b) (c)

Figure 5.3 – The custom PCB designs for camera interfacing. (a) camera interface PCB for 2
cameras, (b) and (c) main board PCB supporting 4 and 30 cameras respectively.

The camera interface PCB units are connected to the FPGA trough another custom made

PCB as a main board which has a FPGA Mezzanine Card (FMC) connector compatible with

the FPGA board used. For the development and analysis of the single camera hardware, a

main board as shown in Fig.5.3b which supports 4 cameras and 2 single camera PCBs are

designed and fabricated. After the verification of the PCB and hardware for the full system

design, a main board that is capable of supporting 30 cameras is fabricated. The designed and

fabricated final main PCB is shown in Fig.5.3c.

65



Chapter 5. FPGA Embedded System Design

axi_single_cam_if : IP for a single camera

LVDS-
to-

single 
line 
IO 

Block

Xilinx 
Video to 

AXI 
Stream

Xilinx 
Video 
DMA

AXI Bus

DDR3 
Mem 
Int.

Top module as Xilinx IP wrapper 

Camera Interface and Pipeline

Serial Data 
sampling and 
Parallelization

CFA 
Bayer->RGB

Video 
formatting 
for output 

AXI-Lite Bus

 MicroBlaze 
32-Bit Soft 

Core Processor

RS232 IP 
communicating 

PC User 
Interface

I2C Unit 
 Camera 
voltage 

adjustment

HDMI unit For 
video stream 
output to PC

Software Accesible Registers for SW-HW 
interaction

Frame Memory 
block RAMs

GPIO 
Camera   
On/Off

Xilinx 
Video 

DMAHDMI

Figure 5.4 – The custom single camera pipeline as an FPGA AXI slave IP, and the embedded
system designed for testing the interface

5.1.2 Single Camera Image processing pipeline

The designed pipeline for the single cameras is shown in Fig.5.4 with the whole microprocessor

system for testing and verifying the unit. Since the target FPGA vendor is Xilinx and since

the design should be configurable, the camera pipeline circuit is designed compatible with

the Xilinx custom peripheral interface. The single camera module is an advanced extensible

interface lite (AXI-lite) slave unit and it is accessible by the Microblaze embedded processor. In

this way, it can be configured during run-time via software accessible registers. For the single

camera embedded system, the configurable and controllable features are listed in Table-5.2.

The design of sub-blocks of the camera pipeline is described in the following sections.

Sampling and Deserialization

Inside the FPGA, the single camera interface samples the incoming serial data with a 200 MHz

clock and decodes the serial stream by detecting the edges and pulse widths. The encoding

used in the serial stream is similar to Manchester encoding [84]. The average frequency of the

camera signal is around 30 MHz. After sampling, the pixel stream is deserialized and 10-bit

precision Bayer filtered pixel intensity values are obtained. Then Bayer demosaicing is applied

to the image as described later in this section. The Bayer demosaicing methods and automatic

white balancing techniques are explored and different method implementations for single

camera pipeline are performed and compared as described in Appendix-A.
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Table 5.2 – Programmable features for single camera IP

Feature Interface Explanation

Camera Power ON/OF GPIO
to shut down and power up

the camera with precise timing

Camera Supply Voltage I2C
controllable between

1.8V-2.4V with 256 steps

Camera gain register GPIO
to change the gain register of

the camera between 4 different levels

Frame buffering mode Software accessible registers
select between Bayer/RGB

frame buffering modes

Test pattern selection Software accessible registers
select camera output or

pre-defined test pattern registers

After the demosaicing, the pixel values fed into two different paths as shown in Fig.5.4. One

of them is frame memory which is accessed by the panorama generation unit. The second

path is converting the video stream to Xilinx AXI-stream and it feeds the data to double data

rate 3 (DDR3) synchronous dynamic random access memory (SDRAM) interface through

Xilinx video direct memory access (VDMA) units which are utilizing the AXI Bus interface for

burst write operations. This latter path is to get the single camera streams visually through

high definition multimedia interface (HDMI) for making the calibration step and showing the

single camera videos individually as well during the operation. Then the HDMI IP, which is

provided by the Analog Devices, is utilized for accessing the DDR3 RAM and it streams out the

video frame through HDMI port.

The interface of Video-to-AXI stream is a simple interface and needs two synchronizations

signals hbl ank, vbl ank for indicating line and frame inactive intervals respectively. In

addition to that, as a standard interface, it also needs a data enable signal DE in case of

modulating the line length. A pixel clock is also expected from the Xilinx Video-to-AXI stream

interface block.

The cameras used for the system have a fixed sequencing for multiplexing the LVDS output

and serial data input. Simply, the camera listens the serial line for a certain amount of time

between two output image frames. The designed sampling and deserialization block is also

responsible for following this sequencing and make the multiplexing from the FPGA side by

using the C am_s_en output when necessary. In this way access to the camera gain register is

achievable.

Bayer Demosaicing

Modern digital imaging sensors are only able to measure gray scales whereas the human eye

is able to distinguish colors rangin from 380 nm to 780 nm, which corresponds to a color

range from violet to red. Fig.5.5 shows two different configurations for taking colored images.
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(a) Beam splitting by a trichroic prism assembly.
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(b) Relative spectral sensitivity of the Kodak KLI-
2113 sensor.
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FIG. 1: Three-CCD technology.

The two main technology families available for the design ofdigital camera photo-
sensors are CCD (Charge-Coupled Device) and CMOS (Complementary Metal-Oxide
Semiconductor) technologies, the former being the most widespread one today. The
CCD technology uses the photoelectric effect of the siliconsubstrate, while CMOS is
based on a photodetector and an active amplifier. Both photosensors overall convert
the intensity of the light reaching each pixel into a proportional voltage. Additional
circuits then converts this analog voltage signal into digital data. For illustration and
explanation purposes, the following text relates to the CCDtechnology.

The various digital color cameras available on the market may also be distingui-
shed according to whether they incorporate only a single sensor or three. In accordance
with the trichromatic theory, three-CCD technology incorporates three CCD sensors,
each one being dedicated to a specific primary color. In most devices, the color sti-
mulus from the observed scene is split onto the three sensorsby means of a trichroic
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(a) Mono-CCD technology outline, using the Bayer Color Filter Array (CFA).
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FIG. 3: Internal structure of a mono-CCD color camera.

7

(b)

Figure 5.5 – Two possible configuration for color image sensing [85] (a) three sensors
arrangement for capturing R,G,B channels separately, (b) using Bayer pattern with a single
sensor.

Fig.5.5a shows that with a prism, the incident light can be separated by wavelength/color

and then be passed to three different image sensor arrays which measure the intensities

for each pixel. The upside of this configuration is that for each and every pixel all channels

are directly measured, but it has several downsides: the first and obvious one is that it uses

three sensor arrays, whereas other configurations only use one. However, this is not the most

important drawback. Even more essential disadvantage is that the prism needs to have a

certain size in order to guarantee a sufficiently linear light separation over each sensor. In

addition to aforementioned drawbacks, this kind of systems demands a very high precision in

manufacturing and therefore is rather expensive. Therefore, although these kind of cameras

have advantages, the size itself is a sufficient reason not to use them for endoscopic imaging.

Fig.5.5b shows another approach for producing colored images. This time all pixels are filtered

individually. This makes big optical components obsolete as the filter can be implemented in

a very small scale. However, this kind of system has other implications as described in [85].

In order to distinguish between the different colors, a pattern (Bayer pattern) of optical filters is

laid over the sensor array. Usually, Bayer patterns have twice as many green passing filters than

red or blue passing filters. The reason for the preference of green is that in the human eye 72%

of the luminosity and the contrast perception are based on the green sensitive photoreceptor

while red and blue sensitive photoreceptor contribute 21% and 7% respectively. Another and

more practical reason, is that green lies in the middle of the visible spectrum and usually,

lenses used in the optical part of an imaging device are normalized to a green wavelength

and therefore, the green channel undergoes less optical distortion than the red and the blue

channel.

For the sake of the reconstruction’s simplicity, the Bayer pattern is most of the time a regular

repetition of 2×2 cells as shown in Fig.5.6a and the combination of them is depicted as in

Fig.5.6b.
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A typical low cost digital camera, a single CMOS or CCD array of sensors
capture the colors of the scene, i.e. each pixel in the sensor detects a single color
channel, green, red, or blue. This arrangement is called Color Filter Array (CFA).
Bayer [1] introduced the most popular CFA pattern. In this arrangement the density
of the green samples is twice than that of the red and blue colour components. The
missing colors are then interpolated to reconstruct full color image.

The Bayer CFA array shown in Fig. 1 is widely used though several CFAs have
been proposed in the literature. The Green filters are in quincunx (interlaced) grid
with Red, Blue filters fill up the empty locations. The rest of the sensor array is
composed by repeating this pattern both horizontally and vertically in the spatial
dimensions. This CFA basically subsamples the full color image with 50 % of
Green 25 % of Red and 25 % of Blue pixels of the original image.

The presence of of CFA between lens and sensor produces ‘mosaic’ of colour
samples. The mosaic of colours needs to be undone to recover three colour planes in
order to obtain a full colour representation of the scene information. This process is
referred to as demosaicking. Demosaicking is the process of estimating or inter-
polating the missing colour samples in a CFA image. There are a variety of methods
available for this interpolation process. In this paper, the comparative performance
of SA Adaptive, SA Universal, AF Demosaic, DDFAPD, MN Demosaic, and AP
Demosaic algorithms are reported.

2 Demosaicking Algorithms

The performance evaluation of demosaicking algorithms is utmost important to
how good a digital camera can perform. In this paper certain important demosa-
icking algorithms are studied and the performance of demosaicking algorithms is
evaluated subjectively and objectively. Few very interesting demosaicking algo-
rithms such as SA Adaptive, SA Universal, AF Demosaic, DDFAPD, MN Dem-
osaic, and AP Demosaic algorithms are investigated and presented in this paper.

2.1 Demosaicking by Successive Approximation

Li formulated the CFA demosaicing as a problem of reconstructing correlated
signals from decimated versions and proposed a successive approximation [2]
strategy by adopting color difference interpolation iteratively. The approach in this
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Fig. 1 Possible Bayer colour filter arrays
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Abstract—This paper proposes a novel demosaicing algorithm 

based on improved gradients with color correlation.  Compared 
to conventional method, especially on region with dense lines and 
textures, the proposed method may reduce the probability on the 
edge direction judgment, which may lead to obvious artifacts. 
The improved adaptive gradients calculation uses color 
correlation information. The proposed method can effectively 
suppress the artifacts and increase average PSNR on R, G and B 
channels by 0.59db, 0.69db and 0.56db respectively.  

Index Terms—CFA, demosaicing, gradients, color correlation. 

I. INTRODUCTION 
Recently, digital camera technology is developing rapidly 

and popular. To reduce cost and complexity of digital cameras, 
CMOS image sensor solution is widely used. The CMOS 
image sensor cameras use Color Filter Array (CFA) to filter 
color signals. Among all kinds of CFA, Bayer Pattern is most 
common [1]. Fig. 1 shows the Bayer CFA pattern. Only light 
with specific spectrum (R, G or B channel) is captured at every 
pixel after CFA. Therefore, The CFA image must rely on color 
demosaicing process to reconstruct full color image. 
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B21 G22 B23 G24 B25 

Fig. 1 Bayer Pattern 
 

Various demosaicing algorithms have been proposed over 
last twenty years. Early algorithms include nearest neighbor, 
bilinear and cubic color interpolation [2, 3]. They are simple 
non-adaptive algorithms and perform interpolation in the same 
way at every pixel [4]. Even though these algorithms are easy 
to implement, they will cause many artifacts such as blurring, 
zipper effect on the edge. 

There is one kind of algorithms which process color 
interpolation utilizing color correlation across different 
channels. Cok’s algorithm [5] interpolates luminance (green) 
channel by using bilinear method first, and then calculates red 
hue or blue hue around, finally interpolates missing red or blue 
pixel by average color hue. Hue here is the color ratio of red or 
blue to green pixel. Pei’s algorithm [6] estimates all missing 
colors by bilinear interpolating color difference values. 

Another kind of algorithm is edge adaptive algorithm. 
These algorithms calculate horizontal and vertical gradients 
first, then choose interpolation direction based on gradients and 
process interpolation along the edge. Hibbard [7] computed 
first order gradients in 3x3 areas. Laroche & Prescott [8] 
computed second order gradients in 5x5 areas. Adams & 
Hamilton [9] combined above two gradients and got a better 
result. These algorithms usually show good performance on the 
edge area. However, they also cause obvious artifacts when the 
algorithm encounters incorrect edge estimation. 

In this paper, an improved algorithm is proposed based on 
Adams & Hamilton’s algorithm by adding color correlation 
aided gradients calculation. Target on tough application 
scenarios, especially on those images with dense lines, the 
proposed method improves the gradient accuracy by adopting 
color correlation information. This paper is organized as 
follows. The Adam & Hamilton’s demosaicing method is 
introduced in Section II. Section III presents proposed method. 
The comparison of experiment results of both Adam & 
Hamilton’s method and proposed method are shown in Section 
IV. Section V includes the conclusion of this paper. 

II. ADAM & HAMILTON’S DEMOSAICING METHOD 
In this section, we briefly review the conventional Adam & 

Hamilton’s adaptive color plane interpolation method [9]. 
Adam & Hamilton’s method is an edge adaptive method. It 
uses pixels in neighbor 5x5 area to estimate the green value at 
center. The interpolation area is shown in Fig. 1. 

It firstly defines horizontal and vertical gradients. Referring 
to Fig. 1, the gradients are as follow. 
                  14 12 2 * 13 11 15HL G G B B B= − + − −           (1)  

                   18 8 2 * 13 3 23VL G G B B B= − + − −              (2) 
The gradients include not only luminance information, but 

also Laplacian second order terms of chromaticity channel. 
Therefore these gradients can reflect edge direction where the 
center pixel is. 

978-1-4799-5274-8/14/$31.00 ©2014 IEEE 859

(b)

Figure 5.6 – Individual and combined representation of Bayer patterns (a) Possible regular
Bayer patterns [86] (b) A 5x5 bayer matrix [87]

Naive Bayer to red-green-blue (RGB) Conversion The simplest way to extract the RGB

information from the raw Bayer intensities (the actual measured values) would be to simply

take a 2×2 section of the image, take the mean of the green pixels and then attribute the

measured red and blue values directly. Even though this is done for producing high quality

reference images, for most applications this is not desirable because the resolution of the

image is divided by four.

Bilinear Interpolation Bilinear interpolation is the extension of linear interpolation from a

1 dimensional space to a 2 dimensional space. The simplest way to apply this method is to

consider a 3×3 frame around the searched pixel. One could use bigger frames, but as this

method is so simple, a bigger frame does not bring any improvement.

In order to do the interpolation, it is needed to distinguish between four cases: green pixel

intensity value on a red line, green pixel value in a blue line, red and blue pixel. Due to the

symmetry of each atomic 2×2 cell, the mathematical formulation of the interpolation for the

red pixel is the same as for the blue pixel.

For the descriptions of the interpolation in (5.1) through (5.10), Fig.5.6b is used as a reference

of the pixel location. Example: R(B13) means the red value at the location of pixel B13.

Red Pixel For the red pixel four cases need to be distinguished [85]:
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R(B13) = R7+R9+R17+R19

4
(5.1)

R(R7) = R7 (5.2)

R(G8) = R7+R9

2
(5.3)

R(G12) = R7+R17

2
(5.4)

Green pixel For the green pixels two cases need to be distinguished [85]:

G(B13) = G8+G12+G14+G18

4
(5.5)

G(G12) = G12 (5.6)

The estimation at red locations is the same as at blue locations.

Blue Pixel For the blue pixel four cases need to be distinguished [85]:

B(B13) = B13 (5.7)

B(R7) = B1+B3+B11+B13

4
(5.8)

B(G8) = B3+B13

2
(5.9)

B(G12) = B11+B13

2
(5.10)

Implementation Details The architecture of a bilinear demosaicing algorithm is rather

basic as shown in Fig.5.7. After having passed the Bayer input through a frame buffer to

construct a 3×3 sliding window, the Bayer values are combined in a sum generator where

the sums are described in (5.1) to (5.5) are calculated for the same position. The sums can

easily be generated using unsigned data types for the addition and shifts for the division.

Before outputting the values, 3 of the sums need to be put to the correct output channel,

corresponding to which kind of pixel the frame buffer’s center is currently at.

The main problem of the bilinear and other linear demosaicing algorithm is that they have a
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Figure 5.7 – Schematic of the bilinear Bayer to RGB converter architecture

low pass filtering effect which distorts edges. A way to prevent this low pass filtering effect is

to estimate the edge direction and then do the still low-pass-like interpolation orthogonally

to the estimated edge direction, in order to preserve the sharpness of the edge [87]. State

of the art methods generating better quality RGB images are analyzed and implemented for

comparison. From the conclusion of the analysis an implementation of a hybrid method [88]

of gradient based demosaicing with linear filtering is also performed. The details of these

analysis and implementations are presented in Appendix-A. From the resources point of view,

since there are 24 camera interfaces, the FPGA resources needed for Bayer demosaicing are

multiplied by 24 for the whole design. As a result, after analysis of the other implemented

methods and bilinear, the trade-off has lead to the choice of bilinear interpolation in the final

design.

5.1.3 Camera Model for Test Environment

In order to provide a test bench for the camera pipeline, a VHDL behavioral model of the image

sensor has been developed. The developed model is a reduced version with the following

features:

• The clock is given as an input (clk) instead of being generated by the on chip oscillator.

• The reset is given as an input (rst) instead of being generated by the power-on reset

(POR) block.

• Only data interface downstream is included. No LVDS output is present but the serialized
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data is available on a single bit output (dout).

• The serial configuration signals (serial_clk, serial_din) are given as inputs on two

additional pins.

• Instead of the pixel array and ADC, there is a text-to-signal conversion.

The text file is generated by MATLAB and represents one single frame Bayer encoded data,

with at maximum 250×250 entries, i.e. the total number of pixels, each of them corresponding

to an intensity value ranging from 0 to 1023.

First each intensity value is transformed into a 10 bit data word and a start bit (equal to 1

and next to the MSB) and stop bit (equal to 0 and next to the LSB) are added. Then, in order

to increase the robustness of the de-serialization on the receiver side under the presence of

significant jitter, the data is XOR gated with the clock signal, thus producing an upward or

downward transition for each sent bit.

As described in the sensor specifications, after power up the chip starts to loop autonomously

the following sequence (1 PP-pixel period- is 12 clock cycles long):

1. Row 1 readout

1.1 Transmission of continuous 0 (no start bit, XOR with clk, duration 3 PP).

1.2 Transmission of 250 pixel values, first and last pixel are black (start bit, XOR with

clk, duration 250 PP).

[...]

250. Row 250 readout

250.1 Transmission of continuous 0 (no start bit, XOR with clk, duration 3 PP).

250.2 Transmission of 250 pixel values, first and last pixel are black (start bit, XOR with

clk, duration 250 PP).

251. Indication for end of frame: Transmission of continuous 0 (no start bit, no XOR with clk,

duration 4 PP).

252. Time for serial configuration (LVDS receives inputs, duration 505 PP (actually less)).

253. Resynchronization pattern before start of frame: Transmission of continuous 0 (no start

bit, XOR with clk, duration 250 PP (actually less)).

This sequence has been emulated using an FSM architecture. Pixel intensity values are

provided at the output of a component behaving like a ROM: effectively, the text file is read,

each entry is converted into 10 bit vector and then stored into an array signal.
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5.2 Memory and Resource Analysis for Full System

Implementation

The mechanical design of the system has 24 cameras in total. Since there is a final target of

having a miniaturized single IC, reducing the external components as possible is a key design

choice. For this purpose, having on-chip frame memories to store the entire frames of the 24

single camera is needed. The cameras chosen have 250×250 pixels. Each pixel is represented

by 10 bit intensity value. During the Bayer to RGB conversion 8 most significant bits are used

and the RGB result is represented in 24 bits. There are two choices for keeping the pixels

as color data: RGB565 or RGB888. In the RGB565 representation, the red, blue and green

channels are represented with 5, 6 and 5 bits respectively. So this representation is chosen

since it requires less memory space. Then, each pixel is represented with 16-bit words instead

of 24. Then the total requirement for one camera image frame is: 250×250×16, which is

slightly less than 1 Mbit of memory. Since there are 24 cameras in total, the memory need for

keeping the frames is 24 Mbit. This result effects the choice of the FPGA system that is used

for implementation of the image processing hardware.

5.2.1 Xilinx FPGA Board

The main specifications for the board is given in the Table-5.3.

Table 5.3 – Specifications of VC707 FPGA board chosen for embedded system and image
processing hardware implementation

Specification Value

FPGA Device Virtex-7 XC7VX485T-2FFG1761C
Video Interface HDMI
Debug Interface JTAG

General Purpose Connectivity FPGA Mezzanine Card (FMC) interface
Serial Interface RS232

On-Board Memory Resource 1GBit DDR3 SDRAM

The analysis for the memory need for image frame buffering resulted with at least 24 Mbit

on-chip memory resources. The chosen board for implementation has the Virtex-7 XC7VX485T,

which has the main resources given in the Table-5.4. The detailed internal architecture and

specifications can be found by the manufacturer company [89]. As seen in Table-5.4, the total

memory resources are 37 Mbit, providing enough space for implementation.

5.3 System Level Design Considerations

The system is targeted for Xilinx VC707 board. This board has an FMC connector that can

be used for camera connections, RS232 serial port for user interface, HDMI output for video

stream output and a dedicated I2C port. As the next step, the target is an ASIC design
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Table 5.4 – Resource overview of Virtex-7 XC7VX485T FPGA chosen for embedded system and
image processing hardware implementation

Specification Value

Block RAM Resources 37 Mbit
Slices 75900

User I/O 700
DSPs 2800
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Figure 5.8 – The embedded system block diagram

that can be packaged with the miniaturized hemispherical head, so I tried to minimize

the external components needed for the system. To that end, I use on-chip block RAMs

as the camera frame memories which are accessed by the panorama pixel generation block

unlike the implementations in [65, 66, 74]. For streaming out the single camera images and

the panoramic image trough HDMI, the DDR3 SDRAM available on the board is utilized.

However, for the ASIC design, the aim is to use a simple parallel video interface similar to any

conventional image sensor available on the market. The proposed system block diagram is

shown in Fig.5.8.

5.4 Panorama Image Processing Hardware

There are different hardware approaches in literature for ray tracing based panorama

generation methods [64, 67]. In [65] and [66], a central processing unit generates the final

panorama by utilizing a pipeline structure. In [67], a distributed approach is reported, where
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Figure 5.9 – The panorama pixel generation pipeline

each node has a camera connection and sends the pixel values to a central unit via a network

on chip. Since we are targeting a miniaturized system which should be also affordable in ASIC

design, I also utilize a pipeline structure as described in [64].

For each panoramic image, the pipeline is fed with the corresponding latitude and longitude

angle, starting from the top left corner of the image. Then it calculates the Cartesian vector for

that direction. Later it finds the candidate cameras looking in that direction by searching in all

the cameras in the system where each camera check brings 1 clock cycle. This pipeline block

diagram is shown in Fig.5.9. The sub-elements of the pipeline is described briefly below.

5.4.1 Pipeline Building blocks

Angle and Cartesian vector generation The generation of the angles are done by a simple

accumulation units according to (5.11) through (5.14) [64]. Here each angle is a M-bit binary

number. The maximum number of angles (Nθ, Nφ) that can be generated is then bounded by

2M . The choice of M is dependent on the maximum resolution limit required. For resolutions

1080×1080p or 1920×512, M = 11 is sufficient. The increment of the angles is done by an

increment factor of∆θ or∆φ. By choosing∆θ,φ and M , the number of total virtual ommatidia

directions are determined.

φi = ∆φ× i , ∆φ= 2π

Nφ
(5.11)

θi = ∆θ× i , ∆θ = 2π

Nθ
(5.12){

φ,θ
} ≡ {

Bφ,Bθ

} ∈ [
0,2M−1] (5.13)

B = b0b1 · · ·bM−1 = 2π
M−1∑
j=0

b j 2−( j+1) (5.14)

Then another unit is responsible for generating Cartesian vector coordinates given by (5.15)

which is trigonometrically equivalent to (5.16),(5.17) and (5.18). A block diagram for the angle

and Cartesian vector generation unit is shown in Fig.5.10.
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~ω = sin(θω)cos
(
φω

)
~x + sin(θω)sin

(
φω

)
~y +cos(θω)~z (5.15)

ωx = sin
(
θω+φω

)+ sin
(
θω−φω

)
2

(5.16)

ωy = cos
(
θω−φω

)− sin
(
θω+φω

)
2

(5.17)

ωz = cos(θω) (5.18)

Calculation of distance values and contributing cameras The calculation of the distance

values at the orthographic plane of each direction is done according to (5.19) [64]. A simplified

block diagram for distance calculation is shown in Fig.5.11. During the distance calculation

the dot product of the direction vector ~ω and the camera focal vector~t is calculated, so this

value is also passed to the next unit for projecting the direction vector on to the camera

coordinate system and estimating the position of the pixel on the camera image frame by

using the pinhole camera relation [63]. A simplified block diagram is shown in Fig.5.11.
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~ri = (~q −~ti )− ((~q −~ti ) ·~ω)×~ω (5.19)

d = |~r | (5.20)

Pinhole camera approximation and camera image frame pixel position calculation For

determining the position of the panorama pixel direction ~ω on the camera image frame, the

vector is first projected onto the camera coordinate system. This was done by making dot

products of the ~ω and the camera coordinate vectors
{
~t ,~u,~v

}
. Then by using the pinhole

approximation for projecting a point in space onto the camera image frame, the initial pixel

positions are determined given by(5.21). However, since there is distortion of the optics, a

correction is done according to (5.21).Here the ki values are calculated at the calibration step.

Also the camera image plane reference point is shifted from the top left corner {0,0} to the

principle point {cu ,cv } which is calculated at the calibration step as well. After generating the

pixel values an address generation is done to read the related pixel from the camera image

frame buffer. The frames are kept in the memory linearly, meaning that they are written to the

frame memory starting from address 0 of the memory starting from the line 1 and for each line

starting from the pixel 1. So to read the pixel {X ,Y } from the corresponding memory, (5.27) is

sufficient where lw is the line width. Here X is the column index (pixel index in any row) and Y

is the line index. In the hardware implementation a 16-bit precision is used for the variables

in (5.21) to (5.27).
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Xu = fu
~ω ·~u
~ω ·~t (5.21)

Xv = fv
~ω ·~v
~ω ·~t (5.22)

R2 = Xu
2 +Xv

2 (5.23)

p = k5R6 +k2R4 +k1R2 +1 (5.24)

Xu
′ = p Xu +2k4Xv Xu +k3(R2 +2Xu

2) (5.25)

Xv
′ = p Xv +2k3Xv Xu +k4(R2 +2Xv

2) (5.26)

Addr = lw (Y −1)+X −1 (5.27)

Pixel Intensity value generation For pixel intensity value generation the pixel intensity

values picked from the camera image frames are either selected with the nearest neighbor

method [64] or interpolated according to the different methods proposed in [64, 66, 74]. For

the interpolation the pixel values coming from the frame memory and the distance values from

the distance generation module should come at the same time. Since the distance generation

is performed before the intensity value reading, this can be achieved by using registers for

the distance value. Then a reciprocal operation and accumulation of the distance values are

performed to calculate the weighted average of the pixel intensity values of the contributing

cameras.

5.4.2 Implementation for the probabilistic method for evidences

For the hardware implementation of the proposed method [74] described in Section-4.2.2,

there is need to generate concurrently the d = |~r | distance values of the 4 neighboring

panorama pixels. These are up, down, left and right neighbors of the panorama direction.

The distance values for these directions should be calculated for the cameras which are

contributing to the central panorama pixel that is being generated in the pipeline.

To achieve this, in the angle generation unit the
(
θω,φω

)
,
(
θωup ,θωdown

)
,
(
φωl e f t ,φωr i g ht

)
angles are generated in parallel. For the 4-neighbors, 4 more Cartesian vector generation

units are added. In the camera search and distance calculation unit, the pipeline paths for

calculating the distance values are replicated for additional distance values. Finally, the

distance values are multiplied and the final evidence value for the direction being generated is

obtained. A simplified block diagram for the hardware design is shown in Fig.5.12.

The hardware overhead added by the probabilistic method is dominated by the size of

Cartesian vector generation unit and the distance generation operation. The resource usage
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Figure 5.12 – The block diagram for implementation of the probabilistic evidence calculation

results of modules are given in the next section in Table-5.6. It can be observed from the result

that the added hardware overhead with the proposed method is roughly around 4x100 slices

by adding 4 more Cartesian vector calculation units.

From the synthesis results, the Table-5.5 is also extracted, which provides the resource usage

information of the critical blocks. The hardware cost that will be added by the implementation

of the probabilistic evidence calculation method will be 4× the hardware resources shown in

Table-5.5.

In total the hardware overhead added with the method is 24 digital signal processing (DSP)

blocks, roughly 4000 LUTs or 1600 Slices and 3600 Slice registers. By comparing this overhead

with the total system resource usage, it is less than 1%. From this result, it can be said that

when the quality increase achieved by the probabilistic evidence calculation is considered, the

hardware overhead added to the design is negligible. The system implementation including

the probabilistic evidence calculation method is described in the next section.

Table 5.5 – List of critical resource consuming blocks in the camera search and distance
calculation module.

Module Slices Slice Reg LUTs DSP48s

Dot product 5 18 16 3
vector magnitude calculation 296 528 960 3

Pipeline registers 78 352 0 0
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5.4.3 System Implementation

For the pipeline design, a previous implementation methodology described in [64] is utilized.

The building blocks for the pipeline implementation are described in Section-5.4.1. However,

the maximum number of cameras were bounded to 20 in the previous approach. So the design

of the pipeline for the 24 camera system is performed by retiming. Then the system is mapped

onto the Virtex-7 FPGA device.

The pipeline structure is described in Fig.5.13. The throughput limit of each main block is

shown as minimum required clock cycles which are needed to complete the operation and

get ready for the next one. In Fig.5.13, each color is representing a different main block in the

pipeline. For example the red colored unit is the angle generation unit and the minimum clock

cycles required for that unit is Th = 2 c ycles. The throughput or the minimum clock cycles

required to generate the intensity value of one pixel in the final panorama Ths y s is dictated by

the largest value in the pipeline max {Th}.

Then assuming a 25 fps for real-time video requirement, for a N ×M final panorama image

the real-time operation clock frequency is defined as Fmi n = 25×N ×M ×Ths y s x10−6 MHz.

For example for a system with 20 cameras, to generate a 1024×1024 pixel panoramic video at

25 fps, a minimum of 525 MHz operation clock is required.

The first implementation in the scope of thesis work is done with the constraints above with

a 100 MHz clock frequency. Then the obtained maximum frame size at 25 fps is observed

as 166 Kpix, 408×408 video for 180◦×180◦ representation and 730×182 video for 360◦×90◦

representation. The hardware resources used on the Virtex7 FPGA is given in Table-5.6. In the

first column of the Table-5.6 the sub-blocks of the panorama pipeline and the full system are
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Figure 5.14 – FPGA system block diagram

listed; the second column shows the number of FPGA Slices used; the third column indicates

the number of LUTs used; the fourth column indicates the number of block RAMs used; the

fifth column indicates the number of DSP-slices used.

The designed system block diagram is given in Fig.5.14. In total, there are 5 AXI-lite buses in

the system. The 24 camera interfaces are utilizing 4 AXI-lite buses and each of these AXI-lite

buses are connected to 6 camera interfaces. Each AXI-lite bus have 32 bit data width. The

interface between the panorama generation pipeline and output interface to stream out the

panorama frame line by line is shown in Fig.5.15.

In the designed system, since the cameras used do not have the option to be fed with an

external clock, there is no possibility for cycle accurate camera synchronization. Instead,

we rely on the concurrent ON/OFF capability that is provided with a voltage regulator as

described in the single camera interface design section. To do that the general purpose I/Os

on the FPGA are used and controlled by the firmware on the Microblaze processor. Moreover,

the cameras used have a frame rate between 44-56 fps, which is almost double frame rate of

the panorama generated. This means the cameras are updating the frame memories nearly

twice during a panorama frame generation, which also reduces the need for a cycle accurate

synchronization.

The Microblaze firmware is developed in Xilinx software development kit (SDK) environment.

81



Chapter 5. FPGA Embedded System Design

pan_gen_top

Panora
ma

pipeline

frame_addr[20:0]

frame_addr_valid

[15:0] cam_addr_out[15:0]

[20:16] 5-to-24
encoder

EN

[23:0]

24

cam_addr_en_out_0

cam_addr_en_out_23

8

8

8

pixel_din_0[15:0]

pixel_din_7[15:0]

pixel_din_8[15:0]

pixel_din_15[15:0]

pixel_din_16[15:0]

pixel_din_23[15:0]

[2:0]

[4:3]

pixel_din_reg

Cam0 
frame_mem

Cam23 
frame_mem

RGB565
to RGB888

Panorama line FIFO 1

Panorama line FIFO 2

FSM

[23:0]panorma_pixel [15:0]

panorma_pixel_valid

WE RE

panorma_pixel_out[23:0]

vblank_out

hblank_out

Xilinx 
Video 

to 
AXI 

Stream

Xilinx 
Video 
DMA

DDR3 
HDMI 
Frame 
Buffer

Figure 5.15 – Interface of the panorama generation pipeline with camera frame memories and
video DMA output for DDR3 RAM

Table 5.6 – The resource usage results of the sub blocks and the full system on the Virtex7 FPGA
for the first implementation

Module Slices LUTs BRAMs (32Kbit) DSP48s

Angle generation 62 167 4 0
Cartesian coordinate 85 177 2 0

Camera search 1496 4510 0 43
Pixel position 371 1038 0 27
Interpolation 232 667 4 16

Panorama Pipeline Total 2448 6928 10 86
Single Camera Int. 478 831 37 0

System total
(with microprocessor,

AXI bus and other peripherals)
58568 145619 946 92

FPGA device utilization 77% 47% 86% 3%

It is a single thread program with interrupt handling capability, written in C programming

language and is utilized for the accessing the programmable registers and setting up the

peripherals accordingly. The firmware also outputs messages to the user and accepts

information from the user via RS232 serial I/O. The flow of the firmware is shown in Fig.5.16.

The methodology used during the design and tests of the sub-blocks and the whole system is

summarized in the Fig.5.17. For each designed unit after generating the HDL code, a behavioral
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simulation is done first in Modelsim environment, if the designed unit is generating an image

or image derivative, the pixel intensity outputs are dumped to text files and converted to image

files in MATLAB environment without any image processing. In this way the verification of

the hardware design is done by comparing the output images to the images generated at the

software level in MATLAB. Following this verification, the design is implemented in Xilinx

integrated synthesis (ISE) and embedded development kit (EDK) environments for placing

and routing and FPGA bit stream generation. The bit stream is downloaded to VC707 board

and the video outputs are visually checked: and also downloaded PC via HDMI interface,

HDMI-USB3 frame grabber without compression, and image processing.

5.4.4 Design for pipeline throughput increase

The theoretical limits for optimizing the pipeline can be described as follows: If any

interpolation method is chosen other than the nearest neighbor, then even in all the blocks

a parallelism methodology is applied and the Th values are minimized, the pixel value

calculation module will still need a throughput limit of Th = Ncamcontr c ycles, which is

the maximum number of cameras contributing to any given panorama direction. The reason

is that it accumulates the distance values and the weighted camera pixel values and finally

makes the division operation.

If we look at the other modules, the most time consuming block is the camera search and

distance calculation module. Once a new Cartesian coordinate set (xω, yω, zω) of a panorama

direction is reached to the camera search module, it searches all the cameras in the system
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and finds which cameras are contributing to the given direction. To do this, it accommodates

a loop which is implemented by checking a camera index counter value as shown in the block

diagram in Fig.5.11. For each camera index, it reads the~t value, performs a dot production

~ω.~t and compares the value with cos α2 of the corresponding camera which is also read from a

look-up table (LUT). If the camera is contributing to the given direction, then it propagates the

distance calculation and camera index to the output for the following blocks in the pipeline.

In order to reduce the number of cycles spent on the camera search block, a parallelism is

applied by utilizing a loop unrolling technique while checking the number of cameras seeing

the particular direction. Instead of making the dot product operation for each camera in a

loop of 24 cameras, I designed the camera index generation by utilizing 24 parallel dot product

operations and 24-to-5 priority encoder to determine all the contributing cameras. In this

way the number of cameras for the rest of the calculations are decreased to Ncam_contr c ycles,

which is equal to number of maximum contributing cameras to any particular direction. In this
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way, the limiting throughput cycles for the camera search block is decreased to Thcamsear ch =
Ncam_contr c ycles.

As an example, for the 24 camera system I designed, at any direction, there are at most 4

cameras are contributing to generation of the intensity value for that direction. Therefore, by

this low level parallelism, a 6x frame rate increase can be achieved with a given clock frequency

for the system. However, the Cartesian vector calculation block needs Thcar t = 9 clock cycles

at least. The reason for that is, it reads the sin and cos values from a two LUTs, one for sin and

one for cos, for the 3 angles given by (5.16)-(5.18) which are
(
θω−φω

)
,
(
θω+φω

)
and (θω). For

each read&calculate operation it spends 3 clock cycles. To reduce this time, 3 LUT sets are

accommodated and all the sin and cos values are read in parallel. In this way the Thcar t = 3

c ycles is achieved. The single camera frame memory access time can be another bottleneck,

especially for the systems utilizes external memory components. However, the internal BRAMs

are utilized in the design proposed here, which reduces the memory access time to 2 clock

cycles with a pipelined read-write logic included.

The resource usage difference from the previous implementation with the increased

throughput pipeline is given in Table-5.7. In the pipeline, the most resource consuming

part is the camera search unit. With the added 23 dot products there is more than 3x increase

in the number of DSPs utilized. The reason for this is there are multiplication operations in

the dot product unit. Also with the 24-to-5 encoding and camera search indexing logic, the

occupied slices and LUTs for the camera search unit are almost doubled. For the current

design, this overhead is affordable when compared to the rest of the system resource usage

and when the number of remaining unallocated resources are considered. In this design, the

panorama generation unit is synthesized for a 120 MHz clock. Then it is capable of generating

180◦×180◦panoramic video frames with 1080×1080 pixels resolution at more than 25 fps (25.7

fps precisely). The current limitation is coming from the DDR3 memory bandwidth. Since the

HDMI core and the panorama generation units are accessing the DDR3 memory at the same

time, the AXI bus and the DDR3 memory controller throughput is decreasing. The measured

video output frame rate from the HDMI interface is 24 fps.

However, this approach is utilized for decreasing the number of clock cycles needed for

generation of a panorama pixel from 24 to 4 and have limitations. As described above, here

the 24 is the total number of cameras and 4 is number of contributing cameras. Therefore, for

the systems with more total number of cameras and more contributing cameras, a trade-off

should be considered between the resource usage and throughput increase. In the end, the

available resources of the utilized FPGA platform and the real-time specifications of the target

applications will be the two factors, leading to the decision. For the frame rate objective of 25

fps and high resolution as 1080×1080 pixels, with the chosen FPGA platform and the designed

multi-camera apparatus, this design decision is valid and effective.
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Table 5.7 – The resource usage results of the sub blocks and the full system on the Virtex7 FPGA
for the increased throughput pipeline

Module Slices LUTs BRAMs (32Kbit) DSP48s

Angle generation 62 167 4 0
Cartesian coordinate 85 177 2 0

Camera search 2662 8168 0 136
Pixel position 371 1038 0 27
Interpolation 232 667 4 16

Panorama Pipeline Total 3614 10586 10 179
Single Camera Int. 478 831 37 0

System total
(with microprocessor,

AXI bus and other peripherals)
59849 149593 964 185

FPGA device utilization 77% 47% 86% 3%
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Figure 5.18 – The proposed hardware for object/poylp boundary detection

5.4.5 Hardware implementation for object boundary detection

In this Section, the hardware implementation of the image processing method presented. The

image processing method is described in section-4.3.1. For the hardware implementation, the

FPGA system described in previous sections is utilized.

In the panorama generation pipeline, the camera indices and the corresponding distance

values are generated cycle by cycle in the camera search module. Hence, the maximum and

minimum distance calculation blocks are designed in a single-pass fashion. That is, the

Max(Min) calculation block updates the max_cam_i d x(mi n_cam_i d x) if it detects a new

greater (smaller) distance value. This search operation is done for each panoramic direction

86



5.4. Panorama Image Processing Hardware

and reset at the beginning of each new direction supplied to the pipeline. The Max(Min)

calculation block outputs the result synchronous to the last generated camera index and

distance value. Since there is the pixel position generation module in between the camera

search and interpolation blocks, the resulting max_cam_i d x(mi n_cam_i d x) values are

pass through a register chain to be aligned with the latency of the pixel position and address

generation and individual camera pixel value fetching operation. Then in parallel with the

intensity interpolation, the corresponding intensity values from the contributing cameras

coming from the address-data multiplexer, are issued in the same order they have generated

from the camera search module. So the camera indexes for maximum and minimum distances

are indexed between [0-3], since there are 4 cameras can be contributing to any given direction.

In parallel to the RGB intensity value generation, the incoming intensity values of the cameras

are converted to gray scale first for making the difference operation. Since the maximum and

minimum camera indexes are already received, as the corresponding intensity values received,

the difference of the max-min distance pixel intensity values are calculated by a subtraction

operation and fed to the output. For visualization, the RGB value and the corresponding

difference value are multiplexed at the output. At this output stage, the thresholding is applied

and a marker added to the object boundaries as a constant pixel intensity value. A constant

green value is chosen since the dominant color is in red tone for the colon images.

Implementation results

Hardware resource overhead added with the implementation of the method is shown in

Table-5.8. The hardware is synthesized for Virtex-7 FPGAs and can support up to 120 MHz

operation. In this way, it can support the real-time operation for 25 fps 1080×1080 pixel

output resolution for a panoramic video represented as 180◦×180◦ as described for system in

previous sections.

Table 5.8 – Virtex-7 FPGA resource usage overhead for object boundary detection method

Resource Type Total Count Utilization ratio
Virtex-7 Slice LUTs 65 < 1%

Virtex-7 Slice registers 120 < 1%
Total Occupied Slices 48 < 1%

BRAMs 0
DSP48s 0

An example output of the hardware is shown in Fig.5.19. It can be seen that around the polyp

structure close to the right down corner, the boundary detection method provides indicator

pixels interpreted with green color. The green pixels on the other parts are due to calibration

errors and lack of color calibration among the 24 cameras.
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(a) (b)

Figure 5.19 – An example of the hardware generated output image for colon boundary
detection. (a) the 180◦×180◦ panoramic image in 1024×1024 resolution (b) the possible
boundary regions are marked with green color by the hardware described.

Figure 5.20 – The complete prototyping chain used for the implementation of system

5.5 Experiments and Results

The whole prototyping chain with the used tools is summarized in Fig.5.20. The system built

is shown in Fig.5.21 with the 24 cameras hemispherical tip, cabling, Xilinx evaluation FPGA

board and the in-house designed custom interface PCB. The human colon model used during

the experiments is also shown next to the system in Fig.5.20. In the following subsections, the

experimental setup with all of its components and the results obtained from the experiments

are described.
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Figure 5.21 – The complete system built and used for experiments

Figure 5.22 – An example of the output image from the system

5.5.1 Visual Results

In Fig.5.22, an example output from the realistic colon model is shown. The single 24 camera

streams and the compound panoramic image can be seen together in this figure. As seen on

the 180◦×180◦ compound panoramic image, the polyps at the sides, even behind the folds of

the colons can be easily captured by the system designed. Video links demonstrating this case

is also provided on the Appendix-C.
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5.5.2 Efficiency of the system size

In [19], it is shown that for diffraction limited compound eyes, the relation of the eye radius,

the acuity parameter ∆φ and the light wavelength λ is given by (5.28).

R = λ

2∆φ2 (5.28)

By using (5.28), it is possible to estimate the expected ideal radius of curvature of a compound

eye by using the sampled wavelength and the given inter-ommatidial angle of the compound

eye. For example given inter-ommatidial angle∆φ of the systems in [36] and [37], the expected

radius of the defined compound eyes should be 0.06 mm and 0.046 mm respectively. Both

systems are realized as 6 mm radius nearly. From this point, we can define a size efficiency

parameter for the design and implementation of compound eyes given by (5.29).

ζc =
Ri mp

Ri deal
(5.29)

In (5.29), the Ri mp is the empirically measured or fabricated radius and the Ri deal is the

estimated value by using (5.28). The system is implemented at 5 mm radius for our 24 camera

prototype. I have measured the acuity by using USAF 1951 line pair pattern as 0.0087 radians

(0.5◦). Hence as (5.28) indicates, we have an expected radius of 3.3 mm. In other words, if

such a system exists in nature, it should be ideally sized around this radius of curvature for

the compound eye. An example image captured at 1024x1024 resolution, at a 25 mm distance

from the hemisphere center with USAF 1951 line pair pattern is shown in Fig.5.23. The 1951

USAF resolution test chart is a resolution test pattern set by US Air Force in 1951. The pattern

consists of groups of three bars with dimensions from big to small. The largest bar pair that

cannot be distinguished by the imaging is given as the limitation of the systems resolving

power. For example for my system, the smallest resolvable line pair was group 1, element 2 at

25 mm distance. This measurement gives a resolution power of 0.5◦.

Our system has a physical radius of 5 mm. However, there is a need for certain distance from

the real cameras so that their angle of views can intersect and cover the whole hemispherical

field of view. We defined this virtual radius by our camera placement as 18 mm, where the

virtual ommatidia views can appear without any space between them. So we have an efficiency

of 18% for our implementation.
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Figure 5.23 – An example image for the USAF 1951 measurements, the image is captured in
1024x1024 resolution, at 25 mm distance from the hemispherical camera center.

5.5.3 Comparison with Different Insect Eye Based Systems

In the Table-5.9, we compare our system with the curved lens array based compound eye

systems and with the natural compound eyes. In this comparison, the main criteria are size,

field of view and resolution. Table-5.9 shows that, our system brings a significant resolution

increase of 1000x when compared to the systems which have even larger radius of curvature. As

seen on Table-5.9, our system is closer to natural systems in terms of resolution/size efficiency,

which is very important for miniaturized wide FOV imaging especially for applications like

colonoscopy [56].

5.6 Conclusion

In this Chapter, the real-time hardware design methodologies proposed for generating high

quality, high throughput panoramic video streams from the miniaturized multi-camera system

designed in the scope of this thesis. A hardware implementation for the image processing

method is described, which is intended for reducing the seams and object boundary ghosting

effects in the reconstructed panoramic image frames. When the image quality added with

the probabilistic evidence calculation method is considered, the hardware overhead added

is below 1%, which is negligible. A method for increasing the frame rate by increasing the

throughput of the pipeline design is explained. The limitations of the method is also discussed.
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Table 5.9 – Comparison with insect eye systems in terms of resolution and size

Approach

Size
(Radius of
Curvature)

(mm)

Number of
Ommatidia

(pixels)
FOV ∆φ ∆ρ

Ri deal
500nm

wavelength
(mm)

Additional
Features

Dragonfly
[71]

5-6 30000 180◦×160◦ 0.24◦ 5-6
ζc =100%

[36] 6-7
180

(12×15)
360◦×80◦ 11◦ 9.7◦ 0.06

ζc =1%

[37] 6.4
630

(42×15)
180◦×60◦ 4.2◦ 4.2◦ 0.046

ζc =0.7%

Adaptability
to illuminance

Crosstalk prevention

This
work

5
1600×400
817×817

(≈ 640000)

360◦×90◦

180◦×180◦ 0.5◦ 0.5◦ 3.3
ζc =18%

Distributed
omnidirectional

Illumination

The FPGA implementation and the results of the hardware design are disclosed. The general

principle for the methods is keeping the miniaturization goal as achievable by an ASIC design

which is the subject of the next Chapter.
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6 ASIC Design for Miniature Insect Eye
Inspired Image Processing System

6.1 Introduction

The development of semiconductor technologies in the past 50 years raised the need for

electronics miniaturization. The ASIC implementations show an advantage in terms of cost

for large number of production units, especially when it comes to the camera design and

image processing domain. For instance, in the smartphone industry, using huge and high cost

FPGAs is not attainable to execute special image processing functions. Instead there are many

different types of image processors are developed for this purpose, usually named as Image

Signal Processor (ISP).

The reduction in the cost is a requirement, especially in the endoscopic imaging domain,

therefore, it is essential to utilize a single chip processor. In addition, this kind of certain

applications need miniaturized image processors and imaging solutions such as capsule

endoscopy. In Fig.6.1, an illustration is given for the capsule type endoscopes and their general

assembly layers.

In the current chapter, the ASIC migration is explained in detail from the FPGA-based system

described in the previous chapter. Primarily, some constraints based on the mechanical size

of the designed multi-camera imaging system and aforementioned applications are defined.

Later, the method used for FPGA to ASIC migration is described; and the fundamental changes

to make for ASIC implementation is explained. Finally, the results of the implementation are

given.

6.2 ASIC Specifications

This section encompasses the specification of the designed ASIC in terms of dimensions, I/Os

and memory analysis.
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(a) (b)

Figure 6.1 – Capsule Endoscopy concept with miniaturized insect eye imaging system

6.2.1 Design Constraints

The ASIC design, as a final goal, also aims to realize a compact design and to provide panoramic

images to the outside world as though it were a single camera. Since the applications like

endoscopy enforce a constraint on the design dimensions, a hemispherical tip of 10 mm in

diameter has been defined. The final chip that is expected to fit in a 78.5 mm2 circular area is

illustrated in Fig.6.2. As shown in figure, a 7 mm ×7 mm = 49 mm2 ASIC area is set as a target,

therefore leaving around 30 mm2 empty to be used for the fiber optic channels. The total area

occupied by these fibers is less than 7 mm2, so there is enough space left to connect them to a

LED or a different kind of light source. Finally, by bonding wires or by additional PCB where

the ASIC is placed on, the single cameras and the chip can be integrated.

6.3 I/Os Analysis

Fig.6.3 shows the top level and block diagram of the ASIC. It takes input as the 24 serial streams

of data coming from the different cameras (serial_data_in), de-serializes and converts them

in RGB values through the camera interface and send them to the panorama generation

unit (Fig.6.4), which outputs the 24-bit RGB pixel values of the resulting panoramic image

(data_out[29:0]). The data length is kept as 30 bits to keep the interface general and complaint

with different standard interfaces for future use.

An I2C bus (see Section 6.4.5) is present to control from an external microcontroller the values

of some configuration registers inside the chip. Due to a need for a full custom design, the I/O

for this module has not been developed in this ASIC version. Instead, two additional pins are

supplied: I2C_data_out to grant the communication from the ASIC to the microprocessor and

I2C_direction to specify the communication direction

Four other signals are available at the output to generate the panoramic video on a display via
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Figure 6.2 – ASIC design conceptual illustration with EndoPano imaging tip.

raster scanning (Figure 6.5):

• clock_out is asserted to logic 1 each time a new pixel value is available at the output.

• vblank_out is deasserted to logic 0 between the beginning of the first line and the end of

the final line of a frame.

• hblank_out is asserted to logic 1 between the end of a line and the beginning of another

one. Hence in one period of vblank_out N periods of hblank_out are present, where N is

the number of lines.

• DE_out is the active line length, used to specify the actual dimensions of the frame to

display. If the width of its pulse is the same as hblank_out, the whole frame is displayed

while if it is narrower a lower number of active pixels are selected for each line, thus

producing a smaller image.

Owing to an output multiplexer the same outputs are accessible also from a single camera,

with two different purposes:

1. At the beginning, to obtain a picture from the same static frame for each camera in order

to calibrate them.

2. During the operation, to display the video from a desired camera.
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(a)

(b)

Figure 6.3 – ASIC design top level (a) and block diagram (b)

The two signals spi_sclk and spi_sdata are utilized to update a configuration register present

in each camera during data interface upstream. In this version, these outputs are available on

separate pins since, as for the I2C, the LVDS I/O has not yet been implemented.
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Figure 6.4 – Panorama generation block diagram.

Figure 6.5 – Raster scanning principle for different DE_out pulse width.

Tables 6.1 and 6.2 report all system inputs and outputs respectively.

A list of all the pins essential for this design is displayed in Table 6.3. It is seen that the large

amount of pins can be slightly reduced designing the LVDS and I2C I/Os.

6.3.1 Memory Analysis

Different types of memory elements are present in the system operating on the Virtex-7 FPGA:
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Table 6.1 – System inputs for ASIC design

Signal Description

clk_in System clock
rst_in System reset
serial_data_in[23:0] Serial data from 24 cameras
I2C_data_in I2C serial input bus
I2C_clock I2C clock bus

Table 6.2 – System outputs for the ASIC design

Signal Description

spi_sclk[23:0] Camera configuration clock
spi_sdata[23:0] Camera configuration data
I2C_data_out I2C serial output bus
I2C_direction I2C data direction
DE_out Data enable
data_out[29:0] RGB pixel value
vblank_out Vertical blanking interval
hblank_out Horizontal blanking interval
clock_out Pixel clock
selected_cam[4:0] Selected camera
DE_out_0 Selected camera data enable
data_out_0[29:0] Selected camera RGB pixel value
vblank_out_0 Selected camera vertical blanking interval
hblank_out_0 Selected camera horizontal blanking interval
clock_out_0 Selected camera pixel clock

• Dual-port Block RAMs for each FIFO.

• Dual-port Block RAMs for each camera to store the incoming frame.

• Single-port Block RAM to update values for vignetting correction.

• Look-Up Tables implemented as distributed RAM to store initialization values for

vignetting correction and sine and cosine functions values.

The memory elements in the FPGA hardware have been replaced with existing ASIC memory

components: ROMS, single-port SRAMs and dual-port SRAMs from ARM which have been

chosen, and designed by using the TSMC 40nm CMOS process. To compile all of these

embedded memories, ARM Artisan Physical IP software has been used. An example view from

the ARM Artisan Physical IP software is given in Appendix-B. The tool generates all the files
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Table 6.3 – Possible pins configurations for ASIC design

ASIC pins initial with I/Os

clk_in 1 1
rst_in 1 1
serial_data_in[23:0] 24 48
I2C_data_in 1 1
I2C_clock 1 1

spi_sclk[23:0] 24 0
spi_sdata[23:0] 24 0
I2C_data_out 1 0
I2C_direction 1 0
DE_out 1 1
data_out[29:0] 30 30
vblank_out 1 1
hblank_out 1 1
clock_out 1 1
selected_cam[4:0] 5 5
DE_out_0 1 1
data_out_0[29:0] 30 30
vblank_out_0 1 1
hblank_out_0 1 1
clock_out_0 1 1

Total number of pins 151 125

needed for synthesis and place and route: Verilog models, Synopsys models for each corner

and LEF footprints.

A list of the compiled memories together with their specifications available on-chip is

illustrated in Table 6.4.

6.4 FPGA to ASIC Conversion

In this section, an overview of all of the modifications done so as to transfer the code already

working on FPGA to ASIC are described. Since the aim is to keep the design minimal, most of

the external components related to the FPGA design is removed. Instead, some custom blocks

are designed such as FIFOs, I2C interface and memory wrappers for embedded memories.

6.4.1 FIFO Design

Beyond the buffering capabilities, First In First Out (FIFO) buffers are commonly used in

digital systems for two particular applications:
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Table 6.4 – List of ASIC memory elements

Type Count Words Bits Size(KBytes) Area(mm2)

Dual Port SRAM 2 2048 16 8.192 0.080
Dual Port SRAM 48 256 24 36.864 1.286
Dual Port SRAM 48 1024 10 61.440 0.921
Dual Port SRAM 24 256 10 7.680 0.313
Dual Port SRAM 96 8192 32 3’145.728 22.681
Single Port SRAM 2 4096 16 16.384 0.066
ROM 30 2048 16 122.880 0.251
ROM 1 8192 16 16.384 0.022

Total 3’415.552 25.620

1. Matching between modules producing and consuming data at different data rates.

2. Data transfer between unsynchronized clock domains. Such a clock difference might be

intentional, like in multiple clocks designs, or caused by jitter and skew in large circuits.

The necessity of designing customized FIFOs comes from the need to be technology and

platform independent, avoiding using the proprietary software provided by the FPGA vendor

to generate these IPs. In Table 6.5, a list of all the FIFOs that has been replaced is shown. Both

single-clock and dual-clock are present to be used as simple buffers or as clock matching

respectively.

Table 6.5 – FIFOs present in the ASIC design

FIFO Depth Word size Type

panorama_line_fifo 2048 16 bit Single-clock
rgb_line_fifo249 256 24 bit Single-clock
row_fifo249 1024 10 bit Single-clock
cam_int_fifo 256 10 bit Dual-clock

6.4.2 Dual-Clock FIFO

In order to implement the cam_int_fifo included in the camera interface module, a dual-clock,

asynchronous FIFO has been developed. This necessity of using a dual-clock FIFO comes

from the fact that each camera feeds its interface with a serial stream of data at 200 MHz.

However, a new valid pixel intensity value is available only after 10 clock cycles meaning with

a frequency of 20 MHz. Thus, working at such a high frequency is not a requirement neither at

the consumer side. The design details for the Dual clock FIFO is presented in Appendix-B.

100



6.4. FPGA to ASIC Conversion

Figure 6.6 – Dual-clock FIFO block diagram.

The designed dual-clock FIFO is composed by the modules in Figure 6.6:

The designed dual-clock FIFO is composed by the modules in Fig.6.6:

• A top-level wrapper including all clock domains (fifo).

• A memory buffer (dual-port SRAM) accessed by both write and read clock domains and

with depth and word width adapted to the different cases (fifo_memory).

• One multi-flop synchronizer for each clock domain, to move read and write pointers

into the other domain (sync).

• A write logic synchronous to the write clock and containing the full-flag logic and the

Gray counter for the write pointer generation (wr_logic).

• A read logic synchronous to the read clock and containing the empty-flag logic and the

Gray counter for the read pointer generation (rd_logic).

6.4.3 Single-Clock FIFO

Since single-clock FIFOs do not suffer for the clock domain crossing issues as Dual clock

FIFOs, which are reviewed in the Appendix-B the design proposed for asynchronous FIFOs

has been simplified. Effectively, synchronizers and Gray counters have been removed because

exchanging the write and read pointers do not cause a problem anymore.
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Figure 6.7 – Single-clock FIFO block diagram.

Single-clock FIFOs in Table 6.5 has been implemented with this design unit. Moreover, in

order to simplify the design and work with a single clock domain in the first ASIC version, this

module has been used instead of dual-clock FIFO.

Block diagram

The resulting block diagram is displayed in Fig.6.7. In this case, write and read logic contain

a simple binary counter while the memory buffer is still a dual-port SRAM since it might be

necessary to read and write different memory cells simultaneously.

6.4.4 Serial Communication Interfaces

In the sphere of miniaturization, in order to minimize the system complexity, designed ASIC

does not contain an on board microprocessor. Therefore, a programming interface is needed

to communicate from the outside with some configuration registers. The attention has been

focused on low data rate serial communication protocols and in the end the most suitable

application has been selected.

The designed system emulates the behavior of a single image sensor from the output and

interfacing point of view. It generates image frame streams exactly like a single image sensor.

I2C protocol is commonly used as an interface in many image sensor designs. In order to be

compliant with the market image sensors, the I2C protocol has been chosen, which is usually

the preferred one for these applications. Moreover, the ease of implementation and the low

data rate is compatible with the system needs.
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Figure 6.8 – I2C block diagram.

6.4.5 I2C Design

I2C is a synchronous half-duplex bus requiring only two signal wires, i.e. serial data line SDA

and serial clock line SCL. Thanks to pull-up resistors, these lines are pulled up weakly to

the high logic level and are controlled by all the connected devices via open-drain drivers,

which allow them to pull the bus down. Since the logic 1 level depends on the supply voltage,

no standard bus voltage exists. Moreover, so as to allow the master/slave communication,

each device connected to the bus is characterized by a unique address. Communication

protocol details of I2C is supplemented in Appendix-B. The block diagram of the designed

serial communication interface is illustrated in Figure 6.8.

The wrapper I2C_top involves two separate design units:

• i2c_slave, which contains an FSM that emulates the behavior of the communication

protocol described in the Appendix-B.

• config_ctrl, which comprises an FSM that organizes the 8-bit data arriving from i2c_slave

in 16-bit words, necessary to update the configuration registers.

Registers Configuration

In order to be able to program the configuration registers from an outside master device,

the three outputs of the I2C communication interface have been mapped at the input of the

panorama generation unit. Fig.6.9 shows the modules included in the registers update process.

In the FPGA design, since the Microblaze microprocessor can access the registers via the AXI

bus, there was no need for such a block.

The reg_mux unit makes it possible to address different registers. Most of the registers are
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Figure 6.9 – Register update process.

connected to the panorama pipeline, while others are used in some internal logic or set as

outputs. Three signals are not truly used as registers but more as channels to access memories

or register arrays present in the panorama_pipeline_asic entity:

• pix_val_lutconfig[31:0] is used to access the SRAM-based LUT present inside the pixel

value generation module.

• pix_pos_lutconfig[31:0] is used to write to the registers arrays in the pixel position

generation module.

• cam_search_lutconfig[31:0] is used to write to the registers arrays in the camera search

module.

Table 6.6 reports how the 32 bits of these signals are exploited.

These arrays are composed by 24 different registers, i.e. one for each camera, each of them

48-bit, 32-bit or 16-bit long. In Fig.6.10 an example for the arrays is illustrated.

The complete list of configuration registers present in the design is shown in Table-6.7.
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Table 6.6 – Channels bits partition for configuring the internal register arrays and memories,
which contains the calibration information

pix_val_lutconfig pix_pos_lutconfig cam_search_lutconfig

(31) write enable [24 : 21] register array select [24 : 21] register array select
[30 : 16] address [20 : 16] camera select [20 : 16] camera select
[15 : 0] data [15 : 0] data [15 : 0] data

Figure 6.10 – Register array structure.

6.4.6 Memory Wrappers

As indicated in Table 6.4, there is a certain number of embedded memories on chip. In order

to make them compliant with the design, memory wrappers have been developed (see Table

6.8). These units allow to:

1. Have a better port mapping between memories and signals present in the design, like

for FIFO memories and sine and cosine LUTs.

2. Create large memory blocks which are not limited by the Block RAM sizes imposed by

the IPs vendor, like for frame memory.

3. Mix between SRAM and ROM behavior in the same module, like for vignetting memory.

In frame_mem_wrapper four identical dual-port SRAM are present. In order to choose in

which one write to or read from two multiplexers have been used (one at the input and one at

the output) and two extra bits of the write and read addresses provide the selection signals.

On the other hand, the vig_memory_wrapper module allows to generate the SRAM-based

LUT that has been mentioned in Section-6.4.5. Thanks to the selection signal vig_mem_select,

programmable via I2C (see Figure 6.9), it is possible to multiplex between LUT if it is equal
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Figure 6.11 – Memory wrapper example.

to logic 0 and SRAM if it is equal to logic 1, as shown in Figure 6.11. This dual behavior is

necessary for the following reason. Since the design has been parametrized, at the power

up, even without configuring the parameter values a default configuration are necessary to

perform panorama generation. While some of the default configuration values are provided

in the configuration registers by the reset signal, some others have been stored in this LUT.

Effectively, unlike FPGAs, ASICs do not allow to initialize memories at power up. Furthermore,

those initialization values permit also to test the system disregarding any failure on the I2C

bus.

6.5 ASIC Design

In the current section, the final steps of a top-down digital design flow is dealt with: the

RTL synthesis and the place and route. The EDA tools used to perform these two tasks are,

respectively, Synopsys Design Compiler and Cadence SoC Encounter. The technology chosen

to fabricate the ASIC is the TSMC 40 nm CMOS process.

6.5.1 RTL Synthesis

Logic synthesis has been performed on the designed VHDL RTL models in order to get a

gate-level description of them. This task has been performed using a TCL script in which area

and timings constraints have been imposed and the appropriate libraries have been used to
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link the design. The library for the standard cells has been taken from the TSMC 40 nm design

kit while the libraries to link the different embedded memories (see section 6.2) have been

provided by the IPs vendor ARM. The main outputs of a synthesis step are:

• A Verilog netlist model, which can be used for the post-synthesis logic simulation and

as input for the P&R.

• A SDF (Standard Delay Format) description, which includes delay information for

simulation that are correct for the gates but only estimated for the interconnections.

The system has to work at 175 MHz clock frequency in order to provide real time results at the

ASIC output for a 1080×1080 pixel 25 fps video stream. To have a margin, 200 MHz final clock

frequency is aimed. Thus, two different gate-level netlists have been synthesized by focusing

on timing constraints. The first gate-level netlist uses a clock period of 5 ns while the second

with a clock of 5 ns . The final critical path reports are shown in Table-6.9.

The slack is the difference between data required time and data arrival time and can be

considered as a timing margin. Even if a negative value indicates a violation, a small negative

slack or a slack of 0.0 are not a problem since it might be recovered later during the place and

route timing optimization steps. For this reason, a shorter clock period has been imposed in

order to let the synthesizer infer faster architectures. Nevertheless, the designed system will

still work at 200 MHz.

6.5.2 Place and Route

The P&R step infers a geometric realization of the gate-level netlist. As for the synthesis, this

task has been performed using a TCL script, taking as inputs the following information used

to generate a configuration file:

• The Verilog netlist generated during synthesis.

• The LEF (Layout Exchange Format) files of standard cells and embedded memories.

This format provides the minimum abstract layout information on standard cells and

IPs to perform P&R, such as geometry and I/O pin placements.

• The timing libraries of standard cells and embedded memories, which include

information on the typical, best and worst timings like delays, setup and hold times.

• The timing constraints file generated during synthesis.

• The power nets that has to be used in the layout, defined in the LEF files. In the design

under analysis these are: VDD, VDDPE, VDDCE, VDDE for the power nets and VSS, VSSE

for the ground nets.
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Figure 6.12 – Physical design steps.

For all the files mentioned above, the ones related to standard cells have been supplied by the

provider TSMC while the ones related to embedded memories have been generated using the

ARM proprietary software. Nevertheless, for the whole layout, 10 metal layers have been used

as defined by the TSMC 40nm technology process. Once the design has been imported, the

physical design follows the steps shown in Fig.6.12.

The main outputs generated during the place and route are:

• A Verilog netlist model, which differs from the one taken as input since further timing

optimizations are performed during placement, clock tree generation and routing. It

can be used for the post pared logic simulation.

• A SDF (Standard Delay Format) description, which now includes both cells and

interconnect delays.

• A layout in GDS2 format.

Some details of the P&R Considerations are provided in Appendix-B

First Design Configuration

Since the macro blocks (SRAMs and ROMs) composing the ASIC occupy most of the chip area,

their placement has been done carefully in order to avoid geometry violations and timing

issues. For this reason two different versions have been placed and routed choosing different

floor planning configurations.
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The first design is shown in Figure 6.13. The core size has been specified with an aspect

ratio equal to 1 and a core utilization of 80%, leading to a chip dimension of 10 mm × 7

mm. Table 6.10 lists the core area percentage occupied by the macro cells present in design.

The biggest contribution is given by the 96 DP SRAMs frame_mem_2 instantiated in the 24

frame_mem_wrapper modules, since they occupy almost the 70% of the ASIC area. In this

design, together with process antenna violations, geometry violations are present, but they

are simple errors that can be easily solved manually modifying the interested wires.

The P&R summary reports for this first design are shown in Table 6.11.

An estimation for power dissipation is given in Table-6.12. Here, for the internal switching

activity, a worst case situation(switching activity=1) and a moderate case (switching

activity=0.4) are illustrated. Although the switching activity can go even lower depending

on the internal states of the panorama generation circuitry proposed, it is observed that the

strongest contributor of the power dissipation the leakage power. This is due to the fact that

the most of the area is occupied by the SRAM blocks. Therefore, for future designs, selecting

a low leakage process might be an option. Another improvement can be utilizing power

reduction techniques like clock gating where applicable.

Since the designed system is aimed to search for feasibility of migration to the ASIC

implementation, a power budget was not defined at this stage of the work. For different

applications there would be different power requirements. For instance, for the capsule type

endoscopy, since the whole system is stand alone and usually powered by a commercial

battery, care should be taken to reduce power with different methods. For a full system

implementation, the other components of the system, such as single camera and lightning

source would also be important components contributing to the power dissipation. During

the system implementation and experiments, I was not utilizing LED sources that can be fit

into a capsule size so it is not feasible to give power dissipation estimation for that components

for the state of the current work. However, for each camera a power dissipation of 4 mW is

measured at 44 fps frame rate at 2.1 V supply voltage. Since there are 24 cameras in the design,

this ends up with a 96 mW of power dissipation for a continuous 44 fps operating condition.

However, in real applications, for capsule endoscopy such as [62], 5 fps or even less to 1-2

frames per second [90]. From this point, it can be said that a pulsed operation of the circuit

and the cameras could reduce the power significantly in the order of 8-40 times by aligning

the system operation to the application requirements on the frame rate.

The negative slack time is not a problem. Effectively this calculation has been done considering

a clock period of 4 ns while the system will be always run at 5 ns. In this case a positive value

would be achieved. Moreover, from the reports, it can be noticed the low value of the chip

density subtracting physical cells (i.e. without considering the filler cells used to ensure the

continuity of power/ground rails and N+/P+ wells). For this reason another version has been

proposed, with smaller core dimensions.
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Second Design

Figure 6.14 illustrates the second design. In this case, the core sizes have not been specified

through aspect ratio and core utilization but imposing its dimensions, thus leading to a chip 9

mm × 9 mm circa.

The frame_mem_2 have been placed horizontally instead of vertically to allow a better bus

sharing between the hard macros of the same memory wrapper. Moreover, thanks to the high

aspect ratio, it is possible to place each group of 4 DP SRAM relative to one camera interface

next to the core.

The P&R summary reports for the second design are shown in Table 6.13. The areas of the

single modules are not reported here since almost equal to the one in Table 6.11.

In this case, process antenna violations, geometry violations and also connectivity violations

are present, probably due to the high congestion that did not allow a proper routing. Since

these are not only errors related to the physical design but may lead to malfunctioning, the

first design has been preferred to perform the post pared logic simulation. Since this design is

not feasible, the power dissipation analysis is not considered.

6.6 Logic Simulations

This section describes the logic simulation of the designed ASIC performed using the

ModelSim tool from Mentor Graphics.

6.6.1 RTL Simulation

The functionality of the RTL VHDL model of the system under design has been validated

through logic simulation. The test bench written for this purpose gives input to the 24 of

the camera models by reading the pixel values from the respective text files. Each text file is

representing the image frame pixel information. The text files are generated in the MATLAB

environment from the single camera images without any image processing steps. As explained

in the previous chapter, Section-5.1.3, the camera model transforms this file in a serial stream

of bits which is then used to feed the camera interface present in system_top_asic. After

panorama generation has been performed, the output frames are stored back in a text file

which can then be converted to image through a simple MATLAB script. An example 430x430

resolution image is presented in Fig.6.15.

6.7 Conclusion

In this Chapter, an ASIC implementation of the system is explained. The ASIC design is

necessary to complete the miniaturization in terms of the hardware part of the miniaturized

system. Design decisions are taken to obtain a minimal configuration subset of the FPGA
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based system explained in the previous chapter. Custom blocks such as FIFOs, I2C and

memory wrappers designed. With this minimal design methodology, it is possible to achieve

higher operation frequency, which boosts the throughput of the system. The designed system

is verified at the logic simulation level. The design is placed and routed for a 40 nm TSMC

technology for different placement configurations.
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Table 6.7 – Configuration registers specifications for the ASIC design

Register Word size Address Default value

panorama_row_cnt 11 bit 0x1800 0x1D5
panorama_col_cnt 11 bit 0x2000 0x1AC
pano_max_phi 13 bit 0x2800 0x17F8
pano_min_phi 13 bit 0x5000 0x740
pano_k_phi 13 bit 0x3000 0x00A
pano_max_theta 13 bit 0x3800 0xDF8
pano_min_theta 13 bit 0x4000 0x300
pano_k_theta 13 bit 0x4800 0x006
pano_cs 1 bit 0x6800 0x0
sel_color_source 1 bit 0x7000 0x0
camera_select 5 bit 0x7800 0x1
vig_mem_select 1 bit 0x7C00 0x0
pixel_e_u 24x48 bit 0x0800 - 0x0857 N/A
pixel_e_v 24x48 bit 0x0860 - 0x08B7 N/A
pixel_k_coefs 24x48 bit 0x08C0 - 0x0917 N/A
pixel_fc 24x32 bit 0x0920 - 0x0957 N/A
pixel_cc 24x32 bit 0x0960 - 0x0997 N/A
near_t_vec_tmp_srch 24x48 bit 0x1000 - 0x1057 N/A
near_cos_alpha_srch 24x16 bit 0x1060 - 0x1077 N/A

Register Description

panorama_row_cnt Number of rows in the final panoramic image
panorama_col_cnt Number of columns in the final panoramic image
pano_max_phi Maximum horizontal angle of view
pano_min_phi Minimum horizontal angle of view
pano_k_phi Horizontal step size
pano_max_theta Maximum vertical angle of view
pano_min_theta Minimum vertical angle of view
pano_k_theta Vertical step size
pano_cs Panorama generation enable
sel_color_source Test pattern output selection
camera_select Single camera output selection
vig_mem_select Memory selection (ROM or SP SRAM)
pixel_e_u Cameras unit vectors −→u
pixel_e_v Cameras unit vectors −→v
pixel_k_coefs Cameras distorsion correction coefficients
pixel_fc Cameras focal lengths
pixel_cc Cameras optical centers

near_t_vec_tmp_srch Cameras unit vectors
−→
t

near_cos_alpha_srch Cameras cosine of half angle of view
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Table 6.8 – Memory wrappers implemented for the ASIC design

Memory wrapper Instantiated memories Total size(KBytes)

fifo_memory_single_w10a8 #1 DP SRAM 0.320
fifo_memory_single_w10a10 #1 DP SRAM 1.280
fifo_memory_single_w16a11 #1 DP SRAM 4.096
fifo_memory_single_w24a8 #1 DP SRAM 0.768
frame_mem_wrapper #4 DP SRAM 131.072
lut_cos_wrapper #1 ROM 4.096
lut_sin_wrapper #1 ROM 4.096
vig_memory_wrapper #2 SP SRAM - #1 ROM 16.384 - 16.384

Table 6.9 – Critical paths for different synthesized gate-level net-lists of the ASIC design

Clock period 5ns 4ns

Data required time 4.880 3.880
Data arrival time -4.399 -3.880

Slack time 0.481 0.000

Table 6.10 – Core area percentage occupied by macro cells of the first ASIC design configuration

Macro name Instance count Percentage in core

cam_int_buffer 24 0.959%
frame_mem_2 96 69.490%
lut_cos 15 0.385%
lut_sin 15 0.385%
lut_vig 1 0.067%
pan_line_buffer 2 0.244%
rgb_line_buffer 48 3.939%
row_buffer 48 2.821%
vig_ram_16x4096 2 0.204%

Total percentage in core 78.494%
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(a) Amoeba view.

(b) Physical view.

Figure 6.13 – First P&R design.
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Table 6.11 – First ASIC design P&R summary reports

Area system_top_asic 26.189 mm2

Area I2C_top 441.4 µm2

Area pan_gen_top_asic 0.740 mm2

Area single_cam_top 1.056 mm2

Area camera_out_mux 1110.6 µm2

Total area of core 32.639 mm2

Total area of std cells (logic) 0.531 mm2

Total area of macros (memory) 25.620 mm2

Total area of chip 70.240 mm2

2-input NAND equivalent gate count of logic 1M Gate
2-input NAND equivalent gate count of memory 48M Gate

Chip density (counting std cells, macros and routing) 80.123%
Chip density (without routing) 37.232%

Required time 6.636 ns
Arrival time 6.943 ns
Slack time -0.307 ns

Table 6.12 – First ASIC design power dissipation report for a slow/slow corner VDD=0.81V,
T j =125 ◦C

primary input activity Switching power Internal power Leakage power Total power

0.4 81.33 mW 265.5 mW 634.6 mW 981.4 mW
1 132.4 mW 381.2 mW 634.6 mW 1148 mW

Table 6.13 – Second ASIC design P&R summary reports.

Total area of core 36.299 mm2

Total area of std cells (logic) 0.585 mm2

Total area of macros (memory) 25.620 mm2

Total area of chip 81.431 mm2

2-input NAND equivalent gate count of logic 1M Gate
2-input NAND equivalent gate count of memory 48M Gate

Chip density (counting std cells, macros and routing) 76.038%
Chip density (without routing) 32.181%

Required time 6.604 ns
Arrival time 7.012 ns
Slack time -0.408 ns
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(a) Amoeba view.

(b) Physical view.

Figure 6.14 – Second P&R design.
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Figure 6.15 – An example of panoramic frame obtained through RTL logic simulation of the
ASIC system.
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7 Multi-camera large FOV or panoramic
imaging system design in macro scale

In this Chapter, design details of a very high resolution, macro scale camera system is explained.

This system is an initial work in the scope of the thesis. The explained design and experiments

are first described in [91] and [92].

In this system, cameras are positioned in a way to guarantee that every target location in the

horizontal plane is covered by at least two cameras. Covering target locations by at least two

cameras enables a smooth transition between the images while constructing omnidirectional

images, and enables using the device in applications that requires depth map estimation [93].

In this system, the coverage analysis methodology presented in [65] is used to measure the

required angles between the camera layers and horizontal plane θ and the angles between the

horizontally neighboring cameras ϕ.

Very-high AOV lenses cause image distortion while low AOV lenses necessitate a large number

of cameras to guarantee a large effective AOV. A 5MP image sensor with a 6 mm lens is selected

for the construction of the system since it offers an efficient trade-off between large AOV

and distortion. The selected camera provides 53° and 43° for the horizontal and vertical axis

AOVs respectively, and the full resolution of each camera is 2592×1926 pixels. Following

the methodology presented in [65], 44 cameras are positioned on four levels where level-4

represents top camera and level-1 represents cameras in bottom layer. From the top to

the bottom layers, 1, 6, 15 and 22 cameras are distributed, respectively. The top camera is

perpendicular to the ground plane. The θ angles of the four layers from top to bottom are 0°,

39.6°, 59.3° and 80.8°. The ϕ angles between the cameras for the layers 1, 2, 3 are 16.36°, 24°

and 60°, respectively. The resulting coverage analysis is given in Section-7.3.
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Table 7.1 – Properties of the omnidirectional imaging system.

Individual Camera Parameters Obtained Video Requirements

Option
Observed

Resolution

Skipping-

Binning

Bit/

Pixel

Clock

(MHz)

AOV

h×v

Output

Resolution

Frame

Rate

Record

duration

(min)

Memory

Size

(GB)

Bandwidth

(MB/s)

1 2592 × 1944 0-0 12 96 53º × 43º 2592 × 1944 14 30 177 101

2 2592 × 1944 0-0 12 66 53º × 43º 2592 × 1944 9.5 14 56 68

3 2592 × 1944 1-1 12 86 53º × 43º 1296 × 972 30 30 95 54

4 2592 × 1944 1-0 12 66 53º × 43º 1296 × 972 30 30 95 54

5 2592 × 1944 1-0 12 66 53º × 43º 1296 × 972 30 17 54 54

6 2592 × 1944 1-0 8 66 53º × 43º 1296 × 972 30 30 63 36

7 2592 × 1944 2-0 8 36 53º × 43º 864 × 648 30 30 28 16

8 1024 × 768 0-0 12 46 21º × 16º 1024 × 768 30 30 40 23

7.1 System Parameters and Requirements

After the type, number and positions of individual cameras are fixed, the main two aspects

that define the performance of the image recording system are the image resolution and

frame-rate of individual sensors. The image sensor chosen in the construction of this system

has programmable parameters which affect these two main aspects. Table-7.1 presents some

example configurations of camera parameters and their respective memory size, bandwidth

and operating frequency requirements with respect to the image capture duration.

The selected image sensor delivers 12-bit raw Bayer data output. The bit precision is not

reduced, in order to improve the histogram when the camera is used in extreme dark or

bright conditions. Moreover, most of the data compression techniques applied in consumer

electronic video recording cameras reduce the image quality and light field capturing

capability of the imaging system, thereby creating an incompatibility with high quality post

processing. Therefore, a 12 bit raw Bayer recording format is maintained, which considerably

impacts the memory requirement. Adjusting the frame-rate of the image sensor is possible by

tuning the operating frequency of the sensor and frame size. At the fastest frame rate achieved

at 96 MHz, the memory requirement for a 30 minute video recording is equal to 177 GB and

the memory bandwidth requirement is 101 MB/s for a single camera. Considering 44 cameras,

the memory requirement increases to 5.2 TB for the first implementation option presented in

Table-7.1. Thus, the memory bandwidth and size requirements for the selected frame-rate

and frame size determine the constraints for the selection of the storage device.

The chosen image sensor offers two options for sub-sampling the frame prior to delivering it,

which are known as skipping mode and sub-window selection. The skipping mode allows

keeping the highest AOV while reducing the resolution of the sensor, whereas selecting

sub-window as exemplified in eighth implementation option of Table-7.1 reduces the AOV.

Overlapping the wide AOVs of individual image sensors is crucial for better sampling of the
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light field and light field based image processing applications. As shown in the third and

fourth analysis cases of Table-7.1, operating in skipping mode reduces the image size to one

quarter of the original 5MP, 1296×972, while maintaining a constant angle of view (AOV).

The binning mode aggregates the Bayer data of the skipped pixels when it is combined with

skipping mode. Using the binning mode together with skipping requires a 86MHz clock to

provide 30 fps video. Providing the same resolution without using the binning mode decreases

the required pixel clock frequency to 66 MHz. Recording 30 minutes using one of these

options requires 95 GB of memory and a 54 MB/s bandwidth for each camera.

The chosen image sensor does not provide differential output signals, and thus, additional

limitations pertaining to signal integrity arise for building the complete system. Constructing

a complete system on a dome that has a radius of 20 cm requires data cables with a minimum

length of 40 cm. Transmission of a 96 MHz clock over 40 cm cables is prone to noise due to

signal reflection, even using very-high-density cable interconnect (VHDCI). Nevertheless,

any noise in the image vanishes when the clock frequency is decreased below 80 MHz.

Consequently, selecting the appropriate camera operation frequency is a determinant

system-level constraint.

The system requires large-capacity and large-bandwidth storage devices. The three main

candidate storage devices are i) the Compact Flash, ii) the Hard Disk Drive (HDD) and iii) the

Solid State Drive (SSD). Compact Flash devices are very expensive compared to HDD and

SSDs, when their considered capacity is larger than 64 GB. HDDs are the most cost-efficient

storage devices. However, their mechanical structure has a crucial impact on their effective

recording bandwidth under environmental vibration conditions. Vibration robustness tests

carried out with several different HDDs have demonstrated that the effective data bandwidth

can be reduced down to 20 MB/s. Storage devices are expected to support constant bandwidth

under vibration since the complete imaging system may not remain stationary, and move

during image recording. Yet, offering a constant recording bandwidth is an important

constraint of the system, which only SSD technology can provide in presence of external

vibrations. Therefore SSDs are selected as the primary, i.e., real-time, storage devices.

For SSD communication interface, Serial ATA (SATA) 2.0 standard is chosen, in order to fulfill

the BW requirements in burst write mode and due to their availability on the market. SSD

devices with SATA 2.0 usually sustain a bandwidth of approximately 150 MB/s, which is

higher than the 101 MB/s bandwidth requirement of a full resolution system operating at 14

fps. Constructing a system that supports a resolution of 1296×972 pixel require a 54 MB/s

bandwidth. Hence, one SSD can act as the storage device for two cameras simultaneously.

128 GB SSDs can continuously record for 17 minutes from two cameras that operate at 30

fps and with a 1296×972 pixel resolution. There is also need for intermediate buffer memory

in the architecture of the targeted embedded system in order to make the burst writes to
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the SSD possible. Buffering a single frame in full resolution, and 1296×972 pixel resolution

approximately requires a memory size of 8 MB and 2 MB, respectively. DDR2 SDRAM

memories typically have a data size of 256 MB or more, and an approximate bandwidth of 5

GB/s. DDR2 are thus selected as the efficient devices to use in conjunction with the SATA

protocol for buffering images. Moreover, benefiting from the maximum resolution of the

cameras is possible, but in this case the frame rate of the cameras should be reduced due

to bandwidth limitations. 128 GB SSDs can continuously record for 14 minutes from two

2592×1944 pixel resolution cameras that operate at 9.5 fps.

The developed system is planned to sustain constraints and target features summarized

in Table-7.2 and Table-7.3. A maximum flexibility in terms of resolution and frame rate is

aimed. When the system is configured to utilize 1296×972 resolution settings of the cameras

with the system constraints presented in Table-7.2, the systems is able to provide 21.6 MP

omnidirectional video at 30 fps. When the system is configured to utilize 2592×1944 resolution

settings of the cameras with the system constraints presented in Table-7.3, the systems is able

to provide 82.3 MP omnidirectional video at 9.5 fps.

Table 7.2 – System Constraints to generate 30 fps 21.6 MP Omnidirectional Video.

#Cameras 44 Pixel Clock 66 MHz
Resolution per Camera 1296×972 Record Duration 17 min
Skipping Mode 1 Buffer Memory DDR2
Binning Mode 0 Storage Device SSD
#Cameras/#SSDs 2 Back Up Device HDD
Pixel Resolution 12-bit Bayer Storage Protocol SATA II

Table 7.3 – System Constraints to generate 9.5 fps 82.3 MP Omnidirectional Video.

#Cameras 44 Pixel Clock 66 MHz
Resolution per Camera 2592×1944 Record Duration 14 min
Skipping Mode 0 Buffer Memory DDR2
Binning Mode 0 Storage Device SSD
#Cameras/#SSDs 2 Back Up Device HDD
Pixel Resolution 12-bit Bayer Storage Protocol SATA II

7.2 System Architecture

In order to support the constraints explained in Section-7.1, the hardware platform should be

flexible and configurable. Moreover, it should be expandable for future developments in terms

of handling critical parts of the image processing on the captured light field. Thus, an FPGA

based embedded system is the most suitable hardware platform for the mentioned purposes.

The choice for the hardware platform is the Xilinx XUPV5-LX110T FPGA Board. The chosen
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FPGA board has 2 SATA connections, 64 available external pins for connecting two cameras,

128 MB DDR2 memory, a UART, digital video interface (DVI) and SubMiniature version

A (SMA) interfaces. 128 GB Kingston SATA 2.0 SSDs are selected as storage devices, each

supporting two cameras. In summary, 22 FPGA boards and 22 SSDs are used for recording

17 minutes video captured from 44 cameras at 1296×972 resolution or 14 minutes video

captured from 44 cameras at 2592×1944 resolution.

One of the 22 FPGAs serves as Master FPGA (M-FPGA), which is responsible of receiving

commands from a host PC system. The commands are for covering the tasks such as start/stop,

snapshot, and changing the image sensor parameters by writing to their responsible registers.

The M-FPGA receives commands via RS232 interface and broadcasts to the slave FPGAs

(S-FPGA). A Graphical User Interface (GUI) designed to handle the communication between

user and imaging system. The system architecture of the M-FPGA is shown in Fig.7.1. The

S-FPGA architecture is identical to the one in Fig.7.1 except the clock scheme, which is

further detailed later in this section. As presented in Fig.7.1, the hardware architecture of a

single FPGA includes a Microblaze Soft Processor, Processor Local Bus (PLB), Image Capture

modules, DVI Displayer modules, SATA Interface modules, and System Interconnection

modules.

The Image Capture modules are used to capture images from two cameras and to buffer them

into a DDR2 Memory. Additionally, an automatic color gain controller (AGC) and automatic

shutter width controller (ASW) are implemented.

The Microblaze initializes the cameras through an I2C bus, and one single I2C bus controls two

cameras, consistently. The Camera Controller module samples the pixels using camera control

signals hsync and vsync. The Automatic Gain Control is an important feature pertaining to the

white balance. The Automatic Shutter Width enables to adjust the exposure time in extreme

dark and bright conditions. The AGC+ASW sub module in Fig.7.1 computes the average red,

green, and blue values in the image, and transfers these values to the Microblaze processor

using software-accessible registers. Depending on the application or light conditions, the

software hosted by the Microblaze provides flexibility to the user for manual and automatic

adjustment of the color gains and shutter width. Two native port interface (NPI) of the multi

port memory controller (MPMC) module are used to simultaneously write two images into

the DDR2 memory. Row Buffers are placed as a FIFO between the Camera Controller, Burst

Converter and NPI Controller sub modules to correctly exchange data while they are operating

with different clock rates. These buffers provide flexibility to the user to capture and save

images with different resolutions and frame-rates.

The DVI Displayer module reads the images captured by one camera, converts the Bayer
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Figure 7.1 – Top-level block diagram of the system hardware architecture

images to RGB format, and displays the images on a DVI monitor. The Bayer to RGB hardware

is only implemented for display purposes. The NPI controller of the DVI module is able to

switch between the DDR2 memory pointers to display images of the selected camera. The

DVI connection is initialized by the I2C module for 1024×768 resolution at 60 fps to display

sub-window of the obtained images during the recording process. The DVI interface is

operated with a 216 MHz differential clock.

The Host SATA IP can be connected to two storage devices. Although the SATA IP is able

to switch between the SATA ports, it is not able to dump data into two storage devices,

consistently. Therefore, a 128 GB SDD is connected to one of its two SATA ports. The other

port of the IP is used for a backup purpose. Connecting one 2TB HDD for backup support

increases the record duration to more than 3.5 hours. After every continuous record of 14

minutes at a 2592×1944 video resolution or 17 minutes at a 1296×972 video resolution, the

system is able to make a data backup from the SSD to the HDD. Upon backup completion,

the system makes itself ready to record the next continuous video on the SSD. The SATA IP is

connected to the DDR2 through MPMC using two Direct Memory Access (DMA) controllers.

The System GUI includes start and stop options to enable the capture of short videos, and
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enables capturing single and time-delayed repetitive shots for photographic applications.

Moreover, the last used memory address is also saved into the SSD. Consequently, the system

GUI provides options to resume from the last memory address or overwriting the previous

records, after a system power off-on cycle.

Camera Synchronization is one of the most important technical issues in multiple-camera

systems. For perfect synchronization, the number of images taken from different cameras

should be identical during the capture of a video, and every image originating from the 44

cameras should be shot at the same moment.

In order to force all cameras to capture an identical number of frames, the frame-rates of

the cameras must exactly match. All cameras are programmed to the same resolution and

exposure time. In addition, the main factor guaranteeing setting the frame rate is the pixel

clock frequency. The clock crystal mounted on the XUPV5-LX110T board provides 25MHz

with a ±0.0004% tolerance, which means ±100 clock cycles. If each of the 22 separate crystal

oscillators is used as main clock source for each camera pair via the internal PLLs of FPGAs,

the ±0.0004% deviation causes different frame rates, and prevents synchronization. In order to

guarantee clock synchronization, a clock chain is built up that provides an identical clock rate

to all of the cameras in the system. This shared clock is generated from the crystal oscillator of

the M-FPGA. Each FPGA receives its clock from its neighbor, and transmits it to the FPGA

located next within the chain, using coaxial SMA cables and connectors. All the clock inputs

and outputs of the SMA connection are buffered to increase the clock drive strength.

In addition to generating an exact frame rate, an additional constraint for the camera

synchronization resides in the timing for the acquisition of the images. The image snapshots

should be acquired almost at the same moment for a successful synchronization. To this aim

and as shown in Fig.7.1, one I2C module of the PLB bus is used for two cameras. Since the

camera chips have the same I2C address, two cameras connected to the same I2C module can

be configured at the same moment, which enables a perfect synchronization. The shutting

time difference between the cameras connected to the same FPGA is 0 or 1 clock cycle at a 66

MHz pixel clock.

Two serial communication chains are implemented in the system. The first serial

communication chain is implemented between the PC host system, M-FPGA and S-FPGAs.

This chain shares the user commands and system orders of the M-FPGA over all connected

FPGAs for starting and stopping the record on different FPGA boards synchronously. All FPGAs

initialize their own connected two cameras at the same time. The posing time difference

between the cameras connected to different FPGAs is measured to be less than 400 clock

cycles, i.e., less than 5 µs. While a single camera operates at 30 fps, the posing time delay
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between two consecutive frames of the same camera is approximately 33 ms. Hence, the 5

µs delay is negligible. Thus, the synchronization of the cameras that are connected to the

different FPGAs can be considered almost perfect.

The second RS232 chain is implemented to provide information about the recording status of

the S-FPGAs to the M-FPGA. This feature is mainly important for the SSD to HDD backup

process since the backup process is not synchronized due to variable performance of HDD.

Each S-FPGA informs its neighboring board via second serial chain as soon as it finishes the

current backup process. When all the S-FPGAs finish their backup process, the M-FPGA

configures all the S-FPGAs for the next record to the SSD using the first serial chain.

7.3 Implementation Results

The hardware architecture of the proposed video recording system is implemented using ISE

12.4 and XPS. The presented system is constructed using 44 Aptina cameras, 22 XUPV5-LX110T

Virtex-5 FPGAs and 22 Kingston 128 GB SSDs. The backup process is verified using 2TB

Hitachi HDDs. The XUPV5-LX110T FPGA includes 69k Look-Up Tables (LUT), 69k DFFs and

148 Block RAMs (BRAM). The proposed hardware consumes 31% of the LUTs, 25% of the DFF

resources and 48% of the BRAM resources. The Microblaze microprocessor and the SATA IP

are operated at 100 MHz and 200 MHz, respectively. The system is able to record 17 minutes

of continuous video at a resolution of 1296×972 and a raw Bayer data format at 30 fps, or 14

minutes of continuous video at a resolution of 2592×1944 at 9.5 fps. The proposed backup

system enables increasing the record duration to more than 3.5 hours with discrete video

records of 14 min or 17 min using a 2TB HDD for each FPGA board. The system is perfectly

synchronized for the two cameras connected to the same FPGA, and the time delay between

the cameras connected to different FPGAs is equal to 5 µs which is considered negligible.

The final constructed Giga-Eye system is shown in Fig.7.2, which has a size of 56×48×73 cm

and a weight of 55kg without the carrier. The system is powered by a single power supply with

a 5V output voltage. Total system consumes 92A, and thus 460W of power.

The video frames captured by Giga-Eye are converted into omnidirectional video sequences

by offline processing using the Autopano-sift [94], which is a commercial stitching software.

Calibration parameters that are estimated by Autopano are used for the reconstruction.

Continuous omnidirectional video rendering is obtained by merging these stitched images in

time-domain using Matlab. One of the 21.6MP omnidirectional picture obtained using the

presented Giga-Eye system is shown in Fig.7.3. In addition, a 81.3 MP omnidirectional image

result of Giga-Eye is presented in Fig. 7.4. As presented in Fig.7.3 and Fig.7.4, although the

static and dynamic objects that are shown with sub-windows are quite far, Giga-Eye is able to

126



7.3. Implementation Results

Figure 7.2 – The complete omnidirectional imaging and recording system (Giga-Eye), overall
system dimensions are 56x48x78 cm

visualize these objects while providing 360° omnidirectional image.

The obtained coverage map after building the prototype and calibration of the cameras is

presented in Fig.7.5. At most 7 cameras, and at least 2 cameras are capable of capturing

every direction, provided that θ angle of the observed direction is below 60°. Therefore, the

proposed system does not only provide panorama, but also its efficient coverage enables

using the device in light field based image processing applications such as refocusing and 3D

rendering.

In Table-7.4, the proposed hemispherical video record system is compared with existing

large angle of view video capture systems. The frame rates below 25 fps are not typically

considered as video, but they are also compared with the presented work in the table. AOVs of

the compared systems and their final resolutions are provided in the comparison. Currently,

the proposed Giga-Eye system is the highest resolution 360° omnidirectional camera that

provides standard frame-rate video output by its 21.6 MP video output capability at 30 fps.

Moreover, Giga-Eye is the highest resolution 360° omnidirectional camera with its 82.3 MP

output capability at 9.5 fps. The resolution of the Giga-Eye system can be further increased

by omnidirectional image based super-resolution techniques [95] or using higher resolution
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Figure 7.3 – Omnidirectional image obtained with the Giga-Eye system at 21.6 MP resolution
showing the central campus square of EPFL, and two selected details (sub-regions) in this
image. This omnidirectional image corresponds to one single frame of the 30 fps video
obtained by the system.

Figure 7.4 – Omnidirectional image obtained with the Giga-Eye system at 82.3 MP resolution.
This omnidirectional image corresponds to one single frame of the 9.5 fps video obtained by
the system. Flying plane and the moving car are shown in sub-windows
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Figure 7.5 – Measured coverage map of the omnidirectional imaging system showing a high
pixel redundancy especially close to the equator. The color labels indicate the number of the
overlapping individual camera AOVs

sensors.

Table 7.4 – Comparison of the Giga-Eye with existing high-resolution omnidirectional camera
systems.

System

Total Sampling
Pixel Amount
(#Cameras×

Camera Resolution)

Record Frame
Rate (fps)

AOV Resolution

Ladybug3 [96] 11 MP 15 360°×150° 2048×4096
Google [97] 75 MP 0.4 360°×160° 4096×8192
Panoptic [65] 4 MP 25 360°×100° 256×1024
Giga-Eye 55 MP 30 360°×100° 2400×9000
Giga-Eye 220 MP 9.5 360°×100° 4650×17700

7.4 Conclusion

In this Chapter, the implementation details of the very high resolution system are mentioned.

The system is intended for large area surveillance and tested on the field with different targets

as explained. The size and the resolution constraints obtained during this implementation

was an initial reference for the rest of the thesis work.
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8 Conclusion

In this thesis, a new, insect eye inspired imaging system is described with all the aspects

from mechanical model to electronics level miniaturization. The proposed methods and the

final prototype constitutes the up to date example of how small such systems can go with

the current off-the-shelf cameras while preserving reasonable quality measures such as high

resolution and real-time operating capability.

8.1 A model for miniaturization of insect eye inspired imaging

system by using off-the-shelf components

The previous methods for mimicking the insect-eyes with multiple cameras are analyzed. Two

design approaches are developed. One of them is to minimize the number of cameras utilized,

under the constraint of keeping the panoramic view after a certain distance from the camera

system. The second approach developed is to maximize the number of cameras in a limited

volume dictated by the application, such as colonoscopy. The state-of the art miniature and

simplified image sensor-optics combination are utilized for implementation of the second

approach.

Furthermore, a distributed built-in illumination capability is added to the system by featuring

fiber optic technology. First time a multi-aperture compound eye is reported with this

capability.

A 24-camera prototype is designed and fabricated with the features mentioned above. The

system is geometrically calibrated by using a commercial software, which is utilizing bundle

adjustment and feature extraction methods.
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8.2 Image processing for seamless compound image generation

Image processing methods are analyzed for previous multi-camera panoramic field of view

systems. The panorama generation is handled as an inference problem, and a method is

proposed for seam removal and ghosting artifact correction. The method is tested with the

images from the 24-camera prototype system in a realistic human bowel model. Additional

tests are done with images from different multi-camera systems.

An image pre-processing method for object boundary detection proposed. The proposed

pre-processing method is based on the information obtained by utilizing the inter-camera

intensity differences at neighboring camera overlap regions. The method is tested by using the

images from the 24-camera prototype and from different multi-camera panoramic imaging

systems.

An image processing approach is proposed to use the multi-camera overlap region

inter-camera intensity difference information to remove the ghosting effects. The method is

tested on the images from the 24-camera prototype.

8.3 Digital system design for image processing

An image processing pipeline is embedded and optimized for the miniature 24 camera

system. A hardware implementation for the probabilistic method for panorama generation

is performed. A hardware implementation of the panorama generation pipeline is done for

throughput increase. The full system is implemented and tested on Xilinx Virtex7 FPGA. The

system is capable of generation 1 Mpixel video at 25 fps with a 120 MHz panorama image

processing clock frequency.

8.4 ASIC Implementation

An ASIC implementation of the hardware system is performed for TSMC 40 nm technology. A

minimal subset of the full FPGA system is chosen to have a small area. It is observed that for

the proposed design, the on-chip memories utilized in the ASIC design are bounding in terms

of area and power dissipation.

8.5 Future Directions

ASIC tape out and integration: Since there is a need for having a small ASIC form factor, the

next target is to map the design on a 28 nm technology, and to perform the implementation

with post place and route simulations. Also there is a need for adding the proper sampling I/O

blocks such as custom designed LVDS inputs, with a high impedance output driver stage to

include the programmable features of the camera. I2C I/O buffers should be designed as well.
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8.5. Future Directions

Since this is the first time with a distributed built-in illumination type compound eye, an in

depth analysis of the light capabilities should be performed. The fiber optic illumination

channels can be utilized for active imaging applications. The first point can be after a

characterization and calibration of the illumination capability, the depth of the objects can be

extracted by using even visible light spectrum. Especially for the endoscopy applications, the

distributed illumination system combined with the multi-aperture imaging can bring new

opportunities in terms of active imaging methods.

An integration method for the colonoscopy devices can be performed and some field tests

can be done with the scientists and medical doctors from the endoscopy domain. In this way,

real-world application of the system can be achieved.
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A Analysis and implementations of
different Bayer Demosaicing and
Automatic White Balancing Methods

In this part the analysis and implementations for Bayer to RGB demosaicing and white

balancing methods from the literature are included. Finally, due to the area and timing

constraints, the methods are not included in the FPGA system design described in Chapter-5

A.1 Analyzed and implemented Bayer to RGB methods

A.1.1 Gradient Based Methods

For gradient based methods a 5×5 environment around the interpolated pixel has to be used

because otherwise the gradients cannot be estimated in a sufficiently precise manner. This

work is restricted to methods using a 5×5 window, however there are other methods which use

bigger windows, but they generally do not perform much better than gradient based methods

with a 5×5 neighborhood.

The main problem of the bilinear and other linear demosaicing algorithm is that they have a

low pass filtering effect which distorts edges. A way to prevent this low pass filtering effect is

to estimate the edge direction and then do the still low-pass-like interpolation orthogonally to

the estimated edge direction, in order to preserve the sharpness of the edge [87].

Even though gradient based methods usually perform significantly better than other types of

interpolation, they have the drawback that their filtering effect cannot be represented using

a linear filter, which is especially problematic when doing demosaicing in software and not

in hardware. The rest of this section is organized as follows: first, the original gradient based

interpolation algorithm developed by Adam and Hamilton [98] is presented, second, as a

recent development, an improved version of Adams and Hamilton’s method is presented and

finally, a linearized version of Adams and Hamilton’s method is presented.
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A.1.2 Adam and Hamilton’s Method

Adam and Hamilton’s method achieves the demosaicing in two steps: in a first step the

green channel is reconstructed and in a second step, using the raw Bayer data as well as the

reconstructed green channel, the red and the blue channel are reconstructed.

Pane Reconstruction To do the green pane reconstruction first a vertical gradient and a

horizontal gradient are defined as follows

LH = |G14−G12|+ |2 ·B13−B11−B15| (A.1)

LV = |G18−G8|+ |2 ·B13−B3−B23| (A.2)

where Gxx corresponds to the green value at position xx as shown in Fig.5.6b. These two

gradients not only include luminance information, but also Laplacian second order term of

chromaticity channel. Therefore these gradients can reflect edge directions as to where the

central pixel is.

After having calculated these estimators of the edge direction, the interpolation of the green

channel can be done as follows: if LH < LV then the principal edge direction is assumed to be

vertical and there we need to interpolate horizontally as shown in (A.3). The first term in the

equation is like the normal bilinear interpolation just applied in the given direction and the

second term is used for edge enhancement.

G13H = G12+G14

2
+ 2 ·B13−B11−B15

4
(A.3)

On the contrary, when LH > LV the interpolation direction needs to be vertical in order not to

low pass filter the edge and is given in (A.4). Again, we have the normal low pass interpolation

with an additional edge enhancement term.

G13V = G8+G18

2
+ 2 ·B13−B3−B23

4
(A.4)
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For the case that both gradients are equal, the green value is given as the mean of (A.3) and

(A.4).

G13HV = G13H +G13V

2
(A.5)

Red/Blue Pane Reconstruction In a second step, the blue and the red channel can be

interpolated. Due to the symmetry of the Bayer filter, the blue channel can be interpolated

in the same way as the red channel; therefore only the interpolation of the red channel is

presented here.

There are four cases which have to be distinguished for estimating the red value at a certain

pixel: when the value is measured, no interpolation needs to be done and the measure value

can directly be used. For the three other cases, the estimation is done as follows.

Red Value at Green Pixel, Neighboring Red Pixel in Same Column

Taking R12 as an example, we have

R12 = R7+R17

2
+ 2 ·G12−G7−G17

2
(A.6)

Red Value at Green Pixel, Neighboring Red Pixel in Same Row

Taking R8 as an example, we have

R8 = R7+R9

2
+ 2 ·G8−G7−G9

2
(A.7)

Red Value at Blue Pixel

Taking R13 as an example: first, two diagonal gradients needs to be defined as

∆N = |R7−R19|+ |2 ·G13−G7−G19| (A.8)

∆P = |R9−R17|+ |2 ·G13−G9−G17| (A.9)

Using those two gradients, the principle of interpolation orthogonally to the main edge

direction can be applied again.

For the case that ∆N <∆P , the estimation is given as

R13∆N = R7+R19

2
+ 2 ·G13−G7−G19

2
(A.10)
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For the case that ∆N >∆P , the estimation is given as

R13∆P = R9+R17

2
+ 2 ·G13−G9−G17

2
(A.11)

For the case that both gradients are equal, the red value is given as the mean of

Equation A.10 and Equation A.11.

R13∆N∆P = R13∆N +R13∆P

2
(A.12)

In Equation A.10 and Equation A.11 the estimation consists again of a first low pass term

orthogonal to the edge direction and a second edge enhancement term as composed

for the green channel in Equation A.3 and Equation A.4 [87]

A.1.3 Improved Gradient Estimation

Even though the method presented in Section A.1.2 can determine the edge direction correctly

in most cases, there are still some cases where the method is not able to find the correct

edge direction and therefore produces artifacts. In [87] a new method is presented, which

increases the performance of the edge direction estimation and therefore reduces the number

of artifacts. The key idea of the proposed method is to improve the conventional gradients by

adding color correlation information to those gradients. The assumption of this approach is

that in real world image the contrast of color difference (difference R to G and B to G) should

be small over a small area. Therefore the correct interpolation direction should guarantee that

the color difference is small over a small area.

Using the same notation as in Fig.5.6b, the color differences of R7, R9, R17 and R19 are

defined as (taking R7 as example)

KH (R7) = R7−G7′ = R7− G6+G8

2
(A.13)

KV (R7) = R7−G7′ = R7− G2+G12

2
(A.14)

If the red channel or the blue channel is taken for the calculation the colour difference is not

important, there is only one difference that can be computed at a certain pixel. As stated

above, the difference R −G and B −G should behave in similar ways in small area.

Let N be the set of N = {R7,R9,R17,R19} and (Q,Q ′) ∈ N ×N the Cartesian product of the set

N with itself, which means that if N has cardinality 4, then (Q,Q ′) has cardinality 16. Using

these definition, the difference of the K (R) is calculated as

138



A.2. Hybrid Method

MH = ∑
(Q,Q ′)=N×N

|KH (Q)−KH (Q ′)| (A.15)

MV = ∑
(Q,Q ′)=N×N

|KV (Q)−KV (Q ′)| (A.16)

To estimate the correct edge direction, the color difference should be small and therefore

the M value should be small as well. As the M parameter behaves in the same way as the

conventional gradient, the two values are added to get a new estimate given as

∆H = MH +LH (A.17)

∆V = MV +LV (A.18)

Green Pane Estimation For the green pane estimation, the estimators given in (A.17) and

(A.18) replace the decision estimators used to determine whether (A.3), (A.4) or (A.5) need to

be applied for the green pane reconstruction. Everything else in the green pane reconstruction

stays the same as described in Section-A.1.2. This new method only provides a better

estimation of the edge direction, beside that, nothing else changes [87].

Red/Blue Pane Estimation The estimation of the ∆N and the ∆P was done in the same way

as described in Section-A.1.2, but also the new estimators given in (A.17) and (A.18) were

adapted for the diagonal case and tested and compared to the original estimator’s results.

Implementation Details

Figure A.1 shows the schematic of the two blocks designed for gradient based demosaicing:

the green pane interpolator (Figure A.1a) and the red/blue pane interpolator (Figure A.1b).

Even though not explicitly specified on Figure A.1, the output of the green pane interpolator is

fed to the input of the red/blue pane interpolator.

A.2 Hybrid Method

Even though gradient based demosaicing methods perform well, they are computationally

expensive and badly suited for implementation on a processor. The method proposed by [88]

aims at decreasing the computational effort by only using a linear filter while working on a
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Figure A.1 – Schematic of the blocks for a gradient based Bayer to RGB conversion system

5×5 window.

The main idea of this method is to use a bilinear interpolation with a gradient correction term.

Then, when estimating the green value at a red pixel’s location, this leads to

ĝ (i , j ) = ĝB +α∆R (i , j ) (A.19)

where ĝB is the linear interpolation term, α the weighting factor and ∆R (i , j ) the gradient of

the red channel at that location, which is given, if the central red pixel is assumed to have

coordinates (0,0), as

∆R (i , j ) , r (i , j )− 1

4

∑
(m,n)={(0,−2),(0,2),(−2,0),(2,0)}

r (i +m, j +n) (A.20)

For interpolating red at green pixel, the interpolation is given as

r̂ (i , j ) = r̂B (i , j )+β∆G (i , j ) (A.21)
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For interpolating red at blue pixels, the formula is

r̂ (i , j ) = r̂B (i , j )+γ∆B (i , j ) (A.22)

For the determination of the gain factors {α,β,γ} a Wiener approach was used. {α,β,γ} were

determined as to minimize the mean-square error of a data set (the Kodak test images [88, 99]).

Then the gain factors were approximated to be integer multiples of powers of 1/2, which lead

to the final result of α= 1/2, β= 5/8 and γ= 3/4. With this approximation the constructed FIR

filter was within a 5% margin in terms of the mean-square error of the optimal Wiener filter

with a 5×5 region of support [88]. The hybrid method explained in [88] is implemented as

illustrated in Fig.-A.2.

Framebuffer
5x5

Controlling
FSM

Pixel Value
Generator

Pixel Value
Multiplexer

CTRL OutputRGB Output

CTRL InputBayer Input

Overflow
Correction

Figure A.2 – Block diagram of the hybrid Bayer to RGB converter architecture

A.3 Automatic White Balancing

One of the most amazing features of the human visual system is color consistency. While

looking at the same object under different illumination conditions, the human perceives

the colors of the objects in a relatively constant manner and is not very dependent on the

properties of the illumination source.

A similar behavior is highly desirable in digital image capturing devices. This is achieved by

post processing the captured RGB values in order to take the illumination source into account.

Most people have experienced that for example, a picture taken under the illumination of a

domestic tungsten lamp, whose color temperature is around 3000 K, appears reddish, while
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taking the same picture with daylight, which has a color temperature of above 6000 K, the

picture appears blueish. The effect of the illumination source becomes even more important

using LEDs as illumination source due to their singular spectra. Figure A.3 shows the spectral

power distributions of different light sources in the visible range. It can be seen that their

spectra differ a lot in the visible range and therefore white balancing is an important part of

any image processing pipeline.
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FIGURE 10.1

Spectral power distribution of various common types of illuminations: (a) sunlight, (b) tungsten light, (c)

fluorescent light, and (d) light-emitting diode (LED).

as a linear combination of known basis functions I j(λ ) with

I(λ ) =
m

∑
j=1

α jI j(λ ), (10.1)

where, for example, three basis functions (corresponding to m = 3) are sufficient to repre-
sent standard daylights [5]. This property can be used in the design of AWB algorithms.

10.2.2 Object

Illumination is one of the three main factors contributing to the sensation of color in
our brains. The second major factor is the object. When the electromagnetic radiations
from the illumination reach an object, they are partially absorbed, and partially reflected or
transmitted (for transparent objects). For different items, the proportion of the reflection or
transmission varies with wavelengths, but this is an inherent property of the object irrespec-
tive of the illumination that takes place. We can therefore characterize an object’s spectral
reflectance or spectral transmittance as a function of wavelength for comparison.

© 2009 by Taylor & Francis Group, LLC

Figure A.3 – Spectral power distribution of various common types of illuminations: (a) sunlight,
(b) tungsten light, (c) fluorescent light, and (d) LED [100]

Another effect of white that needs to be taken into account is that the color selectivity of the

sensor cells of the human eye differ from the color selectivity of most Bayer filters. Fig.A.4

illustrates this fact: while the wavelength of the peaks of the spectral sensitivities of the Bayer

filter coincide more or less with their natural counterpart, their selectivity differs. Especially a

blue passing filter is a lot less selective than the S-cone it should represent.

To sum up: white balancing aims at compensating for the light temperature of the light source

as well as to fight the imperfections of the Bayer filter [100].

White balancing can either be done manually or automatically. While in most high-end

cameras there is at least an option to do the white balancing manually , most consumer

devices do it automatically. In the rest of this Section, two simple methods for automatic white

balancing is described and their FPGA implementations are presented.
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FIGURE 10.5

Spectral sensitivities of: (a) the three types of cones in a human eye, and (b) a typical digital camera.

The cones, on the other hand, are highly sensitive to color. There are far fewer cones in
our eyes; an average person has about six to seven million only. They are also localized
at a place called the fovea, rather than distributed all over the retina. They help us re-
solve fine details in images, and are responsible for photopic, or bright-light, vision. More
importantly, there are three types of cones:

• L-cones which have peak sensitivity towards the long wavelength section of the vis-
ible spectrum,

• M-cones which have peak sensitivity towards the middle wavelength section of the
visible spectrum, and

• S-cones which have peak sensitivity towards the short wavelength section of the vis-
ible spectrum.

These three types of cones together give us the sensation of color vision. When one or
more of the cone types are defective, those people are said to possess what we collectively
refer to as color deficiency or color blindness. Approximately one in twelve men has this
condition to varying degrees, and this is more common in men than in women.

Figure 10.5a shows the spectral sensitivities of the three types of cones of the human eye.
In subsequent discussions, we use l(λ ), m(λ ), and s(λ ) to denote the spectral sensitivity
responses of the L-, M-, and S-cones respectively. For the sake of comparison, the curves
have been normalized to equal area. It is interesting to observe that they do not cover
disjoint sections of the visible spectrum, nor do they cover it entirely. In fact, the responses
of L-cones and M-cones overlap significantly, and all three curves show low response to
stimulus below around 400nm and above around 650nm. As we will see in the next section,
camera designs mimic the responses of our human eyes. The sensor in the camera consists
of three filters, typically red, green, and blue filters. The spectral sensitivities of a typical
camera are shown in Figure 10.5b. We can observe that the peaks of these filters correspond
to the peaks of the L-, M-, and S-cones of our eyes.

© 2009 by Taylor & Francis Group, LLC

Figure A.4 – Spectral sensitivities of: (a) the three types of cones in a human eye, and (b) a
typical digital camera [100]

A.4 Gray World Assumption

The basic assumption used for this method is that in average, the red, green and blue channels

of a scene should roughly be equal. In other words, placing the mean value of each channel in

each pixel would result in an all gray picture, which is where the assumption’s name comes

from.

The method then works as follows. Assume a n × m full color image which is given by

RGBsensor (x, y) for any pixel. As a first step in this method the average of each channel

is computed as

Rav g = 1

n ·m

n∑
x=1

m∑
y=1

Rsensor (x, y) (A.23)

Gav g = 1

n ·m

n∑
x=1

m∑
y=1

Gsensor (x, y) (A.24)

Bav g = 1

n ·m

n∑
x=1

m∑
y=1

Bsensor (x, y) (A.25)

If the three averages are identical, the gray world assumption already is satisfied. However,

this normally is not the case. Taking the green channel as the fixed one, two gains α̂ and β̂

need to be calculated for the red and the blue channel respectively.
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α̂ = Gav g

Rav g
(A.26)

β̂ = Gav g

Bav g
(A.27)

Then, the image which satisfies the gray world assumption is given as

R̂sensor (x, y) = α̂Rsensor (x, y) (A.28)

Ĝsensor (x, y) = Gsensor (x, y) (A.29)

B̂sensor (x, y) = β̂Bsensor (x, y) (A.30)

The gray world method is quite effective in practice except in situations where one color

dominates for example when a great portion of the image is covered by the blue sky. In that

case, the gray world method fails and distorts the image [100].

A.5 White Patch

The white patch assumption, assumes that within a picture, the brightest point often is due

to reflectance of a glossy surface, which tends to reflect the actual color of the light source.

In order to avoid outliers, before determining the maximum value of each channel, the pixel

needs to be low-pass filtered. After that, the maximum intensity is determined as

Rmax = max(Rsensor (x, y)) (A.31)

Gmax = max(Gsensor (x, y)) (A.32)

Bmax = max(Bsensor (x, y)) (A.33)

Then, similar to the gray world assumption, the gains are calculated as the ration of the green

channel to the other channel.
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α̂ = Gmax

Rmax
(A.34)

β̂ = Gmax

Bmax
(A.35)

The corrected image which satisfies the white patch assumption is then given as

R̂sensor (x, y) = α̂Rsensor (x, y) (A.36)

Ĝsensor (x, y) = Gsensor (x, y) (A.37)

B̂sensor (x, y) = β̂Bsensor (x, y) (A.38)

However, for most images the gray world and the white patch method produce different results.

In other words, the corrected image can rarely satisfy both assumptions.

A.6 Implementation Details

The structure of the block which performs automatic white balancing can be divided into two

sub-blocks (for the case of the white and gray world method): one which is specific to the

actual method used and a second which is general and can be used in both cases.

Fig.A.5 shows the assumption specific block of the automatic white balancing functional block:

Fig.A.5a shows the block diagram for the gray world assumption and Fig.A.5b shows the block

diagram for the white patch method. For the gray world method, a accumulator and a divider

is used to calculate the mean of each channel for one image. When the divider block has

finished calculating, the FSM triggers the start of the unspecific part of the architecture. For

the white patch method, a low pass filter is used in front of a block which detects the maximal

value of each channel in one image. Again, when the frame has ended and the maximum is

known, the FSM starts the computations of the unspecific block.

Fig.A.6 shows the functional part which both, the gray world and the white patch method,

share. The main point to note is that the actual input-output processing happens in the upper

part of the design block diagram, where the RGB values are entered and then if necessary,

multiplied by the gain and then the values are sent to the output. It is important to note that

the output of the gain multiplier needs to be big enough to detect overflows in order to be able

to correct them to produce correct 8-bit values. The lower part of the block diagram is only
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RGB InputRGB InputRGB Input
RGB InputRGB InputAccumulator

RGB InputRGB InputDivider for Mean

Controlling
FSM CTRL OutputCTRL Input

RGB InputRGB InputMean Output

(a) Gray world specific structure

RGB InputRGB InputRGB Input
RGB InputRGB InputLPF

RGB InputRGB InputMax Detector

Controlling
FSM CTRL OutputCTRL Input

RGB InputRGB InputMax Output

(b) white patch specific structure

Figure A.5 – Block diagram of a part of the gray and the white patch automatic white balancing
algorithm

updated at the end of each image and stays constant during the course of an image.

CTRL In

R Mean/Max

G Mean/Max

B Mean/Max

R Moving Average

G Moving Average

B Moving Average

G/R Divider

G/B Divider

CTRL In

B Input

G Input

R Input

Gain Multiplier

Gain Multiplier

B Output

G Output

R Output

Gain Multiplier

Overflow Correction

Overflow Correction

Figure A.6 – Block diagram of the common part of the gray and white patch automatic white
balancing algorithm

A.7 Results

The methods are implemented and tested for the Virtex7 based VC707 board by adapting the

single camera interface system described in Section-5.1.

A.8 Bayer to RGB

First, it needs to be stated that the images generated by using the color correlation criterion

for the red and blue channel do not differ from the images generated by only using color

correlation for an improved edge estimation on the green channel. Therefore, only the version

with the color correlation on the green channel is discussed here as the other version has

exactly the same performance but a higher hardware complexity, e.g. the additional hardware

does not achieve anything.

All the images have been cropped to the point where the border effects due to wrapping

around of the moving window are no longer visible.
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A.8.1 Optical Analysis

For the optical analysis, the 19th Kodak test image was chosen as it contains two of the

major difficulties for reconstruction: a plain with fine textures on the tower, and small regular

structures as in the fence and the front of the house on the left side.

Fig.A.7 shows the results of the Bayer-to-RGB conversion using a 3×3 sized window on the

19th Kodak test image: on the left (Fig.A.7a) is the original image and on the right (Fig.A.7b) is

the reconstructed image using the bilinear interpolation. The low-pass effect of the bilinear

interpolator is clearly visible at the front of the tower where a lot of the textures are lost and

the lawn has lost a lot of its details as well. Furthermore, the bilinear filter produces artifacts

which are most prominent at the fence on the left side of the telescope and at the front of the

house on the left side of the image. Both areas have tiny lines where artifacts are produced. In

one case they are approximately horizontal and in the other they are more or less vertical.

(a) (b)

Figure A.7 – Interpolation results using a 3×3 window

Fig.A.8 shows the result of the Bayer-to-RGB conversion using a 5×5 window on the 19th

Kodak test image. Fig.A.8a shows the original image and Fig.A.8d shows the result of the linear,

but gradient aided reconstruction filter. The textures at the tower as well as the lawn are

reconstructed much better than by using the bilinear interpolator. However, this method still

produces a lot of reconstruction artifacts which are still at the same locations as they were in

the bilinear case: at the fence and the front of the house on the left side.

In order to fight those artifacts, a non-linear filter needs to be used. Two of this kind were tested:

Adam and Hamilton’s method and the color correlation aided improvement of their method.

Their results can be seen in Fig.A.8b and Fig.A.8c respectively. Both methods were able to

reconstruct the image with much less artifacts than all the previous methods while preserving

the details of the textures. The only place where both methods still have artifacts is on the
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left of the telescope: at this place the vertical lines are too narrow for a good reconstruction.

However, it is visible that the color aided version produces much less artifacts than Adam and

Hamilton’s method, even though, this method already performs quite well. In most images

Adam and Hamilton’s method would work perfectly, it really takes an extreme case of texture

for this method to fail. But if this case is too extreme, even the improved method cannot avoid

to produce artifacts, although there are very few.

In comparison, the color correlation aided gradient seems to be the most promising candidate

for most cases. The reason for this choice is that it produces less artifacts than Adam and

Hamilton’s method while it does not have a much bigger complexity than Adam and Hamilton’s

method; only the additional term for the estimator needs to be computed. If the system is

not capable to perform this amount of computations, the hybrid method should be used as it

does not have much more computations than the bilinear method but keeps the fine details of

textures much better while producing approximately the same amount of artifacts. The only

downside of the hybrid method compared to the 3×3 bilinear interpolator is that it needs

double the number of memory for the frame buffer. But in most modern image capturing

systems, memory is not a critical resource any more or at least not in this stage as only a few

lines of the image need to be stored in the frame buffer while for outputting the whole image

needs to be transferred and possibly stored somewhere.

A.8.2 Measurements

A common method to evaluate numerically the performance is the Peak Signal to Noise Ratio

(PSNR). For 8 bit images, the PSNR is defined as follows

MSE = 1

M N

M∑
i=1

N∑
j=1

( ft (i , j )− fr (i , j ))2 (A.39)

PSN R = 10 · log10

(
(28 −1)2

MSE

)
(A.40)

where ft (i , j ) is a pixel in the tested image and fr (i , j ) a pixel in the reference image. The larger

the PSNR value, the smaller is the error and therefore the better is the algorithm.

Table-A.1 shows the PSNR values of the 19th Kodak test image. As expected and predicted

by literature, the color correlation aided gradient based method performed the best, tightly

follow by its predecessor, the gradient based method proposed by Adam and Hamilton. With

a small gap in terms of PSNR follows the hybrid method, which still performs fairly well but

is a lot less complex than the gradient based methods. The difference then to the result of

the bilinear method is twice as big compared to the difference form the hybrid method to
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(a) Original image (b) Adam and Hamilton’s method

(c) Improved gradient estimation (d) Hybrid method

Figure A.8 – Bayer CFA interpolation results using a 5×5 window

the gradient based methods. Furthermore, it is to note that the reconstruction of the green

channel can always be done much more accurately than the other channels as there are twice
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as many pixels which measure the green channel.

Table A.1 – PSNR comparison of the Kodak image set 19th image for different Bayer CFA
interpolation methods

Method PSNR R [dB] PSNR G [dB] PSNR B [dB]
Bilinear 17.39 22.21 17.63
Hybrid 23.33 27.71 22.89
Adam & Hamilton 26.95 28.86 27.09
Colour Correlation 27.27 29.31 27.46

Even though these values show the same behavior as predicted by literature, they are not

exactly the same as in the papers where the same image has been tested. There are mainly two

reasons for this. First, the authors did not specify how their systems behaved at the borders

at all. The wrapping around at the borders might be one possible reason for the different

behavior. Second, the bit width provided by the reference image was only 8-bits although the

system has been designed to work with 10-bits. At the output, the internal signals, which are

mostly wider than 10-bits have been cropped again to 8-bits. Therefore there are multiple

sources where precision could have been lost. The most important one is at the input: if the

authors of the other papers had the 10-bit Bayer values, it is clear that they produce better

results. Furthermore, the resolution used for their outputted RGB was not specified anywhere

and could be bigger than the 8-bits used in this work.

A.8.3 Resource Usage

Table-A.2 shows the resource usage of the different algorithms for Bayer-to-RGB conversion

implemented on the FPGA. The first column indicates the name of the algorithm, the second

column indicates the size of the Block Ram used, the third column indicates the number of

D-Flip-Flops used, the fourth column indicates the number of Look-Up-Tables (LUTs) used,

the fifth column indicates the number of slices (usually a combination of typically 4 LUTs and

4 DFFs)) used and the sixth columns indicates the number of DSP-slices used, which are hard

coded multipliers in this case.

Table A.2 – Resource usage of the different Bayer-to-RGB algorithms

Method BRam [kB] DFFs LUTs Slices DSPs
Bilinear 4 224 285 143 0
Hybrid 8 501 561 291 4
Adam & Hamilton 20 1174 1200 669 0
Colour Correlation 20 1324 2181 898 0

The increasing size of the used block ram can be explained by the increase of either the

working window (bilinear to hybrid) and the increase in the number of used windows (one to

to from hybrid to gradient based methods). The number of DFFs scales in a similar fashion

and the number of used slices as well. However, the number of used LUTs is nearly doubled
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when comparing Adam and Hamilton’s method and its improvement, which uses the color

correlation to improve the gradient. The reason for this is that the calculation of the color

correlation is costly as the sums of 16 elements needs to be calculated twice. The use of the

DSP slices was not intended (as the bit width of the operands in multiplications is rather small)

but the synthesizer decided to use them in one case.

A.9 Automatic White Balancing

Due to the lack of a adequate metric for evaluating automatic white balancing, only an optical

analysis has been done to test the performance of the different algorithms.

A.9.1 Optical Analysis

Fig.A.9 shows the image of a baby, photographed with a tungsten lamp as light source. The

original image (Fig.A.9a) appears strongly blueish due to the color heat of the illumination

source. The white patch based white balancing method (Fig.A.9b) using a 4×4 sized low-pass

filter is able to remove this blueish tone partially but not completely. In contrary, using the

gray world method in Fig.A.9c, the blue tone of the image is nearly completely removed and

the image appears without any distortions. This leads to the conclusion, that the gray world

criterion has a bigger impact on our visual perception than the white patch criterion and most

state-of-the-art algorithms for white balancing algorithms rely on this criterion. However, as

shown in the following, this poses a major problem for our application.

The gray world method generally performs quite well (and any other method which is based

on this criterion, which corresponds to a big portion of modern algorithms) however, this is

only the case when no color takes up a big part of the picture. For example, all gray world

based methods struggle when a big part of the image is taken by the blue sky.

Unfortunately, the scenario of the endoscopy represents such a case where the gray world

assumption is not fulfilled any more: inside the human bowels the environment contains

dominantly red color. Fig.A.10 shows the live image of an endoscopy which already has been

white balanced in Fig.A.10a. Ideally, applying the algorithm at this stage should not alter the

image any more by a lot as it already is white balanced. However, as seen in Fig.A.10c, the gray

world method fails in this case and rends the image to its assumption: it makes it gray. On the

other hand, the white patch based algorithm does not alter the image visibly, therefore this

algorithm seems to be more robust.

As a result, for the application in an endoscopy, the gray world method can be discarded. The

white patch method might work, especially as it acts on reflections of light which are usually

present during an endoscopy, but it is not as efficient and powerful as the gray world method,

e.g. it is only able to correct for slight unbalancing, as soon as there are big distortions, the

white patch method is not able to correct them.
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(a) Original image

(b) White patch 4×4

(c) Gray world

Figure A.9 – White balance comparison for images taken under a tungsten light source

(a) Original image (b) white patch 4×4 (c) Gray world

Figure A.10 – Image taken in human guts with balanced light

A.9.2 Resource Usage

Table-A.3 shows the resource usage of the different algorithms for automatic white balancing

implemented on the FPGA. The first column indicates the name of the algorithm, the second

column indicates the size of the Block Ram used, the third column indicates the number of

D-Flip-Flops used, the fourth column indicates the number of Look-Up-Tables (LUTs) used,

the fifth column indicates the number of slices (usually a combination of typically 4 LUTs and
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4 DFFs)) used and the sixth column indicates the number of DSP-slices used, which are hard

coded multipliers in this case.

Table A.3 – Resource usage of the different AWB algorithms

Method BRam [kB] DFFs LUTs Slices DSPs
Gray World 10 975 1890 743 43
White Patch 4×4 22 1460 1498 668 16

Comparing the two methods in terms of resources used, it can be stated that the gray world

method needs more resources for computations while the white patch method needs more

memory. 16 DSP slices are used for the division to calculate the gains, e.g. one of those divider

uses eight DSP slices. The additional 27 are used to calculate the mean of each channel of the

picture for the gray world method (9 DSP slices per divider), because the image size does not

represent a power of two where the division could be done easily by shifting. The additional

block ram for the white patch method is used for the low-pass filter at the beginning, which

needs a frame buffer.

A.10 Visual Results from the implemented single camera system

The system using no automatic white balancing and using a bilinear interpolator for

Bayer-to-RGB conversion compared to a system which uses both automatic white balancing

methods and the color correlation aided gradient based method for Bayer-to-RGB conversion.

Fig.A.11 shows a comparison between the different methods using a sample image taken with

the actual system. When no automatic white balancing is performed (Figure A.11a), the image

have green channel dominance. Fig.A.11b shows the resulting image when the gray world

method is used for automatic white balancing. Fig.A.11c shows the image produced using the

white patch method with a 4×4 low pass filter. This method was perceived to work the best

out of the three, as it is able to remove most of the greenish tone without introducing any new

distortions like the gray world method did.
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(a) Image without AWB (b) Gray world AWB (c) White patch 4×4 LPF AWB

Figure A.11 – Image taken with a live system with different AWB methods
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B.1 Details of the dual clock FIFO design

The challenging part about this design is about generating FIFO pointers and supplying a

reliable way to determine full and empty status [101, 102]. No increment-decrement counter

can be utilized in an asynchronous FIFO because two different clocks would be needed to

control it. Instead, write and read pointers need to be compared: the first one always points to

the following word to be written whereas the second always points to the current to be read.

The FIFO then can be:

• empty on reset or when the read pointer catches the write pointer, having read the last

word.

• full when both pointers are equal but the write pointer has wrapped around and caught

up the read pointer.

In order to make a differentiation between these two situations an extra bit is supplemented

to each pointer: when one of them wraps around, the MSB is incremented while all other bits

are set to 0. Thus, the FIFO is empty when both pointers are equal, including the MSBs, while

it is full when both pointers, except the MSBs, are equal.

Clock domain crossing issues

Metastability, data loss and incoherency are the three leading issues which can occur in a clock

domain crossing, i.e. the transfer of a signal from a flip-flop driven by a clock to one driven by

another clock [103].
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Metastability It is the kind of problem which takes place when a transition on a signal

initiates from the first clock domain which happens very close to the edge of the second clock.

This process leads to set up or hold violations at the destination flip-flop. Thus, the sampled

output is unstable and it may or may not settle down to a stable value before the next clock

edge arrives.

Consequences might be: high current flow, high propagation delays or entering in unknown

states. A common solution for this issue is the use of multi-flop synchronizers as shown in

Fig.B.1 in the destination domain, that allow sufficient time for the oscillations to settle down

and ensure a stable output.

Figure B.1 – Multi-flop synchronizer [103].

Data loss As a result of metastability whenever a transition on the source takes place, it may

not be sampled by the destination domain at the first clock. Data loss occurs when a transition

on a source signal is not captured by the destination clock.

In order to prevent data loss, at least one destination clock edge with no setup or hold violations

has to be available after every source signal transition.

Data incoherency Data incoherency is related to the situations when the transfer of signals

occur from one clock domain to another and each of these signals synchronized by utilizing

a multi-flop stage. When multiple signals changes simultaneously and at those times the

two clock edges are close together, at the destination domain some of these signals may be

sampled during first clock cycle whereas the others during the second. Such an incident

comes true due to metastability. As a result of metastability, an invalid combination of signals

is produced which lead to data incoherency as illustrated in Fig.B.2.

To handle this problem, the design of the circuit needs to be arranged in such a way that while

moving from one state to another, there should be only one bit change. Thus, the bus will

change into a new value or continue with the original one.

In order to accomplish this, the bus is required to be Gray-encoded, and as a result of this Gray

counters have been accommodated in the developed FIFO design.
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Figure B.2 – Example of data incoherency [103].

B.2 Details of serial communication interface choice

Serial interfaces are typical in embedded system peripherals and are preferred to parallel ones

due to their low pin counts, so they require less space and they are cheaper to be implemented.

Furthermore, it is often likely to drive the serial links with a faster clock rate than the parallel

ones to attain a higher data rate, thanks to the reduced clock skew and crosstalk issues.

The main terms related to serial protocols are listed below [104]:

• Synchronous buses send data with clock while asynchronous ones does not.

• On a bus, one device, the master, controls one or more slaves. Usually master/slave buses

are synchronous and the master supplies the clock. Multi-master buses are possible,

but an arbitration scheme is necessary to solve conflicts when more than one master

attempt to access the bus at the same time.

• In a point-to-point interface no masters or slaves are present (peer relation) and they

are usually asynchronous.

• In a multi-drop interface there are several receivers and one transmitter while a

multi-point interface describes a bus with several transceivers. It is different from

the multi-drop since it allows bidirectional communication on the same set of wires.

• On a full-duplex bus, data can be sent and received simultaneously while on a

half-duplex one, data can be sent or received but not at the same time.

A comparison between the selected serial communication interfaces (SCI) is shown in Table

B.1.
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Table B.1 – Comparison for different serial communication interfaces

SCI Type Sync/Async Signaling

RS-232 (UART) point-to-point async single-ended unbalanced line
RS-422 (UART) multi-drop async differential balanced line over

twisted pair
RS-485 (UART) multi-point async differential balanced line over

twisted pair
I2C multi-master sync single-ended unbalanced line
SPI multi-master sync single-ended unbalanced line

SCI Pins required Duplex Max data rate

RS-232 (UART) 2 (TX,RX) full 20 Kbps
RS-422 (UART) 2 (D+,D-) half 10 Mbps
RS-485 (UART) 2 (D+,D-) half 10 Mbps
I2C 2 (SDA, SCL) half 3.4 Mbps
SPI 4 (SCLK,MOSI,MISO,SS) full 1 Mbps

SCI Communication
distance

Advantages Disadvantages

RS-232 (UART) off-board Good solutions since
allow the connection
ASIC - PC.

Async serial ports
require hardware
overhead.

RS-422 (UART) off-board
RS-485 (UART) off-board
I2C on-board Simple

implementation, both
in HW and SW. No
specific connectors.
Possibility to perform
clock stretching.

Limited range of
speeds supported.
Open-drain
transistors necessary
to pull high the lines.

SPI on-board Full duplex
communication.
HW can be a simple
shift register.

Number of wires
and pins required
increases with
multiple slaves.

158



B.3. The memory generator used for custom memory blocks for ASIC design

B.3 The memory generator used for custom memory blocks for

ASIC design

An example view of the ARM Artisan memory generator GUI.

Figure B.3 – ARM Artisan Physical IP GUI.

B.4 I2C Communication Protocol

The main bus rule implies that when data or addresses are sent, the SDA signal is allowed to

change only when the SCL line is low, and when the clock is high, data should remain stable.

Each I2C communication introduced by a master begins with a start condition and ends with

a stop condition, special messages that break this rule. Effectively, both transitions on SDA

happen when the clock is at logic 1: the start is a falling transition while the stop is a rising

transition. As illustrated in Fig.B.4 the communication proceeds as follow [105–107]:

1. A master sends a start condition on SDA and provides on SCL the clock signal, used by

all the ICs as a reference time to sample the data at the rising edge. The bus is considered

as busy.
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2. The master provides in serial form the 7-bit address of the slave. It aims to communicate

with and a data direction bit, telling whether it wants to write (0) or read (1) data.

3. The slave sends an acknowledge bit (SDA low) to give a feedback that it has recognized

its address and it is ready to communicate.

4. Data is transferred as 8-bit words without limitations on the number but after each byte

the expectation of the transmitter is an acknowledge bit from the receiver. Both the

address and the words are transmitted with the MSB first.

5. The communication ends when the master sends a stop condition on SDA and the bus

is considered as free. On the other hand, the bus stays busy if a repeated start condition

is generated instead. In this way the master can change the data transfer direction or

begin the communication with another slave.

Figure B.4 – I2C data transfer [106].
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C Example video output links for the
miniaturized compound eye imaging
system

In this part, the link for two example video from the system is presented. The videos are at

1080x1080p resolution, 24 fps. The field of view is 190◦×190◦ to show the boundaries of the

visible area by the system. In the first video, it can be observed that even small polyps behind

the folds can be captured by the proposed system. The second video is starting from outside

of the polyp and goes through the bowel. Both of the videos are 30 seconds long. The name of

the videos are: for the first one: "bowel190x190_1080x1080_1.avi" and for the second video:

"bowel190x190_1080x1080_2.avi"

The link for the folder contains the two videos:

https://drive.google.com/folderview?id=0BxWB5nAMFJ8sVVpiRDJtWk1HT0k&usp=sharing
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