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Abstract
Human brain is organized by a large number of functionally correlated but spatially distributed

cortical neurons. Cognitive processes are usually associated with dynamic interactions among

multiple brain regions. Therefore, the understanding of brain functions requires the inves-

tigation of the brain interaction patterns. This thesis contains two main aspects. The first

aspect focuses on the neural basis for cognitive processes through the use of brain connectivity

analysis. The second part targets on assessing brain connectivity patterns in realistic scenarios,

e.g., in-car BCI and stroke patients.

In the first part, we explored the neural correlates of error-related brain activity. We

recorded scalp electroencephalogram (EEG) from 15 healthy subjects while monitoring the

movement of a cursor on a computer screen, yielding particular brain connectivity patterns

after monitoring external errors. This supports the presence of common role of medial frontal

cortex in coordinating cross-regional activity during brain error processes, independent of

their causes, either self-generated or external events. This part also included the investigation

of the connectivity during left/right hand motor imagery, including 9 healthy subjects, which

demonstrated particular intrahemispheric and interhemispheric information flows in two

motor imagery tasks, i.e., the µ rhythm is highly modulated in intrahemispheric, whereas

β and γ are modulated in interhemispheric interactions. This part also explored the neural

correlates of reaction time during driving. An experiment with 15 healthy subjects in car

simulator was designed, in which they needed to perform lane change to avoid collision with

obstacles. Significant neural modulations were found in ERP (event-related potential), PSD

(power spectral density), and frontoparietal network, which seems to reflect the underlying

information transfer from sensory representation in the parietal cortex to behavioral adjusting

in the frontal cortex.

In the second part, we first explored the feasibility of using BCI as driving assistant system,

in which visual stimuli were presented to evoke error/correct related potentials, and were

classified to infer driver’s preferred turning direction. The system was validated in a car

simulator with 22 subjects, and 7 joined online tests. The system was also tested in real car,

yielding similar brain patterns and comparable classification accuracy. The second part also

carried out the brain connectivity analysis in stroke patients.We performed exploratory study

to correlate the recovery effects of BCI therapy, through the quantification of connectivity

between healthy and lesioned hemispheres. The results indicate the benefits of BCI therapy

for stroke patients, i.e., brain connectivity are more similar as healthy patterns, increased

(decreased) flow from the damaged (undamaged) to the undamaged (damaged) cortex.
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Briefly, this thesis presents exploratory studies of brain connectivity analysis, investigating

the neural basis of cognitive processes, and its contributions in the decoding phase. In

particular, such analysis is not limited to laboratory researches, but also extended to clinical

trials and driving scenarios, further supporting the findings observed in the ideal condition.

Key words: Brain computer interface, Brain connectivity, Error-related brain activity, Motor

imagery, In-car BCI, Reaction time.
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Résumé
Le cerveau humain s’organise autour d’un large nombre de neurones corticaux fonctionnel-

lement corrélés mais spatiallement distribués. Les processus cognitifs sont généralement

réalisés grâce à des interactions dynamiques entre de multiples régions cérébrales. Cepen-

dant, la compréhension des fonctions cérébrales nécessite la compréhension des modèles

d’interaction entre les régions cérébrales. Cette thèse contient deux parties. La première partie

se concentre sur les bases neuronales impliquées dans les processus cognitifs grâce à l’ana-

lyse de la connectivité cérébrale. La seconde partie s’intéresse à l’évaluation de modèles de

connectivité cérébrale lors de scénarios réalistes ex : en voiture ou encore avec des patients

ayant subi un accident vasculaire cérébral AVC.

Dans la première partie, nous avons tout d’abord exploré les corrélats neuronaux lors de

processus cérébraux de détection d’erreur, Nous avons enregistré l’électroencéphalogramme

(EEG) de 15 sujets sains pendant qu’ils surveillaient le mouvement d’un curseur sur un écran

d’ordinateur, produisant un modéle de connectivité cérébrale particulier lors de la vision

d’erreurs. Ces résultats renforcent l’idée d’un rôle commun du cortex frontal médian dans la

coordination de l’activité cérébrale inter régionale pendant le processus cérébrale de détection

d’erreur.

Cette partie inclue également la recherche de connectivité pendant la réalisation d’imagerie

motrice de la main gauche et droite. Pour cela 9 sujets sains ont été inclus, et nous avons pu

démontrer un flux d’information spécific intrahémisphérique et interhémisphérique dans les

deux tâches d’imagerie motrice. En effet le rhythme µ est très modulé pour les interactions

intrahémisphériques alors que pour celles interhémisphériques ce sont les rythms β et γ

qui sont modifiés. Cette partie explore enfin les corrélats neuronaux des temps de réactions

pendant la conduite. Une expérience sur 15 sujets sains dans un simulateur de voiture a

été mise en place, pendant laquellle ils devaient changer de voie pour éviter les collisions

avec des obstacles. Des changements neuronaux significatifs ont été trouvés dans les ERP

(event-related potentials), PSD (power spectral density) et le réseau fronto-pariétal, qui semble

refléter un transfert d’information sous-jacent de la représentation sensoriel dans le cortex

pariétal vers le cortex frontal afin d’y ajuster le comportement.

Dans la seconde partie, nous avons tout d’abord vérifié la possibilité d’utiliser une interface

cerveau ordinateur (BCI) comme assistance à la conduite. Des stimuli visuels ont été présentés

pour évoquer des potentiels reliés à une réponse erronée/correcte, et ils ont été classés pour

déduire la direction préférée du conducteur lors d’un changement de direction. Le système

a été validé dans un simulateur de voiture avec 22 sujets et 7 ont continué avec les tests
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online. Le système a également été testé avec une vraie voiture, le modèle d’activité cérébrale

était similaire et la précision de la classification similaire. Cette seconde partie contient

également des analyses de connectivité chez des patients ayant subi un accident vasculaire

cérébral. Nous avons mise en place une étude préliminaire pour tenter de corréler l’effet de la

récupération motrice après une thérapie avec un BCI avec la quantification de connectivité

entre les hémisphères lésé et sain. Les résultats démontrent les bénéfices apportés par le BCI

aux patients atteints d’un AVC, par exemple la connectivité cérébrale ressemble plus à un

modèle d’activité cérébrale d’un sujet sain grâce à l’augmentation (diminution) du flux du

cortex lésé (non lésé) vers le cortex non lésé (lésé).

En résumé cette thèse présente des études préliminaires d’analyses de connectivité

cérébrale, d’investigation des bases neuronales des processus cognitif et sa contribution

dans le décodage de phase. De plus de telles analyses ne sont pas limitées à la recherche en

laboratoire mais peuvent également être étendues aux essais cliniques ainsi qu’à des scénarios

de conduite.

Mots clefs : Interface cerveau ordinateur, Connectivité cérébrale, Processus cérébral de détec-

tion d’erreur, imagerie motrice, Interface cerveau ordinateur en voiture, Temps de réaction.

vi



Contents
Acknowledgements i

Abstract (English/Français) iii

List of figures xi

List of tables xvii

1 Introduction 1

1.1 Brain computer interfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Brain connectivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2.1 Brain connectivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2.2 Brain connectivity analysis in BCI . . . . . . . . . . . . . . . . . . . . . . . 5

1.3 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.3.1 Exploring neural correlates using connectivity analysis . . . . . . . . . . 6

1.3.2 Classification based on brain connectivity features . . . . . . . . . . . . . 7

1.3.3 Build in-car BCI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.4 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2 State of the art 11

2.1 Computational methods for brain connectivity . . . . . . . . . . . . . . . . . . . 11

2.1.1 Dynamic causal model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.1.2 Multivariate auto-regressive models and Granger causality . . . . . . . . 12

2.1.3 Partial directed coherence . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.1.4 Directed transfer function . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.1.5 Adaptive MVAR model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.1.6 Coherence measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.1.7 Nonlinear methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.1.8 Characteristics of brain connectivity methods . . . . . . . . . . . . . . . . 15

2.2 Brain error processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.2.1 Brain source and signatures in time domain . . . . . . . . . . . . . . . . . 15

2.2.2 Oscillatory and brain connectivity patterns . . . . . . . . . . . . . . . . . 16

2.2.3 Applications in BCI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.3 EEG-based in-car studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

vii



Contents

2.3.1 Brain controlled vehicles . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.3.2 Fatigue and drowsiness detection . . . . . . . . . . . . . . . . . . . . . . . 17

2.3.3 Detection of other cognitive states . . . . . . . . . . . . . . . . . . . . . . . 18

3 Methods 19

3.1 EEG recordings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.2 Preprocessing of EEG data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.2.1 Spectral filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.2.2 Spatial filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.3 EEG data analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.3.1 Data extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.3.2 Feature selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3.3.3 Gaussian classifier . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3.3.4 Cross validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.3.5 Performance evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.4 Brain connectivity computation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.4.1 Directed transfer function . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.4.2 Short time directed transfer function . . . . . . . . . . . . . . . . . . . . . 28

3.4.3 Direct Short time directed transfer function . . . . . . . . . . . . . . . . . 28

3.4.4 Parameter specification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.5 Beamforming source localization . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.6 Statistical analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.6.1 Chance level using random classifier . . . . . . . . . . . . . . . . . . . . . 31

3.6.2 Permutation tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

4 Brain connectivity in motor imagery tasks 33

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

4.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

4.2.1 Participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

4.2.2 Experimental protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

4.2.3 Feature extraction and selection . . . . . . . . . . . . . . . . . . . . . . . . 35

4.2.4 Classification settings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

4.3 Main results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4.3.1 Brain connectivity patterns . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4.3.2 Analysis of connectivity features . . . . . . . . . . . . . . . . . . . . . . . . 38

4.3.3 Offline classification performance . . . . . . . . . . . . . . . . . . . . . . . 38

4.3.4 Online classification performance . . . . . . . . . . . . . . . . . . . . . . . 40

4.4 Discussion and future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

5 Brain connectivity for stroke studies 43

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

5.2 Study 1: Brain connectivity of stroke patients (motor area) after motor imagery

based BCI rehabilitation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

viii



Contents

5.2.1 Patients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

5.2.2 Experimental protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

5.2.3 Signal preprocessing and brain connectivity . . . . . . . . . . . . . . . . . 45

5.2.4 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

5.3 Study 2: Brain connectivity analysis for neglect patients . . . . . . . . . . . . . . 47

5.3.1 Patients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

5.3.2 Experimental protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

5.3.3 Signal acquisition and processing . . . . . . . . . . . . . . . . . . . . . . . 49

5.3.4 Brain connectivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

5.3.5 Statistical test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

5.3.6 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

6 Brain Connectivity Patterns of Performance Monitoring at Average and Single-trial

Levels 53

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

6.2 Participants and experiment procedure . . . . . . . . . . . . . . . . . . . . . . . . 53

6.2.1 EEG recording and pre-processing . . . . . . . . . . . . . . . . . . . . . . . 54

6.2.2 Multi-trial brain connectivity . . . . . . . . . . . . . . . . . . . . . . . . . . 55

6.2.3 Statistical analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

6.2.4 Single trial connectivity and classification . . . . . . . . . . . . . . . . . . 57

6.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

6.3.1 Event related potentials (ERP) and spectrogram . . . . . . . . . . . . . . . 58

6.3.2 Information inflow and outflow . . . . . . . . . . . . . . . . . . . . . . . . 60

6.3.3 Multi-trial brain connectivity patterns . . . . . . . . . . . . . . . . . . . . 60

6.3.4 Single trial connectivity and classification . . . . . . . . . . . . . . . . . . 63

6.3.5 Methodological Considerations . . . . . . . . . . . . . . . . . . . . . . . . 65

6.4 Discussion and conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

7 EEG-based Decoding of Error-Related Brain Activity in a Real-World Driving Task 71

7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

7.2 Materials and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

7.2.1 Participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

7.2.2 Experimental settings in car simulator . . . . . . . . . . . . . . . . . . . . 72

7.2.3 Experimental settings in the real car . . . . . . . . . . . . . . . . . . . . . . 74

7.2.4 Data acquisition and pre-processing . . . . . . . . . . . . . . . . . . . . . 75

7.2.5 Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

7.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

7.3.1 Event-related potentials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

7.3.2 Offline classification results . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

7.3.3 Online classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

7.4 Discussions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

ix



Contents

8 Estimating Brain Connectivity Patterns of Monitoring Error during Driving 85

8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

8.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

8.2.1 Data preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

8.2.2 Computation of brain connectivity . . . . . . . . . . . . . . . . . . . . . . 86

8.2.3 Classification settings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

8.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

8.3.1 Feature analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

8.3.2 Classification performance . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

8.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

9 Analysis of Neural Activity Related to Lane Changing Reaction Time 91

9.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

9.2 Experimental setting and specification of data analysis . . . . . . . . . . . . . . . 92

9.2.1 Experimental protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

9.2.2 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

9.2.3 Specifications for signal processing and data analysis . . . . . . . . . . . 93

9.2.3.1 Data recording and processing . . . . . . . . . . . . . . . . . . . . 93

9.2.3.2 Source analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

9.2.3.3 Analysis of brain connectivity . . . . . . . . . . . . . . . . . . . . 94

9.3 Main results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

9.3.1 Behavior analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

9.3.2 Event-related potential . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

9.3.3 Power spectral density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

9.3.4 Frontoparietal network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

9.4 Discussion and conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

10 Conclusions and future directions 103

10.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

10.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

Bibliography 128

Curriculum Vitae 129

x



List of Figures

3.1 EEG caps. A. Layout of 16 channels EEG cap, gTec system. B. Layout of 64

channels EEG cap, Biosemi system. . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.2 Trial extraction for motor imagery. The subject starts motor imagery after ’Start’.

Individual trials are represented by the short line between ’Start’ and ’End’ period. 22

3.3 Evaluation of classification performance in the space of receiver operating char-

acteristic. The x axis indicates the false positive rate or (1 - Specificity), whereas

the y axis indicates the true positive rate or Sensitivity. Perfect classification can

be found at coordinate (0,1), whereas the random performance can be found at

(1,1). For the ROC curves, the classification is perfect when the area under the

curve (AUC) is 1, and is random when it is 0.5. . . . . . . . . . . . . . . . . . . . . 26

4.1 Experimental protocol of motor imagery. A. Offline protocol. Each trial includes

fixation (1000 ms), cue (1000 ms) before the bar starts moving, and the bar moves

with constant speed within 4 seconds. B. Online protocol. Each trial includes

fixation and cue with the same timing as offline, and the bar moves until it reach

one of the targets, either left or right side. . . . . . . . . . . . . . . . . . . . . . . . 35

4.2 Left and right hemisphere for brain connectivity analysis . . . . . . . . . . . . . 36

4.3 A: The modulation of DTF during left and right hand motor imagery. The values

indicate the difference between left hand and right hand motor imagery. Each

curve indicate the modulation between or within two hemispheres, e.g., Left-

>Right indicates the information flow from left hemisphere to right hemisphere.

B and C: Average and variance of brain interaction patterns in A of two frequency

ranges across subjects, and the statistical tests between brain interaction pat-

terns. The values are the difference between two motor imagery tasks. Two

frequency ranges are specified in this analysis, 10-14 Hz and 26-32 Hz, according

to the differences in A. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

xi



List of Figures

4.4 Fisher score of single channel brain connectivity pattern. The values of the

Fisher score is computed between two motor imagery classes, averaged in three

frequency bands, 10-14 Hz, 18-26 Hz and 30-50 Hz. Results of two subjects are

shown, in A and B respectively. These two subjects are further recorded in the

online experiments. The connectivity patterns from channel j to channel i

is indicated in the location (i , j ). The Fisher score of the connectivity pattern

between each pair of electrodes is color coded (red indicates higher scores).

Notice that subplots have different ranges. . . . . . . . . . . . . . . . . . . . . . . 39

4.5 The offline performance of classifying two motor imagery tasks with three types

of features. Number of features increase from 1 to 50. The gray area indicate the

feature with significant difference (p < 0.05 ) between PSD and BOTH. . . . . . 39

5.1 A. Mean levels (± SD) of brain connectivity patterns between two hemispheres.

Four causal brain interaction pairs in beta rhythm (25-40 Hz) are illustrated

in each group (experimental and sham) for both before and after BCI therapy.

Mean values and standard deviations are shown as bars. Wilcoxon rank sum

tests are adopted and the p values are shown. B. Normalized SdDTF for each

electrodes in the experimental condition. . . . . . . . . . . . . . . . . . . . . . . 46

5.2 Experimental paradigm of CVSA. Each trial started with a fixation period (3000 ms)

where patients had to gaze at a cross, visible at the center of the screen. Then

the cross was replaced by a cue (300 ms duration) indicating the to-be-attended

location. The covert attention period lasted for 3000–4000 ms; afterwards, one

of the two images was highlighted in red (target selection, 100 ms) as online

feedback of the classification result. Immediately afterwards, the image started

moving toward the center of the screen (target movement, 1000 ms) and it disap-

peared after 400 ms (target stop). Patients were required to press a button with

their right hand as soon as they perceived the moving image. . . . . . . . . . . . 48

5.3 Directed connectivity between regions of interest across the online sessions in

the case of the left target condition. The figure shows the SdDTF values per

run of each patient, for each online session. Mean and standard deviation are

reported in black. P1: Green circle. P2: Red diamond. P3: Blue cross. Asterisks

indicate significantly different pairs (p < 0.05) found by the Tukey’s range test. . 51

6.1 Experimental protocol. 20 squares in light red are presented in a computer

screen in front of the subject. The green square indicates the moving cursor

and the red square represents the target. The green cursor moves to the target

with 80% probability, i.e., correct trials (in the left column). The position of the

moving cursor is randomly initialized after reaching the target (the target turned

to light green) or continuing moving for more than 10 steps. The moving cursor

stops on each position for 2000 ms. . . . . . . . . . . . . . . . . . . . . . . . . . . 55

xii



List of Figures

6.2 A. Grand average of the event-related potential (ERP). The black lines indicate the

error condition, the gray lines show the correct condition, and green areas show

the periods with significant differences between error and correct. Origin of the

time axis, 0 s, represents the onset of the visual stimuli (i.e. cursor movement).

Four EEG channels in frontolateral (F3 and F4) and midline central (FCz and

CPz) areas are illustrated. B. Topographies of the ERP difference (error - correct)

at selected time points, -0.2 s, 0s, 0.24 s and 0.33 s. C. Differences of event related

spectral perturbation of selected channels. The gray (p < 0.05) and black (p <
0.01) contours indicate the areas where significant differences between correct

and error conditions were found. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

6.3 Grand average of information inflow and outflow for all electrodes in theta

band. Results were referenced by dividing the mean value of the pre-stimulus

time window (-875 ms to -125 ms) and averaged for all subjects. Values equal

to 1 denote no change from pre-stimulus levels. Greater values indicate an

increase in inflow/outflow, while smaller values represents a decrease. Gray

circles indicate p < 0.002, and the black markers denote statistical significance

using Bonferroni correction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

6.4 Brain connectivity between frontocentral, frontolateral and centroparietal areas. 62

6.5 Single trial analysis of brain connectivity between F3, F4, FCz and CPz. . . . . . 64

6.6 A. The difference (error - correct) of topographies in source level at 240 ms and

330 ms after visual stimuli, using beamforming of 41 ROIs under 41 central EEG

electrodes. The values are thresholded at -0.2µV for the negative peak and 0.4µV

for the positive peak. B. Time-frequency spectrogram (error - correct) of four

brain sources under electrodes F3, F4, FCz and CPz. C. Fisher score of brain

connectivity patterns between four selected brain sources, in two frequency

bands, 4-15 Hz and 20-30 Hz. The values of the Fisher score are represented

by the color and the thickness of the arrows. Power spectrum density (error -

correct) of the brain sources at 240 ms is indicated by the color. . . . . . . . . . . 66

7.1 Experimental settings and protocols. A. Setup of experiments in car simulator

with EEG recording. B. Virtual environment as perceived by the driver in the

car simulator. Directional signs (white panel with black arrow in the center)

shows the direction of turning; while information from the driving assistant are

shown over the dashboard (gray and green arrows). C. Timings for experimental

protocol. A visual cue is shown to notify subjects that a new trial is starting, and

the directional cue informs a possible turning direction to elicit error-related

brain activity if conflicted with subject’s preference, and the visual feedback

indicates whether the system have detected error activity. The arrows disappear

at 500 ms. D. Vehicle Infiniti FX30 used for the real car experiments. The inset

shows the monitor displaying the experimental cues. E. The closed track used

for the real car experiments. The red flag indicates the start point of the lap. . . 73

xiii



List of Figures

7.2 Grand average of ERP and PSD at FCz. EEG trials are epoched according to the

directional cue (0 s), from -1 s (presence of the three gray arrows) to 1 s. A. ERP

of the car simulator data. B. ERP of the real car data. Significant differences

(p < 0.01) across time samples between error and correct trials are found by

two-sample t-test for all trials, which are shown as green thick lines. The red

triangles indicate the time points selected for the illustration of topography in

Figure 7.3. C. PSD of the car simulator data. D. PSD of the real car data. PSD

is computed in time window [200 400] ms. Statistical tests are performed by a

two-sample t-test for all trials, and the significances (p < 0.05) are shown as the

green area. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

7.3 Topographic illustration of brain activity at time points of ERP peaks and t = 0 ms

(onset of the directional cue). A. Car simulator dataset. B. Real car dataset. 41

central electrodes are shown in the figure, excluding the peripheral regions. . . 79

7.4 Offline classification performance of both car simulator (N=22) and real car data

(N=8). A. Results in ROC space for the car simulator, i.e., quantified by false

positive rate and true positive rate. Each curve shows results of one subject (10-

fold cross validation) B. Results in ROC space for the real car. C and D. Median

and 25th/75th percentiles of accuracy and area under the curve in car simulator

and real car datasets. Black boxes show the results of using EEG signal, gray

boxes show the results of using EOG signal, and the empty boxes indicate the

chance levels. Asterisk indicates significant difference using t-test. . . . . . . . 80

7.5 Performance of online experiments in the car simulator (N=7). A. Classification

accuracies in the online runs (from 2 to 5), averaged across participants. Error

bars represents the standard deviation. B. False positive and true positive rate of

all online runs for. Each type of marker represents one specific subject and the

face color (white to black) indicates the run order, i.e., lighter markers correspond

to earlier runs than darker markers. . . . . . . . . . . . . . . . . . . . . . . . . . . 81

7.6 Online performance of real car experiments (N=7). A. Classification accuracy

for each subject with different number of runs. Runs that did not deliver visual

feedback was labeled as ‘No Feedback’. B. False positive and true positive rate of

all runs. Subjects are represented by marker types, and the color convention is

the same as in A. The runs with feedback are indicated with filled markers. . . . 82

8.1 The distribution of the discrimination power of connectivity features for sim-

ulated driving. A. The distribution of the Fisher score in temporal domain. B.

The distribution in the frequency domain, 1-30 Hz. The gray areas indicate the

standard error across all subjects and the dark curves represent the grand average. 87

8.2 The distribution of the discrimination power of connectivity features for the real

car experiments. A. The distribution of the Fisher score in the temporal domain.

B. The distribution in the frequency domain, 1-30 Hz. The gray areas indicate

the standard error across all subjects and the dark curves represent the grand

average. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

xiv



List of Figures

8.3 The discrimination power of connectivity patterns between 4-10 Hz, from 200 ms

to 800 ms. A. Real car. B. Simulated driving. The information flow is from the

vertical index to the horizontal index. . . . . . . . . . . . . . . . . . . . . . . . . . 88

8.4 Classification performance of the datasets in the car simulator (N = 22) and the

real car (N = 8). A. ROC curves for each subject using connectivity features (red

trace) and combined features (black trace). The bar plots indicate the averaged

and standard deviation of the AUC. B. The results of the dataset for real car. . . 89

9.1 Experimental protocol. A. Timing of the protocol. Subject drives straight in a two

lane motor way. An obstacle will appear either in the same lane (rare condition,

20%) or the other lane (frequent condition, 80%). The subject need to change

lane immediately if the obstacle is in the same lane to avoid collision. B. The

screenshot of the 3D environment. . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

9.2 Analysis of lane changing behaviors in the rare condition (an obstacle appeared

in front of the car, thus requiring a lane change).A. Steering curves are averaged

across all subjects for each distance level between the car and the obstacles.

Distances are represented by the gray scales of the curves. B. Histogram of the

reaction time for all rare trials. Trial number was calculated from all subjects. C.

Histogram of the reaction time for each subject for all rare trials. The curves are

the fitted lognormal distribution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

9.3 Event-related potentials and their correlation with reaction time. A and C: Event-

related potentials in FCz and CPz. Reaction time of a trial is color coded (the

darker the faster), and the grand average is shown by the thick red curve. B

and D: Correlation between reation time and the peak time. To compute the

correlation, we chose an ERP peak before the steering reaction: First positive

peak for FCz and first negative peak for CPz. E: Topography of ERP amplitude for

all trials at 300 ms for lane change trials. F. Topography of correlation coefficients.

G. Topography of ERP amplitude for all trials at 300 ms for no lane change trials. 97

9.4 Analysis of power spectrum density. A and B. PSD of the electrode FCz and CPz in

no lane change and lane change cases, respectively, and the topograpies of theta

and beta power (200 ms to 400 ms). C: Linear fitting between the reaction time

and the band power, theta (4-8 Hz) and beta bands (20-35 Hz), for electrodes

FCz and CPz, and the topographies of correlation coefficients for theta power

and beta power. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

9.5 Analysis of frontoparietal network. A: Directional connectivity patterns between

frontal and parietal regions in time-frequency domain. B: Linear fitting between

reaction time and the averaged connectivity in theta and beta bands. C. Cor-

relation analysis between the reaction time and the peak timing of directional

connectivity pattern in theta and beta bands. . . . . . . . . . . . . . . . . . . . . 100

xv





List of Tables
4.1 Online command delivery accuracy and command delivery speed for three

subjects. Three types of features are evaluated, and each method with four

different of feature number, 25, 50, 75 and 100. . . . . . . . . . . . . . . . . . . . 40

5.1 Patients’ characteristics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

5.2 Information of the neglect patients . . . . . . . . . . . . . . . . . . . . . . . . . . 47

5.3 Region of interest and related electrodes defined for brain connectivity analysis 49

xvii





1 Introduction

1.1 Brain computer interfaces

Mind reading is always one of the most fascinating capabilities that human being would

appreciate to have, not only appears in the ancient mythology and the recent urban tale,

which is also the basis of realizing remote object moving with direct mental command even

from the scientific point of view. For more than hundred years, many explorations and

studies have attempted ways to record, understand and translate people’s mind into a realistic

implementation. The first obtained electrophysiological signal from the human brain was

from the surface of the head, electroencephalogram (EEG), which was was recorded by Hans

Berger in 1924. Even though it was questioned and not fully understood in the beginning, the

EEG signals had already been recognized by researches and had been widely used in different

aspects of the scientific societies by 1938.

The modern concept and definition of Brain computer interface (BCI) comes from studies

performed around 1970s with non-invasive EEG recordings (Vidal, 1973; Vidal, 1977), and the

early studies of single neuron firing using the implanted electrodes in monkeys to control an

artificial arm with neural activity (Fetz, 1969; Schmidt et al., 1978). The real-time control of

external devices has been achieved more than ten years ago, benefiting from the developments

of computer science and techniques for measuring the brain activity (Nicolelis, 2001; Serruya

et al., 2002; Wolpaw et al., 2002; Millán, 2002; Taylor et al., 2002; Velliste et al., 2008; Galán et

al., 2008; Do et al., 2013; Höhne et al., 2014). As how it is intuitively understood and practically

implemented, a brain computer interface system allows us to control an external device or

a computer using direct brain activity without any limb movement. This extends people’s

approach of communication, and is particularly helpful as direct control of wheelchair or

prosthetic arm for limb impaired patients.

Due to the different signal acquisition techniques for recording brain signals, there are basically

two categories of BCI, i.e., non-invasive and invasive systems (Millán and Carmena, 2010).

Invasive systems require surgery to implant electrodes either penetrating into the cortex or to

put electrodes under the skull to obtain single unit action potentials or local field potentials
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(Nicolelis, 2001; Serruya et al., 2002; Carmena et al., 2003; Musallam et al., 2004; Leuthardt et

al., 2004; Hochberg et al., 2006; Velliste et al., 2008; Ganguly and Carmena, 2009). The invasive

techniques could provide clean brain activity (not being contaminated by muscular noise from

the movements of the head/neck) with high spatial resolution, and possibly to answer the

fundamental questions about how the brain modulates and adapts to environmental contexts

and internal intentions, which could further contributes to the improvement of future BCI

designs. Even though the chronic stability of the brain signal and the cortical condition

could be more or less verified in these invasive systems (Nicolelis, 2003; Nicolelis et al., 2003;

Lebedev and Nicolelis, 2006), it is still not acceptable for a healthy person to admit such

an open skull operation to place implants under the skull for an on-developing technology.

However, such risk might still be accepted by patients who have little or no reliable muscle

movements, or for those who have already been implanted with electrodes for other medical

purposes.

The non-invasive BCI systems do not require any surgery to place the electrodes, which are

usually located on the surface of the scalp and use conductive gel to improve the conductivity

between the skin and the sensor (Birbaumer et al., 1999; Wolpaw et al., 2002; Millán, 2002;

Wolpaw and McFarland, 2004; Millán et al., 2004; Ferrez and Millán, 2008; Galán et al., 2008;

Millán et al., 2009; Höhne et al., 2014). Even though it is still somewhat not fully comfortable

to wear an EEG cap for a long period to perform BCI tasks, the risk and the side effects are

trivial comparing with the surgery-based invasive BCI systems.

Although debates of choosing different brain sources for BCI systems exist for decades, either

invasive or non-invasive, and even given the many pros of the invasive brain signals, it is a

simple truth that the primary goal of translating human thoughts into executable commands

is to improve the quality of life. Therefore, we believe that the non-invasive systems are more

suitable for the current stage of BCI, which is also the focus of this thesis.

The most popular non-invasive brain computer interfaces use scalp EEG recordings, due to its

high temporal resolution and simplicity in implementations compared to other non-invasive

recording means, e.g., functional Magnetic Resonance Imaging (fMRI) (Weiskopf, 2012; Bir-

baumer and Cohen, 2007; Weiskopf, 2012), Near-Infrared Spectroscopy (NIRS) (Sitaram et

al., 2007; Luu and Chau, 2009; Pfurtscheller et al., 2010) or Magnetoencephalography (MEG)

(Weiskopf et al., 2004; Mellinger et al., 2007; Buch et al., 2008). Typically, two main categories

could be found in EEG based BCI systems, one of which aims to recognize brain modula-

tion patterns when people are given specific stimulus, and the other category uses voluntary

performance of a given mental task that could be discriminated from other pre-defined tasks.

The first category is also called reactive BCI due to the fact that the associated brain patterns

are the reactions to external stimuli, and the brain activities are normally phase-locked to

the provided stimuli, e.g., P300 spellers (Farwell and Donchin, 1988; Donchin et al., 2000;

Krusienski et al., 2008; Townsend et al., 2010), error-related BCI (Schalk et al., 2000; Ferrez and

Millán, 2005; Buttfield et al., 2006; Ferrez and Millán, 2008; Chavarriaga and Millán, 2010), and
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visual potentials (Sutter, 1992; Middendorf et al., 2000; Müller-Putz et al., 2005; Müller-Putz

and Pfurtscheller, 2008; Allison et al., 2008; Guo et al., 2008; Vialatte et al., 2010). On the other

hand, the most popular active EEG BCI is based on motor imagery of limbs, i.e., hands or feet,

generating spontaneous modulation of brain patterns during the imagination (McFarland et

al., 2000; Pfurtscheller and Neuper, 2001; Pfurtscheller et al., 2006). This thesis will focus on

the analysis of EEG based non-invasive BCI of both kinds, reactive and spontaneous, and also

the implementations in realistic scenarios.

BCI systems have been mainly developed to restore control or communication functions for

people with motor impairments, and to extend the interaction ability for healthy people. One

of the possibilities to implement BCI in healthy people could be the driving assistant systems,

for the purpose of reducing driving complexity or preventing traffic accidents. Researchers

have explored BCIs to drive cars via mental commands (Göhring et al., 2013; Chang et al., 2010;

Hood et al., 2012), Even though this attempt is limited by the current state of brain signal

decoding accuracy. Alternatively, a BCI system could assist the detection of driver’s cognitive

states, e.g., mental fatigue (Lal and Craig, 2000; Eoh et al., 2005; Papadelis et al., 2009; Lin et

al., 2010; Maglione et al., 2014), emotion state (Herbert et al., 2007; Katsis et al., 2008; Fan et

al., 2010), behavior intention (Khaliliardali et al., 2012; Gheorghe et al., 2013a), or emergency

braking (Haufe et al., 2011; Haufe et al., 2014; Kim et al., 2015), given that these processes are

highly related with traffic accidents, e.g., drowsiness during driving (Idogawa, 1991; Horne

and Reyner, 1995; Häkkänen and Summala, 2000; Philip, 2005), road rage (Hennessy and

Wiesenthal, 1999; James, 2000; Galovski et al., 2006). BCI could also decode people’s decision

preference through the detection of error-related brain activity (Zhang et al., 2013), which can

be used in intelligent vehicles, e.g., to automatically control the direction indicator, window

open/close, or Windshield wiper. This thesis implements BCI systems in driving tasks.

1.2 Brain connectivity

1.2.1 Brain connectivity

Brain connectivity refers to a pattern of anatomical links (anatomical connectivity), of statisti-

cal dependencies (functional connectivity) or of causal interactions (effective connectivity)

within a nervous system (Sporns, 2007). Before the development of brain connectivity, the

mainstream of neuroscience was focusing on brain segregation, which suggests that a cortical

group (clusters or modules) is specialized for some aspects of cognitive functions and it is

anatomically segregated within the cortex, or functional localization, which implies that a func-

tion can be localized in a specific cortical area (Tononi et al., 1994; Rubinov and Sporns, 2010;

Friston, 2011). Even though the studies of segregated brain activity have been dominating the

brain mapping and neuroscience research for many decades, the rising trend of the publica-

tion number on brain connectivity is paramount during the last years, especially after 2000

(Friston, 2009).
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Given that the human brain is organized in a large number of functionally specialized and

spatially distributed cortical neurons, processing of cognitive functions and motor tasks are

associated with multiple brain regions and correlated with dynamic interactions between these

areas (Bressler, 1995; Varela et al., 2001; Gusnard and Raichle, 2001; Buzsáki and Draguhn, 2004;

Mason et al., 2007; Bullmore and Sporns, 2009; Siegel et al., 2012). The exploration of the neural

basis and mechanisms of specific cognitive process requires fundamental understanding of

the functional interaction between brain regions. Accordingly, these information transfer

patterns can be further exploited for the recognition of cognitive processes.

Brain connectivity is a tool to analyze interactions between distinct brain regions within the

nervous system. It can be described at several levels, i.e., structural, functional, or effective.

The structural connectivity describes networks of anatomical links, while functional con-

nectivity denotes the statistical dependencies between remote regions. Finally, the effective

connectivity is specified as causal/directional interaction between distinct areas (information

flows) (Bullmore and Sporns, 2009).

The structural connectivity is usually referred to synaptic, axonal projections, or fiber pathways

within certain groups of neurons. The long term connectivity is relatively not as stable as the

short term one due to the morphological and neural plasticity. It could only be assessed by in

vivo markers in invasive tracing studies with pre-defined brain locations (Sporns, 2007). The

functional and effective connectivity are usually approached by mathematical computations,

based on the results of correlation or covariance on multi-channel time series recorded at

different locations. The effective connectivity further concerns the causality between these

locations, or the directionality of the information transfers, which could be obtained by

multivariate autoregressive models (Kamiński and Blinowska, 1991; Baccalá and Sameshima,

2001). Normally, the computation of effective connectivity requires high temporal resolution,

since the directionality is usually determined by the temporal order of activation across

different brain regions. The functional connectivity does not include the information of

directionality, thus could be obtained through the computation of coherence or mutual

information (Bendat and Piersol, 1980; Pfurtscheller and Andrew, 1999; Rissanen and Wax,

1987; Na et al., 2002).

Electrophysiological (EEG and MEG) and fMRI signals have been used to evaluate brain

connectivity patterns. Electrophysiological techniques measure neuronal activity directly

with high temporal resolution using a certain number of sensors, whereas fMRI records

haemodynamics rather than neuronal activity, which has poor temporal resolution (0.001-

0.5 Hz). On the other hand, fMRI has good spatial resolution (the voxels are in millimeter),

whereas electrophysiological methods have lower spatial resolution (millimetres for MEG

and centimetres for EEG) or less complete anatomical topology, which covers only some

parts of the brain. Since the analysis of effective brain connectivity needs high temporal

resolution, especially when oscillatory modulations (theta, alpha and beta bands) patterns

are taken into account, the electrophysiological approaches appear to be more appropriate

to be used to obtain such causal interactions. However, the spatial resolution is low and
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only surface activity can be recorded by non-invasive electrophysiological recordings. Hence

some source reconstruction methods can be adopted to estimate neuronal activity in task

specific brain regions (Hipp et al., 2011), and effective connectivity are computed from the

reconstructed source level cortical activities. This thesis focuses on analyzing effective brain

connectivity through the recording of EEG signals from human subjects, exploring the task

specific directional information flows to find intrinsic neural mechanisms.

1.2.2 Brain connectivity analysis in BCI

The BCI applications usually use the machine learning approaches to detect or discriminate

brain patterns during specific cognitive processes. Even though the performance of BCI

systems relay on the selection and performance of machine learning algorithms, the basis

of BCI is in fact the understanding of the brain function and the findings from neuroscience

studies, for instance, the implementation of motor imagery is built on the classification of

the desynchronization patterns in sensorimotor regions, and the error monitoring based BCI

systems depend on the detection of theta oscillatory activity originated in anterior cingulate

cortex. As a tool of analyzing causal correlation between brain regions, the connectivity

analysis leads to further understanding of the neural mechanisms, not only from the temporal

causality but also the oscillatory influences in specific frequency bands. This provides extra

evidences to interpret cognitive processes and show additional neural signatures apart from

the results in brain areas separately.

The other concern of applying brain connectivity is to use these modulation patterns as input

knowledge to recognize brain status. In this case, the connectivity patterns are exploited in

classification models, assuming that these information is discriminative between different

BCI tasks, or not identical between a specific task and the resting state. Such features have

already been adopted in some BCI implementations as exploratory assessments. In general,

the connectivity features are equivalent to other features, e.g., amplitudes of temporal signals

or powers of spectral density. However, the computation of brain connectivity results in

a large amount of features, i.e., square of the spectral features, which leads to a curse of

dimensionality. Thus, a preliminary refining of these information is necessary before feeding

them into classification models, which could be achieved either by supervised machine

learning methods or constrained to those holding physiological meanings. In fact, some kernel

methods can also project original data into specific hyperplanes that possibly reflect certain

correlation between original. These information could also be exploited in classification

models. However, these projections remain as a black box which could not successfully

provide physiological interpretations of the features.

1.3 Objectives

This thesis contains two mains aspects. The first aspect focuses on the exploration of neural

basis for different cognitive processes through the use of brain connectivity analysis and its
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potential use in BCI applications. In this part, the oscillatory modulation patterns during

motor imagery, error monitoring and emergent motor reaction will be analyzed. The second

aspect aims at developing an in-car BCI system to improve the driving experience, which will

be validated in both simulated and real driving environments. In this part, the cognition of

monitoring error is adopted to estimate driver’s intentional turning direction when vehicles are

approaching intersections. The studies conducted in this thesis are based on EEG recordings.

1.3.1 Exploring neural correlates using connectivity analysis

Error processing

As an essential function of the human brain for behavior adjusting and learning (Holroyd and

Coles, 2002; Taylor et al., 2007), error processing has been used in BCI systems to recognize the

correctness of the feedback, either to correct the previous executed BCI commands or as pure

monitoring of external stimuli (Schalk et al., 2000; Buttfield et al., 2006; Ferrez and Millán, 2008;

Chavarriaga and Millán, 2010). An electrophysiological signature of this process appears as

an event-related potential over frontocentral areas elicited both in the case of self-generated

errors –when subjects make wrong decisions in response to cues, e.g., in speed response tasks–

as well as when they observe erroneous actions performed by external agents (van Schie et al.,

2004; Milner et al., 2004).

Previous reports have shown the brain connectivity patterns of brain error processing, but they

have limited their analysis to the responding error and do not report the evidences from the

directionality and temporal evolution of the connectivity patterns (Kerns et al., 2004; Brown

and Braver, 2005; Brázdil et al., 2007; Cavanagh et al., 2009; Brázdil et al., 2009). Therefore,

the work in this thesis complements these studies by exploring directional information flow

patterns during monitoring error and reports their dynamics in the temporal domain.

Reaction time

Reaction time measures how fast people can respond to the presentation of a sensory stimulus

(Donders, 1969) and depends on both stimulus characteristics and people’s mental states.

These stimulus characteristics include stimulus modality, intensity and task urgency. The task

urgency is correlated with the contextual environment that indicates, e.g., harmful situations.

The translation between the stimulus task urgency and the motor reaction is modulated by

afferent and cortical areas (Galton, 1890; Carlsen et al., 2004). Recent studies have shown the

evidences of the correlation between brain activity and the reaction time, where frontal and

parietal brain areas are associated with immediate response to urgent events (Kastner and

Ungerleider, 2000). More particularly, the parietal region is believed to be activated earlier

than frontal regions during stimulus driven behavior (Buschman and Miller, 2007).

However, the knowledge of these neural modulations during driving has not been revealed.

This correlation information could possibly enable the prediction of reaction before the

behavior onset, and could be potentially implemented in an intelligent car to improve the

driving safety. So, this thesis explores this mechanism in simulated driving, evaluating the
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reaction time in varied emergency levels and attempts to uncover the brain network patterns.

Motor imagery

As one of the most popular approaches for non-invasive BCI, motor imagery is based on

the oscillatory desynchronization over the sensorimotor regions when people are imagining

moving their limbs, i.e., hands or feet (McFarland et al., 2000; Pfurtscheller and Neuper, 2001;

Pfurtscheller et al., 2006). The mechanisms of motor imagery have been probed for many

decades and there are already some studies attempting to use brain connectivity to extract

novel features for classification purposes (Wang et al., 2006; Grosse-Wentrup, 2008; Billinger et

al., 2013).

However, the link between features used for BCI and the interpretation of the information

flows is barely analyzed, thus this thesis will try to understand connectivity patterns between

hemispheres during different types of motor imagery. This analysis will also be applied in the

case of stroke patients, using motor imagery based BCI to improve motor function, in which

the connectivity of two hemispheres will be computed and associated with the stroke recovery.

1.3.2 Classification based on brain connectivity features

The significance of including brain connectivity features in classification comes from the

information it contains, which are independent and unique from the features extracted

locally. Due to these attributes, it is not difficult to accept that the brain connectivity could

improve the performance of discriminating different cognition states (Wang et al., 2006;

Grosse-Wentrup, 2008; Billinger et al., 2013).

However, most of the recent studies only performed offline analysis of brain connectivity and

did not evaluate their online implementation. This may be due to several reasons. First of

all, the computational cost is much higher for obtaining the connectivity features than either

temporal amplitude or band power. Secondly, the dimensionality of the connectivity results is

the square of the original feature number, which requires further feature selection to refine

the subset of features. Last but not least, the computation of connectivity requires significant

amounts of data, which might not be trivial during online experiments. Therefore, this thesis

will try to explore connectivity method for classification in online experiment, as well as to

combine it with temporal feature and band power to improve the classification performance.

1.3.3 Build in-car BCI

In order to bring BCI outside of the lab and reach a large number of potential users, it will be

ideal to build a system that can be utilized while performing daily tasks that normally require

the use of hands and feet, e.g., for driving a car. In this case, the BCI system could bring an

extra control channel without increasing the complexity of the original task, or replace an

original physical button by pure mind command. Even though the BCI system could also

be used to drive the car, e.g., deliver steer or brake commands to change lane or to stop the
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vehicle. However, such application requires perfectly decoding of the human brain to avoid

mis-control or safety problems, which could not be achieved by current BCI systems.

The study in this thesis will focus on an assistant function, e.g., decoding the preferred turning

direction. The development of such BCI system is achieved by two steps. A first stage in

laboratory settings using a car simulator was taken place to validate the feasibility of decoding

brain signals during driving. A further step of real car experiments were performed to evaluate

the system in a realistic environment, where the quality of the EEG signal is reduced due to

the contaminations caused by the eyes/head moving and the vibrations of the vehicle. As an

essential part of the study, the real car experiment is a significant step to move the BCI system

from laboratory verification to the phase of real practice.

1.4 Thesis outline

This thesis is organized in four parts. The first part reviews the state-of-the-art of the related

studies, mainly focusing on EEG based brain connectivity and current states of in-car BCI

systems. This part will also include the main methods that are used in the studies, i.e., signal

processing, data analysis and statistical tests. The second part of the thesis focuses on the brain

connectivity study on motor imagery task and the real time motor imagery decoding based

on connectivity features. It will also assess the use of connectivity in evaluating the recovery

of stroke patients following BCI-based rehabilitation therapy. The third part includes the

study on brain error processing and its application for in-car BCI in order to estimate mental

preferences during driving. Both studies will adopt the analysis of cross-regional influences

in order to understand the neural basis and as novel features for EEG pattern recognition.

Additionally, this part includes the exploration of reaction time during emergent conditions in

a driving task. The last part of the thesis will summarize and conclude the contributions of the

studies and will foresee potential future works. A concise description of each chapter follows:

Chapter 2 describes the relevant state-of-the-art of our studies. This chapter will provide

brief description of different methods for computing brain connectivity, and their pros and

cons. Further overview will cover the recent studies of in-car BCI researches, assisting driv-

ing experience or improve safety through the detection of brain activity patterns from EEG

recordings.

Chapter 3 elaborates the methods that will be used in the thesis. It starts from basic ap-

proaches of EEG related analysis, the recording system and the signal preprocessing methods.

It also describes the machine learning algorithms to classify and recognize the EEG patterns.

In our study, inverse solutions from scalp EEG to brain sources is used to extract activity in

certain brain regions, thus the source localization methods will be described. The detail of the

brain connectivity computation and the selection of parameters are specified in the chapter

as well. The final part of this chapter will cover the statistical tests that are used in the thesis.
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Chapter 4 reports the inter- and intra-hemisphere interaction patterns during motor imagery

and the connectivity features in classification tasks. This study includes both offline and

online studies. The offline analysis covers the statistical tests of the modulation patterns and

the assessment of appropriate number of features. The details of online computation of brain

connectivity is described as well. The decoding performance between connectivity features

and the traditional power spectral density are compared in both online and offline data.

Chapter 5 implements brain connectivity in dataset of stroke patients. Two studies are in-

cluded in this chapter, the first of which investigates motor imagery based BCI therapy for

chronic stroke survivors, and the second one explores the benefits of covert attention based

BCI for spatial neglect stroke patients. In both studies the modulation of connectivity patterns

between healthy and lesioned cortices are evaluated.

Chapter 6 explores the neural basis of monitoring error based on the analysis of oscillatory

directional information flows, mainly in theta and beta bands. This study aims to find the

fundamental evidences to verify whether monitoring error has similar neural basis as self-

responding error. The brain connectivity analysis is applied in both subject level and single trial

level. The single trial connectivity pattern is further used as input features for the recognition

of error perception. In addition, the results are consistent with the information transfer

modulation at the source level, based on the beamforming source reconstruction.

Chapter 7 aims to develop an in-car BCI to estimate the turning direction when the vehicle

is approaching intersections, using error related brain activity. The concept of this imple-

mentation is based on the fact that an error related brain activity, deflection of medial frontal

theta, can be detected when a visual stimulus is conflicted with people’s expectation. This

chapter will validate the study in both simulated driving and real car experiments. The real

car test is performed in a closed circuit and also uses visual stimuli to evoke error potentials.

The protocol is also tested in real time classification, which further confirms the feasibility of

decoding brain activity during driving.

Chapter 8 is an extension of Chapter 7 and is based on the findings in Chapter 6. In this chapter,

we use the data recorded in Chapter 7 and analyze the feasibility of adopting connectivity

features as classifier inputs in driving data, where we select specific brain regions according to

the results in Chapter 7. The comparison between the traditional and connectivity features

are compared, as well as the combination of both. This study justify the possibility of applying

connectivity in real world EEG data, which is more noisy than those recorded in laboratory

environment.

Chapter 9 targets on finding neural signature of reaction time in an emergency situation

during driving, i.e., change lane to avoid collision with a suddenly appearing obstacle in front

of the vehicle. The correlation between the reaction and the neural activities are analyzed,

including peak timing of event-related potential, power spectrum density, and brain connec-

tivity patterns. This study provides evidences linking human behavior and brain modulations,

particularly in frontal and parietal regions and their interactions, which could possibly be
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implemented in future application for behavior prediction during driving to improve safety.

Chapter 10 summarizes the contributions of the studies, particularly the two main lines of the

thesis, brain connectivity analysis (chapter 4, 5, 6, 8 and 9) and in-car applications (chapter 7,

8 and 9). This chapter also outlooks the future study that could be achieved in both short time

and the long term duration.

10



2 State of the art

2.1 Computational methods for brain connectivity

This section will provide a review of the studies on brain connectivity, particularly those recent

publications measuring functional and effective connectivity with EEG. In the past decades,

various methods have been developed to estimate the brain connectivity, and a lot of efforts

have been contributed to improve the robustness and stationarity. In general, there are many

ways to classify them. For instance, they can be considered as two categories depending

on whether the prior information of the model is given, i.e., model based and data driven

methods. Typically, dynamic causal model is a model based method and most of the others are

building brain connectivity structure based on collected data, e.g., directed transfer function

and coherence. Also, these methods could be classified as either linear or nonlinear. Most

of the methods we introduced here are linear except phase and information theory related

measures. Depending on whether the method could reflect direction of the connectivity, these

methods could also be separated as functional or effective methods, e.g., coherence, phase

and information theory based methods are non-directional, whereas others are directional.

2.1.1 Dynamic causal model

In case of the underlying model structure is already known, presumably based on other

neuroscience evidences or plausible hypotheses, dynamic causal models (DCM) is developed

based on the assumption that the response of a neural system is driven by the changes

in inputs (Friston et al., 2003; Penny et al., 2004; David et al., 2006; Stephan et al., 2007;

Stephan et al., 2010), and it could be modeled by a network of interactive sources, either neural

mass (Jansen and Rit, 1995; Moran et al., 2007) or conductance based models (Morris and

Lecar, 1981). The DCM treats the brain as a deterministic nonlinear dynamic system and

estimate the connectivity by perturbing the system and measuring the response (Friston et al.,

2003).

This method is valuable when preexistent knowledge have been well-defined to reveal the as-
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sociated brain regions and advisable connections. However, the current state of neuroscience

studies usually lack the detailed knowledge on anatomical connectivity in the human brain,

causing a large number of possible combinations of parameters in DCM, which might be a

disadvantage of this method. In this case, people should choose the most probable model

structure to reduce the uncertainty. This method has been implemented for fMRI studies

(Stephan et al., 2007; Kiebel et al., 2007; Stephan et al., 2008; Marreiros et al., 2008), as well

as studies with EEG and MEG (David and Friston, 2003; David et al., 2005; David et al., 2006;

Kiebel et al., 2006; Kiebel et al., 2007; Moran et al., 2007; Moran et al., 2008; Chen et al., 2008;

Daunizeau et al., 2009; Moran et al., 2009; Marreiros et al., 2009; Penny et al., 2009).

2.1.2 Multivariate auto-regressive models and Granger causality

In contrast to model-based methods, a more general case of estimating brain connectivity is to

use a model which does not require any prior knowledge or underlying hypothesis which limits

the structure of the network. Without such concerns, a data driven model is an ideal for the

estimation, where the network structure and weights are learned empirically from the data. In

the analysis of time series, we could define the causality depending on the prediction capability

of one variable for another. In this case, if one channel of brain signal could be predicted by

the past information of the second one, one could define it as directional influence from the

second channel to the first channel.

Granger causality is one of the algorithms with such definition (Granger, 1969), which is actu-

ally a prototype of many algorithms used for the computation of effective brain connectivity.

The algorithm was extended from two variables to multiple variables using a vector input

(Geweke, 1984; Hosoya, 2001). It has been applied in frequency domain (Geweke, 1982),

given the concept of parametric estimation of power spectrum density. The parameters

could be estimated through many ways, for instance, Yule-Walker equations (Yule, 1927;

Walker, 1931), after which the spectral information can be obtained by the Fourier transform

of the coefficients of the multivariate auto-regressive model (MVAR).

2.1.3 Partial directed coherence

Partial directed coherence (PDC) is one of the methods that is based on the multivariate

autoregressive model and aims to estimate the effective brain connectivity between multiple

brain regions (Baccalá and Sameshima, 2001; Astolfi et al., 2006). The computation of PDC

follows the procedure of MVAR model, and it is defined as the Fourier transform of the

coefficient matrices of MVAR model. This method is an extension of the traditional concept of

partial coherence with the measurement of directionality of the information flows (Schelter

et al., 2006; Wehling et al., 2007), as the coefficient matrices are not symmetric. Comparing

with other methods for effective connectivity, e.g., directed transfer function, it emphasizes

on the sinks of the information flows, or the information outflows (normalized based on

the outflows) from predefined brain regions (Baccalá and Sameshima, 2001). The other
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choice of normalization for PDC based on information inflows has also been defined since

the information sinks are not always the most focused (Baccald and de Medicina, 2007).

Recent implementations of PDC could be found in fMRI and EEG studies (Sato et al., 2009;

Sun et al., 2009; Biazoli Jr et al., 2013; Omidvarnia et al., 2014).

2.1.4 Directed transfer function

As another algorithm based on MVAR model, directed transfer function (DTF) is also achieved

after obtaining the coefficient matrices of MVAR model (Kamiński and Blinowska, 1991;

Franaszczuk et al., 1994; Kamiński et al., 1997; Kamiński et al., 2001; Astolfi et al., 2004;

Astolfi et al., 2005; Babiloni et al., 2005). It is defined based on the system transfer function, as

the normalized square of the system transfer function in the frequency domain, rather than

coefficient matrices comparing with partial directed coherence (Kamiński and Blinowska,

1991; Baccalá and Sameshima, 2001). Non-normalized DTF has also been defined to represent

the coupling strength among brain regions (Kamiński et al., 2001). Similarly, this method

is also able to measure the brain connectivity in frequency domain or information flows in

specific oscillatory brain rhythms. Directionality of the causal influences are defined in this

method as well, given that the system transfer function is not symmetric.

The DTF is normalized to the information inflows of specified brain areas, which is not

identical to the partial directed coherence. Furthermore, this method shows the cascaded

connectivity, not only the direct flows. Therefore, it has been combined with partial coherence

to consider only the direct propagations, which is named as direct Directed Transfer Function

(dDTF) (Korzeniewska et al., 2003). Due to the stationarity of the brain signals, the evaluation

of the evolution of brain connectivity (time-varying DTF) could be obtained through the

using of sliding windows in the phase of estimating MVAR coefficients (Ginter et al., 2001;

Kuś et al., 2005; Kuś et al., 2008; Blinowska et al., 2010), which is called as short-time DTF

(SDTF). This time-varying form of MVAR is not unique for DTF, which could also be applied

for partial directed coherence. A further extension of DTF is to present the time-varying direct

DTF, which was reported in an ECoG study (Korzeniewska et al., 2008).

As the MVAR model that has been defined, DTF and PDC methods show causal influence only

when there is a phase difference among channels, meaning that the value is not significantly

different from zero if there is no phase difference between signals. Therefore DTF and PDC

are immune from volume conduction, since volume conduction is a zero phase propagation

with no phases difference between channels (Blinowska, 2011).

2.1.5 Adaptive MVAR model

Another alternative approach to estimate MVAR coefficients is using Kalman filter, in which

the coefficients are concerned as the hidden state, which updates for each time step, and the

recorded signals are considered as the observations of the model (Miller and Cohen, 2001;
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Hesse et al., 2003; Pereda et al., 2005; Astolfi et al., 2008). This model provides a way to

estimate the coefficients adaptively for each time sample, comparing with the sliding window

in the method of SDTF. The coefficients are updated according to the ratio between error

covariance from the measurement and from the prior estimation. People may comment

on the computation time of this method and concern it as a serious drawback (Blinowska,

2011). Nevertheless, if the adaption of each step could be finished within the time of signal

acquisition, this method could be working perfectly for real-time implementations. This

method is designed to find adaptive MVAR coefficients, thus it is available for both DTF and

partial directed coherence (de Vico Fallani et al., 2008).

2.1.6 Coherence measurements

Coherence, or magnitude squared coherence, is a concept in the frequency domain, derived

by Fourier transform of cross correlation between variables according to Wiener–Khinchin

theorem, which allows the quantification of correlation between brain region in different

frequency bands (Pfurtscheller and Andrew, 1999). Since no directionality is defined, this

method is a measurement of functional connectivity, which is sensitive to both change in

power and phase synchrony (Bendat and Piersol, 1980). Similar to the MVAR model, coherence

requires the assumption of stationarity of the signal. Nevertheless, a sliding window could be

adopted to assess the evolution of coherence over time. The other variations of coherence,

wavelet coherence and significant wavelet coherence, are also capable to calculate time varying

coherence in particular frequencies (Lachaux et al., 2002; Sakkalis et al., 2006). Furthermore,

these methods could be applied only in pairwise fashion, thus the computational cost is heavy

and the cascading or indirect interaction patterns could not be distinguished.

2.1.7 Nonlinear methods

Phase-related measurement

Phase synchronization is another alternative method to measure brain connectivity, which

is popular in recent neuroscience studies due to the fact that phase synchronization has

specific interpretations in neural systems, particularly as an adjustment of oscillatory rhythms

from different sources (Lorenz, 1963; Pikovsky, 1984; Pecora and Carroll, 1990; Lachaux et

al., 1999). This concept was developed based on the assumption that neural signals have

nonlinear characteristics and could be concerned as chaotic oscillators (Pikovsky et al., 2002).

The phase value of brain signals, which could be obtained either by Hilbert transform or

wavelet transform, are further exploited as phase locked value and generalized synchronization

(Arnhold et al., 1999; Mormann et al., 2000; Pereda et al., 2005; Sakkalis et al., 2009). The

phase locked value has also been implemented in the discrimination tasks in BCI systems

as an application of brain connectivity patterns (Gysels and Celka, 2004; Gysels et al., 2005;

Wang et al., 2006; Brunner et al., 2006; Gysels et al., 2007; Krusienski et al., 2012). Even though

this method could neither theoretically nor practically outperform linear algorithms (MVAR

and coherence), it provides complementary information and extra evidences that are not
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feasible by linear methods (Sakkalis et al., 2009).

Information theory

The other nonlinear methods for brain connectivity is based on information theory. Basically,

these methods are similar as coherence, but the criteria of defining the connectivity is changed.

Here, the connectivity is defined as the mutual dependence between two signals, which can

be obtained by the quantification of information gain of one signal when another is given, or

the degree of predictability of each as a function of another (Jeong et al., 2001; Na et al., 2002;

Rissanen and Wax, 1987; Grosse-Wentrup, 2008).

2.1.8 Characteristics of brain connectivity methods

Even though in the beginning of this section the difference has been made between data

driven and model based methods, the border between these two is actually becoming vague.

In particular, it is the fact that we also need to specify the regions of interest even using data

driven methods, given that more data is required with more parameters in the model, thus the

number of the brain sites should be limited. Therefore, the prior knowledge of the involved

brain sites is important for these methods to select specific regions of interest to reduce the

computational cost and improve the reliability of the results. On the other hand, the complete

knowledge of brain structure has not been built yet, which prevents the perfection of model

based brain connectivity analysis.

The property of linearity is also a crucial concern of these methods since the brain is a chaotic

system and highly nonlinear, which seems like the nonlinear methods should outperform the

linear ones. However, before we could perfectly build an interpretable nonlinear model to find

all the hidden regulations, the nonlinear tools still could not replace linear approaches, since

they are more robust and generalized even though they might have been oversimplified. This

thesis mainly applies the MVAR based methods, DTF and its variations, to explore the neural

basis for brain error processing and find novel features for classification in BCI tasks.

2.2 Brain error processing

2.2.1 Brain source and signatures in time domain

Brain error procession is an essential function of the human brain for behavior adjusting

and learning (Holroyd and Coles, 2002; Taylor et al., 2007). The medial frontal cortex (MFC),

and more specifically the anterior cingulate cortex (ACC) has been suggested as the putative

locus of these mechanisms (Milner et al., 2004; de Bruijn et al., 2009; Shane et al., 2008).

Activity in this area has been reported to be sensitive to expectation mismatch, error of

motor commission, and erroneous feedback, reflecting both endogenous and exogenous

performance-relevant information (Cavanagh et al., 2012).

The electrophysiological signature of the error processing appears as an event-related potential
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(ERP) over frontocentral areas elicited by both self-generated and external errors (Cavanagh

et al., 2012; Ullsperger et al., 2014). In the former case, the ERP shows an early negative

deflection, termed as error-related negativity (ERN), appearing no later than 120 ms after

the erroneous motor response (Gehring et al., 1993). Monitoring of external events elicits a

similar modulation around 250 ms after stimuli (feedback-related negativity, FRN). Despite

the timing difference, the negativities in both conditions precede a frontocentral positive

deflection, followed by a sustained positivity over parietal areas (Ullsperger et al., 2014).

Furthermore, source analysis of scalp ERP signals suggests that the brain systems associated

with the monitoring of self-generated errors are also activated in the process of monitoring

external errors (van Schie et al., 2004).

2.2.2 Oscillatory and brain connectivity patterns

EEG activity after self-generated errors exhibits response-locked theta band modulations at

ACC (Luu et al., 2000; Trujillo and Allen, 2007; Cavanagh et al., 2012). This region is believed

to coordinate local and distant functional brain connectivity with other cortices during the

process of monitoring error events (Luu et al., 2000; Ullsperger and von Cramon, 2001; Brown

and Braver, 2005). In particular, there exists strong evidence of causal influences from ACC to

lateral prefrontal cortex (LPFC) via increased theta activity (Luks et al., 2002; Brázdil et al., 2007;

Cavanagh et al., 2009; Brázdil et al., 2009). Further studies in goal-directed behavior suggests

that the ACC detects conflicting or unmatched information and notifies LPFC and other

related cortices as part of a monitoring system (Carter et al., 2000; Luks et al., 2002; Kerns et

al., 2004). Moreover, both scalp EEG and magnetoncephalography (MEG) studies have shown

increased amplitude of theta interactions (Cavanagh et al., 2009; Brázdil et al., 2009), as well

as beta rhythm suppression after the monitoring of erroneous responses (Cohen et al., 2008;

Koelewijn et al., 2008; Mazaheri et al., 2009). These studies provide a consistent depiction of

the connectivity patterns related to the monitoring of self-generated errors. In this thesis, we

will analyze the brain connectivity patterns generated by the process of monitoring external

errors.

2.2.3 Applications in BCI

Furthermore, the error-related potentials have been used in BCI implementations, detecting

error activity while human subjects either controlling moving objects (Parra et al., 2003;

Ferrez and Millán, 2008) or monitoring a moving cursor (Chavarriaga and Millán, 2010),

to correct user’s erroneous decision (Parra et al., 2003), improve the information transfer

rate of BCI system (Ferrez and Millán, 2008), or detect subject’s intentional preferred target

(Chavarriaga and Millán, 2010; Zhang et al., 2012). This thesis exploits the the monitoring

error in a in-car BCI application, attempting to decode driver’s turning direction when the

vehicle is approach an intersection.
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2.3 EEG-based in-car studies

Recently, many systems have been developed to record brain signals during vehicle driving,

typically scalp EEG. The objectives of such systems include driving the car using brain signal

directly, assessment of driving safety through the detection of drowsiness and fatigue condi-

tion, recognition of cognitive states during driving, e.g., workload, stress and emotion, and

improve the driving experience as an assistant system. Most of these studies are still in the

stage of laboratory tests based on simulated driving in virtual environments.

2.3.1 Brain controlled vehicles

As an essential concern of brain computer interface is to find a bypass approach to control

devices through direct mental commands, there are studies that already tested the BCI control

of vehicles. Semi-autonomous driving has been implemented by classifying motor imagery

tasks, using Epoc EEG cap from Emotive, and a vehicle with variety of sensors which could

be controlled by wire signals (Göhring et al., 2013). In this case, the study is based on real car

experiments. The other study exploited SSVEPbased BCI for the decision of control commands,

e.g., steering and acceleration, represented by whether the user directs visual attention to one

of the frequency-modulated lights (Chang et al., 2010; Hood et al., 2012). Even though the

study by Göhring has already been implemented in real car experiments, given the fact that it

is hardly to achieve very high accuracy in BCI tasks, these studies are still far from daily use

concerning the safety of either the BCI controlled vehicle and other automobiles in the road.

2.3.2 Fatigue and drowsiness detection

Another EEG based application during driving is to detect driver’s mental fatigue and drowsi-

ness, which are related with reduced efficiency, decreased alertness and a disinclination for

efforts (Grandjean, 1979; Grandjean, 1989). Such depress in mental states is a serious problem

in driving tasks and is believed to be a direct or contributing cause of road-related accidents

(Kecklund and Akerstedt, 1993; Horne and Reyner, 1995; Häkkänen and Summala, 2000;

Connor et al., 2001; Philip, 2005), causing 40% of all vehicle accidents (Idogawa, 1991). The

effects of mental fatigue during driving could be addressed by real car driving or simulated

driving with the involvement of secondary tasks, e.g., listening to the radio, answering mobile

phone or reading information in the GPS device, or a long term driving period.

Recent studies have revealed the crucial role of EEG oscillations after mental fatigue of drowsi-

ness, particularly theta, alpha and beta bands(Torsvall and Akerstedt, 1987; Hirvonen et al.,

1997; Lal and Craig, 2000; Lal and Craig, 2002; Eoh et al., 2005; Lin et al., 2005; Papadelis et al.,

2006; Papadelis et al., 2007; Papadelis et al., 2009; Lin et al., 2010; Maglione et al., 2014). Apart

from EEG modulations, other physiological signatures have also been adopted to detect fatigue

and drowsiness during driving, i.e., decreased heart rate and EOG activity (Lal and Craig, 2001;

Tsuchida et al., 2009; Hu and Zheng, 2009).
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2.3.3 Detection of other cognitive states

Other cognitive states have also been considered in EEG studies during driving, in particular,

mental workload, emotion and behavior intention. As it is defined, mental workload relates to

an individual’s limited mental capacity required by the demand of the ongoing task, which is

affected by task complexity, experience, skill level and the individual differences (O’Donnell

and Eggemeier, 1986), and these factors may lead to imperfect perception and inadequate

attention, which have been explored using physiological signals during driving (Kramer, 1990;

De Waard and Brookhuis, 1991; Lenné et al., 1997; Brookhuis and de Waard, 2010).

Emotion is also an important aspect towards driving behavior. Especially the inability to

manage one’s emotion while driving is often harmful to the public and is another major causes

for accidents, particularly anger, which impairs normal thinking and judgment thus altered

and misinterpretation of events (Hennessy and Wiesenthal, 1999; Rathbone and Huckabee,

1999; James, 2000; Lupton, 2002; Galovski et al., 2006). The current state of emotion detection

is mostly based on facial expression and behavioral features, however, several studies have

also attempted with brain signals (Herbert et al., 2007; Katsis et al., 2008; Fan et al., 2010).

The detection of driver’s intention of action has been assessed as well, through the use of EEG

signals, which might be valuable when combined with environmental context, e.g., whether

the driver has the intention of braking the car in front of red light or when pedestrian is

approaching (Khaliliardali et al., 2012), or in the situation of emergency braking (Haufe et al.,

2011; Haufe et al., 2014; Kim et al., 2015).

Even though most of these studies are correlated with the safety issues during driving, e.g.,

fatigue, mental workload, emotion and behavior prediction, the EEG system could also be

performed as an assistance during driving, which monitors the mental states of the driver and

interacts with the intelligent car to decide providing certain amount of assistance. This thesis

will explore another type of application during driving, which attempts to find the mental

preference during driving using EEG signals (Zhang et al., 2013).
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3 Methods

This chapter covers the general methods used in this thesis, i.e., EEG recording modalities,

signal processing methods and data analysis approaches. Classification and feature selection

methods are described as they are implemented in all the chapters except the last one. We also

include the detail of the computation steps for estimating brain connectivity method, applied

in chapter 3, 4 and 6. Source localization methods are used in chapters 3, 5 and 6. Methods for

statistical tests are also described in this chapter, mainly about the choices of multiple tests

correction. Readers familiar with them can skip this chapter.

3.1 EEG recordings

Two different EEG recording system were used: 64 channels (Biosemi system, Active Two, The

Netherlands); 16 channels (gTec system) EEG cap. Electrodes are placed according to the

extended 10/20 system. The layouts of the 64 and 16 channels EEG caps are illustrated in

Figure 3.1. The layout with 64 electrodes covers the whole scalp, and the 16 layout is a subset

of electrodes covering the sensorimotor area with the same density.

3.2 Preprocessing of EEG data

3.2.1 Spectral filter

To extract specific frequency bands associated with human cognition, we restricted the analysis

to particular frequency ranges, such as NAME. For this purpose, spectral filtering is applied as

one step of pre-processing before extracting task related epochs. Spectral filtering is computed

through the convolution between the designed filter and the signal in the temporal domain.

The Fourier transform of the filter indicates its frequency attributes.

The design of spectral filter is according to its magnitude and phase responses. The require-

ments of the designs vary according to different tasks and the objectives of analysis. For

instance, classification of error-related brain activity uses cut off between 1 and 10 Hz, whereas
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Figure 3.1: EEG caps. A. Layout of 16 channels EEG cap, gTec system. B. Layout of 64 channels
EEG cap, Biosemi system.

for the brain connectivity analysis we applied broad filtering between 1 to 50 Hz, since most

discriminative information in temporal waves is in the theta (4-8 Hz) band but the connectivity

patterns in beta and gamma band may also be modulated. In this thesis, most studies use the

Butterworth filter with the order set to 4.

The filter design is also altered in online experiments due to the fact that only previous and

current time samples can be accessed. In this thesis, non-causal filtering is applied for offline

analysis to explore the modulation patterns with zero phase delay by filtering the data for both

directions. However, this is not feasible in real time analysis, given that the backward filtering

is not possible, thus causal filtering is applied. To keep the preprocessing consistent for model

training and real time classification, we use causal filtering during model training as well. In

this thesis, for each task and analysis, we specify the type and the parameters of the spectral

filtering.

3.2.2 Spatial filter

The purpose of using spatial filtering is to refine or extract specific spatial patterns from the

given electrode layout information. By computing a weighted average across all electrodes

for each location, this technique leads to either smoother or more localized brain activity.

The spatial filter can be applied in real time analysis since no extra temporal information is

involved.

Common average reference (CAR) is adopted in this thesis for most of the analysis, used to
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3.3. EEG data analysis

re-reference the EEG data to the averaged activity across channels (McFarland et al., 1997).

The removed common activity is not related to specific cognitive process or not informative to

particular classification problem. The computation of CAR is applied for each time sample

Si (t ) = Si (t )−mean(S1(t )...SN (t )), where Si (t ) indicates the EEG activity at time t and chan-

nel i , and N is the total number of the EEG channels. Here, the weights for all electrodes are

the same (1/N ), so the removed term could be reused for all electrodes. In this thesis, CAR

was applied in the data preprocessing, unless otherwise stated (e.g. another type of spatial

filter is used or no spatial filter is applied).

Another type of spatial filter applied in this thesis is cortical source density (CSD), which is

estimated by the second spatial derivative of the potential between electrodes, thus giving

prominence to local activity and attenuating common distal activity which is usually consid-

ered as volume conduction (Kayser and Tenke, 2006). In this thesis, the CSD is applied as

a preparation for brain connectivity estimation to reduce the effect of volume conduction,

which sustains the evolution of relative spatial patterns rather than the proportionally changed

brain activities across areas, preventing the effect of common activities.

Beamforming is another type of spatial filter that is used in the thesis, which estimates brain

activity in source level through weighted average of scalp electrodes. The concept of beam-

forming is also related to source activity estimation, and is therefore further described in

Section 3.5.

3.3 EEG data analysis

3.3.1 Data extraction

This section describes the EEG data preparation for classification, as well as the trial extraction,

which depend on the task under study, e.g., stimulus-driven time-locked brain activity or

continuous voluntary cognition.

For stimulus-driven tasks, specific types of cognitive process are evoked, and the brain re-

sponse is time-locked to the onset of the stimulus. The EEG data is extracted according to

the timing of the external stimuli. In this thesis, we normally use a hardware trigger (parallel

port) to synchronize the task events and EEG data, thus the timing information of the tasks is

available in both offline and online experiments. In this case, for each stimulus one trial can

be generated, and the dimension for each trial is N ∗L, where N channels and L time samples

are included. L is related to the sampling rate of the data. In our analysis, data are extracted

from one second before (-1 s) to one second after (1 s) the stimulus onset (0 s), whereas the

task relevant features are between 0 s and 1 s.

When brain activity is associated with voluntary movement intention, e.g., motor imagery,

the input for the classifier is not necessarily time-locked to external events. In the particular

case of motor imagery, subjects are imaging hand moving until the probability of one class
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reaches the threshold, where the length of the motor imagery period is not fixed. In this case,

we apply classification continuously on 1-second windows of EEG data overlapping by 15/16 s,

and update the output of the classifier (probabilities of classes) with the same rate, as shown

in Figure 3.2. The dimension of the data for each trial is N ∗L, where L is fixed to 1 s (time

window).
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Figure 3.2: Trial extraction for motor imagery. The subject starts motor imagery after ’Start’.
Individual trials are represented by the short line between ’Start’ and ’End’ period.

3.3.2 Feature selection

The extracted EEG trials still contains relatively large amount of data. In 1 s EEG data 64∗512 =
32768 (64 EEG channels with sampling rate at 512 Hz) samples are included. In the case of

stimulus driven event, all these samples are possible to be used as classification features.

However, not all these features are informative to discriminate tasks, and some of them are

redundant to each other. Furthermore, performing classification with all the available features

likely suffers from the problem of biased variance, given the low number of trials available

in BCI tasks, compared to the high number of features. For instance, in linear discriminant

analysis, K (K −1)/2 variables (536854528 in the previous example of 32768 features) need

to be estimated in the covariance matrix in case all features are included, which is actually

not feasible with only hundreds (or even less) trials. Hence, selecting the most informative

features is necessary for classification.

Fisher score is a commonly used feature selection method, for its simplicity and effectiveness.

It is defined as the ratio of discrimination and total scatter. The Fisher score of the i th feature

between class c1 and c2 can be computed using Equation 3.1. The numerator in the equation is

the distance between the centers of two classes, indicating the discrimination between them,

whereas the denominator calculates the summation of variance, representing the total scatter

within each class. The larger the Fisher score the more likely this feature is discriminative

for the two classes, thus this value can be used as a criterion for feature selection. As a filter

method, the Fisher score does not reveal the correlation among features, so it can not get rid

of redundant features. One should notice that, some individual features may have low Fisher

score, but the combination of features could perform well separation between classes, which
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3.3. EEG data analysis

could not be found by Fisher score. Even though disadvantages exist, it is still a very efficient

and reliable method with little computational costs.

F s = (xi ,c1 −xi ,c2 )2

s2
i ,c1

+ s2
i ,c2

(3.1)

An alternative feature selection usually compared with Fisher score in this thesis is mutual

information, which measures how much the uncertainty of one variable can be reduced given

the knowledge of another. The formal definition can be found in Equation 3.2, where X and Y

are two random variables, and I (X ;Y ) indicates the mutual information between them. p(x)

and p(y) are the marginal distributions of X and Y , and the joint distribution is represented

by p(x, y). The mutual information is a non-negative value, and the higher the value, the

higher the correlation between the two variables. This measurement can be used for feature

selection, through calculating the mutual information between class labels and feature values

in the training data, weighting the importance of each feature. A further implementation

of mutual information estimates the similarity across features and reduce the redundancy

among features.

I (X ;Y ) = ∑
x∈X

∑
y∈Y

p(x, y)log
p(x, y)

p(x)p(y)
(3.2)

Pearson’s correlation coefficient is also applied and compared with Fisher score and mutual

information in this thesis. It measures the linear correlation between two random variables.

The definition can be found in Equation 3.3, where the correlation coefficient between vari-

ables X and Y are calculated as the ratio between the covariance and the product of standard

deviations. The range of correlation coefficient is between -1 and 1. In case the two variables

are completely correlated, the covariance equals to the variance of each variable, with which

the correlation coefficient is found to be 1. The zero value occurs when no correlation could

be found between two variables. The value is below zero when the sign of two variable are

opposite, which usually happens when phase delay exists between variables. Normally, the

absolute value of correlation coefficient between class labels and feature values is used to

indicate the importance of a feature. Similar to mutual information, this measure could also

estimate the correlation among features, thus possibly be implemented to remove redundant

features.

r =
∑n

i=1(xi −x)(yi − y)√∑n
i=1(xi −x)

√∑n
i=1(yi − y)

(3.3)
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3.3.3 Gaussian classifier

Classification is a task to assign an input data to one of the classes defined in the trained model.

A practical example in BCI is to classify whether the subject is performing on left or right hand

motor imagery. In this example, the classification result is binary, either left or right. Even

though the realistic tasks are probably more than two options, the classification in this thesis

mainly focuses on two-class problems. Gaussian classifiers are applied in most of the cases.

A Gaussian classifier defines a normal distributed class conditional probability, p(x|y =
c), and combines it with a class prior p(c) to compute the class posterior using Bayes’s

theorem, as described in Equation 3.4. A unknown sample is assigned to the class with

larger posterior probability. The form of class conditional probability can be defined as

p(x|y = ci ) =G(x,µi ,σi ) = 1/
√

2πσ2
i e−(x−µi )/2σ2

i .

p(y = c|x) = p(x|y = c)p(y = c)∑
i=1:2 p(ci )p(x|ci )

(3.4)

The decision of classification can be formulated as an optimization problem in Equation 3.5.

The border of separating two classes can be estimated as the equal probability between two

classes, which is determined by the parameters (mean value and standard deviation) of two

Gaussian functions, also adjusted by the prior probabilities.

i = ar g max
i

{
log p(x|y = ci )+ log p(y = ci )

}
= ar g max

i

log

 1√
2πσ2

i

e
−(x−µi )2

2σ2
i

+ log p(y = ci )


= ar g max

i

{
−1

2
log(2πσ2

i )− (x −µi )2

2σ2
i

+ log p(y = ci )

} (3.5)

However, a real classification problem rarely contains only one variable, thus the class con-

ditional distribution is multivariate Gaussian, p(x|y = ci ) = (2π)
−p
2 |∑i |

1
2 e−

1
2 (x−µi )T (

∑
i )−1(x−µi ),

where p indicates the dimension of the variables and
∑

i represents the covariance matrix

across them in class i . Accordingly, the optimization in Equation 3.5 becomes multivariate,

as shown in Equation 3.6. Similarly, the separating border is determined by the shape of the

Gaussian functions and further adjusted by the prior probabilities. Linear border could be

found if the covariance matrices between two classes are assumed to be the same (linear dis-

criminant analysis, LDA), whereas quadratic border results if covariance matrices are arbitrary
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(Quadratic discriminant analysis, QDA).

i = ar g max
i

{
log p(x|y = ci )+ log p(y = ci )

}
= ar g max

i

{
log

{
1

(2π)p/2|∑i |1/2
e−

1
2 (x−µi )T (

∑
i )−1(x−µi )

}
+ log p(y = ci )

}
= ar g max

i

{
−1

2
log |∑i |−

1

2
(x −µi )T

∑−1
i (x −µi )+ log p(y = ci )

} (3.6)

3.3.4 Cross validation

Classification is performed in both offline and online frameworks. M-fold cross validation is

applied in the offline analysis for the purpose of keeping the testing data blind from the model

training. This method is useful when the dataset does not contain too many samples, which

occurs very often in BCI experiments. In this thesis, the number of folds (M) is normally set to

10. If the sample size is relatively small, we increase the number of folds to include more data

for classifier training. If not specified, we partition the dataset in a random order, obtaining

each fold uniformly distributed in the dataset. In some cases, the temporal information

of the trials are critical, so we keep the trials with the original temporal order. For online

classification, the model is usually trained based on all available data obtained before. Some

performance relevant parameters, e.g., feature number, are specified using cross validation in

the training phase.

3.3.5 Performance evaluation

As the classification model results in discrete outputs, i.e., class labels, we use the classification

accuracy as an intuitive evaluation of the performance, A = n
N , where n is the number of

correctly classified samples (true positives plus true negatives) and N indicates the total

number of samples in the dataset. This measurement tells the percentage of samples that are

correctly classified, no matter which class the sample belongs to. The theoretical chance level

of a binary classification problem is 0.5, however, offline analysis using cross validation usually

get higher chance level (details in (Müeller-Putz et al., 2008)). In this thesis, we compute the

chance level as an average value of 1000 random classifier created by randomly shuffling the

class labels in the training set.

Even though using accuracy as performance evaluation is straightforward and intuitive, the

method actually does not include the information of what type of errors has been made, false

positive or false negative. Particularly, for the classification of unbalanced dataset, i.e., number

of samples in one class is larger than in the other, the accuracy could not tell whether the

performance is really above chance level. For instance, a complete biased classifier could

provide 90% accuracy if the ratio of sample size between two classes is 9:1. Therefore, we

also use the information in confusion matrix as another measure for performance evaluation,
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Figure 3.3: Evaluation of classification performance in the space of receiver operating char-
acteristic. The x axis indicates the false positive rate or (1 - Specificity), whereas the y axis
indicates the true positive rate or Sensitivity. Perfect classification can be found at coordi-
nate (0,1), whereas the random performance can be found at (1,1). For the ROC curves, the
classification is perfect when the area under the curve (AUC) is 1, and is random when it is 0.5.

which provides detailed results for binary classification problem, i.e., false positive, false

negative, true positive and true negative. The indicator in the receiver operating characteristic

(ROC) space, true positive rate against false positive rate, area under the curve (AUC), is used

as an alternative metric to the accuracy, whose theoretical chance level is 0.5 even when the

data are unbalanced. Practically, the chance level is also recomputed by a random classifier

(see Figure 3.3).

3.4 Brain connectivity computation

3.4.1 Directed transfer function

In this thesis, the method used for the computation of brain connectivity is directed transfer

function (DTF), which is based on the estimation of multivariate autoregressive model (MVAR),

and is an extension of Granger causality to multiple variables (Kamiński and Blinowska, 1991).

The basic idea of this method is to evaluate whether the past states of one variable contributes

to the prediction of the current state of another variable. If the contribution is non-trivial,

there is a causal influence from the first variable to the predicted variable.

Defining X t = [x1,t , x2,t , · · · , xk,t ]T to be a vectors of an EEG sample including k channels at

time point t (superscript T denotes matrix transposition), the MVAR model can be represented

as in Equation 3.7 and its matrix form is as in Equation 3.8. Et is a vector of zero-mean white

noise with size 1×k, and Ai is the k×k coefficient matrix with A0 =−I (I is the identity matrix).
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3.4. Brain connectivity computation

Here, p is the model order, indicating how many previous samples are used to estimate the

current state.


x1,t

x2,t
...

xk,t

=


a1,1x1,t−1 · · · a1,p x1,t−p · · · · · · a1,(k−1)p+1xk,1 · · · a1,kp xk,t−p

sa2,1x1,t−1 · · · a2,p x1,t−p · · · · · · a2,(k−1)p+1xk,1 · · · a2,kp xk,t−p
...

. . .
...

. . .
...

. . .
...

ak,1x1,t−1 · · · ak,p x1,t−p · · · · · · ak,(k−1)p+1xk,1 · · · ak,kp xk,t−p

+


e1,t

e2,t
...

ek,t


(3.7)

X t =
p∑

i=1
A(i )X t−i +Et ⇒

p∑
i=0

A(i )X t−i = Et (3.8)

The estimation of the coefficient matrix A(i ) in Equation 3.8 could be achieved using Yule-

Walker method (Stoica and Moses, 1997). The details of the solving the problem will not be

described here, as it is not the scope of this thesis. We used the Matlab package arfit (Schneider

and Neumaier, 2001) to compute the coefficient matrices.Using Fourier transform, we can

analyze the system transfer function in frequency domain, as shown in Equation 3.9.

EF = AF X F ⇒ X F = HF EF , (3.9)

where HF = (AF )−1, and AF is the Fourier transform of the coefficient matrix A, AF ( f ) =
−∑p

i=0 Ai e− j 2π f i , where j is the imaginary unit.

The non-normalized DTF θ2
i j ( f ) is defined by the system transfer matrix HF . The Equation

3.10 represents the information transfer from channel j to i at f Hz (Kamiński and Blinowska,

1991).

θ2
i j ( f ) = |HF

i j ( f )|2 (3.10)

The normalized DTF is defined as Equation in 3.11, which is the ratio of causal influence from

channel j to i with respect to the influences from all the other channels to the i th channel.
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The value of normalized DTF ranges between 0 and 1.

γ2
i j ( f ) =

|HF
i j ( f )|2∑k

m=1 |HF
i m( f )| (3.11)

In the MVAR model, the power spectral matrix can be estimated by SF = HF V HF∗, where

the asterisk represents the transposition and complex conjugation and V is the covariance

of the noise term EF . The diagonal elements of SF represent the power spectral densities of

individual channels, while the coherence between channels is indicated by the off-diagonal

elements.

3.4.2 Short time directed transfer function

Some of the analysis in this thesis focus on the evolution of information flows over time, so

a sliding window is adopted to estimate the DTF continuously. To this end, we apply the

multi-trial analysis assuming that the EEG signal is quasi stationary over the time domain,

and estimate the coefficient matrix by averaging the covariance matrix across multiple trials

(Kamiński et al., 2001). This preserves the reliability of the parameter estimation even when

short windows are selected (having a smaller number of data samples) or a larger number of

channels are taken into considerations (i.e., increasing number of parameters).

3.4.3 Direct Short time directed transfer function

Additionally, partial coherence can be used as a factor to avoid indirect cascaded influences in

the network, i.e., influences between two channels are mediated by a third channel. The short

time direct DTF (SdDTF) (Korzeniewska et al., 2008) is thus defined as:

ζF
i j ( f ) =

|HF
i j ( f )||χF

i j ( f )|√∑
f
∑

i j |HF
i j ( f )|2|χF

i j ( f )|2
(3.12)

where χF
i j ( f ) indicates the partial coherence (elements of the inverse of spectral matrix,

HF V HF∗. The denominator in the equation is a normalization term across channels and

frequencies, thus the SdDTF values ranges between 0 to 1. The asymmetry of the matrix

reflects the directionality of the cross-channel influences. One should notice that the SdDTF

reflects the phase difference between channels, thus the elements of the matrix are non-zero

only when there is phase difference between them.

Before computing MVAR model, we need to normalize the data within each sliding window
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(subtracting the mean and dividing the standard deviation within the window) for each

channel to meet the zero mean requirement of the MVAR model (Kamiński and Blinowska,

1991). For the analysis of short time DTF, data in each sliding window was also normalized

across trials for each time sample to avoid spurious connectivity (Korzeniewska et al., 2008;

Oya et al., 2007).

3.4.4 Parameter specification

To find reliable MVAR coefficients, the order needs to meet the inequality: K (p +1)/(Nsnt ) < 0.1,

where K is the number of selected channels, p is the order of the MVAR model, Ns represents

the length of the sliding window, and nt denotes the number of the trials. It indicates that less

data and more parameters require lower order values. In our analysis, the order of the model

was determined by Schwarz’s Bayesian Criterion and the logarithm of Akaike’s final prediction

error using arfit (Schneider and Neumaier, 2001). Small variations might be resulted in the

order number of different sliding window. We keep the model order consistent throughout

analysis, as an averaged order of a testing trial.

3.5 Beamforming source localization

As described before, beamforming is indeed a spatial filter, extracting EEG sources originating

within pre-defined regions by weighted average of the scalp EEG channels. This method

assumes that only variance changes provide information about specific source activity. Ac-

cordingly, the criterion to build such spatial filter is to solve the optimization problem of

maximizing the ratio of variances of EEG sources originating inside and outside the ROI

(Grosse-Wentrup et al., 2009). The beamforming can be described as Equation in 3.13, where

X (t) is the signal from scalp EEG channels and y(t) indicates the derived activity in source

level, and ω represents the beamforming spatial filter.

y(t ) =ω∗T X (t ) (3.13)

The optimization of ω can be found in Equation 3.14, where ROIi n and ROIout ∈ RM×M

indicate the spatial covariance matrices of the signals originating inside and outside the

ROI, and M indicates the number of included scalp electrodes. The weights ω are estimated

separately for different ROIs.

ω∗ = ar g max
ω∈RM

{
ωT ROIi nω

ωT ROIoutω

}
(3.14)
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The estimation of spatial covariance matrices can be obtained by interpreting scalp EEG as a

combination of projected activity from brain sources, in Equation 3.15, where V is the volume

of the brain, P indicates the dipole moment at position r ′, and L represents the projection of a

source from r ′ to the scalp location r . As ordinary summation, we could split the brain regions

into inside and outside the predefined ROI.

x(t ) =
∫
V

L(r,r ′)P (r ′, t )dV (r ′)

=
∫

ROIi n

L(r,r ′)P (r ′, t )dV (r ′)+
∫

ROIout

L(r,r ′)P (r ′, t )dV (r ′)

= xROIi n (t )+xROIout (t )

(3.15)

The approximation of xROIi n can be found in Equation 3.16, where J indicates the number of

brain sources included, alpha is a constant value. L ∈R1×3J indicates the projection from the

J sources (three dimensional, x, y and z) to the scalp location of x(t ), p(t ) ∈R3J represents the

dipole moments of the J sources, and Rp is accordingly the source covariance matrix of the J

sources. After obtaining the spatial covariance matrices, the optimization problem in Equation

3.14 could be solved as a generalized eigenvalue problem 3.17, where RROI = RROIi n +RROIout ,

and eigenvector has the largest eigenvalue constitutes the desired beamforming filter.

xROI (t ) =α
J∑

j=1
L(r,r ′

j )P (r ′
j , t ) =αL p(t )

RROIi n =α2L RpL T

(3.16)

L RpL Tω=λRROIω (3.17)

To estimate brain activity in source level, we need to provide a leadfield matrix to describe

geometric and conductive properties of the head. In this thesis, a template of lead field matrix

includes 3013 sources is adopted to construct the source activity for all subjects. The beam-

former (spatial filter) is estimated for each subject respectively, i.e., using their own data to

estimate the spatial covariance matrices. For most of the cases in this thesis, the beamforming

is performed as a step to extract source activity before the analysis brain connectivity, thus

evaluating causal influence in source level. In case the tasks have two or more than two

conditions, to avoid spurious effects when conditions are compared, we averaged the spatial

covariance matrices for all conditions (Hipp et al., 2011), then obtain a common weighting

values (ω) for all the conditions.
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3.6 Statistical analysis

Statistical test is a central step to find substantial and reliable results in our studies, which

allows us to generalize observation from a sample study to population conclusions. The choice

of the statistical test depends on the problem and also on the distribution of the data, thus

it is described in each analysis separately. Here we introduce the general approach applied

to obtain the chance level of classification performance, as well as the permutation test to

control family wise error rate in multiple tests.

3.6.1 Chance level using random classifier

As mentioned in 3.3.5, to evaluate whether the classification performance is above chance

level, we build random classifier using randomly shuffled training labels. In this case, the

training data of each class contains mixed samples from both classes of the original dataset,

which supposedly conserve the same mean and the variances for two classes. Performing this

in M-fold cross validation, the position and the shape of the Gaussian functions are permuted

across folds, which assign samples to classes randomly comparing with the original Gaussian

functions.

Since the analysis is done in M-fold cross validation, we use Student’s t-test (one sample,

paired) with the null hypothesis that the difference between two groups are normal distributed

with zero mean and unknown variance. A rejection to this hypothesis indicates that the

classification performance is significantly higher than the chance level. The other way is to

repeat the random classification for a large number of times (at least 1000), and obtain the

range of 95% percentile of the random classifiers. In case the result of the original classifier is

outside (higher) of this interval, we could conclude that its performance is significantly higher

than the chance level.

3.6.2 Permutation tests

When multiple statistical tests are carried out simultaneously, the risk of making Type I

error (false significance) is greater than when a single test is performed. The more tests we

perform, the greater the likelihood of getting false positives under the null hypothesis. In this

thesis, we adopted two ways to control such family-wise error rate: Bonferroni correction and

permutation test.

For k independent tests, the Bonferroni correction replaces the original significance level

α = 0.05 by an adjusted level α′ = α/k. The results of the test is decided to be significant

according to the new threshold of significant level. The Bonferroni correction is efficient and

simply to apply, however it is generally too conservative and usually leads to too many Type II

error, or rejecting too few individual hypothesis. Furthermore, the results of the tests depend

on the size of the tests. For example, the significance of the difference between two types
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of time series, e.g., two conditions of ERP, are related to the sampling rate and length of the

signal.

The method of permutation test uses randomization of the samples in two groups, e.g.,

exchanged samples in t-test, to generate reference distribution of the statics. The actual value

of the test static is compared to the generated distribution. Similar to any other statistical test,

the decision is made based on how extreme the actual static is compared to the typical values in

the generated distribution under the null hypothesis, e.g., the difference between two groups is

a random sample from a normal distribution with zero mean. The precision of the permutation

test is inverse of the number of the randomization, thus a large number of repetitions is

required. Even though the more permutation the better results, the computational cost is

another concern. Therefore in our analysis, we typically use 1000 permutations as a trade-off

between the precision and the running time.
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4 Brain connectivity in motor imagery
tasks

4.1 Introduction

Motor imagery is a typical sort of BCI system to send mental command by imagining the

movement of limbs (Wolpaw et al., 2002; Ramoser et al., 2000), which does not require actual

motor performing and involves similar brain regions as the real movement (Decety, 1996).

Therefore, it is an ideal BCI system for those who have lost physical motor function but still

keep the moving intention in the cortex, and the task is more natural as compared with

stimulus-driven BCI systems, i.e., subjects attempt imagining the movement they would like

to perform and the system translates the cortical activity to certain types of control commands

to the external devices.

The modulation of brain activity during motor imagery has been known as event-related desyn-

chronization (ERD) and event-related synchronization (ERS). The ERD is usually related to the

suppression of the band power at µ and β rhythms over sensorimotor cortex (Pfurtscheller and

Da Silva, 1999). Different cortical correlates relating to motor imagery of different limbs was

reported, particularly the spatial distributions of ERS and ERD is different (Decety et al., 1994;

Neuper et al., 2005). Thus the spatio-spectral EEG brain modulations could be discriminated

and implemented as the control commands for BCI systems (Pfurtscheller et al., 2006).

Currently, most motor imagery based BCI systems use power spectral density (PSD) or com-

mon spatial filter to find discriminative features between tasks (Zhang et al., 2014). Some

studies have already attempted to explore the feasibility of using the brain connectivity pat-

terns between EEG channels as the classification features, e.g., phase difference and directed

transfer function (DTF) (Wang et al., 2006; Grosse-Wentrup, 2008; Billinger et al., 2013). The

objective of the present study is to use the brain connectivity features to decode motor imagery

tasks, as well as the exploration of the fundamental understanding of the brain connectivity

patterns during different types of motor imagery, i.e., left hand versus right hand. The modula-

tion of brain connectivity will be computed either between left and right hemisphere, or within

one of them, to evaluate the interhemispheric and intrahemispheric interaction patterns. We

compare the features extracted by connectivity with the PSD features, and we will also attempt
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to use the combination of both types of features. An offline dataset including nine subject

will be analyzed in the first phase, and a further online test of three subjects is performed to

probe the feasibility of computing brain connectivity and performing classification in real

time. Some of the results in this chapter has been previously published in (Zhang et al., 2014).

4.2 Methods

4.2.1 Participants

Nine able-bodied students, six males with age 28.8 ± 3.58, participated the offline experiments.

All participants had normal or corrected-to-normal vision, and no known neurological or

phychiatric disease were reported. Three of the nine participants performed the online test.

4.2.2 Experimental protocol

In this study, we focus on a two-class motor imagery task, left hand versus right hand (Leeb et

al., 2013). Subjects are instructed to move a horizontal bar by imaging the movement of their

hands. For the offline experiments, each subject performs two runs comprising 30 trials motor

imagery for each class. Before each trial, a visual cue is presented to show the target, either left

or right side, and the feedback bar (white bar) starts moving in one second, as shown in Figure

4.1.A. During offline trials the bar moves to the target continuously with constant speed for 4

seconds. The order of the targets (left and right targets) in each run is randomized.

During online experiments, the location of the white bar is updated according to the posterior

probability of the classifier. We integrate the posterior probability as p ′
t = pt∗r+p ′

t−1∗(1−r ) in

order to smooth the moving of the feedback bar. The integration rate, r , is normally set to 0.02,

with the assumption that the brain activity is not always reliable and the system trust more on

the accumulated probability rather than the output of single time window. The time window

is 1/16 s. The classification and the integration of p ′
t is performed for each 1/16 s. The trial

ends when the white bar reaches one of the sides (left or right), i.e., the integrated posterior

probability reaches the pre-defined threshold, which is usually set to 0.7-0.85 depending on

the performance and preference of each subject. Each subject performed 12 runs of online

test, and each run has different classifier according to feature type.

EEG signals are recorded using a 16-channel g.USBamp amplifier (g.tec medical engineering,

Schiedelberg) with the sampling rate at 512 Hz. The signal is band-pass filtered between 0.1 Hz

and 100 Hz and notch filtered at 50 Hz. The 16 EEG channels are over the sensorimotor cortex.

The montage of EEG channels are shown in Figure 3.1.
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Figure 4.1: Experimental protocol of motor imagery. A. Offline protocol. Each trial includes
fixation (1000 ms), cue (1000 ms) before the bar starts moving, and the bar moves with constant
speed within 4 seconds. B. Online protocol. Each trial includes fixation and cue with the same
timing as offline, and the bar moves until it reach one of the targets, either left or right side.

4.2.3 Feature extraction and selection

To compare the performance between two types of features, PSD and DTF, we compute those

features 16 times per second, which is the rate as we update the posterior probability. PSD of

each channel is computed using the Welch method for the past one second, with the window

(Hanning) size 500 ms and overlapping 50%. Afterwards, we collect PSD features between

2-50 Hz with the step size 2 Hz. The computation of DTF is performed within the same period

and with the same rate, by estimating the coefficients of MVAR model based on Yule-Walker

equation (the details can be found in the chapter 3.4.1), which includes all 16 EEG channels,

and the order of MVAR model is 8. The system transfer matrix in frequency domain is obtained

by applying fast Fourier transform on the MVAR coefficients, as the so-called non-normalized

directed transfer function (Kamiński and Blinowska, 1991). The step size of DTF is also set to

2 Hz, resulting DTF as a three dimensional matrix 16×16×25 (channel × channel × frequency)

for each time step of 1/16 s, whereas the size of PSD output is 16 × 25. We took logarithm of

both PSD and DTF before feeding to classifiers.

4.2.4 Classification settings

We compare the classification performance with three types of features: (1) PSD features; (2)

DTF features; (3) Combination of both PSD and DTF features. We compute the Fisher score on

the offline dataset to select the most informative features, defined by F s = (m1 −m2)2/(s2
1 +

s2
2), where mk and s2

k represent the mean and variance of the samples from class k. The

combined features use the features that are selected in PSD and DTF separately. The number of

features was the same for each type (50% of then were PSDs, and the remaining DTFs). Linear

discriminant analysis (LDA) is used for classification (left vs right motor imagery), assuming
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Gaussian distribution of the data samples in each class. The classification performance is

evaluated by a 10-fold cross validation and the area under the curve (AUC) of the testing sets.

The classifier for online experiments is trained based on the offline data collected before. We

tested the performance of each feature type with different feature numbers: 25, 50, 75 and 100.

The command delivery accuracy and the command delivery speed are used to evaluate the

performance.

4.3 Main results

4.3.1 Brain connectivity patterns

We compute the interactions bet ween and wi thi n hemisphere to explore the modulation

patterns during motor imagery tasks. The left hemisphere is defined as the channels FC3, FC1,

C3, C1, CP3 and CP1, whereas the right hemisphere corresponds FC2, FC4, C2, C4, CP2 and

CP4. For instance, the brain interaction level from left to right hemisphere is defined as the

mean value of DTF from the channels in the left hemisphere to the channels in the right, as

shown in Figure 4.2.

Figure 4.2: Left and right hemisphere for brain connectivity analysis

Figure 4.3.A shows the difference of DTF between left and right hand motor imagery (DT Fle f t−
DT Fr i g ht ) for four brain interaction patterns: left to right hemisphere, within left hemisphere,

right to left hemisphere and within right hemisphere. The curves illustrate the mean values

of all subjects. As shown in the figure, the connectivity levels within hemispheres are highly

modulated in the mu rhythm (blue and red curves), around 10-14 Hz, indicating evident

disassociation between the two motor imagery tasks. In particular, the connectivity within

left hemisphere is much higher in the condition of left hand motor imagery, c.f., the positive

peak in red curve, and vice versa (negative peak in the blue curve). This might be due to the

fact that the contralateral mu rhythm is much more desynchronized than is the ipsilateral

one, which causes the lower interaction level in the left hemisphere when people are perform

right hand motor imagery. The modulation of intrahemispheric connectivity disappear in the

high frequency bands, 35-50 Hz. The green and black curves represent the interhemispheric
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connectivity patterns, which are almost zero in the low frequency bands, indicating no differ-

ence between the two motor imagery tasks. The differences are noticeable in high frequency

bands, particularly 26-32 Hz, in which the information flow from left to right hemisphere is

higher when subjects are performing left hand motor imagery (green curve), and vice versa

(dark curve).
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Figure 4.3: A: The modulation of DTF during left and right hand motor imagery. The values
indicate the difference between left hand and right hand motor imagery. Each curve indicate
the modulation between or within two hemispheres, e.g., Left->Right indicates the information
flow from left hemisphere to right hemisphere. B and C: Average and variance of brain
interaction patterns in A of two frequency ranges across subjects, and the statistical tests
between brain interaction patterns. The values are the difference between two motor imagery
tasks. Two frequency ranges are specified in this analysis, 10-14 Hz and 26-32 Hz, according to
the differences in A.

Figure 4.3.B and C represent the mean value of the curve in Figure 4.3.A for two selected

frequency subbands, 10-14 Hz and 26-32 Hz. Significant differences (Wilcoxon signed-rank

test) could be found between within left and within right hemisphere interactions in the mu

band (p = 0.015). The values of interhemispheric interactions does not show difference, i.e.,

both values (Left -> Right and Right -> Left) are close to zero. The modulation in high frequency
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band is not as high as the low band, and the there is no significance between two within

hemisphere interactions (p > 0.05). The connectivity from left to right hemisphere is increased,

whereas the pattern from right to left regions is decreased. It is significant between two

interhemispheric interactions (p = 0.027). These results indicate that the interhemispheric, or

distant, brain interactions are more modulated in high frequency bands than local connections,

and motor related brain signals are originated from the contralateral brain regions.

4.3.2 Analysis of connectivity features

For classification we used the connectivity patterns between EEG channels, not averaged

between two hemispheres, in order to keep the detail of discriminative patterns in channel

level. For illustration, we show results of two subjects (according to online performance) in

three frequency bands, 10-14 Hz, 18-26 Hz and 30-50 Hz, in Figure 4.4. The discrimination

power is quantified using the Fisher score. In general, the two subjects have different patterns,

i.e., the most discriminative features are not identical and the first subject (Figure 4.4.A) has

higher discrimination power than the second one (Figure 4.4.B) according to the scale of the

color bars.

The most discriminative feature (excluding the midline electrodes, Fz, FCz, Cz and CPz, which

are not included in the previous analysis between hemispheres) in band 10-14 Hz for the first

subject is from C3 to CP3, which is within the left hemisphere, and is from CP3 to C4 and

CP4 for the band 30-50 Hz, which are from the left to the right hemisphere. For the second

subject, the connectivity from CP4 to FC4 and C1 to CP3/CP1 are the most informative in the

low band except midline channels, which are all within hemispheres. For the high frequency

range, 30-50 Hz, the channel FC3 is the most active for information output. The information

flow from FC3 to C2 and C4 are the most informative, as well as from C3 to FC2, C2 and CP2.

These patterns are from left hemisphere to the right side of the brain. The patterns of the

single channel Fisher score observed in this section are consistent with the analysis using

combination of electrodes in two hemispheres, indicating that the low frequency ranges are

more related to the local interactions, whereas the high frequency band is associated with the

distant brain connectivity.

4.3.3 Offline classification performance

10-fold cross validation was used to evaluate the offline training performance. We tested the

effect of feature quantity by varying the number of selected features. For each feature number

we used, the features with highest Fisher scores are selected. The combined feature (BOTH)

has the same number of features as the other two methods, e.g., when the feature number

is 20, 10 of them are from PSD and the other 10 from DTF, so the combined method only

performs classification when the feature number is even, e.g. 2, 4, and etc. Results of each

subject were averaged for all testing folds. The classification is performed in sample level

rather than command deliveries, thus the classification performance is not that high.
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Figure 4.4: Fisher score of single channel brain connectivity pattern. The values of the Fisher
score is computed between two motor imagery classes, averaged in three frequency bands, 10-
14 Hz, 18-26 Hz and 30-50 Hz. Results of two subjects are shown, in A and B respectively. These
two subjects are further recorded in the online experiments. The connectivity patterns from
channel j to channel i is indicated in the location (i , j ). The Fisher score of the connectivity
pattern between each pair of electrodes is color coded (red indicates higher scores). Notice
that subplots have different ranges.
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Figure 4.5: The offline performance of classifying two motor imagery tasks with three types of
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As shown in Figure 4.5, rapid increase of AUC can be observed when the feature number is

very low, i.e., below 10 feature, after which performance stabilizes. In the average level across

all subjects, the PSD features show higher AUC than the DTF method. The combined feature

set (BOTH) yields the highest performance among them. The statistical test indicates that the

BOTH method has significantly higher AUC than PSD when the feature number is from 1 to

20, except using 8 features, suggesting that the DTF method can provide extra discriminant

information for classifying left and right hand motor imagery.

4.3.4 Online classification performance

As preliminary tests, three subjects performed online motor imagery. The performance is

evaluated by command delivery accuracy (Cor r ect command number
Tot al command number ) and command delivery

speed (second). In general, one of the subject has much better motor imagery performance

than the other two, Table 4.1, who had extensive experience of motor imagery based BCI. For

this subject, the command delivery accuracy of all feature numbers using DTF (97.50%) and

BOTH (92.50%) is higher than the PSD (87.25%) feature. The command delivery time is shorter

in PSD (3.02 s) than using DTF (5.65 s), and there is no significant difference between PSD and

BOTH (3.07 s).

For subjects 2 and 3, who were naive BCI users, the DTF method has lower accuracy (57.25%

and 44.33%) than PSD (60.75% and 59.25%), which is probably close to the random level in

subject 3. The highest accuracy of these two subjects was obtained using combined features

(BOTH), 60.75% and 61.50%. The command delivery time is longer when we use DTF (10.56 s

and 9.70 s) in these two subjects, and the command delivery speed between PSD (7.02 s and

5.55 s) and BOTH (6.27 s and 5.20 s) are not significantly different.

Type PSD DTF BOTH

Number 25 50 75 100 25 50 75 100 25 50 75 100

Command Delivery Accuracy (Correct commands/Total commands)

Subject 1 0.93 0.83 0.83 0.90 1.00 1.00 0.90 1.00 1.00 0.97 0.83 0.90

Subject 2 0.53 0.60 0.67 0.63 0.53 0.69 0.50 0.57 0.53 0.73 0.60 0.60

Subject 3 0.70 0.60 0.60 0.47 0.43 - 0.43 0.47 0.53 0.73 0.60 0.57

Command Delivery Speed (Unit: second)

Subject 1 3.2 3.3 2.5 3.1 8.5 4.6 3.7 5.8 3.0 3.4 2.9 3.0

Subject 2 8.64 5.72 7.65 6.06 11.37 3.57 14.52 12.77 7.05 6.10 5.90 6.02

Subject 3 5.81 5.83 5.47 5.10 10.30 - 8.71 10.08 5.44 5.68 5.03 4.63

Table 4.1: Online command delivery accuracy and command delivery speed for three subjects.
Three types of features are evaluated, and each method with four different of feature number,
25, 50, 75 and 100.
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4.4 Discussion and future work

Even though some recent studies have already reported brain connectivity modulations for

motor imagery, most of them are either restricted to multi-trial analysis with the scope of

revealing cortical patterns (Kuś et al., 2005; Stavrinou et al., 2007), or focus on boosting classi-

fication performance (Wang et al., 2006; Billinger et al., 2013). The study in this thesis provides

evidences for both sides, exploring the cortical modulation pattern of brain connectivity when

human subjects are performing left hand versus right hand motor imagery, and attempt to

probe the feasibility of adopting connectivity information to discriminate these tasks. The

results of offline experiments with nine subjects demonstrate that the modulations of intra-

hemispheric and interhemispheric information flows are not identical during left and right

hand motor imageries. Particularly, the µ rhythm is highly modulated in intrahemispheric

brain interactions, whereas the high frequency bands are more related with distant interhemi-

spheric brain interactions. Furthermore, classification results of single samples (62.5 ms time

window) suggest that the DTF features bring additional informative features for the classifica-

tion between two tasks. The pilot study of online BCI operation with three subjects further

indicates the feasibility of improving BCI accuracy when adopting connectivity features.

In our analysis, we used all the available channels during recording to compute the MVAR

model and thus the DTF values. This may generate a huge output for each time window,

however, this enables us to analyze the patterns across different areas, i.e., between and within

hemispheres. The other reason to keep all the channels is due to the fact that the pattern

might be varied across subject at the single channel level, for instance the results in Figure

4.4.A and 4.4.B are not identical at the channel level, but they are consistent with the grand

average picture. The analysis based on hemispheres is consistent with the theory that the

desynchronization at one side of sensorimotor cortex is associated to the limb movement

of the other side, which could also be reflected in Figure 4.3.A and B, where the left hand

motor imagery has more desynchronization in the right hemisphere at µ band, DT Fle f t hand −
DT Fr i g ht hand > 0.

One should notice that an essential issue of implementing DTF method in real time analysis is

the computational cost, since heavy computation is required to obtain the coefficient matrix

of the MVAR model (Daly et al., 2012), for our case 16×16×8 (8 is the order of MVAR model,

determined by AIC criteria) parameters are estimated using 1 second EEG data, and the

computation should be shorter than 1/16 second, given that we update the DTF values with

16 Hz to operate the BCI. Both higher order or more number of EEG channels will increase the

number of parameters, thus requiring more computational cost. In our experiment, it took

around 0.01 s to do the computation of DTF, shorter than 1/16 s. The PSD computation in our

analysis uses the Welch’s method with 1000 ms data and 50% overlapping. The fast Fourier

transform (FFT) is actually applied using a 500 ms sliding window, and the PSD is obtained by

averaging the results of FFT through three windows. This strategy can also be adopted in our

computation of DTF, i.e., averaging MVAR coefficients in a sliding window within past 1 s EEG

signal using certain overlap, as the Hanning window in Welch’s method, to obtain more stable
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results, particularly when high number of channels are involved.

Concerning future studies, an extended subject pool should be explored, as neither the offline

nor the online study did include enough subjects to draw solid conclusions. For the online

implementation, we could attempt to apply dynamic updating of MVAR coefficients rather

than re-compute it for each time window, which is helpful to decrease the computation cost

(Arnold et al., 1998), i.e., updates of the MVAR coefficients are considered as linear state

equation and the measurements are the EEG samples in a Kalman filter. Further experiments

could be performed based on this method, and be compared with the sliding window based

DTF computation (Miller and Cohen, 2001; Hesse et al., 2003; Pereda et al., 2005; Astolfi et al.,

2008).
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5.1 Introduction

This chapter covers two works in collaboration with other researchers in the lab. The contribu-

tions reported in this thesis focus mainly on the brain connectivity analysis for stroke patients.

Detailed descriptions of the approaches used for BCI-supported rehabilitation therapy and

the functional outcomes are reported elsewhere (Tonin, 2014; Biasiucci, 2014). The first study

explores the BCI-controlled neuromuscular electrical stimulation (NMES) threapy in chronic

stroke survivors (motor area). The stimulation was triggered by decoding motor imagery

patterns. In this study, 15 stroke patients received either BCI-NMES therapy or sham-NMES

(random stimulation at similar rates and timing as BCI group). The brain connectivity is calcu-

lated and considered as a quantification measurement to evaluate eventual neuroplasticity

effects. The second study considers another type of stroke patients, with symptom of Spatial

Neglect Syndrome (visual area), aiming to show the effects of a covert attention based BCI

system in rebalancing cortical activity. Three spatial neglect patients participated the study,

and the brain connectivity values are adopted to evaluate the evolution of the brain network

patterns with and within two hemispheres.

5.2 Study 1: Brain connectivity of stroke patients (motor area) after

motor imagery based BCI rehabilitation

5.2.1 Patients

Chronic patients were recruited in this study to ensure that the effects are only induced by the

rehabilitation therapy, excluding any effect due to spontaneous recovery (Dobkin, 2009). All

patients were in their plateau phase of recovery. They received conventional physical therapy

—sessions of 45 min comprising mobilization and activities of daily living— in addition to

BCI-NMES or sham-NMES in order to filter out potential effects due to non-use and atrophy.

Patients were ineligible if they presented any concomitant neurological pathology.
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Table 5.1 provide information about the patients. Both groups of patients had lesions at

cortical and/or subcortical areas in the right and left hemispheres. The institutional ethical

committees approved the study protocol and each participant gave written informed consent

prior to their eligibility assessment. Participants were enrolled sequentially and randomly

assigned to either receive conventional therapy added on BCI-NMES or sham-NMES therapy.

The experiments were done in SUVACare rehab clinic Sion and University Hospital of Geneva,

Switzerland.

Table 5.1: Patients’ characteristics
patient gender age lesion site lesion side stroke time

BCI-NMES group
E1 M 64 subcortical right 10 months
E2 M 71 cortical right 14 months
E3 M 49 subcortical right 10 months
E4 F 50 cortical right 19 months
E5 F 49 cortical & subcortical left 13 months
E6 F 67 subcortical left 176 months
E7 F 41 subcortical left 39 months
E8 M 48 cortical & subcortical right 14 months

Sham-NMES group
C1 M 40 cortical & subcortical right 18 months

C2 M 58
cortical & subcortical
(multiple embolization)

right 23 months

C3 M 75 subcortical left 15 months
C4 M 53 subcortical left 21 months
C5 M 65 subcortical left 38 months
C6 M 57 cortical & subcortical left 62 months
C7 F 62 cortical & subcortical left 121 months

5.2.2 Experimental protocol

For the BCI-NMES therapy, the BCI classifier was individually trained to differentiate brain

activity corresponding to either movement attempt or resting. For this purpose, each patient

carried out a calibration session using a commercial EEG amplifier (g.tec medical engineering,

Schiedelberg), recording at a sampling frequency of 512 Hz with 16 active surface electrodes

placed on Fz, FC3, FC1, FCz, FC2, FC4, C3, C1, Cz, C2, C4, CP3, CP1, CPz, CP2 and CP4 of

the 10/20 system (reference: right mastoid; ground: AFz), Figure 3.1. This session was not

included in the therapy time.

During the training session, patients were asked to attempt opening the affected hand or to

rest, in random order. A trial (movement attempt or rest) started with a “Preparation” cue (a

cross in the middle of the screen) during 3 s, then a “Start” cue appeared for 1 s indicating the

kind of trial, followed by 4 s of movement attempt or resting, and finished with the appearance

of the “Stop” cue during 2 s. Inter-trial intervals lasted from 3 to 4.5 s.
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Both groups (BCI- and sham-NMES) received therapy two times per week for a period of 5

weeks (10 sessions in total). Each session lasted approximately 60 min, including preparation

and device setup time. We used the same 16-channel EEG system as for the calibration session.

All patients recorded a pre- and a post-treatment high-density EEG session where they per-

formed 45 attempts of affected hand opening or resting, in random order, using the same

protocol as for the calibration session. 64 EEG channels covering the whole scalp were recorded

with a Biosemi ActiveTwo system at a sampling frequency of 2048 Hz.

In order to analyze and illustrate data in a uniform manner across patients, EEG channels

were flipped for patients with a lesion in the right hemisphere so as to show the lesion over

the left hemisphere for all subjects —i.e., electrode C3* covers the lesional hemisphere and

electrode C4* the unaffected hemisphere.

5.2.3 Signal preprocessing and brain connectivity

Data was bandpass filtered using a 4th order causal Butterworth filter between 1 and 40 Hz and

used to compute brain connectivity through the short-time direct directed transfer function

(SdDTF) (Korzeniewska et al., 2008), 3.4.3. For each recording session (pre- or post-treatment,

with high-density recording), all movement attempt and rest trials were used to compute the

SdDTF between all pairs of electrodes in the two motor areas above for the BCI-NMES and

sham-NMES groups. SdDTF results were referenced to the baseline level, estimated from 4 s

to 1 s before the “Start” cue onset, and averaged in the time window [0 2.5] s after “Start” for

different frequency bands. SdDTF was calculated with a sliding window of 500 ms overlapping

450 ms in order to obtain smooth modulations. Then, the relative measure of connectivity

between two electrodes is defined as Equation 5.1.

η
i j
Rel = η

i j
Motor −η

i j
Rest (5.1)

where ηi j
Motor is the average SdDTF of that electrode pair during motor attempts, and ηi j

Rest is

its average SdDTF during resting. Finally, the SdDTF values of between/within hemispheres,

< ηRel >, are the averages of ηi j
Rel values of all corresponding electrode pairs.

5.2.4 Results and discussion

Fugl-Meyer assessment for the upper extremity (FMA-UE), exhibited an improvement for

BCI-NMES patients. Medical Research Council (MRC) score, strength of the target muscle

extensor digitorum communis, showed a significant sessi on×g r oup interaction favoring the

BCI-NMES group (F(1,13)=6.26, p<0.03). European stroke scale (ESS) score increased for six of

the eight BCI-NMES patients (75%), whereas three sham-NMES patients (43%) also improved.
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The details of these results can be found in the PhD thesis of Dr. Biasiucci (Biasiucci, 2014).

Inter-hemisphere and intra-hemisphere brain connectivity patterns are shown in Figure 5.1.A.

The normalized SdDTF values are close to zero for most of the situations. The connectivity

from right (lesioned) hemisphere to both right and left hemispheres after BCI in the experi-

mental group is lower than before BCI therapy. In this analysis, each subject may have different

patterns, caused by different lesioned brain areas or varied recovery progressed. So, we per-

formed the statistical tests using subsets of electrodes (not the single-electrode), which yields

more generalized patterns between left and right hemispheres.
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Figure 5.1: A. Mean levels (± SD) of brain connectivity patterns between two hemispheres.
Four causal brain interaction pairs in beta rhythm (25-40 Hz) are illustrated in each group
(experimental and sham) for both before and after BCI therapy. Mean values and standard
deviations are shown as bars. Wilcoxon rank sum tests are adopted and the p values are shown.
B. Normalized SdDTF for each electrodes in the experimental condition.
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In particular, the ratio information flow from right hemisphere to the left hemisphere is

singnificant between before and after BCI therapy, using Wilcoxon rank sum tests, and it is

the only significant modulation in the results. This indicates significant reduction in directed

connectivity during movement attempts from the unaffected to the lesioned hemisphere in

the BCI-NMES group, but not in the sham-NMES group (p > 0.05). Further information for the

Experimental group could be found in Figure 5.1.B, where in the condition of post BCI therapy

the movement attempt (purple) has lower connectivity level from unaffected hemisphere to

the lesioned hemisphere, and the decrease of the connectivity is mainly contributed by the

electrodes in frontal and central regions, FC4, FC2, C4 and C6.

5.3 Study 2: Brain connectivity analysis for neglect patients

5.3.1 Patients

Three stroke neglect patients with unilateral right-hemisphere damage participated in the

study. Informed consent was provided by all the participants, which was tested in accordance

with the ethical standards of the institutional research committee and with the 1964 Helsinki

declaration and its later amendments or comparable ethical standards. General cognitive

impairment was excluded by a screening test, i.e., the Mini Mental State Examination test,

MMSE (Wilke et al., 2008). The detailed information for patients can be found in Table 5.2

The experiments were performed at the IRCCS San Camillo Hospital Foundation, Lido-Venice,

Italy.

Table 5.2: Information of the neglect patients
Patient P1 P2 P3

Lesion site
F-P,
insula

capsulo-
thalamic,
insula

FTP

Time from lesion (months) 4 8 13

Gender M F F

Age (years) 61 57 46

5.3.2 Experimental protocol

All patients performed a voluntary task of visuo-spatial attention shifting by covertly focusing

their attention at specific locations on the computer screen (CVSA) (Tonin et al., 2013). The

paradigm is a modified version of the Posner’s spatial cuing task (Posner, 1980).
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Figure 5.2: Experimental paradigm of CVSA. Each trial started with a fixation period (3000 ms)
where patients had to gaze at a cross, visible at the center of the screen. Then the cross
was replaced by a cue (300 ms duration) indicating the to-be-attended location. The covert
attention period lasted for 3000–4000 ms; afterwards, one of the two images was highlighted
in red (target selection, 100 ms) as online feedback of the classification result. Immediately
afterwards, the image started moving toward the center of the screen (target movement,
1000 ms) and it disappeared after 400 ms (target stop). Patients were required to press a button
with their right hand as soon as they perceived the moving image.

A white fixation cross (size 3.12 ◦) was shown to indicate the beginning of each trial, with two

images of real objects (distance 12 ◦ from the middle, size 4.8 ◦), Figure 5.2. The fixation period

lasted 3000 ms, after which the cross was replaced by a directional cue, pointing to one of the

objects (as target), which lasted for 300 ms. After showing the directional cue, the patients

were instructed to shift their attention to the target covertly (with their eyes still looking at

the location of cross). The duration of covert attention was between 3000 ms and 4000 ms,

which is randomized for each trial to avoid task-dependent adaptation. Afterwards, the target

was outlined in red (100 ms) and started moving toward the center of the screen, which took

1000 ms. Once the target was in the center of the screen, it stopped moving. The inter-trial

interval was 400 ms. The images were randomly selected from a dataset of nineteen real

objects, e.g., spoon, scissors, watch, etc. In addition, patients were required to press a button

with their right hand as soon as they detected the image was highlighted by the red-colored

outline. A fixed time limit for the behavioral response (i.e., the RT) was set at 4500 ms after the

target was selected. Button presses occurring before the target selection or after the settled

time limit were interpreted as missed and were not considered in the analyses.

Each patient performed six sessions within two consecutive weeks. The first phase of the

experiments was the calibration of the BCI system, i.e., train a classifier for recognizing where

the patient was covertly focusing on. In this phase, the patients performed a three class CVSA

task, or three attention locations i.e., bottom left (neglected side), bottom right, and center

of the screen. A positive feedback was delivered to the patients, i.e., selection of the correct

target image. The EEG data from first 3000 ms of the covert attention period were used to train

the classifier for each patient. In the online phase, patients were asked to focus their attention

48



5.3. Study 2: Brain connectivity analysis for neglect patients

only at two locations, i.e., bottom left and center of the screen, given that the center of the

screen can be considered as the "antagonist" class with respect to the neglected class. The

using of the center class could avoid that the classifier was only based on brain activity from

the ipsilesional hemisphere (right hemisphere) (Gainotti et al., 1991). In the online phase, the

image selected at the end of the trial was based on the classification output, as a real-time

feedback to the patient.

5.3.3 Signal acquisition and processing

EEG signals were acquired with an active 64-channel Biosemi ActiveTwo system (Amsterdam,

Netherlands) at 2048 Hz, with the spatial locations following extended international 10-20

system. Eye movements were simultaneously recorded by means of three electrodes: two

placed sideways to the eyes, and one at the gabella. The EEG signal was low pass filtered

(Butterworth filter) with cutoff frequency at 200 Hz and then downsampled to 512 Hz.

5.3.4 Brain connectivity

For the online sessions we filtered the raw EEG signals with a 4th order non-causal Butter-

worth filter in the frequency band [4 20] Hz. Afterwards, we extracted the trials around the

appearance of the symbolic cue, [-1000, 3250] ms, where the 0 ms represents the cue onset.

Trials belonging to each condition, target at left and target at center, were analyzed separately.

The brain connectivity patterns were estimated for each run and each patient by means of the

short-time direct directed transfer function (SdDTF) (Korzeniewska et al., 2003). In this study,

we computed the SdDTF using a sliding window of 500 ms with an overlapping of 450 ms

between windows. SdDTF was calculated for 17 EEG channels (P1, P2, P3, P4, P5, P6, P7, P8,

Pz, O1, O2, Oz, PO3, PO4, PO7, PO8 and POz) covering the parietal and occipital regions. After

the computation of SdDTF, we defined four regions of interest (RoIs) for further analysis of the

interaction patterns: left and right occipital; left and right parietal (see Table 5.3).

Table 5.3: Region of interest and related electrodes defined for brain connectivity analysis

Regions of interest Related electrodes

Left occipital O1, PO3 and PO7

Right occipital O2, PO4 and PO8

Left parietal P1, P3, P5 and P7

Right parietal P2, P4, P6 and P8

The information flow between regions was obtained by averaging the SdDTF values from all

electrodes in the outflow region to the inflow region. For instance, the information flow from

left occipital to right parietal is the average of all pairs from (O1, PO3, PO7) to (P2, P4, P6, P8).

The SdDTF values in the covert attention period [250, 3000] ms were referenced to the baseline
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connectivity level in order to remove the common brain interaction level in each run. The

baseline window was defined as [-750, -250] ms.

5.3.5 Statistical test

For each condition (left and center), we assessed the statistical significance of the brain

connectivity modulation in both temporal evolution and across patients. Two-way analysis

of variance (ANOVA) was applied with this purpose, in which data was regrouped by two

factors, sessions and subjects. In addition, post-hoc tests (Turkey’s HSD test, Matlab function

multcompare) were implemented to obtain specifications for significant information flows.

5.3.6 Results and discussion

The comparison across time (calibration or online sessions) and CVSA tasks (left neglected

side of space or center of the screen) showed the effect of the BCI-based paradigm. Patient

P1 did not exhibit any change in RTs for the left CVSA task between calibration and online

sessions (0.51 ± 0.13 vs. 0.51 ± 0.28), but had a slightly increment for the middle CVSA task

(0.45 ± 0.11, vs. 0.56 ± 0.24, p < .05 with Bonferroni correction). Conversely, both patients

P2 and P3 reacted faster during the online sessions for the two CVSA tasks: P2 1.22 ± 0.27 vs.

1.10 ± 0.27, left task and 0.71 ± 0.18 vs. 0.68 ± 0.10, middle task; P3 0.57 ± 0.19 vs. 0.44 ± 0.11,

left task and 0.63 ± 0.13 vs. 0.45 ± 0.08, middle task. Importantly, all decrements in RTs were

statistically significant (p < .05, Bonferroni correction).

Statistical significance of brain connectivity flows was tested by a two-way ANOVA for both con-

ditions (left-sided and central targets) and with respect to two factors: patients and sessions.

Analysis was performed for each pair of RoIs. No statistical significance was found for the first

factor (patients) in any pair of RoIs, nor in any experimental condition. Interestingly, analysis

on the second factor (sessions) shows a statistical significance variation of connectivity across

online sessions in the case of left target condition and, in particular, for inter-hemispheric RoIs

(see Figure 5.3): from the right occipital region to the left occipital region (F = 6.51, p < 0.002)

and from the right occipital region to the left parietal region (F = 3.83, p = 0.02). Asterisks

indicate significantly different pairs (p < 0.05) found by the Tukey’s range test. The results are

coherent with the analysis on the evolution of the hemispheric activation presented in the

previous section (i.e., observed during BCI-supported motor rehab) and suggest a progressive

higher involvement of the affected hemisphere during the online sessions.

One of the major hypotheses is that the patients have an imbalance between the two cerebral

hemispheres (Heilman and Van Den Abell, 1980; Kinsbourne, 1993), leading to hypoexplo-

ration of the neglected (left) space because of hyperattention toward the ipsilesional (right)

space. This study shows how EEG based BCI can quantify the changes in the brain connectivity

between the damaged and undamaged hemispheres when patients orient voluntarily their
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Figure 5.3: Directed connectivity between regions of interest across the online sessions in the
case of the left target condition. The figure shows the SdDTF values per run of each patient, for
each online session. Mean and standard deviation are reported in black. P1: Green circle. P2:
Red diamond. P3: Blue cross. Asterisks indicate significantly different pairs (p < 0.05) found
by the Tukey’s range test.

attention toward the neglected side. The results of this study indicate that the CVSA-based BCI

approach seems to yield faster reaction to the visual stimuli for stroke patients, and positive

modulation in brain connectivity, i.e., flows from the damaged (right) occipital cortex towards

the undamaged (left) occipital and parietal areas increased significantly during the online

sessions for all patients, particularly between the first and the third sessions.
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6 Brain Connectivity Patterns of Per-
formance Monitoring at Average and
Single-trial Levels
6.1 Introduction

Specific brain modulations can be observed when people perceive erroneous events, i.e.,

phase-locked event-related potential and specific interaction among distant brain regions,

which are particularly related with ACC and theta oscillation (Holroyd and Coles, 2002; Luks et

al., 2002; Brázdil et al., 2007; Taylor et al., 2007; Cavanagh et al., 2009; Brázdil et al., 2009). The

erroneous events can be self-generated errors, or external events that conflict with people’s

expectation. Recently, electrophysiological and neuroimaging studies have provided evidences

that the monitoring erroneous events are independent of the source of errors, i.e., having

common neural mechanisms (Milner et al., 2004; de Bruijn et al., 2009; Shane et al., 2008).

Previous works have described modulations of theta activity in the medial frontal cortex

elicited by both self-generated errors or erroneous feedback. In turn, similar patterns have

recently been reported to appear after the observation of external errors.

In this chapter, we report cross-regional interactions after the observation of errors at both

average and single-trial level. We recorded scalp electroencephalography (EEG) signals from

15 subjects while they monitoring the movement of a cursor in a computer screen. Partic-

ularly, the event-related potential elicited by the visual stimuli will be analyzed, as well as

the oscillatory information flows. Moreover, we analyze the cross-regional interaction in a

trial-by-trial basis. These trial-specific patterns are further exploited for the recognization of

erroneous events. In addition, we also consider the brain connectivity in source level, using

beamforming as preprocessing to obtain source activity. The results in this chapter has been

previously published in (Zhang et al., 2015).

6.2 Participants and experiment procedure

Fifteen subjects (4 females, mean age 27.13± 2.59) participated in the experiments. All subjects

had normal or corrected-to-normal vision, and did not report any known neurological or

psychiatric disease. Subjects were asked to monitor whether a cursor on a computer screen
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moved towards a given target.

This protocol has been previously shown to elicit error-related potentials in the frame of brain-

machine interfacing (Chavarriaga and Millán, 2010; Iturrate et al., 2014). Subjects seated in

front of a computer screen located at 50 cm from their eyes. During the experiment 20 light red

squares were shown along a horizontal line in the center of the screen. At the beginning, one of

the squares either at the left- or the right-most position turns red to indicate the target position

(preferred direction), and one of the other squares turns green and becomes the moving cursor.

The initial cursor position was chosen randomly, but at least two steps away from the target.

At each trial, the cursor square moved one position either left or right, with 80% probability of

approaching the target, and remained at its new position for 2000 ms before moving again.

A correct trial is defined when the cursor moves towards the target, whereas trials where it

moved in the opposite direction are labeled as error trials. The cursor and the target were

relocated at random positions when the cursor reached the target or if 10 steps were performed

without reaching it. During the experiments, subjects were requested to minimize eye blinking

and movements. Each trial corresponds to a single cursor movement, and recordings yielded

about 400 correct and 100 error trials for each subject. For all the subjects, the target was

reached 94.27 ± 33.24 (mean ± standard deviation) times on average, whereas it was not

reached in 6.60 ± 4.95 occasions. Since the location of the target was randomized, the moving

directions of cursor (left or right) for both conditions were balanced and uncorrelated to the

trial type (i.e., correct or error). Moreover, previous studies using this protocol have shown that

ERPs are not correlated to the target position or to eye movements (Ferrez and Millán, 2008;

Chavarriaga and Millán, 2010).

6.2.1 EEG recording and pre-processing

Scalp EEG was recorded using 64 electrodes (Biosemi Active Two, The Netherlands) with

an extended 10-20 system montage at a sampling rate of 2048 Hz. The EEG signals were

downsampled to 512 Hz. We filtered the EEG data in the frequency band [1, 50] Hz with

a 4th order non-causal Butterworth filter. Afterwards, EEG data were epoched into trials,

corresponding to cursor movements either correct or erroneous. Each trial lasted 2 s, from 1 s

before the onset of the action to 1 s after.

Before estimating the connectivity patterns, we computed current source density (CSD) from

the EEG signal to reduce the effect of volume conduction (Kayser and Tenke, 2006). This

avoids spurious bi-directional brain connectivity patterns (Kayser and Tenke, 2006). CSDs are

estimated by the second spatial derivative of the potential between electrodes, thus giving

prominence to local activity and attenuating common distal activity which is usually consid-

ered as volume conduction (Kayser and Tenke, 2006).
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Figure 6.1: Experimental protocol. 20 squares in light red are presented in a computer screen
in front of the subject. The green square indicates the moving cursor and the red square
represents the target. The green cursor moves to the target with 80% probability, i.e., correct
trials (in the left column). The position of the moving cursor is randomly initialized after
reaching the target (the target turned to light green) or continuing moving for more than 10
steps. The moving cursor stops on each position for 2000 ms.

6.2.2 Multi-trial brain connectivity

The brain connectivity patterns were computed both at the subject level and single trial level.

At the subject level, we explored the dynamics of the modulation with high temporal resolution

between broad brain regions using multiple trials to increase the reliability of the estimated

patterns. When analyzing the single trial connectivity, we assessed the feasibility of estimating

discriminant connectivity patterns between a subset of channels selected from the results at

the subject level.

The multi-trial connectivity between CSDs was computed using SdDTF (Korzeniewska et al.,

2008). We estimate connectivity patterns within sliding windows of 250 ms with 90% over-

lapping. 41 CSDs were considered for the analysis, excluding the most peripheral electrodes,

i.e., AF3, F1, F3, F5, FC5, FC3, FC1, C1, C3, C5, CP5, CP3, CP1, P1, P3, P5, PO3, POz, Pz,

CPz, AF4, AFz, Fz, F2, F4, F6, FC6, FC4, FC2, FCz, Cz, C2, C4, C6, CP6, CP4, CP2, P2, P4, P6

and PO4. We used the same number of trials (100) for both correct and error conditions, as

otherwise the order of the autoregressive model of the two conditions may be different. The

100 error/correct trials used in the analysis are uniformly distributed across the duration of the

experiments. Before computing the MVAR model, we normalized the data within each sliding

window (subtracting the mean and dividing the standard deviation within the window) for

each CSD before computing the SdDTF to meet the zero mean requirement of the MVAR model

(Kamiński and Blinowska, 1991). After that, data in each sliding window was also normalized

across trials for each time sample to avoid spurious connectivity (Korzeniewska et al., 2008;

Oya et al., 2007). The order of the model was determined by Schwarz’s Bayesian Information
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Criterion (BIC) and the logarithm of Akaike’s final prediction error using arfit (Schneider and

Neumaier, 2001). Despite small variations, this resulted in a minimal order of about 10 for

most sliding windows. We therefore fixed the model order to this value for both error and

correct conditions on all subjects, so as to keep the same size of the coefficient matrices.

We identify brain regions that exhibit high levels of interaction by estimating the total infor-

mation inflow and outflow at each location. The information inflow (outflow) at one point

was defined as the sum of resulted SdDTF values from (to) all the other channels, or the

total received (sent) information amount. For a given channel i and frequency f , we com-

pute these values as i n f l ow =∑
j ζ

F
i j ( f ) (out f l ow =∑

j ζ
F
j i ( f )). Given the prominent role of

the theta oscillations in monitoring processes (Holroyd and Coles, 2002; Taylor et al., 2007;

Cavanagh et al., 2012), we estimated the inflow and outflow of theta band in the error condi-

tion to determine the most active brain regions for the statistical analysis. Furthermore, this

information was also used to select the subset of channels on which the single-trial analysis is

performed (see below).

6.2.3 Statistical analysis

In the multi-trial level, we analyzed the statistical significance among the regions of interest,

i.e., the subsets of electrodes selected according to the results of the inflow/outflow analysis.

We computed the SdDTF between -875 ms and 875 ms (window size of 250 ms) from 1 Hz to

50 Hz. When reporting our results sliding windows are referred to by the time of its center

point. The SdDTF values were divided by the average of the pre-stimulus activity (-875 ms to

-125 ms) with the purpose of canceling out the variations across subjects. To assess the role

of different frequency ranges, we analyzed the statistical significance in four bands following

their common definitions, i.e., theta (4-8 Hz), alpha (8-13 Hz), beta (13-30 Hz) and gamma

(30-50 Hz). Seven time windows were specified, including the baseline activity (-875 ms to

-125 ms, whose value is 1 after normalization) and six windows at the moment of and after

stimulus presentation (i.e., -100 to 100 ms, 0 to 200 ms, 100 to 300 ms, 200 to 400 ms, 300 to

500 ms and 400 to 600 ms), in order to verify the temporal evolution of significant brain con-

nectivity modulations caused by the monitoring processes. After obtaining the average value

of SdDTF in these time-frequency blocks (baseline/monitoring phases and four frequency

ranges), we used Wilcoxon signed rank test to assess the significance of the null hypothesis

that there was no difference in connectivity patterns between baseline and each monitoring

time window. The type I error of these multiple tests was corrected by permutation tests,

in which we randomly shuffled the baseline window (-875 ms to -125 ms) and the other 6

time windows for 1000 times, and obtained the corrected p value as the percentage of those

permutations having lower p value than the original test.
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6.2.4 Single trial connectivity and classification

We further assessed the information conveyed by the connectivity patterns by evaluating

whether such information can be used to discriminate between error and correct conditions in

single trials. In this analysis, we preprocessed the data with a 4th order causal Butterworth filter

after downsampling to 512 Hz, as the single trial analysis will be further implemented in a real-

time framework. To estimate connectivity on a single trial basis, we restricted the analysis to a

smaller number of channels and a longer time window since fewer data samples were available.

In this case, the size of the time window used was 400 ms with an overlap of 360 ms. Four EEG

electrodes located at the center of frontolateral, frontocentral and centroparietal regions, i.e.,

F3, F4, FCz and CPz, were included in the MVAR computation. These regions showed high

levels of information inflow/outflow as reported in the results section. The order of the MVAR

model was set to 5 for all subjects, satisfying the same criteria used for the multi-trial case.

We used the non-normalized DTF (i.e., θ2
i j ) as features for classification without considering

the indirect effects due to the fact that less electrodes were included which are less likely to

produce critical cascading indirect effects. Moreover, the computational cost is highly reduced

as it is not necessary to compute the inverse of the spectral matrix. As in the multi-trial analysis,

brain connectivity values were divided by the pre-stimulus level (-800 ms to -200 ms). Then,

statistically significant differences between baseline (-800 ms to -200 ms) and post-stimulus

connectivity (200 ms to 400 ms) were assessed using the Wilcoxon signed rank test. Notice

that, compared to the multi-trial analysis, different time periods had to be defined for the

analysis since longer time windows were used for computing the DTF values.

Moreover, we compared the classification accuracy (error vs. correct) based on the connectivity

patterns to the use of standard temporal features. To verify whether connectivity features

provide extra information with respect to the temporal features we also assessed classification

accuracy using both types of features combined. Linear discriminant analysis (LDA) was

used to classify correct and error trials. Three sets of features were compared: (1) Temporal

features, corresponding to the most common approach used for classification of these type

of signals for brain-computer interfacing (Chavarriaga et al., 2014); (2) Brain connectivity

features (θ2
i j ); (3) Combination of temporal and connectivity features. Temporal features

were extracted from the same 4 electrodes utilized in the single trial connectivity analysis,

between 200 ms and 700 ms after the stimulus onset. This yielded a total number of 52 (13

time samples×4 channels) features. In the second case, for each trial we extracted features

between [1-30] Hz in the same time range as above. Since this results in more than 104

features, we selected for classification the 50 highest ranked features according to their Fisher

score. This score indicates the discrimination capability of each feature and is defined as

f s = |m1 −m2|/(s2
1 + s2

2), where mk and s2
k are the mean value and the variance of class k,

respectively. In the third case, both temporal and connectivity features were used (selected

separately) and then fed into the classifier. We report the classification performance as the

area under the specificity-sensitivity curve (AUC) computed using 10-fold cross-validation.

To verify whether the classification performance was significantly better than chance level,

we used a permutation test, through training classifiers using randomly shuffled labels. The
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procedure of generating random classifier was repeated for 1000 times, and for each of them

we obtained its testing performance. The upper 95% percentile of the testing performance

distribution was obtained and compared to the results of the original classifier. This assesses

how likely it is to obtain the classification performance by chance alone.

6.3 Results

6.3.1 Event related potentials (ERP) and spectrogram

On average, we obtained 121.33 ± 15.43 (mean ± standard deviation) error trials and 441.33 ±
12.71 correct trials per subject. Figure 7.2.A shows the grand average ERP of correct and error

trials of four electrodes (F3, F4, FCz and CPz). For visualization, we filtered the raw EEG data

between [1-10] Hz after using common average reference across all 64 channels. Significant

differences between two conditions are shown as green areas in the figure (t-test, Bonferroni

correction).

ERPs in FCz and CPz (midline areas) show higher modulations than the other selected elec-

trodes. A negative peak appears at about 240 ms in the error condition (Figure 2.A, black lines)

in both FCz and CPz. After that, a positive peak is observed at about 330 ms with a following

negative peak at about 420 ms in FCz and around 500 ms in CPz. In the correct condition

(Figure 2.A, gray lines), both FCz and CPz include a positive peak at around 260 ms and a

negative peak around 400 ms. Significant differences can be observed from 200 ms until 650 ms

after the stimuli onset in both FCz and CPz. In the electrodes F3 and F4 (frontolateral sites),

the most evident differences between correct and error are found at about 420 ms. At this time

a negative deflection, lasting until about 500 ms, can be observed in the error condition (black

line) but not in the correct condition (gray line). Significant differences could be found around

420 ms in both F3 and F4. These differences are larger at the left frontal areas (F3).

These results are consistent with previous studies of error monitoring with a similar protocol

(Chavarriaga and Millán, 2010; Iturrate et al., 2014), and the negative peak in midline regions,

particularly FCz, replicates negative ERP deflections reported by other error monitoring exper-

iments (van Schie et al., 2004; Milner et al., 2004; Ullsperger et al., 2014).

Figure 7.2.B illustrates the ERP (error - correct) of EEG topographies during (0 ms) and after

the stimuli (ERP peaks: 240 ms, 330 ms and 490 ms). No evident difference could be found at

0 ms. In contrast, we found a larger negativity for the error condition in medial central regions

at 240 ms, followed by higher activity at 330 ms. Finally a larger negativity is also observed for

the error condition in medial frontal regions at 480 ms. The spectrogram of channels F3, F4,

FCz and CPz, computed using the short-time Fourier transform with window size 250 ms and

overlapping 98%, is shown in Figure 7.2.C, error - correct. Frontal central (FCz) theta occurring

around 250 ms seems to be the most prominent pattern. It appears in other channels (CPz, F4

and F3) as well but exhibiting a smaller amplitude than in FCz. The theta modulations finish
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before 500 ms. A second modulation, although not as strong as in the theta band, manifests

in the lower beta band in FCz and CPz at around 400 ms. Statistically significant differences

(Wilcoxon ranksum test, corrected by a 1000 random permutation test) were found in FCz,

CPz and F3, between 200 and 500 ms in the [4-10] Hz frequency range.
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Figure 6.2: A. Grand average of the event-related potential (ERP). The black lines indicate the
error condition, the gray lines show the correct condition, and green areas show the periods
with significant differences between error and correct. Origin of the time axis, 0 s, represents
the onset of the visual stimuli (i.e. cursor movement). Four EEG channels in frontolateral (F3
and F4) and midline central (FCz and CPz) areas are illustrated. B. Topographies of the ERP
difference (error - correct) at selected time points, -0.2 s, 0s, 0.24 s and 0.33 s. C. Differences
of event related spectral perturbation of selected channels. The gray (p < 0.05) and black (p
< 0.01) contours indicate the areas where significant differences between correct and error
conditions were found.
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6.3.2 Information inflow and outflow

Estimation of the information inflow and outflow in theta band shows that the error con-

dition have stronger connectivity modulations than the correct condition (Figure 6.3). In

the error condition, the frontal and frontocentral areas have the highest increased inflow.

Most electrodes (gray circles, p < 0.002) in these regions show significant differences com-

pared to the pre-stimulus activity, particularly in frontocentral and frontolateral channels, as

shown by the black markers (Bonferroni correction). For the outflow patterns, the essential

brain regions are frontocentral and centroparietal. In addition, given previous evidences that

MFC is the generator of the error-related ERP (Holroyd and Coles, 2002; Taylor et al., 2007;

Milner et al., 2004) and the contribution of frontoparietal interaction in the attention net-

work (Ptak, 2012), we therefore choose frontocentral (defined as the combination of FC1, FCz

and FC2 electrodes), frontolateral (F5, F3 and F1; and F6, F4 and F2 for left and right ones

respectively) and centroparietal (CP1, CPz and CP2) regions for further analyses. We averaged

the brain connectivity of electrode pairs between these regions after the computation of the

SdDTF, e.g. the connectivity from frontocentral to left frontolateral is the mean value among

all pairs from electrodes FC1, FCz and FC2 to electrodes F1, F3 and F5.
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Figure 6.3: Grand average of information inflow and outflow for all electrodes in theta band.
Results were referenced by dividing the mean value of the pre-stimulus time window (-875 ms
to -125 ms) and averaged for all subjects. Values equal to 1 denote no change from pre-stimulus
levels. Greater values indicate an increase in inflow/outflow, while smaller values represents a
decrease. Gray circles indicate p < 0.002, and the black markers denote statistical significance
using Bonferroni correction.

6.3.3 Multi-trial brain connectivity patterns

Figures 6.4.A, C and E illustrate the dynamics of directional brain connectivity patterns in

the time-frequency domains. This figure shows the connectivity patterns by SdDTF for both
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directions, e.g., Figure 6.4.A indicates causal connection from frontocentral to left frontolateral

(first row) and from left frontolateral to frontocentral (second row). The statistical tests

(Wilcoxon signed rank test) between baseline (-875 ms to -125 ms) and monitoring periods at

a subject level are shown in Figure 6.4.B, D and F. As can be observed, significant differences

only appeared in the error condition, specifically in the theta band.

In lower frequencies, i.e. theta and alpha, brain connectivity increases. In error trials, signifi-

cant increases (p < 0.05) appear in the information flow from frontocentral to both left and

right frontolateral areas in the theta band, starting at about 200 ms and ending at about 400 ms.

Significant connectivity pattern between frontocentral and left frontolateral areas (Figure

6.4.A, 6.4.B, 6.4.C and 6.4.D) could also be observed. In contrast, no significant modulation

appears after correct trials. The pattern of information flow in the opposite direction (i.e.

from frontolateral to frontocentral sites) exhibits an increase in the theta and alpha band,

and is significant from the right hemisphere (p < 0.05). In the correct condition, the brain

connectivity in both directions does not change significantly neither in the theta nor alpha

band (p > 0.05) with respect to the baseline period. The information flow from centroparietal

to frontocentral areas shows an early increase (starting at about 100 ms) in connectivity in

the theta band for the error condition, as displayed in Figures 6.4.E and F. This modulation

precedes those observed between frontocentral and frontolateral regions, and may be related

to perceptual processes. An increase in connectivity from frontocentral to centroparietal areas

appears in the alpha and theta bands as well.

In higher frequency bands, i.e. beta and gamma, we observe a significant decrease in the

information flow from frontolateral to frontocentral areas in the error condition. This pattern

slightly precedes the increase observed in lower frequencies. This pattern is significant in the

error condition (p < 0.05) between baseline and after onset: starting at 100 ms to 300 ms from

left side in beta and gamma and later from the right hemisphere. As before, no significant

modulations appear in the correct condition.

Information flow in the opposite direction, from frontocentral to frontolateral areas, decreases

as compared to the baseline level for both conditions, but no significant change could be

found. The connectivity patterns between frontocentral and centroparietal regions also de-

crease in the error condition, with a significant reduction from centroparietal to frontocentral

in the gamma band (p < 0.05). As before, the modulations in the correct condition are much

lower and show no significant difference with respect to baseline levels.
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Figure 6.4: Brain connectivity between frontocentral, frontolateral and centroparietal areas.
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Figure 6.4: A, C and E represent SdDTF in the time-frequency domain. Colors in the figure rep-

resent the ratio with respect to pre-stimulus level (average between -875 s and -125 ms). Values

equal to 1 represents no difference (equivalent as pre-stimulus level) in brain connectivity.

Smaller values indicate depressed brain connectivity, and, conversely, values greater than 1

denotes enhanced cross-regional interactions. The two columns on the right side (B, D and F)

show the mean values and standard deviations of the SdDTF for each window and frequency

band across subjects. The duration of the six windows are indicated at the bottom of the two

right-side columns ([-0.1, 0.1], [0.0, 0.2], [0.1, 0.3], [0.2, 0.4], [0.3, 0.5] and [0.4, 0.6]). They also

indicate significant differences (Wilcoxon signed rank test, p < 0.05). The head maps in the

center line indicate the brain regions that are analyzed: frontocentral and left frontolateral in

A and B; frontocentral and right frontolateral in C and D; frontocentral and centroparietal in E

and F.

6.3.4 Single trial connectivity and classification

Figure 6.5.A shows the estimation of the single trial modulation of brain connectivity patterns

between F3, F4, FCz and CPz. The figure illustrates the grand average of all trials of the 15

subjects in the time window 200 ms to 400 ms as well as statistically significant values with

respect to the baseline period (-800 to -200 ms).

The connectivity values of the correct condition (gray bars) show no significant modulation, in

comparison to the baseline period. In the error condition, the results are consistent with the

multi-trial analysis, i.e. information flows from frontocentral to frontolateral and centropari-

etal sites are enhanced in the theta band. A decrease in beta connectivity in the opposite

direction is also observed, which is significant from frontolateral to frontocentral sites.

We computed the Fisher score for each connectivity feature, which measures how well that

feature separates correct and error trials. Figure 6.5.B reports the averaged Fisher score of

all pairs throughout the frequency domain for each time point. The Fisher score revealed

that most of the discriminability between error and correct trials came from the time interval

between 200 ms to 400 ms. Figure 6.5.C shows an equivalent analysis in the frequency domain.

Low frequency bands (4-15 Hz, mainly theta and alpha) are the most dominant rhythms, with a

smaller peak in beta (around 25 Hz). Discrimination power associated to spatial directionality

(averaged in time window 0 s-0.7 s) are illustrated in Figures 6.5.D and 6.5.E for 4-15 Hz and

25-30 Hz, corresponding to the two peaks in Figure 6.5.C. The width of the arrows represents

the normalized Fisher score. The information flows in the theta band from FCz to F3, F4 and

CPz are much stronger than others, while a larger decrease is seen in the beta flows from F3,

F4 and CPz to FCz. These results are consistent with the patterns obtained in the multi-trial

analysis.
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Figure 6.5: Single trial analysis of brain connectivity between F3, F4, FCz and CPz.
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Figure 6.5: A. The columns represent the mean value between 200 ms and 400 ms for theta

and beta bands. Asterisks indicate statistical significance (p < 0.05) between baseline (-800 ms

to -200 ms) and after onset (200 ms to 400 ms). B. Discrimination power (Averaged Fisher

score ± standard error) of brain connectivity features in temporal domain. C. Discrimination

power of brain connectivity features (Averaged Fisher score ± standard error) in frequency

domain. D and E: Spatial directionality of discrimination power in low (4-15 Hz) and high

(25-30 Hz) frequency bands. The width of the arrows represents the normalized Fisher score. F.

Classification performances of three feature sets: connectivity, temporal and the combination

of them. The bars represent AUC for each subject, and the black lines indicate the 95%

confidence chance of output from random classifiers. Asterisk indicates that, across all

subjects, the combination of features yields a significant improvement (p < 0.05, see text for

details).

Figure 6.5.F shows the classification performance (AUC) for the three types of features used:

connectivity, temporal and combined features. Besides the AUC for each subject it also shows

the mean AUC across all subjects. Chance level estimated using a permutation test (95% confi-

dence interval) is indicated by the black line in the bar. In all subjects the three types of features

yielded classification performance significantly higher than chance level (paired Wilcoxon

signed rank test p<0.05). The performance using connectivity-based features (AUC = 0.7682)

was lower than for temporal features (AUC = 0.8502). However, the combination of the two

features resulted in significantly higher performance (AUC = 0.8709) than using temporal

features alone (paired Wilcoxon signed rank test, p<0.05). Overall, 14 out of 15 subjects had

higher AUC with combined features. These results suggest that not only it is feasible to extract

discriminant information from the connectivity patterns in single trials, but also that this

information is complementary to the customary temporal features.

6.3.5 Methodological Considerations

The brain activity at source level is particularly interesting. For this, inverse solution methods

are usually used to estimate the source activity prior to the connectivity analysis (Schoffelen

and Gross, 2009; Hipp et al., 2011). As a methodological check, we include it in this study.

Among the existent inverse solution methods, beamforming is one of the most frequently used

methods. This method maps the EEG signals into electric activities within specific regions of

interest (ROI) by maximizing the variance ratio inside and outside the ROI (Grosse-Wentrup et

al., 2009). We replicated the previous analysis using this technique. The processing followed

the computational steps in (Grosse-Wentrup et al., 2009), and we used the generic MNI-based

leadfield matrix for all subjects. ROIs were selected as the 10 closest voxels (within 1.5 cm

radius sphere from the closet point in the cortex under the surface electrode) to each of the

41 EEG electrodes. Particularly, the beamformer was derived for each subject using 100 trials

(-1 s to 1 s) in both conditions together. Figure 6.6.A shows the averaged source topographies
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(error - correct) at the ERP peaks, 240 ms and 330 ms.
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Figure 6.6: A. The difference (error - correct) of topographies in source level at 240 ms and
330 ms after visual stimuli, using beamforming of 41 ROIs under 41 central EEG electrodes.
The values are thresholded at -0.2µV for the negative peak and 0.4µV for the positive peak.
B. Time-frequency spectrogram (error - correct) of four brain sources under electrodes F3,
F4, FCz and CPz. C. Fisher score of brain connectivity patterns between four selected brain
sources, in two frequency bands, 4-15 Hz and 20-30 Hz. The values of the Fisher score are
represented by the color and the thickness of the arrows. Power spectrum density (error -
correct) of the brain sources at 240 ms is indicated by the color.

Consistent patterns with the EEG topographies were found (Figure 7.2.B), i.e. negativity at
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240 ms and positivity at 330 ms in medial central areas. The spectrogram (error - correct) of

the four selected ROIs, under F3, F4, FCz and CPz, are illustrated in Figure 6.6.B, showing

higher theta modulation in the error condition from about 200 ms after stimulus onset. We

also estimated single-trial connectivity patterns between the four selected ROIs, i.e. left and

right frontolateral, medial frontal and centroparietal regions, using DTF. This yielded similar

brain connectivity patterns (measured by the Fisher scores, Figure 6.6.C), particularly in the

theta band. The colors of the head model indicate the differences (error - correct) of the band

power, theta (left) and beta (right) in all 41 ROIs, showing higher theta and lower beta power in

the error condition.

6.4 Discussion and conclusion

The results of the current work show that specific modulations of directional brain connectivity

patterns are elicited when subjects are monitoring external erroneous events. In particular,

there is an increase of information transfer at the theta band between frontal and parietal

regions and from frontocentral to frontolateral areas; as well as a suppression of brain interac-

tions from frontolateral and centroparietal to frontocentral areas at the beta band. Previous

studies using intracranial and surface EEG, as well as hemodynamics neuroimaging tech-

niques have pointed out that the information transfer patterns between the frontolateral and

frontocentral regions are associated with the monitoring of self-generated errors (Cavanagh et

al., 2009; Brázdil et al., 2009; Debener et al., 2005). In addition, there are consistent reports of

MFC activation due to erroneous information both from internal and external sources (Hol-

royd et al., 2004; Cavanagh et al., 2012). We report patterns similar to those obtained for

monitoring self-generated errors, further supporting the existence of a common mechanism

of monitoring processes in the brain, irrespective of the modality of the error.

Theta dynamics in the MFC relates to focused attention, working memory and action con-

trol (Klimesch, 1999; Klimesch et al., 2001; Sauseng et al., 2004; Gevins and Smith, 2000;

Buzsáki and Draguhn, 2004), particularly error monitoring and feedback processing in both

human (Trujillo and Allen, 2007; Cavanagh et al., 2009; Cohen et al., 2008; Wang et al., 2005) and

primates (Tsujimoto et al., 2010; Womelsdorf et al., 2010; Kuwabara et al., 2014), and organize

cross-regional brain interactions for cognitive control processes (Cohen and Cavanagh, 2011;

Cohen et al., 2009A). Further studies report the MFC theta as a common temporal neural

pattern during endogenous and exogenous monitoring processes (Cavanagh et al., 2012;

Ullsperger et al., 2014). We report increased theta connectivity patterns during error moni-

toring. In particular, the directional information transfers from frontocentral to frontolateral

regions possibly reflect the communication from MFC to lateral regions as further cogni-

tive reaction after the error detection in MFC, consistent with the patterns elicited by self-

generated errors as measured by electrophysiological (Luks et al., 2002; Brázdil et al., 2007;

Cavanagh et al., 2009; Brázdil et al., 2009), and fMRI (Debener et al., 2005; Agam et al., 2011)

techniques. This highlights the role of theta dynamics in frontal areas as a common cognitive

mechanism between different performance monitoring processes, i.e., external erroneous
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events and self-generated errors (Cavanagh et al., 2012).

Interestingly, we found stronger information flow from frontocentral to left frontolateral than

from frontocentral to right regions, illustrated in Figure 4. The lateralization phenomenon is

also observable in ERP amplitudes, the F3 has lower negative peak than F4, as shown in Figure

2. A. Larger inter-channel theta synchrony between left frontal hemisphere and frontocentral

sites – with respect to right frontolateral sites – have been previously reported in an action

monitoring tasks, c.f., Figure 3 in (Cavanagh et al., 2009). It has been suggested that the left

dorsal prefrontal cortex is more related to participant’s expectation regarding the nature of the

upcoming trial, whereas the right dorsal prefrontal cortex is associated with the online macro-

adjustments in a conflict-driven context (Vanderhasselt et al., 2009). It might be possible that

the pattern of lower interactions with right frontocentral areas is caused by the fact that the

monitoring process in our experiments does not require any further behavioral adjustments.

However, it is yet to be elucidated the exact mechanisms that govern this lateralization pattern.

We also observed significant information flows between centroparietal and frontocentral

areas starting as early as 100 ms. This pattern appears before the activation of the network in

frontal regions (i.e., between frontocentral and frontolateral), and may be linked to perception

processes. Since the cursor moving directions are balanced in both error and correct condi-

tions, this pattern is not correlated with specific moving directions. An interpretation of this

frontoparietal interaction is that the sensory representation towards visual perception in the

parietal cortex has already been biased by the contents in the working memory, modulating

the information flow after stimulus onset, and reported as an integration between bottom-up

perception and top-down control process (Ptak, 2012). However, modulations of connectivity

patterns between frontal and parietal regions have not been reported in the studies of moni-

toring self-generated errors. A previous study was unable to find significant modulation of

phase synchrony between FCz and parietal regions (Cavanagh et al., 2009). However, in these

studies the EEG data is time-locked to the behavioral responses, and stimulus-locked parietal

patterns – more related to sensory processes – may be wash out after trial averaging given the

variability of the reaction time.

Besides modulations in the theta band, we also observed decreased connectivity patterns in

the beta and gamma bands. The beta band activity is associated with the maintenance of the

current sensorimotor or cognitive state (Engel and Fries, 2010). Decreased beta power and beta

synchronization are usually related with the changes of cognitive conditions (Pfurtscheller

et al., 2005; Jurkiewicz et al., 2006). Also, beta modulation is expressed more strongly if the

maintenance of the status quo is intended or predicted than after novel or erroneous events

(Engel et al., 2001; Engel and Fries, 2010). Accordingly, greater beta power in frontocentral

areas has been reported after correct feedback in reinforcement learning tasks (Cavanagh

et al., 2012). This effect has been attributed to increased coactivation of MFC and motor

cortices during feedback processing (Cohen and Ranganath, 2007). In turn, other studies

reported stronger beta depression and rebound in MEG signals after error trials in a monitoring

task (Koelewijn et al., 2008). Together with our results, this shows that the beta modulations
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are also sensitive to the errors in absence of motor responses. Rather than reflecting low-level

automatic motor resonance, the beta desynchronization corresponds to the discontinuation

of the current cognitive states as a high level role, not restricted to motor related intentions

(Koelewijn et al., 2008; van Schie et al., 2004). This study supports this theory, since no

specific movement reaction is required in the task but the continuation of the cognitive state

maintenance is no longer sustained after the perception of erroneous events.

Currently, there is an increased interest in the possibility of performing single-trial, spatio-

temporal analysis of the neural correlates of monitoring processes (Debener et al., 2005;

Cavanagh et al., 2009; Heike et al., 2010; Cohen and Cavanagh, 2011; Cavanagh et al., 2012).

This allows to elucidate phenomena that is hardly observable using averaging-based methods.

Here we show that cross-regional interaction patterns can be estimated at the single-trial level.

These patterns are obtained with a regression model, and thus are not linearly dependent with

original EEG channels, possibly providing discriminant information for decoding whether

a trial corresponds to monitoring the correct or erroneous condition. Notably, significant

differences and discrimination capability (Fisher score) in the single trial modulations further

verified that the obtained brain interaction patterns during error cognition are coincident with

the modulation patterns obtained at the subject level. The estimation of connectivity patterns

in a single-trial basis shows that the network dynamics do convey information about the brain

modulations of the monitoring process. Importantly, this information is complementary to

the one provided by standard ERP analysis for the use of recognizing error trials, both in the

temporal and spectral domain.

Recent studies of EEG-based brain-computer interface show that the classification perfor-

mance of motor imagery tasks using brain connectivity features, either DTF (Billinger et al.,

2013) or instantaneous phase difference (Hamner et al., 2011), is comparable to the use of

customary band power features. Connectivity-based features have also been used for con-

tinuous decoding of arm trajectories from electrocorticography signals showing increased

estimation accuracy with respect to spectral features (Benz et al., 2012). However, most of

these classification or regression models are mainly data driven, extracting features through

optimization algorithms, without providing a explicit interpretation about the selected fea-

tures. The current work provides evidence that discriminant connectivity-based features not

only allows pattern recognition, but are also consistent with the current knowledge about the

dynamics of the brain network involved in monitoring processes.

It should be noticed that the single-trial connectivity estimation required larger analysis

windows than the multi-trial analysis. This increases the reliability of the parameter estima-

tion, but decreases temporal resolution. Further work can explore alternative algorithms

to overcome this limitation, for instance, adaptive DTF based on adaptive estimation of

autoregressive parameters (Wilke et al., 2008).

To summarize, modulations of brain connectivity patterns appear in both low and high fre-

quency bands in the process of monitoring external events through the recording of scalp
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EEG. In particular, strong theta modulations are obtained both at average and single-trial

level These results, consistent with modulations elicited after the monitoring of self-generated

errors, support the parsimonious role of theta activity in MFC in coordinating cross-regional

activity during various monitoring processes. Importantly, since our protocol does not involve

motor response, these network patterns appear to be related to intrinsic mechanisms of the

function of error cognition in human brain, instead of being exclusively linked to co-activation

with motor areas. Furthermore, the temporal evolution of the EEG connectivity modula-

tions – i.e., activation of frontoparietal network precedes increased frontolateral interactions –

suggests a possibly hierarchical organization of the monitoring cognition: Early frontopari-

etal interaction may reflect modulation of neural activities by bottom-up sensory inputs,

whereas frequency-specific interactions between frontocentral and frontolateral areas reflect

the perturbation of cognitive states in the working memory and the preparation for potential

top-down adjustment. Future work will be devoted to investigate the causal dependences

between these two modulation patterns, as well as trial-by-trial changes in different response

and feedback tasks.
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7 EEG-based Decoding of Error-Related
Brain Activity in a Real-World Driving
Task
7.1 Introduction

Driving a vehicle requires multiple cognitive processes, e.g., sustaining current vehicle con-

ditions, monitoring environmental events, and action decisions. Currently, driving assistant

systems are mainly based on monitoring the vehicle conditions, e.g., the parameters of the car

(steering, braking and accelerating), vehicle’s location, complexity of the environment, and

distance from other automobiles. Recently, it has also been proposed that these systems can

also monitor driver’s condition through the recording of EEG, ECG and EOG signals (Chuang

et al., 2010; Haufe et al., 2011; Haufe et al., 2014).

Brain computer interfaces (BCI) have been developed to restore communication capabilities

for patients, or healthy individuals (Lebedev and Nicolelis, 2006; Millán and Carmena, 2010),

i.e., in-car assistant system. These BCI systems will decode driver’s brain activity to estimate

his/her cognitive states or action intentions. For instance, the system can verify whether

the driver is paying attention to the driving behavior (Simon et al., 2011), estimate mental

workload (Dijksterhuis et al., 2013), or predict driver’s intention of action (e.g., braking, traffic

lights, and lane changes) (Haufe et al., 2011; Khaliliardali et al., 2012; Gheorghe et al., 2013a;

Haufe et al., 2014; Kim et al., 2015).

The present study investigates another modality for a brain-dependent driving assistance

system tested in a real car. It relies on the error-related brain activity. Error-related processing

is a basic brain function related to learning and regulating goal-directed behavior (Holroyd

and Coles, 2002; Taylor et al., 2007). It is considered as an underlying monitoring process

for both endogenous and exogenous conflict information, e.g., expectation mismatch or

erroneous motor commission (Cavanagh et al., 2012). The error-related brain activity can

be reflected in scalp recordings in the form of phase locked event related potentials (ERP),

around 50 ms after erroneous motor responses (Gehring et al., 1993; Holroyd and Coles, 2002;

Cavanagh et al., 2012), or 250 ms after the stimuli presence in the case of monitoring external

errors (van Schie et al., 2004; Chavarriaga and Millán, 2010; Chavarriaga et al., 2014). This

ERP pattern has been used in BCI for detecting error activity while human subjects either
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control moving objects (Parra et al., 2003; Ferrez and Millán, 2008) or monitor an external

system (Chavarriaga and Millán, 2010; Iturrate et al., 2014). This information can then be

used to correct user’s erroneous decision (Parra et al., 2003), improve the information transfer

rate of BCI system (Ferrez and Millán, 2008), or detect subject’s intentional preferred target

(Chavarriaga and Millán, 2010; Zhang et al., 2012). See (Chavarriaga et al., 2014) for a review.

The current study try to detect error-related brain activity during driving. In the experiments,

a driving assistant system presents a directional cue indicating a turning direction before

reaching intersections, and single trial classification is performed to recognize error-related

brain activity to verify whether the directional cue corresponds to driver’s intention. Some of

the results in this chapter has been previously published in (Zhang et al., 2013).

7.2 Materials and Methods

7.2.1 Participants

Twenty-two subjects (three female, age 26.79 ± 3.51) participated in the experiments in the

car simulator. Seven of them (one female, age 27.86 ± 1.95) participated in the evaluation

of online decoding. Seventeen subjects in the experiment in the car simulator had driving

licenses and 9 of them were driving recently.

Eight subjects (two female, age 28.62 ± 2.72) participated in the real car experiments. Seven

of them (two female, age 28.42 ± 2.88) participated in the online evaluation. All subjects in

the real car experiment hold valid driving licenses and were active drivers. The experimen-

tal protocols were approved by the local ethical committee and subjects provided written

informed consent. All subjects, in both car simulator and real car experiments, had normal

or corrected-to-normal vision, and did not report any known neurological or psychiatric

diseases.

7.2.2 Experimental settings in car simulator

The first phase of the experiments was performed on a custom-made simulated car, shown in

Figure 7.1.A, corresponding to a realistic vehicle with normal-sized car seat, steering wheel,

accelerate and brake pedals. For the experiments, we designed a 3D virtual environment of

a small town including six north-to-south and five east-to-west roads arranged in a rectan-

gular grid using the software Blender (http://www.blender.org/). The protocol was run in a

customized open source driving simulation program VDrift (http://vdrift.net/). The virtual

driving environment was presented in three 27 inch 3D monitors, which were about 120 cm

away from subject’s eyes. The monitors allowed to present the scene from 8 directions and

do not require the user to wear 3D glasses. During the experiment, the car control signals

(steering, pedal positions), vehicle dynamics and its position in the virtual environment are

continuously recorded at a sampling rate of 256 Hz.
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Subjects were instructed to drive following street boards located on top of the intersections

as shown in Figure 7.1.B. The speed of the vehicle was limited to 60 Km/h. When the car

approaches an intersection (at approx 80 m) a visual cue composed of three gray arrows

(pointing left, up and right) appeared at the lower part of the wind shield. One second later,

still before the car reached the intersection, one of the arrows was highlighted in green,

indicating one of the possible driving directions (directional cue). This cue was supposed to

show the turning direction inferred by another driving assistance system. All cues disappeared

500 ms after the directional cue.

B

C

A

-1s

0s

1s

Warning

Directional Cue

Warning

Directional Cue

Visual feedback

Car Simulator Real Car

Right Turn
Le  Turn

E

D

Figure 7.1: Experimental settings and protocols. A. Setup of experiments in car simulator
with EEG recording. B. Virtual environment as perceived by the driver in the car simulator.
Directional signs (white panel with black arrow in the center) shows the direction of turning;
while information from the driving assistant are shown over the dashboard (gray and green
arrows). C. Timings for experimental protocol. A visual cue is shown to notify subjects that
a new trial is starting, and the directional cue informs a possible turning direction to elicit
error-related brain activity if conflicted with subject’s preference, and the visual feedback
indicates whether the system have detected error activity. The arrows disappear at 500 ms. D.
Vehicle Infiniti FX30 used for the real car experiments. The inset shows the monitor displaying
the experimental cues. E. The closed track used for the real car experiments. The red flag
indicates the start point of the lap.
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During the experiment, the probability of directional cue (green arrow) pointing to the same

direction as the street board was 70%. Twenty-two subjects performed one offline recording

composed of 5 runs, where each run was composed of 30 trials, i.e., 30 intersections, and

lasted about 9 to 12 minutes. Seven of these subjects participated in subsequent online

recordings, which contained 4 to 6 runs depending on the subject. This yielded 150 trials (i.e.,

intersections) for offline runs and an average of 158.57±14.64) trials for the online analysis.

7.2.3 Experimental settings in the real car

The real car experiments were performed in an Infiniti FX30 vehicle, shown in Figure 7.1.D.

Subjects were requested to use the automatic gearshift and keep their hand on the steering

wheel to limit their arm movements. We disabled the built-in driving assistance systems

during the experiments, i.e., intelligent cruise control, lane departure prevention, and vehicle

dynamic control. Similarly to the car simulator, the vehicle was equipped with a driving logger

(provided by the manufacturer) that recorded steering and pedal positions at a sampling rate

of 256 Hz. A 7 inch screen was placed on the dashboard in front of the subject (behind the

steering wheel) to show the task-related arrows during the experiments. For safety reasons,

the real driving experiments were performed in a closed road without any other vehicle or

pedestrians.

Subjects drove the car following direction signs placed along the road, as shown in Figure

7.1.C and E. Based on the topology of the real road used for the experiments, the options of

turning were reduced to left and right, thus only these two arrows were shown as directional

cues. The timings of the visual cues were exactly the same as in the car simulator. Subjects

were asked to drive normally as in a secondary road and limit their speed to 60 km/h. Each

run of the real car recording consisted of 5 laps (9 trials per lap), i.e., 45 trials per run, which

lasted around 15 to 20 minutes, depending on the speed of the car. We recorded 3 runs for

each subject corresponding to 135 trials. Eight subjects performed offline experiments on the

first day, and seven of them participated in a second recording day to test online decoding.

Six subjects performed directly the online runs using a classifier trained in offline data from

the previous day. The offline data (first day) of the remaining subject was contaminated by

artifacts, therefore she performed two offline runs on the second day, followed by one online

runs.

In most runs of the online experiment with the real car (normally from the second run),

subjects were given additional visual feedback 1 s after showing the directional cue (green

arrow). The visual feedback was a red arrow, only shown when an error potential was detected

from the EEG (Figure 7.1.C), pointing to the opposite direction as the green arrow. No visual

feedback was shown when the EEG signal was recognized as a correct trial. The term “visual

feedback” is used to indicate the red arrow after classification.
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7.2.4 Data acquisition and pre-processing

Unless specified, the processing of physiological signals was the same for both simulated

and real driving experiments. EEG signals were recorded from 64 locations according to the

extended 10/20 system using a Biosemi Active Two system with a sampling rate of 2048 Hz.

Ground and reference electrodes were replaced by the Common Mode Sense (CMS) active

electrode and the Driven Right Leg (DRL) active electrode. Signals were referenced to the CMS

electrode placed 1 cm to the left of POz. EOG signals were simultaneously recorded using

electrodes positioned above the nasion and below the outer canthi of both eyes. Experimental

events (timing and type of the visual cues) were marked in both EEG data and the driving log

file via hardware triggers sent from parallel port.

For the data obtained in the car simulator, we analyzed the temporal waveform of the ERP

after filtering the raw signal spatially, common average reference (CAR), and in the frequency

domain, 4th order non-causal Butterworth filter with cutoff [1 10] Hz. The choice of this

frequency band is based on the fact that the main oscillatory signature of error-related brain

activity is in the theta band (Holroyd and Coles, 2002; Taylor et al., 2007; Chavarriaga et al.,

2014). We kept the same processing for the online experiment in the car simulator, except

using a causal filter. In addition to the analysis of the temporal waveform, we also computed

the PSD of the signal in a broader band, namely [1 50] Hz for car simulator and [1 30] Hz for

the real car. This difference was motivated by the presence of vehicle specific electrical noise

at 30 Hz.

For the real car experiment, the offline analysis was the same as in the car simulator. Prior

to applying CAR, the EEG data was visually inspected to discard noisy channels. The signal

in those channels was replaced by the average of neighbors. Contaminated electrodes were

mainly located in parietal regions, which are [FC5 PO4 P2] for subject 1, [FC5] for subject 4,

[P1 Pz P2 P3 CP2 CP4 CP6 FC6 O2] for subject 5, and [P1 PO4] for subject 7.

For the online processing of the real car data, the CAR was not performed for the reason that

the signals were more prone to contamination in some of the electrodes, and the contaminated

signal will affect the other channels in the case of applying CAR. Among all subjects, one of

them (Subject 4) had substantial level noise in the real car experiments on the first day. For this

reason, we discarded the subject’s data on that day and only used the data from the second

day.

After preprocessing, we extracted correct and error trials according to the onset of the direc-

tional cue (t = 0 s). Epochs were defined to include data from one second before (t = -1 s) to

one second after (t = 1 s).

7.2.5 Classification

EEG activity was decoded in order to infer whether the user perceived the directional cue as

’correct’, i.e., in agreement with the intended direction showed by the traffic sign, or ’erroneous’,
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otherwise. Classification between correct and error was performed based on the ERP time

signal in the period, between 0.2 s and 0.7 s after the onset from 41 EEG electrodes: AF3, F1,

F3, F5, FC5, FC3, FC1, C1, C3, C5, CP5, CP3, CP1, P1, P3, P5, PO3, POz, Pz, CPz, AF4, AFz,

Fz, F2, F4, F6, FC6, FC4, FC2, FCz, Cz, C2, C4, C6, CP6, CP4, CP2, P2, P4, P6 and PO41. The

50 most discriminant features (channel and time point) were selected for classification. The

discriminant power of each feature was estimated using the Fisher score: |m1−m2|
(s1+s2) , where mi

and si are the mean value and variance of the samples from the i th class.

We used Linear Discriminant Analysis (LDA) to classify correct and error trials. The offline

performance was evaluated using 10-fold cross validation, where the folds were generated

keeping the temporal structure of the data. Feature selection was performed separately per

each fold using the training data. Since the trial numbers for the two classes were not balanced,

i.e., about 30% of them were error trials, we report the results in terms of both accuracy, and

sensitivity-specificity in the receiver operating characteristic (ROC) space.

Furthermore, the results were compared with chance level, which was computed empirically

by shuffling the training labels, and building a classifier with such training data. The chance

level corresponds to the average performance of repeating the shuffling process 1000 times.

We also controlled that the discriminative information was actually related to error processing

in the brain and not caused by signal contamination due to eye movements. For this, we

trained a classifier using the 3 EOG channels in the offline dataset for both car simulator and

real car. The EOG channels were preprocessed in the same way as the EEG signal.

The online classification followed the same processing as the offline data. In the case of the

car simulator, the classifier was trained using the data obtained so far on that day, i.e., the

classifiers were trained on the data of the preceding runs. So, the first run was offline, as no

data was available for training a classifier. In the real car experiments, with the exception of

Subject 4, we trained the classifier using the data recorded on the first day. The fact of training

and testing the classifier on different days allowed us to further assess the consistence of the

error-related patterns across time.

7.3 Results

7.3.1 Event-related potentials

Frontal central areas are considered as the main brain source for error-related brain activity

(Holroyd and Coles, 2002; Taylor et al., 2007). We observe clear error-related modulations over

these areas in offline datasets, as illustrated in the grand average ERP at FCz, Figure 7.2. The

ERP from car simulator (Figure 7.2.A) exhibits similar amplitude as the real car data (Figure

7.2.B). The signal is smoother in the car simulator, which can be due to the larger number of

participants and trials and the lower noise level in this environments.

1Peripheral electrodes were excluded to reduce signal contamination
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Figure 7.2: Grand average of ERP and PSD at FCz. EEG trials are epoched according to the
directional cue (0 s), from -1 s (presence of the three gray arrows) to 1 s. A. ERP of the car
simulator data. B. ERP of the real car data. Significant differences (p < 0.01) across time
samples between error and correct trials are found by two-sample t-test for all trials, which
are shown as green thick lines. The red triangles indicate the time points selected for the
illustration of topography in Figure 7.3. C. PSD of the car simulator data. D. PSD of the real
car data. PSD is computed in time window [200 400] ms. Statistical tests are performed by a
two-sample t-test for all trials, and the significances (p < 0.05) are shown as the green area.

The ERP elicited in both experiments showed a positive peak after the visual cue, peaking

at about 760 ms before the directional cue in the car simulator data (670 ms in the real car

condition). No statistically significant difference was found (p > 0.01, two-sample t-tests,

corrected by a 1000 random permutation test) between error and correct trials in the period

before the directional cue (‘visual stimulus’ in Figure 7.2.A). After the appearance of the

directional cue (0 ms), another positive peak is found for both the car simulator and real car

data. It appears around 260 ms for the car simulator and 200 ms for the real car case. Again,

77



Chapter 7. EEG-based Decoding of Error-Related Brain Activity in a Real-World Driving
Task

this peak does not show statistical difference between correct and error conditions, suggesting

that none of these peaks is related with brain error processing. Specifically for the first peak (at

-760 ms and -670 ms respectively), the directional cue (containing the information required to

assess correct or erroneous conditions) has not yet been shown. In the experiments, the trials

were randomly generated and balanced, i.e., left, right and straight arrows (left and right in the

real car case) occurred equally often in both error and correct conditions, so we could infer

that these two peaks are not correlated with the perception of spatial patterns of the stimuli.

A positive peak at 290 ms in the real car data can be found, which is significant (p < 0.01)

between the error and correct. We observed a negative peak at about 480 ms. The error

condition has significantly lower amplitude than the correct condition (p < 0.01) for both the

car simulator and the real car datasets. Significant differences between error and correct could

also be found at around 700 ms after the directional cue with higher amplitude in the error

condition. In summary, the two experiments showed consistent ERP patterns and significant

differences between the two conditions.

Topographies of the 41 electrodes considered in this study are shown in Figure 7.3. They show

the scalp wide activity at the onset of the directional cue (0 s) and at the time of the ERP peaks.

Frontal regions show a positive modulation after visual cue (-760 ms for car simulator and

-670 ms for real car case) and the directional cue (260 ms for car simulator and 290 ms for real

car). High activity is observed after the visual cue, probably due to the fact that the subjects

perceived suddenly the first visual cue (three gray arrows), which was also the purpose of

presenting this visual cue, informing the subjects the forthcoming directional cue in order

to reduce the effect of visual surprising from brain error processing. Error and correct trials

showed similar patterns at -760 ms, confirming that no error-related information is contained.

Topographies at the onset of directional cue (0 ms) showed no specific modulation patterns,

amplitudes being close to zero for all electrodes. We observed frontal negative deflections

at about t = 480 ms (t = 475 ms for the real car case) for error and correct conditions, and the

error trials have lower amplitude. Further, at about t = 750 ms (t = 700 ms for the real car case)

we can see a positive pattern in frontal regions, especially in the error condition, relating to

the positive peak in FCz in Figure 7.2.

The increase of theta band in medial frontal cortex (MFC) is considered as the main oscillatory

modulation pattern of error monitoring (Holroyd and Coles, 2002; Taylor et al., 2007; Cavanagh

and Frank, 2014). Figure 7.2.C and D illustrate the power spectrum density (PSD) in the period

[200 400] ms after the directional cue for electrode FCz. For both error and correct trials, the

PSD curves decrease gradually, and drop faster after 12 Hz. Both experiments showed higher

theta power in the error condition. Specifically, significant differences (p < 0.05, two-sample

t-test for all trials, corrected by a 1000 random permutation test) are found between 4-11 Hz

(Figure 7.2.C) in the car simulator and between 7-9 Hz in the real car (Figure 7.2.D) case. No

difference could be found in higher frequency ranges.
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Figure 7.3: Topographic illustration of brain activity at time points of ERP peaks and t =
0 ms (onset of the directional cue). A. Car simulator dataset. B. Real car dataset. 41 central
electrodes are shown in the figure, excluding the peripheral regions.

7.3.2 Offline classification results

The results of offline classification are depicted in Figure 7.4. Each curve in Figure 7.4.A and

B represents the result of one subject, averaged across 10 folds. In both experiments, car

simulator (N=22) and real car (N=8), most of the subjects have a classification performance

above 0.5 (diagonal dash line). The average accuracy across subjects is 0.698 ± 0.065 and

0.6823 ± 0.059 for the car simulator (N = 22) and real car (N = 8) experiments, respectively.

The sensitivity-specificity of the decoder using the area under the ROC curve (AUC) was of

0.729 ± 0.086 and 0.6824 ± 0.086 for the car simulator and real car experiments. Although the

accuracy and AUC are lower in the real car, no significant difference (two sample t-test, p >
0.05) was found between the two experimental settings.

The performance of using EOG features is illustrated as gray boxplots in Figure 7.4.C and D,

which were significantly lower (one sample t-test, p < 0.05) than using EEG features for both

accuracy (0.614 ± 0.082 for the car simulator and 0.589 ± 0.106 for the real car) and AUC (0.616

± 0.116 for the car simulator and 0.574 ± 0.142 for the real car). Furthermore, we computed

the chance level for both experimental settings, shown with the white boxplot in Figure 7.4.C.
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This yielded an accuracy of 0.523 ± 0.042 (car simulator) and 0.554 ± 0.030 (real car), and AUC

of 0.494 ± 0.050 (car simulator) and 0.526 ± 0.051 (real car). Significant differences (p < 10−4,

paired t-test) were found between the chance level (blank boxes) and the EEG classification

for both accuracies and AUC.

7.3.3 Online classification

For the experiments in the car simulator, since the classifier was updated after every run, we

report online performance for each run, from runs 2 to run 5, illustrated in Figure 7.5.A.
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The later run has higher accuracy than the early runs; thus, the 5th run (0.733 ± 0.150) has

higher accuracy than the 2nd run (0.567 ± 0.101), which is statistically significant (p < 0.05,

paired t-test). The false positive rate and true positive rate of each run for the seven subjects

are illustrated in Figure 7.5.B, showing that the performance exceeds chance level in most runs.

We could also observe substantial differences between subjects, e.g., the subject corresponding

to blue diamond shows better performance than that of green hexagrams, which might be due

to the diversity of the signal quality, the experience of performing similar experiments and the

attention level during the recording.

Similarly, the results of online real car experiments are shown in Figure 7.6. Since the online

experiments have different number of runs across subjects, we present the results of each run

for each participant separately. Five subjects did the first online run without the visual feed-

back, i.e., the red arrow one second after detecting the error-related brain activity. Excepting

subject 4, the classifiers were trained based on the data collected in the previous recording

day, and no further update of the classifier was done during online experiments. As shown in

Figure 7.6.A, the classification performance increases across runs, particularly the first run was

never the highest for any subject. Again, variations in performance exist across participants,

e.g., subject 2 has much better performance (0.786 ± 0.060) than the others, and subject 3

(0.545 ± 0.068) has performance close to random level except for the last run. As mentioned in

the section 7.2.3, subject 4 has only one online run using the training data of the same day.

This might be one of the reasons why this subject has relatively higher performance (0.773)

than other subjects.
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7.4 Discussions

In this study, we have analyzed and decoded error-related brain activity while driving a

simulated and a real car. Classification of the EEG signals in a single trial basis yielded

performances significantly above chance level for most subjects and therefore can be used

to obtain information about the driver’s appraisal of the presented stimuli, e.g., to validate

inferences made by a driving assistant system. This study extends our previous work from car

simulator to real car experiments. The consistency of ERP grand averages and classification

performance between the car simulator and real car experiments supports the idea of using

BCI systems to assist in driving tasks. More importantly, the current study also evaluated

decoding of these signals in an online manner, showing similar performance between the two

experimental setups, further proving the feasibility of such systems in realistic applications.

Unsurprisingly, the EEG signals were more prone to artifact contamination in the real car

situation than in the simulated condition. The environmental noise, e.g., moving and shaking

of the automobile as well as the movements of the subject’s eyes and head, are some of the

factors that decrease the quality of the EEG data in this condition. Concerning these aspects,

the robustness and reliability should be taken into account in the design of in-car BCI systems.

The error-related EEG activity has been reported to be largely independent from the stimuli

type (e.g., visual, auditory or tactile) and spatial position of stimuli, modulated only when

subjects perceive conflicting information (Chavarriaga and Millán, 2010). This activity is

mainly associated with modulations in theta band, thus the interest frequency range did not

overlap with the vehicle specific electrical noise observed at 30 Hz in the real car experiments.

Furthermore, as the brain sources of error-related activity is located in the medial frontal

area (Holroyd and Coles, 2002; Taylor et al., 2007), we excluded the peripheral EEG channels

82



7.4. Discussions

for analysis, which are more sensitive to eyes and muscular movement. Comparing the ERP

(Figure 7.2) and topographies (Figure 7.3) between the car simulator and real car results,

we could conclude that even though the signal quality is noisier in real world driving, the

modulation of the brain patterns is kept the same as in the car simulator. The fact that EOG-

based classification yielded low performance also supports the notion that the discriminative

patterns are not originated from eye movements. Further studies may attempt to apply

algorithms to remove eye movements and blinks automatically (Joyce et al., 2004).

The classification results showed performance variations across subjects and runs. In general,

most subjects were naive to the protocol, both for the car simulator and the real car experi-

ments. Only one subject performed the experiment in the car simulator before the real car

recording. The performance variability across individuals and runs is possibly caused by the

attention level and the adaptation to the protocol. As we see in the car simulator data (Figure

7.5.A), the performance gradually increases from run 2 to run 5 with significant improvement,

which is also supported by the real car dataset where the later runs outperform the first one.

These results suggest that certain adaptation is necessary for subject to obtain good and stable

classification performance. Nevertheless, we cannot exclude that the increase in accuracy

observed in the online car simulator experiments are not also due to the larger amount of data

available for training the decoder. Further study may try to find the relative contribution of

data amount and subject adaptation.

We compared this protocol with the previous study of error monitor without any behavior

(Chavarriaga and Millán, 2010) (mean classification accuracy of 0.758 and 0.632 for correct

and error trials, respectively), showing no obvious drop of the classification performance, and

therefore proving that detecting the error-related brain activity in complex tasks is feasible

and the accuracy is equivalent as pure monitoring.

In the current study, even though the classification performance is above chance level for

most of the subjects, it may be not high enough for practical applications. To optimize the

classification performance in future, we can improve the feature selection method in order to

reduce redundancy in the selected features for classifiers (Brown et al., 2012). Additionally,

the current study only uses the discriminative information from ERP patterns, or temporal

waveforms, as classification features. Alternative features, e.g., spectral information and causal

influences between electrodes, are likely to boost classification performance according to

some reported studies on BCI (Wang et al., 2006; Zhang et al., 2012; Billinger et al., 2013;

Omedes et al., 2014). Moreover, the online results in the car simulator data indicate that the

prompt updating of the classifier seems to contribute to performance improvement, which

might be further evaluated through the adaption of the parameters (i.e., mean and variance)

in the LDA classifiers.

In summary, we have presented the first online BCI system in real car to detect error-related

brain activity, as a first step in transferring error-related BCI technology from laboratory studies

to the real-world driving tasks. Consistent brain signatures and classification performance
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prove the feasibility of the approach in complex environments, as an extension of the previous

study in a car simulator. Our future work will focus on investigating other machine learning

methods to improve the performance of error detection, evaluating the possibility of using

alternative stimuli, e.g., auditory or tactile, to evoke error-related brain activity without extra

visual burden during driving, as well as testing the protocol in open roads as compared to

driving in a closed track.
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8 Estimating Brain Connectivity Pat-
terns of Monitoring Error during
Driving
8.1 Introduction

In Chapter 6, we reported brain connectivity patterns during error monitoring. These patterns

are characterized by modulations in the theta and beta frequency bands, and localized in

the medial frontal, parietal and frontolateral regions. That study explored the feasibility

of exploiting connectivity information as classification features for single trial recognition.

However, the study was performed in simple, well controlled experimental conditions, i.e.,

subjects were requested to not perform any movement while monitoring the moving direction

of the cursor, which is ideal to minimize artifacts and to obtain clean brain signals, but it is not

so realistic towards BCI applications.

In this chapter, we explore the preliminary results of implementing brain connectivity analysis

during driving, both in a car simulator and a real car. The data corresponds to the experiments

described in Chapter 7, where the subjects were driving a vehicle, monitoring directional cues

that were shown when the vehicle was about to enter the intersection, and comparing the

intentional turning direction with the shown arrow direction. The connectivity computation

was performed on single trials, providing features for classification. The methods are similar

to those described in chapter 7. To be able to compute these patterns for each trial, a rela-

tively long time window was used and a small number of electrodes were considered, with

the purpose of increasing the reliability of the MVAR model. Classification was performed

using a sliding window to calculate DTF and use Fisher score to choose the most separable

connectivity pairs (c.f., Section 6.2.4).

The other aim of this study is to assess the characteristics of the connectivity features. Since the

connectivity features are computed along a sliding window in the time domain, and the results

of each window are in the frequency domain and across brain regions, the discrimination

power of these features is expected to be consistent with the oscillatory modulation patterns

found in Chapter 6 (See Figure 7.2.2.A).
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8.2 Methods

8.2.1 Data preparation

Before the computation of connectivity, the EEG data was preprocessed through a bandpass

spectral filter, cutoff between 1 and 50 Hz, which is the same as what we did for the moving

cursor moving cursor, i.e., a 4thorder Butterworth filter. The EEG trials were extracted from

one second before to one second after the appearance of the direction cue (the green arrow

that guesses the turning direction).

8.2.2 Computation of brain connectivity

The computation of brain connectivity was based on DTF, the detail description of which

can be found in the Section 3.4. The parameter setting is similar to the computation for the

moving cursor dataset (section 6.2.4 in Chapter 6), i.e., a sliding window was used to perform

the computation of the MVAR model, thus DTF is also obtained in those windows as temporal

modulations. The length of the sliding window was set to 400 ms, with an overlap of 360 ms.

Since the trials were extracted from -1 s to 1 s, we finally got the DTF from -800 ms to 800 ms.

Four EEG channels were included for the computation of brain connectivity, F3, F4, FCz and

CPz, and the order of the MVAR model was set to 5, to trade off the lack of data in such single

trial computation (see 6.2.4). The order satisfies the inequality K (p +1)/(Nsnt ) < 0.1, where

the trial number (ns) equals 1.

After computing the DTF, a 4-dimensional matrix is obtained for each trial, which is 4×4×
30×40. The first two dimensions indicates the interaction among four channels, where the

direction is from the second dimension to the first dimension. The third dimension represents

the frequency range (from 1 to 30 Hz), and the last dimension indicates the time line of the

sliding window. For further analysis we excluded the information in the diagonal of the first

two dimensions, considering only the interaction between different channels. In the phase of

classification, these connectivity pairs were converted into a vector.

8.2.3 Classification settings

In this study two types of features are used to compare with the classification performance

based on the temporal waveform in Chapter 7. As it was the case in Chapter 6, the first type of

features corresponds to the information from DTF values, and the second type is based on

the combination of both DTF and temporal waveforms. Performance was estimated based on

the 10-fold cross validation classification accuracy and the area under the curve. Connectivity

features were selected by Fisher score. For the combined feature set, features in temporal

waveform and connectivity matrices are selected and combined together as input of the

classifier. These settings are the same for both car simulator and real car dataset.
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8.3 Results

8.3.1 Feature analysis

The discrimination power of the connectivity features are analyzed in terms of their distri-

butions in temporal and frequency domains, similar to Figure 6.5. As shown in Figure 8.1.A,

the temporal distribution of the car simulator data is not as smooth as in the dataset of the

moving cursor (Figure 6.5.B). However, we also observe highest discrimination power between

200 ms and 500 s after the directional cue. Similarly, the distribution of the discrimination

power shows higher modulations in theta band (peaking at 7 Hz) and beta band (peaking at

20 Hz), shown in Figure 8.1.B.
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Figure 8.1: The distribution of the discrimination power of connectivity features for simulated
driving. A. The distribution of the Fisher score in temporal domain. B. The distribution in the
frequency domain, 1-30 Hz. The gray areas indicate the standard error across all subjects and
the dark curves represent the grand average.

Similar results are found in the real car driving, i.e., high peak in the temporal domain after

directional cue and two dominant peaks in the frequency domain in theta and beta bands

(Figure 8.2). These results are consistent with the neural signature we found in Chapter 6, con-

firming the existence of similar timing and spectral attributes when we perform experiments

in more complex and realistic situations, such as in simulated and real car driving.

We also obtained the discrimination power for connectivity patterns within the four electrodes

considered, shown in Figure 8.3. The most discriminative pattern for the simulated driving

was from F3 to FCz, and from F4 to FCz in the real car case. The obtained patterns were not as

clear as those found in the simpler experiments (c.f. Figure 6.5), as discriminant power was

more uniformly distributed. These differences may be due to the increased complexity of the

task, and the smaller number of subjects that are considered in the real car study. Further

analysis is required to better characterize these patterns.
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Figure 8.2: The distribution of the discrimination power of connectivity features for the real
car experiments. A. The distribution of the Fisher score in the temporal domain. B. The
distribution in the frequency domain, 1-30 Hz. The gray areas indicate the standard error
across all subjects and the dark curves represent the grand average.

Figure 8.3: The discrimination power of connectivity patterns between 4-10 Hz, from 200 ms
to 800 ms. A. Real car. B. Simulated driving. The information flow is from the vertical index to
the horizontal index.

8.3.2 Classification performance

The classification performance can be found in Figure 8.4. The AUC for the dataset of car

simulator was 0.746 ± 0.057 when only connectivity features were included, and raised to to

0.813 ± 0.069 when we used the combination of both connectivity and waveform features. The

results of using the combination was significantly better (p < 5×10−5, paired t-test) than using

the waveform features alone, whereas no significance was found between the connectivity

and waveform features, p = 0.1915.

For the dataset of real car experiments, all classification results showed ROC curves above

chance level (dash line, AUC = 0.5). The AUC was 0.740 ± 0.058 and 0.711 ± 0.050 (mean ± SD),

respectively for connectivity and combined features, which were not statistically significant

comparing with waveform features. However, six out of eight subjects had the highest AUC

using connectivity features. Four of them had higher performance (comparing with waveform
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Figure 8.4: Classification performance of the datasets in the car simulator (N = 22) and the
real car (N = 8). A. ROC curves for each subject using connectivity features (red trace) and
combined features (black trace). The bar plots indicate the averaged and standard deviation
of the AUC. B. The results of the dataset for real car.

features) using combined features.

8.4 Conclusion

The study in this chapter is a continuation of the study that we performed in Chapter 7,

evaluating the feasibility of discriminating the error and correct trials during driving tasks.

This study follows the analysis procedures for brain connectivity that were developed in

Chapter 6, in which only the dataset of monitoring the moving cursor was considered. Here

we further probe the method in a more realistic protocols.

The distribution of discriminative features we obtained in the driving protocols are not as

clear as the results in the experiments of the moving cursor, where subjects remained still and

avoided body movements. Nevertheless, the main patterns of the discriminative features in

the temporal (positive peak after 200 ms) and frequency domains (high peaks in the theta and

beta bands) remain the same, further proving the role of these frequency bands in the neural

mechanism of brain error processing.

Even though we could not find similar brain connectivity patterns as in the protocol of the

moving cursor, which were shown in Figures 8.3 and 6.5. In particular, the information flows

from frontocentral to frontolateral regions in the theta band are not higher than others. Yet,

one should notice that in the driving protocols, hand movements are necessary to steer (in

order to adjust the position of the vehicle) and press the pedals (in order to sustain the driving

speed), which may affect the cognitive processes in the human brain. In such a realistic

task, it is not surprising that the connectivity patterns were not entirely consistent with the
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results of the task in the laboratory environment, where only pure monitoring is requested

without any motor action. In further studies we will assess the brain connectivity as a multi-

trial basis, which could include larger brain regions and might diminish the environmental

artifacts through the averaging of covariance matrices in the MVAR model. We could also use

artifact-removal methods to clean the data before the connectivity analysis to find more stable

patterns.

Another future research avenue opened by this study, is to explore online classification. The

computation of the brain connectivity should be similar to what we have implemented in

Chapter 4, using a sliding window to obtain DTF values with a certain overlap. Since we use

only four EEG channels in this study, the computation will be faster than that in what we have

found in Chapter 4 using 16 EEG channels.
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9 Analysis of Neural Activity Related to
Lane Changing Reaction Time

9.1 Introduction

Reaction time measures how fast people can respond to the presentation of a sensory stimulus

(Donders, 1969). It depends on both stimulus characteristics and people’s mental states.

The task urgency is one of the important characteristics that affect the reaction time, which

is correlated with the contextual environment and indicates the harmful situation. The

translation between the task urgency and the motor reaction is modulated by afferent and

cortical systems (Galton, 1890; Carlsen et al., 2004). Recent studies have shown evidences of

the correlation between brain activities and reaction time (Galton, 1890), particularly frontal

and parietal brain areas are associated with immediate response to urgent events (Kastner and

Ungerleider, 2000; Gerson et al., 2005). More particularly, the parietal region is believed to be

activated earlier than frontal during stimulus-driven behavior (Buschman and Miller, 2007).

However, these studies have mainly been performed using psychophysical protocols in well

controlled situations, leaving open the question whether the same correlates of the underlying

cognitive processes also appear in more complex tasks. At the same time, the analysis of

the brain activity generated during driving has gained increased attention in recent years.

This activity reflects cognitive processes taking place during the execution of this task and

can potentially be exploited to improve driving assistance systems for intelligent cars (Lin

et al., 2009; Khaliliardali et al., 2012; Gheorghe et al., 2013b). Recent studies during driving

tasks have focused on detecting anticipated and emergency braking (Khaliliardali et al., 2012;

Haufe et al., 2011), steering actions (Gheorghe et al., 2013b) as well as workload and levels of

attention (Borghini et al., 2012). Particularly, the exploration of reaction time associated brain

activity could possibly enable the prediction of behavior before the movement onset, and will

be potentially implemented in intelligent car to improve the driving safety.

The present study attempts to investigate the neural correlates of reaction time in a driving task.

15 subjects participated the experiments in a simulated driving environment using a realistic

car simulator, during which the subject needs to change lane to avoid collision from suddenly

appearing obstacles. Scalp EEG is recorded during the experiment to obtain brain activities. We
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analyzed event-related potentials (ERP) and spectral modulations elicited by the appearance of

obstacles that trigger lane changes and their relation to the steering reaction. In particular, we

focus on identifying reliable brain activity markers of the response variability. These obtained

cortical patterns provide a fundamental understanding of the neural basis of stimulus driven

behavior to salient events. Their correlation with the response speed may eventually uncover

evidence linking the reaction time and brain activity, further supporting the possibility of

predicting reaction before the behavior onset, and will be potentially implemented to improve

the safety during driving.

9.2 Experimental setting and specification of data analysis

9.2.1 Experimental protocols

Fifteen subjects (three females, mean age 26.83± 3.04) participated in the experiments. They

were all MSc or PhD students and had normal or corrected-to-normal vision. All subjects have

valid driving license. None of them reported any known neurological or psychiatric disease.

The experimental protocols were approved by the Research ethical committee of the EPFL

Brain and Mind institute and all participants gave their informed consent.

In the experiment, subjects seated in a car simulator and were asked to drive at the highest

speed (at about 95 KMH) along a 2-lane road. At any given moment an obstacle blocking

one of the lanes could appear in front of the car, see Figure 9.1. If the obstacle was in the

same lane, the subject was required to steer the car to the other lane to avoid the collision;

otherwise, the subject should remain in the same lane. The probability of the obstacle to be in

the same lane as the car was 25%. The distance between the vehicle and the obstacle at the

moment of its appearance was variable in order to study different types of reaction, ranging

from rapid, emergency responses when the obstacle appears at close distance to self-paced,

slower responses if it is far ahead. Given the protocol, drivers were expected to maintain high

levels of vigilance during the experiment.

To allow subjects to successfully avoid collisions throughout the experiment, the distance

between the car and the obstacle at its appearance was chosen randomly from an uniform

distribution between 40 m and 70 m. The inter-trial interval (i.e. time between the appearance

of two consecutive obstacles) was at least 5 sec (corresponding to a distance of 150 m.).

We recorded six sessions, where each of them comprised the appearance of 87 obstacles (i.e.

trials). The duration of one session was about 9 minutes and 30 seconds, resulting in a total

recording time of about one hour. Overall, we obtained 522 trials yielding 137.6 ± 15.2 trials

where the subject was required to change lanes. Those trials where the subject steered before

the appearance of the obstacle were removed and not included in later analysis. We uniformly

selected 100 trials for each subject and ordered them by the reaction time for the further

analysis.
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Figure 9.1: Experimental protocol. A. Timing of the protocol. Subject drives straight in a two
lane motor way. An obstacle will appear either in the same lane (rare condition, 20%) or the
other lane (frequent condition, 80%). The subject need to change lane immediately if the
obstacle is in the same lane to avoid collision. B. The screenshot of the 3D environment.

9.2.2 Experimental setup

The experimental set-up consists of a realistic car simulator as shown in Figure 7.2.2.A. Car

related data (e.g. steering, braking, accelerating and location) from the driving simulator was

logged at 256 Hz. The simulated driving environment was built using the software, Blender

(http://www.blender.org) and presented using a customized open source racing program

(Vdrift) on three 27” 3D monitors. Subjects seated at about 120 cm from the screens and were

not required to wear 3D glasses.

9.2.3 Specifications for signal processing and data analysis

9.2.3.1 Data recording and processing

The driver’s reaction time was estimated as the time it takes for the steering values to exceed a

threshold within 1 s after the obstacle appearance. The threshold was determined by empirical

experience. In this analysis we used the absolute value of steering data to define lane changes,

thus the direction of the change (i.e. left-to-right or right-to-left was not taken into account).

The steering data values range from 0.0 to 0.3 (a.u.) in our experiments, corresponding to the

range from straight driving to sharp steering turns.

Scalp EEG was recorded from 64 electrodes (Biosemi Active Two, The Netherlands) with an

extended 10-20 system montage at a sampling rate of 2048 Hz. The most peripheral electrodes

were discarded from the analysis to reduce the influence of artifact contamination, yielding a

total of 41 channels. EEG and car-related recordings were synchronized for off-line analysis

using a 4 Hz square signal sent from the driving simulator to the EEG recording device via

parallel port.

For analysing ERPSs, we filtered the EEG data in the frequency band [1 10] Hz with a 4th
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order non-causal Butterworth filter, whereas the spectral analysis was performed in the range

[1 50] Hz. Common spatial filter was used as re-reference of the EEG signals to remove

common brain activities across all electrodes. Power spectral density (PSD) of the single trials

was computed by 1024-point discrete Fourier transform with a sliding Hamming window of

250 ms, and 218.75 ms overlapping was used in order to balance the smoothness and resolution

in the time domain. For analysing ERPs and PSDs, EEG was segmented into epochs spanning

from -1 s to 1.5 s with respect to the obstacle appearance (t=0). The PSD for each trial was

reference by the baseline activity in the time window [-375 0] ms. Trials in which the driver

was not driving straight during the period before the obstacle onset were excluded from the

analysis.

9.2.3.2 Source analysis

In this study, we employed beamforming to find activities of brain sources. The beamforming

constructs spatial filters that extract sources originating in pre-defined regions of interest

(ROIs), maximizing the ratio of variances of sources inside and outside the ROI, with the

assumption that only variance changes can provide information on the subject’s intention

3.5. A template of a lead field matrix includes with 3013 sources was adopted to construct the

source activity for all subjects. Each source was 1 cm (for all three dimensions, i.e. x, y and z

axis) away from the neighbors. The beamformer (spatial filter) was estimated for each subject

individually. To avoid spurious effects when two conditions are compared, we averaged the

spatial covariance matrices of 250 trials from two conditions (Hipp et al., 2011), by randomly

selecting 125 trials from each. We analyzed the brain connectivity at the single trial level. Since

the data amount was limited, only frontal and parietal regions were selected for analysis on

the ground that frontoparietal network is modulated in stumulus-driven reactions (Corbetta

and Shulman, 2002; Brass et al., 2005).

9.2.3.3 Analysis of brain connectivity

The brain connectivity was estimated for each single trial using the directed transfer function

(DTF) (Kamiński and Blinowska, 1991), which is based on multivariate autoregressive (MVAR)

model. The coefficient matrices of the MVAR model were transferred to the frequency domain

by the fast Fourier transform to explore the causal influences in the frequency domain. The

DTF was computed with a sliding window of 300 ms (95%overlapping) for the 2 ROIs (frontal

and parietal) obtained by beamforming source localization.
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9.3 Main results

9.3.1 Behavior analysis

Figure 9.2.A shows the driver steering profiles after obstacle appearance for all subjects. Trials

were binned according to the initial distance between the car and the obstacle, each trace in

the figure shows the average steering curve for each bin, color coded from shorter to larger

distances (from light to dark tones, respectively). Unsurprisingly, trials in which the obstacle

appeared at shorter distances (dark traces) exhibited a faster reaction time and larger steering

amplitude then those with farther obstacles.
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Figure 9.2: Analysis of lane changing behaviors in the rare condition (an obstacle appeared
in front of the car, thus requiring a lane change).A. Steering curves are averaged across all
subjects for each distance level between the car and the obstacles. Distances are represented
by the gray scales of the curves. B. Histogram of the reaction time for all rare trials. Trial
number was calculated from all subjects. C. Histogram of the reaction time for each subject
for all rare trials. The curves are the fitted lognormal distribution.

Figure 9.2.B and C illustrate the distribution of reaction among all subjects and individually,

respectively. Data are fitted with lognormal distribution, and the mean values are indicated by

the dash lines. Based on this results we set the steering threshold to estimate the reaction time
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to the value of 0.01. The distribution of the reaction time is shown in Figure 9.2.B. The median

value for all the trials is 0.496 s, and the mean value (± standard deviation) is 0.519 s± 0.109 s.

For the EEG analysis we discarded the extremes of the distributions, corresponding to trials

with reaction times smaller than 400 ms or larger than 650 ms, amounting to 6.88% of all the

recorded trials. More than 100 trials remained for further analysis for each subject.

9.3.2 Event-related potential

Event-related potentials (ERPs) of channels FCz and CPz are shown in Figures 9.3.A and C,

respectively. The reaction time of the trials is indicated by the darkness of the curves, the

darker the faster. Each curve indicates the averaged ERP across all subjects binned based on

the reaction time, i.e., from 0.4 s to 0.65 s after the appearance of obstacles.

FCz electrode shows a positive peak at about 270 ms followed by a negative peak at about

515 ms. Slower trials (light traces) appear to have later peaks than the faster ones). A more

marked pattern appears in channel CPz, where a large negative deflection appears at about

300 ms. As before, the peak latency of this component seems modulated by the driver’s reaction

time. Significant correlation between the peak latency of the early peak –appearing before

action onset– and the driver’s reaction time was found for both channels, shown in Figures

9.3.C and D. The latency of the positive peak in FCz had a correlation coefficient of 0.427

(p < 10−4), while the negative peak in CPz yielded a correlation of 0.683 (p < 10−13). The p

value was obtained using Student’s t-distribution with the assumption of bivariate normal

distribution. The grand average of trials with no lane change (frequent case: obstacle on the

other side of the road) is shown as green curves, where a negative peak can be observed after

200 ms, and followed by a positive peak.

Consistently with the ERPs, scalp-wide grand average activity at 300 ms exhibits a strong

negative modulation in parietal areas, with a broader positivity over frontal areas, as shown in

Figure 9.3.E. The topography of no lane change condition is shown in Figure 9.3.G, which also

has negative modulation in the parietal regions, but with much smaller amplitude. Similarly,

figure 9.3.F shows the correlation between the peak latency of the early ERP component

(prior to 400 ms) for each electrode. The results show positive correlations in both parietal

and frontal regions, with highest correlation value in the former area. These spatial specific

correlation patterns suggest that these sites are modulated in the stimulus-driven reaction

and are informative about the behavioral reaction time.
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Figure 9.3: Event-related potentials and their correlation with reaction time. A and C: Event-
related potentials in FCz and CPz. Reaction time of a trial is color coded (the darker the
faster), and the grand average is shown by the thick red curve. B and D: Correlation between
reation time and the peak time. To compute the correlation, we chose an ERP peak before the
steering reaction: First positive peak for FCz and first negative peak for CPz. E: Topography
of ERP amplitude for all trials at 300 ms for lane change trials. F. Topography of correlation
coefficients. G. Topography of ERP amplitude for all trials at 300 ms for no lane change trials.

9.3.3 Power spectral density

The grand average of the PSD in FCz and CPz are shown in Figure 9.4.A and B, for no lane

change and lane change conditions, respectively. For both cases, we found no evident mod-

ulation before 200 ms following the obstacle appearance. In contrast, both electrodes show

increased theta power (4-8 Hz) after this period, where the lane change case has much higher

power. In particular, theta power increases sharply at around 200 ms, peaking at 300 ms, before

the steering onset in lane change trials
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Figure 9.4: Analysis of power spectrum density. A and B. PSD of the electrode FCz and CPz
in no lane change and lane change cases, respectively, and the topograpies of theta and beta
power (200 ms to 400 ms). C: Linear fitting between the reaction time and the band power,
theta (4-8 Hz) and beta bands (20-35 Hz), for electrodes FCz and CPz, and the topographies of
correlation coefficients for theta power and beta power.

A decrease in the beta power (20-35 Hz) is also clear in these two conditions in both electrodes,
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appearing at about 300 ms, which continues during lane change behavior in the lane change

trials. The pattern disappears around 500 ms in the condition of no lane changes, and the

modulation amplitude is also much smaller comparing with the lane change case. In addition,

a late increase at about 500 ms can be observed in the low frequency (1-4 Hz) activity in FCz.

This pattern is not obvious in CPz, nor in the trials of no lane change.

Right side of Figure 9.4 also illustrates the opographical analysis of spectral modulations for

the theta and beta bands. Each plot shows the average band power in the window from 200 ms

to 400 ms. The two conditions present similar modulation patters, but the amplitude is much

higher in the case of lane change. The theta power increase is stronger at parietal areas for

both cases, peaking at CPz and Pz, also appearing in frontocentral and frontolateral regions.

The pattern for the beta band show broader modulations, particularly in parietal regions. The

medial central (electrode Cz) and lateral frontal regions do not show evident beta modulation.

The correlation between the band power (theta and beta) and the reaction time of the steering

are analyzed as well, which is similar to that reported in the section of ERP analysis. The

average band power in the time window between 200 ms to 400 ms was computed and used to

obtain the correlation coefficient between the reaction time. The reaction time and the power

modulation in the theta band is significantly correlated, with correlation coefficient -0.3 in

FCz (p <0.005) and -0.34 in CPz (p <0.001). The correlation coefficients in theta are negative,

which indicate that the trials with faster reaction are accompanied by a stronger increase in

theta. The beta power is positively correlated with the reaction time (the correlation coefficient

is 0.2 and 0.18 for FCz and CPz respectively), i.e., the faster reaction the more decrease in beta,

however, these correlations is not statistically significant (p > 0.05).

In the topography of correlation coefficients, we observe that both frontocentral (except Cz)

and parietal regions are highly correlated with reaction time. The coefficients in frontolateral

regions are close to 0.2, but much lower than frontocentral and parietal regions. In the beta

band, the most correlated regions are also frontal and parietal.

9.3.4 Frontoparietal network

The frontoparietal network is computed by DTF on the ROIs obtained by beamforming source

localization. The directional correlations are shown in Figure 9.5.A. The connectivity patterns

seem similar between the two directions, from frontal to parietal and from parietal to frontal

in the case of performing lane change.
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Figure 9.5: Analysis of frontoparietal network. A: Directional connectivity patterns between
frontal and parietal regions in time-frequency domain. B: Linear fitting between reaction time
and the averaged connectivity in theta and beta bands. C. Correlation analysis between the
reaction time and the peak timing of directional connectivity pattern in theta and beta bands.

In the case of lane change trials, no specific modulation can be observed before 150 ms.

Information flows in both directions increased in the frequency range below 9 Hz, starting at

about 150 ms and ending at 450 ms. This increase pattern is more intensive in 4-8 Hz than
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below 4 Hz. A positive peak can be observed around 5-6 Hz between 300 ms and 350 ms. From

350 ms to 400 ms, we can observe a power increase in low frequency range, 1-4 Hz. In higher

frequency ranges (above 10 Hz), decreased interaction power could be found. After 450 ms,

only the frequency range 10-30 s remain modulated, particularly 20-30 Hz in the pattern from

parietal to frontal. The condition of no lane change has similar but much smaller modulation,

and the information flow from frontal to parietal has higher amplitude than the opposite

direction.

Similarly, the band power of the connectivity results are fitted with the reaction time using

linear regression model. The theta power (4-8 Hz) in the time window 200 ms to 400 ms is

negatively correlated (faster reaction accompanies with higher increased theta influence)

with the reaction time, Figure 9.5.B. The correlation coefficient is -0.426 for the direction

from parietal to frontal, which is statistically significant (p < 0.05) and much higher than

from frontal to parietal, -0.182 that is not significant (p > 0.05). For the modulation in beta

band (20-30 Hz), no significant correlation (p > 0.05) can be found either from parietal to

frontal, where the coefficient coefficient is -0.0223, or from frontal to parietal, with coefficient

coefficient = 0.168 and p > 0.05.

Furthermore, the timing of the peak was also fitted to the reaction time based on linear models,

as shown in Figure 9.5.C. Trials were ordered according to the reaction time with a resolution

of 100 levels, from fastest to slowest (bottom to top), and the thick curves indicate the reaction

time for the trials. For each trial, the connectivity in theta (left columns) and beta (right

columns) bands were considered. The peak timings of the theta connectivity were mainly

from 100 ms to 400 ms, whereas the peak timings of the beta connectivity were mainly from

200 ms to 600 ms, which is closer to the curves. The results show that only the peak timing

of the information flow from parietal to frontal in theta band (left bottom) is significantly

correlated with the reaction time, with correlation coefficient 0.44 and p < 0.05.

9.4 Discussion and conclusion

This study provides evidence of reliable neural markers of the driver’s response variability.

Significant correlation was found between the driver’s response and the brain activity prior

to the steering action, both at the level of the ERP peak latency and power modulations

in the theta band. In agreement with previous studies performed in simpler experimental

protocols (Gerson et al., 2005), these correlations can be observed in parietal and frontal areas.

In our experiments, the intensity of the visual stimuli is varied from trial to trial, due to the

distance between the vehicle and the suddenly appearing obstacle. The shorter distance

leads to higher demand of lane change, not only from the visual perception of closer object

(larger) but also the higher temporal urgency of the task, which requires faster reactions to

prevent potential harm to the subject and the vehicle (Pins and Bonnet, 1996; Bell et al., 2006;

Gage et al., 2007; Lakhani et al., 2011; Lakhani et al., 2012). Current debates exist about the

mechanism of the reduction of response latency in urgent situations, either caused by different
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CNS pathways or a common pathway but more rapid response latency (Gage et al., 2007;

Lakhani et al., 2011). The brain patterns obtained in the present study are similar across

trials no matter the diversity of reaction times, in terms of ERP peaks and oscillatory power

modulations. This is not so surprising given that all trials required an emergency action to be

taken. In fact, these patterns are extremely weak when no emergency response is necessary.

On the other side, the intensity of these patterns varied and are correlated with the response

speed. Thus, our results seem to support the hypothesis of a common CNS pathway. To further

probe this hypothesis, the driving experiment could be extended with an additional condition

of stimulus-driven lane change that would not cause any harm if not executed.

The frontal and parietal regions are activated during attentional tasks in both human subjects

and monkeys (Buzsáki, 2005; Gregoriou et al., 2009), and particularly the frontal-parietal

coherence reflects the transformation from the sensory representation in parietal cortex into

the adjusting behavioral responses in frontal regions (Herzog et al., 2014). The findings in

this study show a correlation of responding speed in both frontal and parietal regions, i.e.,

intensive modulation is associated with faster behavior. Recent evidences show earlier and

more dominant neural association in parietal in such exogenous processing comparing with

frontal area (Buschman and Miller, 2007; Arcizet et al., 2011), which is consistent with our

results of cross-regional connectivity analysis, where the information flow in theta band from

parietal to frontal lobe is significantly increased when the subjects react faster. Future study

may focus on full brain connectivity pattern to search for interaction patterns with a higher

spatial resolution.

Concluding, the current findings complement recent studies that have identified correlates

of other cognitive processes in realistic driving, including drowsiness (Lin et al., 2009; Lin

et al., 2011; Khushaba et al., 2011; Chuang et al., 2014), emergency braking (Haufe et al.,

2011; Haufe et al., 2014), error-awareness (Zhang et al., 2013), anticipation of self-motivated

steering (Gheorghe et al., 2013b) and braking actions (Khaliliardali et al., 2012), as well as visual

attention (Renold et al., 2014). We reckon that future driving assistive systems can exploit

information derived from this signals –decoded through a brain-machine interface system–,

in combination with information from in-car sensors to tailor the support they provide both to

the perceived conditions of the environment as well as the internal state of the driver (Saeedi

et al., 2013).
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10.1 Summary

Brain connectivity analysis has been increasingly applied over the last decade for investigating

different aspects of human cognitions. In this thesis, we followed this approach -using non-

invasive recording techniques to advance our understanding of the dynamics related to

cognitive processes, i.e., error processing, motor imagery and reaction speed. Additionally, we

investigated the potential use of brain connectivity patterns in BCI applications: on one hand,

to improve single-trial decoding performance, and on the other hand, to assess the stroke

recovery during BCI therapy.

The study of brain error processing is one of the main components of this thesis, covering not

only the assessment of its underlying neural correlates (Chapter 6), single trial estimation of

these patterns (Chapter 6), but also potential applications during driving (Chapter 7 and 8).

We studied the oscillatory connectivity patterns in a pure monitoring task, i.e., directional

information flows among frontal, parietal and frontoparietal regions. This supports the

existence of a common neural basis for monitoring self-generated and external errors. We also

found significant improvements of decoding performance when the connectivity patterns

are used in combination with traditional features. These findings provided evidences for the

hypothesis that the monitoring processes in the human brain are independent from the type

of error, internal or external, and validated the consistence of these patterns in single-trial

analysis. The application during driving was initially evaluated in a simulated environment,

then extended to a real car. The challenges come from the difficulties of multiple tasks, and

the higher level of artifacts in EEG signals. In both settings, we decoded the error-related

brain activity achieving decoding performances significantly higher than chance level, thus

supporting the feasibility of online implementation. As before, the improvement of the

recognition performance was further achieved by the inclusion of brain interaction patterns

as classifier inputs.

We also investigated the neural correlates of reaction time in different driving situations. We

found significant correlation between the reaction time and ERP latency and spectral modula-
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tions, respectively, mainly involving the frontoparietal network. The directional information

flow from parietal to frontal areas is significantly correlated with the reaction time, reflecting

the cognitive transition from visual perception in parietal area to the movement adjustment in

the frontal cortex. Our findings are consistent with the previous findings on the role of theta

band in cognitive control process, and support the hypothesis that the stimulus driven bottom-

up behavior relies on information transfer between frontal and parietal areas (Corbetta and

Shulman, 2002; Brass et al., 2005).

This thesis also analyzed inter- and intra-hemispheric brain connectivity during motor im-

agery tasks (Chapter 4). Frequency specific information flows are discovered between two

hemispheres. The findings are consistent with the theory that the desynchronization of the

contralateral sensorimotor cortex is associated to limb movements. We also validated the

feasibility of exploiting this information for BCI applications in offline and online experiments.

Such inter/intra-hemisphere connectivity is particularly helpful for stroke and neglect pa-

tients, for whom the interaction between the two hemispheres is altered by the lesion. We

therefore applied the method in stroke/neglect patients, and found significant changes in the

information flows before and after rehabilitation therapy in long term recordings (Chapter 5).

Across these studies, we used MVAR based methods to estimate brain connectivity, whose

feasibility and reliability are therefore proven for EEG signals. We used multi-trial analysis to

investigate neural mechanisms, providing a more reliable and detailed estimation of brain

connectivity, which can include broad brain regions and offer high resolution in temporal

domain (Chapter 5 and 6). In our case, 41 EEG channels were included, covering the whole

scalp apart from peripheral regions (Section 6.2.2), which allowed us to find associated brain

areas according to the obtained information inflow/outflow patterns (Section 6.3.2). On

the other hand, we also computed signal-trial connectivity for classification purposes. This

requires to limit the analysis to fewer channels and has a relatively lower temporal resolution

(Chapter 4, 6 and 8). Such decreased resolution is due to the limited amount of available

data, according to estimation theory, i.e., 10 times of data amount should be assured for the

estimation of parameters (Korzeniewska et al., 2008), which limits the number of channels,

and the order of the MVAR model. In our studies, we increased the window size (data amount)

in order to include more EEG channels and produce relatively more reliable estimations of the

brain connectivity (Section 6.2.4).

In our studies we also estimated connectivity patterns at the source level, using beamforming

source localization in Section 6.3.5 and 9.2.3.2. This method could estimate particular brain

activity in pre-defined cortical sources. But it is quite depending on prior knowledge of

associated brain areas. We adopted this methods as further validation after finding significant

brain connectivity patterns using CSD (Section 6.3.5). We also managed to estimate single

trial brain connectivity at the source level (Section 9.2.3.2) by defining two specific interesting

brain sources, i.e., a fronto-parietal network. This method could possibly be applied in real

time as a spatial filter, which may further contribute to improve classification performance

by using only highly associated brain source, e.g., anterior cingulate cortex for classifying
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error-related brain activity.

Concluding, as a main line of the thesis, brain connectivity analysis was applied to study several

brain cognitive processes, finding cross-regional interaction patterns to uncover fundamental

neural mechanisms. The significance of this thesis also comes from the combination of

knowledge at both subject and single-trial levels. As another contribution, the implementation

of estimating brain connectivity in real time enables its application in BCI systems, particularly,

providing novel neural signatures as potential classification features.

10.2 Future work

Long term future studies may cover several aspects of potential application of brain connec-

tivity analysis. For instance, given the feasibility of real time computation of connectivity

patterns, a real-time visualization of connectivity feedback could be provided to BCI end-

users, possibly promoting voluntary modulation of connectivity patterns in motor imagery

task. As its significance in quantifying stroke recovery, the brain connectivity between healthy

and lesioned cortices could possibly be exploited as a biomarker for recovery or pathologies.

Another further work could aim to assess the consistence between different brain connectivity

measurements, e.g., between linear and nonlinear methods (DTF and phase locked value).

In addition, we can also exploit brain connectivity to monitor relatively long-term cognitive

states, for instance the fatigue during driving using frontoparietal network. Future studies

can also focus on developing a method to estimate brain connectivity at different time-scales,

i.e., combining different brain signal acquisition modalities. For instance, the simultaneous

recording of EEG and fMRI can provide high resolution brain activity for both time and space,

allowing further investigation of the mechanisms of the human brain (Debener et al., 2006;

Caballero-Gaudes et al., 2013).

In this thesis, limitations still exist in both data analysis and experimental designs. Therefore,

we define three aspects of potential short-term future work:

First of all, it is necessary to improve the stability of the real time estimation of connectivity. In

the study of motor imagery, we computed DTF using a sliding window of 1/16 s to update the

brain connectivity patterns as the input of the classifier. Even though the size of the sliding

window was 1000 ms, which is already relatively long comparing with the update rate, the

stability of the MVAR estimation could not be fully confirmed, since a lot of EEG channels are

included. As it is a common issue throughout this thesis, i.e., the lack of data or the extensive

number of coefficients to be estimated in real time, we would propose three ways to improve

the stability. The first way is to select a subset of EEG channels, which reduces the number

of coefficients in the MVAR model, thus increasing the ratio between the input data and the

model order. This solution is useful when the regions of interest can be defined, e.g., based on

prior knowledge or multi-trial analysis, as shown in Chapter 6. The other approach is to repeat

the computation of DTF in sub-windows for several times and obtain the averaged MVAR

coefficients. We could set the size of sub-windows as 500 ms and overlap for 50%, as it is done
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in the Welch’s method in the estimation of power spectral density. However, this approach

may require longer computation times, thus the numbers of sub-windows should be taken

into account in the online decoding. The third way is to use an adaptive algorithm to update

the MVAR coefficients without performing estimation in each time window (Möller et al., 2001;

Wilke et al., 2008). This method is particularly suitable for the analysis of online time series

and will potentially replace the sliding window based algorithms.

Second, concerning the studies related to driving tasks, some potential future works could be

carried out to further validate the results we obtained. In the study of detecting error-related

brain activity during driving, we have performed the experiments in both car simulator and

real car situations, but on a closed-road. However, it is also necessary to execute the assess-

ments when the vehicle is in the condition of realistic traffic. Moreover, we have proven the

improvement of the decoding performance using novel features (brain connectivity patterns),

but not yet tested in real time analysis. Therefore, this verification should also be done in the

future. In another study of driving, we found the correlation between the reaction time of lane

changes and brain correlates in emergency situation, which resulted with specific patterns

in temporal/spectral domains, and the interactions between frontal and parietal regions.

However, this conclusion is drawn from a dataset of stimulus-driven lane change in emergent

situations. Thus a potential future work is comparing two conditions, i.e., emergency and

self-paced, to re-confirm the brain patterns which are correlated with reaction time.

Last, in current studies we have found brain connectivity patterns in several frequency bands.

For instance, both monitoring and motor imagery have specific patterns in theta and beta

bands. Recent studies have provided evidences that the cross-frequency couplings may

carry functional roles in communication and learning (Trujillo and Allen, 2007; Canolty and

Knight, 2010). Particularly, the high frequency band reflects the local activity in cognitive

processes, whereas the low frequency band acts across distributed brain areas. Thus the

causality between different frequency bands might have profound implications for human

cognitions. The future directions of this thesis also includes the investigation of interactions

between different frequency bands and explored cognitive processes, i.e., monitoring error,

motor imagery and reaction time.
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