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Abstract
Eye-tracking had been shown to be predictive of expertise, task-based success, task-difficulty,

and the strategies involved in problem solving, both in the individual and collaborative settings.

In learning analytics, eye-tracking could be used as a powerful tool, not only to differentiate

between the levels of expertise and task-outcome, but also to give constructive feedback

to the users. In this dissertation, we show how eye-tracking could prove to be useful to

understand the cognitive processes underlying dyadic interaction; in two contexts: pair

program comprehension and learning with a Massive Open Online Course (MOOC). The first

context is a typical collaborative work scenario, while the second is a special case of dyadic

interaction namely the teacher-student pair.

We also demonstrate, using one example experiment, how the findings about the relation

between the learning outcome in MOOCs and the students’ gaze patterns can be leveraged to

design a feedback tool to improve the students’ learning outcome and their attention levels

while learning through a MOOC video. We also show that the gaze can also be used as a cue

to resolve the teachers’ verbal references in a MOOC video; and this way we can improve the

learning experiences of the MOOC students.

This thesis is comprised of five studies. The first study, contextualised within a collaborative

setting, where the collaborating partners tried to understand the given program. In this study,

we examine the relationship among the gaze patterns of the partners, their dialogues and the

levels of understanding that the pair attained at the end of the task.

The next four studies are contextualised within the MOOC environment. The first MOOC

study explores the relationship between the students’ performance and their attention level.

The second MOOC study, which is a dual eye-tracking study, examines the relation between

the individual and collaborative gaze patterns and their relation with the learning outcome.

This study also explores the idea of activating students’ knowledge, prior to receiving any

learning material, and the effect of different ways to activate the students’ knowledge on their

gaze patterns and their learning outcomes.

The third MOOC study, during which we designed a feedback tool based on the results of

the first two MOOC studies, demonstrates that the variables we proposed to measure the

students’ attention, could be leveraged upon to provide feedback about their gaze patterns.

We also show that using this feedback tool improves the students’ learning outcome and their

attention levels.

The fourth and final MOOC study shows that augmenting a MOOC video with the teacher’s

gaze information helps improving the learning experiences of the students. When the teacher’s
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gaze is displayed the perceived difficulty of the content decreases significantly as compared to

the moments when there is no gaze augmentation.

In a nutshell, through this dissertation, we show that the gaze can be used to understand,

support and improve the dyadic interaction, in order to increase the chances of achieving a

higher level of task-based success.

Key words: Eye-tracking, Dual eye-tracking, Massive Open Online Courses (MOOCs), Learning

analytics, Program comprehension, Pair programming, Collaborative problem solving.
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Résumé
L’oculométrie est un moyen de prédiction de l’expertise, et de la performance de résolution

de tâches. Les traces occulaires reflètent également la difficulté de la tâche et les stratégies

impliquées dans la résolution de problèmes, aussi bien en mode individuel qu’en mode colla-

boratif. En analyse de l’apprentissage, L’oculométrie peut être utilisée comme un outil pour

différencier les niveaux d’expertise et de résultats ainsi que pour offrir un feedback constructif

aux utilisateurs. Dans cette thèse, nous montrons comment L’oculométrie contribue à la

compréhension des processus cognitifs sous-jacents à l’interaction en binôme dans deux

contextes : la compréhension d’un programme informatique à deux et l’apprentissage avec

un MOOC (Massive Open Online Course ou cours en ligne ouvert à tous). Le premier contexte

est un scénario collaboratif classique alors que le second est un cas spécial d’interaction en

binôme, soit le binôme enseignant – étudiant.

Nous allons également démontrer par une expérience, comment utiliser la corrélation entre

le résultat de l’apprentissage par MOOC et les traces occulaires des étudiants pour créer un

outil de feedback qui permet d’améliorer leurs résultats d’apprentissage. L’outil que nous

proposons fonctionne en orientant le niveau d’attention des étudiants lors du visionnage de

vidéos d’un MOOC. Nous allons aussi montrer que le regard peut être utilisé comme indicateur

de références verbales par l’enseignant dans les vidéos MOOC, et de ce fait, nous permettre

d’améliorer le processus d’apprentissage par MOOC des étudiants.

Cette thèse comprend cinq études. La première étude se passe dans un contexte collaboratif

où les partenaires doivent comprendre un programme informatique. Dans cette étude, nous

examinons la corrélation entre les traces occulaires des partenaires, leur dialogue et le niveau

de compréhension atteint à la fin de la tâche.

Les quatre études suivantes ont été faites dans le contexte de l’apprentissage avec les MOOCs.

La première étude MOOC explore la corrélation entre la performance des étudiants et leur

niveau d’attention. La seconde étude, faite avec deux eye-trackers, examine les traces du

regard en individuel et en collaboration de même que leurs corrélations avec les résultats de

l’apprentissage. Cette étude explore également l’idée d’activer la connaissance des étudiants,

avant qu’ils ne reçoivent du matériel éducatif, et l’effet des différentes méthodes d’activation

de cette connaissance sur les traces du regard des étudiants et leurs résultats d’apprentissage.

La troisième étude, durant laquelle nous avons créé un outil de feedback basé sur les deux

premières expériences utilisant des MOOCs, démontre que les variables que nous avons pro-

posé pour mesurer l’attention des étudiants peuvent être utilisées pour fournir un feedback

sur leurs traces occulaires. Nous montrons également qu’utiliser cet outil de feedback permet
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d’améliorer les résultats d’apprentissage des étudiants et leurs niveaux d’attention. La qua-

trième et dernière étude MOOC montre que l’ajout d’informations concernant le regard de

l’enseignant aide les étudiants dans leur processus d’apprentissage. Lorsque l’endroit où se

porte le regard de l’enseignant est affiché, la difficulté perçue du contenu diminue de manière

significative par rapport aux moments où le regard n’est pas indiqué.

En résumé, par cette thèse, nous démontrons que le regard peut être utilisé pour comprendre,

offrir du support et améliorer les interactions en binôme afin d’augmenter la possibilité

d’atteindre un niveau de succès plus important dans la résolution de tâches.

Mots clefs : L’oculométrie, oculométrie double, Cours en ligne ouvert à tous, Analyse de

l’apprentissage, la compréhension du programme, la programmation en paire, Co-résolution

de problèm.
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1 Introduction

“The eyes are the mirror of the soul and reflect everything that seems to be hidden.”

- Paulo Coelho

1.1 Motivation

What happens during collaboration? When two persons collaborate, they try to build up

a shared understanding or to learn a new topic from a particular domain. Very often, the

underlying cognitive processes are hidden from the observer. In order to support collaboration,

it is important to understand those underlying cognitive processes. The theme of this thesis is

to approach this problem using a learning analytic approach.

Our learning analytics view of supporting collaborative work and collaborative learning is

like a cybernetic control [Jermann, 2004]. In a cybernetic control, the current value of the

controlled environment is compared against a reference, and if need be, some adjustments

are made. In terms of collaborative work and learning, we first differentiate the behavioural

patterns captured from a collaborative environment between successful and unsuccessful

collaboration. Once we know the different behavioural patterns corresponding to a successful

collaboration, we might be able to provide constructive suggestions in other collaborative

settings. This assumption requires careful experimentation, where we try to understand the

cognitive processes underlying collaboration. The major focus of these experiments is to

collect behavioural data that can help us build this understanding.

In this thesis, we captured the behaviours of the collaborating partners using their gaze data

and the dialogues. In the present decade, the costs and sizes of eye-trackers have decreased

down to a level that the experiments are not limited to the laboratory settings. With the current

advent in technology, it has been possible to collect high quality gaze data with high accuracy

and precision. This data enables us to model the cognition underlying the collaborative work

and learning and later to develop feedback systems that can support collaborative activities.
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1.2 Research context

This thesis proposes a learning analytic approach to understand the collaborative processes.

The data collection is a major part of this approach. We will use gaze data as the main

behavioural measure in our experiments. As shown in figure 1.1 our work lies at the confluents

of several domains:

We are here 

Eye-tracking Learning 
Analytics 

Collaborative 
Problem 
Solving 

Figure 1.1 – The placement of this dissertation work within the relevant research areas.

1) Collaborative problem solving, our main problem statement comes from this domain.

We study dyadic interaction. The goal of the dyadic interaction, in our case, as will be

addressed in this thesis, is to build up a shared understanding. This dyadic interaction

can either be with a collaborating partner (pair programming); or it can be a teacher-

student pair in a Massive open online course (MOOCs), with the special case of the

teacher always being the leader in the interaction.

2) Learning analytics, provides the approach to answer the questions raised from the two

contexts: pair programming (collaborative problem solving) and MOOCs (teaching).

The prime motive is to approach the dyadic interaction processes as a environment

controlled via a cybernetic control. The first stage is to understand the processes and

the second stage is to develop the feedback system based upon our understanding.

3) Eye-tracking, provides us the methodology to understand and support dyadic inter-

action. We will use the gaze data to explain the differences among different levels

of success (level of understanding in pair program comprehension and learning out-

come in MOOCs) in such interactions. Later, we will develop the gaze-aware feedback

tools based on the different gaze patterns corresponding to the different collaborative

outcomes.
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1.3 Global research questions

Through this dissertation, we try to answer the following research questions:

How are gaze patterns, dialogues and shared understanding related to each other in a col-

laborative setting? We hypothesise a complex (triangular) relationship between these three

constructs. The intertwining of gaze patterns and dialogues leads to a given level of shared

understanding; and we are interested in finding the gaze patterns and dialogues that can

differentiate among different levels of collaborative success.

How can we measure the attention of a student in a Massive Open Online Course (MOOC)

lecture specially considering the teacher-student dyad as a social unit of interaction? More-

over, how are these attention measures related to the student performance? Considering

the teacher-student dyad as our social unit of interaction, lets us control a post-hoc variable

while analysing the collaboration. This variable is the different roles (leader, follower) acquired

by the different participants in pairs. The goal of collaboration (mainly for the student) is to

build up a shared understanding of the topic at hand. By capturing the attention automatically,

we might be able to develop a gaze based “cybernetic control system” as described in Section

1.1.

How can we improve the learning experience in terms of attention in MOOC lectures? Pro-

vided, we are able to find differences in gaze patterns of successful and unsuccessful students,

the last question we will try to answer is “how can we improve the learning experience in

MOOC lectures”. One way to provide a high quality learning experience is to provide the

feedback based on the answer of the previous question. In other words, we want to evaluate

the effectiveness of the attention measure(s) we will develop in this thesis.

1.4 Thesis Roadmap

This dissertation is organised as follows:

In the next chapter, we will provide a brief overview of the use of eye-tracking to distinguish

different levels of task based performance, task difficulty, problem solving strategies, and

expertise; both in the individual and collaborative settings. Moreover, we will also give a brief

overview of previous work done to understand cognitive mechanisms underlying collaborative

problem solving and learning.

Chapter 3 will present a dual eye-tracking study to find the relationship between gaze pat-

terns, dialogues and the level of understanding. The study is contextualised within a pair

programming setting, where pairs of programmers collaborate to understand a given program.

In chapter 4, we will present the design and results from an exploratory eye-tracking study

in the MOOC context. The data collected from this study was used to develop measures to

capture the students’ attention in a MOOC and to find the relation between these measures

3
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and the students’ performance.

Chapter 5 will present the design and results from the second (dual) eye-tracking study in the

MOOC context. We built upon the results from the study in chapter 4 and also introduced

some ecologically valid changes in the study presented in chapter 4.

In chapter 6, we will present the design of a gaze-aware feedback system to support MOOC

students while watching the video lectures. We will also report on a study, where we compared

this gaze-aware feedback system against the absence of any feedback.

Chapter 7 will present a study where we recorded the eye-tracking data from a MOOC teacher,

while he was recording his lecture. We describe the effect of showing the teacher’s gaze on the

MOOC lecture on the navigation patterns of students.

Finally we will conclude with a summary and general discussion about the contributions of

this work. This chapter will also explain the limitations and the implication of our work for

future research.
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2 Related Work

“Learning analytics is the use of intelligent data, learner-produced data, and analysis models

to discover information and social connections, and to predict and advise on learning.”

- George Siemens a

aSource: ”http://www.elearnspace.org/blog/2010/08/25/what-are-learning-analytics/”

2.1 Introduction

Eye-tracking provides researchers with an unprecedented access to the users’ attention. The

eye-tracking data is rich in terms of the temporal resolution. With the advent in eye-tracking

technology, the apparatus has become compact and easy to use without sacrificing much

of the ecological validity during the controlled experiments. Previous research had shown

that eye-tracking can be useful to unveil the cognition that underlies the interaction between

collaborating partners, the different strategies that experts chose to solve problems at hand.

Eye-tracking was also shown to be useful to differentiate the strategies which led to success

from those which could not. Gaze has also shown to be related to dialogues among collaborat-

ing partners.

In this chapter, we will present examples from the previous research showing the usefulness

of eye-tracking in learning analytics. We start with reviewing research carried out using gaze

as an analytics tool, where we show how different studies used eye-tracking data: 1) to find

the key moments in an interaction; and 2) to find the expert strategies for problem solving.

We will then review two exemplar fields where eye-tracking had been used as an analytic tool:

program comprehension and online learning. Then we will present examples of studies using

eye-tracking data to quantify cognition at different temporal granularities.

We will not present an exhaustive literature review on the previous research done in the field

of eye-tracking. Instead, we chose studies that exemplified major topics in the eye-tracking

research conducted in major problem solving fields, for example, the insight problem solving

(matchstick arithmetic), games and sports (boxing and chess), and the procedural problem
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solving (arithmetic word problems and program comprehension).

As we said earlier that another closely related source of data for analytics are dialogues. We

will show what relations have previous studies found in gaze data and dialogues (or explicit

references) during interactions and problem solving. Moreover, we review the studies carried

out using dialogues as a source of analytics data to find different problem solving strategies

across different expertise levels or across different performance levels.

2.2 Gaze as an analytics tool

Gaze had been found to be closely related to different strategies, expertise, task-based per-

formance and dialogues. In this section, we review past research using gaze data to identify

different strategies across the different expertise and performance levels. We also review the

studies establishing the relation between the dialogues and the gaze.

2.2.1 Gaze and problem solving

Eye-tracking had been used in numerous studies to find the relation between task-based

performance or expertise with the gaze-patterns. In this section, we report a few exemplar

experiments.

Knoblich et al. [2001] used eye-tracking to study how participants solved insight problems. As

an example of insight problems Knoblich et al. [2001] used matchstick arithmetic problems

(Figure 2.1a). In a typical matchstick arithmetic problem, the participant is asked to correct

an incorrect arithmetic equation. The equation uses the Roman numerals. The participant

had to move one and only one matchstick from one position to other, in order to correct the

equation. In figure 2.1a, problem A was solved by changing “IV” to “VI”; problem B was solved

by changing “+” to “=”; and problem C was solved by changing “IX” to “VI”. Problems B and C

were more difficult than problem A, because solving problem B involved changing one of the

operators and solving problem C involved changing the partial structure of a numeral.

The major difficulty in the insight problems is occurrence of impasses due to two different

reasons. In contrast to usual problem solving where the problems are resolved gradually,

the insight problems are solved suddenly [Thevenot and Oakhill, 2008]. The two reasons

for impasses are based on this fact only. 1) Usual problem solving involves minimising the

distance between the problem state and the solution state. In insight problems, impasses

occur when the participant finds that his/her actions do not reduce this distance [MacGregor

et al., 2001]. This is also known as progress monitoring theory; and 2) impasses could also

occur if the participant starts from an incorrect initial representation of the problem [Knoblich

et al., 1999]. This is also known as representational change theory..

Knoblich et al. [2001] measured the fixation time on different chunks (each Roman numeral)

of matchsticks in each of the problems. The results showed that during an impasse for difficult
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problems (B and C) participants were simply staring at the problem, i.e., they had fewer and

longer fixations. Also in the later phases of successfully solved problems Knoblich et al. [2001]

found more fixations on the result side of the equations. For example, during successful

solutions to problem C, the participants looked more at the “X” part of “IX”, thus showing the

more emphasis on the key part of the result side.

Problem  
A 
Problem  
B 
Problem 
C 

(a) 

Tumor 

Healthy  
tissue 

Skin Outside 

(b) 

Figure 2.1 – (a) Examples of matchstick arithmetic problems used by Knoblich et al. [2001]. The
problem “A” is an easy problem, and problems “B” and “C” are the difficult ones. (b) A typical
example stimulus for the “Duncker’s radiation problem”.

Jones [2003] used another example of insight problem called Car Park problem (figure 2.2) to

find the relation between the problem solving processes and the gaze data. The goal of the

car park problem is to manoeuvre a car out of a parking space. The parking space has other

cars as well, which can be moved only in their initial orientation. The authors looked at the

fixation time three moves prior to the object car move and three moves after the object car

move. The fixation time on the problem was longer for the object car move, than that in the

prior or succeeding moves to the object car move. Moreover, non-solvers spent significantly

more time on the free area than the solvers.

(a) (b) 

Figure 2.2 – Car Park problem used by Jones [2003]. The object car is coloured in black.
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Grant and Spivey [2003] used another example of insight problem called the Duncker’s radia-

tion problem (figure 2.1b), which is defined as follows:

“Given a human being with an inoperable stomach tumour, and lasers which destroy organic

tissue at sufficient intensity, how can one cure the person with these lasers and, at the same time,

avoid harming the healthy tissue that surrounds the tumour?” - Grant and Spivey [2003].

Grant and Spivey [2003] measured the fixations on the “skin”, “tumour”, “inside” and “outside”

(Figure 2.1b). The results showed that there was significantly more time spent on the skin

during successful solution, than that during unsuccessful solutions. This showed that the

skin is a critical feature in problem solving process. This led the authors to conduct another

experiment where they compared highlighting the “skin” (critical feature) versus highlighting

the “tumour” (non-critical feature). The results from the second experiment showed that

highlighting the critical feature led to significantly more correct solutions than the condition

with highlighting the non-critical feature.

Thomas and Lleras [2007] also used the Duncker’s radiation problem to establish the relation

between the problem solving processes and the gaze data. The authors manipulated the

eye-movements of the participants in four different ways as shown in figure 2.3: 1) embodied–

solution, where participants’ saccades crossed the skin many times; 2) areas-of-interest, where

the participants had the same patterns as the previous group but they had shorter saccades;

3) repeated-skin-crossing, where participants crossed the skin between the same two points

only; and 4) tumour-fixation,where participants looked only at the tumour.

(a) (b) 

(c) (d) 

Figure 2.3 – Typical example of tumour task used by Grant and Spivey [2003] and Thomas and
Lleras [2007]. In the case of Thomas and Lleras [2007], the authors forced the participants to
look in certain way (the numbers represent the order of objects to be looked at); (a) shows the
embodied-solution group; (b) shows the areas-of-interest group; (c) shows the repeated-skin-
crossing group; and (d) shows the tumour-fixation group.
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The results from Thomas and Lleras [2007] showed that by forcing the participants to look only

in a specific way the success rate of the solution can actually be manipulated. For example the

the success rate was found to be increasing in the following order: 1) repeated-skin-crossing,

2) tumour-fixation, 3) areas-of-interest, and 4) embodied-solution. The two studies, about

the Duncker’s radiation problem, showed that given the correct feedback/intervention, the

task-based success could be improved.

Just and Carpenter [1976] used eye-tracking to explain different cognitive processes underlying

the problem solving in a mental rotation task. The participants had to perform a same-different

task for three angles of rotations (figure 2.4). For the participants, there were three main

components of the task: first, to figure out what parts were to be rotated; second, how much

the parts had to be rotated; and third, whether after rotation the two figures were the same or

not. The authors called these three components as search, transformation and comparison,

and confirmation.

0o rotation 

120o rotation 

180o rotation 

Figure 2.4 – Different rotation angles used by Just and Carpenter [1976].

Overall results from Just and Carpenter [1976] show that there was a common pattern across

the three rotation types (0, 120 and 180 degrees). The participants switched between the

figures three times (left-right-left-right). The number of such switches increased with the

increase in the rotation angle. Further, the authors divided the fixations into three categories:

1) fixations at the center, 2) fixations at the arm with the third face of the cube visible (open),

and 3) fixations at the arm with the third face of the cube not visible (close). The authors

9



Chapter 2. Related Work

constructed the scan paths from these categorised fixations; and further categorised the scan

paths to represent the three components of the problem solving process. The results showed

that the time intervals for the three processes were different and they increased with the

increase in the rotation angle.

Ripoll et al. [1995] used eye-tracking data to analyse the different visual search activities

of the boxers across the different levels of expertise (expert, novice and intermediate) and

task complexity in two different experiments. The participants had to solve French boxing
1situations. The opponent (virtual) was filmed and projected on the screen. The participants

had to respond using a joystick. Each participant was asked to respond to five situations: left

and right attacks, left and right feints and the openings. The authors divided the fixations onto

different body parts like: head, trunk, arms/fists, pelvis and legs. The results showed that the

experts made significantly more fixations on head than the novices and intermediates; while

they had no fixations on the lower body parts. The authors suggested that the information

about the lower parts might had come from the peripheral for the experts. Moreover, the

novices focused more on the arms/fists than the experts and the intermediates; while the

intermediates focused more on the trunk than the novices and experts.

Abernethy and Russell [1987] used racquet sports to explore the relationship between the

gaze patterns and the different levels of expertise (experts and novices). The participants

were all badminton players. The stimulus for the gaze experiment was prepared in a similar

manner as in Ripoll et al. [1995]. The only difference between the two experiments was that

some of the frames in the stimulus used by Abernethy and Russell [1987] were occluded. The

occlusions were deliberately placed either at the body of the player or at the entire frame

prior/after the racquet-shuttle contact. The experimental task was to predict the landing

position of the shuttle. The analysis was carried out by categorising the fixation into five

categories: racquet/arm, shuttle, trunk, head, legs/feet. The results showed that the experts

focused more on the racquet and arm of the opponent; while novices focused more on the

head and the trunk of the opponent. These results were the opposite of the results found by

Ripoll et al. [1995]; this shows the sensitivity of the gaze patterns towards the task specificities.

Kaller et al. [2009] compared the gaze patterns of participants across the different task difficulty

levels during a visuospatial task of Towers of London (Figure 2.5). The order for the presentation

of the start and the goal was a between subject variable used by [Kaller et al., 2009]. Half of

the participant saw the problem with start on the left (as shown in the figure 2.5, SG group).

The other half saw the opposite representation (figure2.5, GS group). The authors did not

find any differences in terms of performance across the two experimental groups. However,

the participants initially (first 144 observations per participants) looked more at the left

diagram more than the right diagram irrespective of the state (start or goal) it was displaying.

Considering the gaze shifts between left and right sides during initial thinking time (time

between the presentation of the problem and onset of the first action), the authors found that

the gaze shifts were highly influenced by the fact whether the participant first looked at the

1French boxing, also known as French kickboxing or French foot fighting, for details, see here
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goal or start state. There were more gaze shifts among the states when the participants started

from the goal state than those when the participants started from the start state.Moreover,

there was a high amount of gaze directed towards the start state during the initial phase of the

solution execution phase (when participants started moving the pegs) across both the SG and

GS groups. This duration increased with the increase in task difficulty. The authors concluded

that there is a strong dependency between the personal preferences and the gaze patterns;

and between the task difficulty and the gaze patterns.

Start Goal 
(a) 

Start Goal 
(b) 

Start Goal 
(c) 

Start Goal 
(d) 

Figure 2.5 – Tasks used by [Kaller et al., 2009]. (a) Type 1: one-move problem. (b) Type 2:
two-move problem. (c) Type 2: three-move problem, without intermediate step. (d) Type 4:
three-move problem, with intermediate step.

Hegarty et al. [1992] used the gaze data to understand how students solve the arithmetic word

problems. To solve the problem shown in figure 2.6, the students had to make the relation

using the second sentence as “Price at ARCO = Price at Chevron + 5 cents”. The authors used

four versions of the same word problem using consistent and inconsistent language (using

“this” instead of the shop name); and using two different relational words (“more” and “less”).

The authors give two major problems faced by the students in solving inconsistent problems:

1) using “less” as relational inverses the actual relation; 2) students make mistake in assigning

the noun to “this”. The authors divided the students using their accuracy (high and low-

accuracy) in solving the arithmetic word problems to concentrate more on the high-accuracy

students and their gaze patterns. The authors found rereading patterns, for high-accuracy

students, were in a way that every rereading iteration had progressively smaller chunks of text

on any given line. Moreover, for every rereading iteration, these students focused on numbers
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more than the other information. Also, they reread the variable names and the relational terms

in inconsistent problems than in the consistent problems.

1. At ARCO gas sells for $ 1.13 per gallon. 
2. Gas at Chevron is 5 cents more per gallon 
    than gas at ARCO. 
3. If you want to buy 5 gallons of gas, 
4. how much will you pay at Chevron? 

1. At ARCO gas sells for $ 1.13 per gallon. 
2. This is 5 cents more per gallon 
    than gas at Chevron. 
3. If you want to buy 5 gallons of gas, 
4. how much will you pay at Chevron? 

1. At ARCO gas sells for $ 1.13 per gallon. 
2. Gas at Chevron is 5 cents less per gallon 
    than gas at ARCO. 
3. If you want to buy 5 gallons of gas, 
4. how much will you pay at Chevron? 

1. At ARCO gas sells for $ 1.13 per gallon. 
2. This is 5 cents less per gallon 
    than gas at Chevron. 
3. If you want to buy 5 gallons of gas, 
4. how much will you pay at Chevron? 

Consistent language Inconsistent language 
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Figure 2.6 – Arithmetic word problems used by Hegarty et al. [1992]. There were four versions
with consistent and inconsistent language and with relational words "more" and "less".

Ballard et al. [1992] used an eye-tracking to study the hand-eye co-ordination during sequential

tasks, such as copying a model. The participants were asked to copy a model using the blocks

provided in a separate area on the screen. The participants had to copy a given model in terms

of both the colour of the block and its position relative to the other blocks. The task complexity

was determined by the number of blocks involved in the model. The authors found that there

was a clear cognitive algorithm to complete such tasks: 1) participants looked at a block in

the model and remembered its colour; 2) they looked at the same colour block in the source

area; 3) they picked up that block; 4) they revisited the block in the model and remembered

its position; 5) they moved the block from the source area to the copying area. The authors

observed that the fixations on the blocks were either at the onset of the hand movement or at

the end of the movement.

Charness et al. [2001] conducted a study to compare the gaze patterns of expert and inter-

mediate chess players. The participants were asked to make the best move for a given chess

position as quickly and as accurately as possible. The experts were faster and more accurate

than the intermediate players in terms of making the move. The authors observed that the

experts looked more at the vacant blocks than the intermediate players; and while fixating

on the pieces the experts spent more time than intermediate players on the relevant pieces.

Also experts made longer saccades than the intermediate players. Charness et al. [2001] con-

cluded that the experts encoded the configurations more than the individual pieces; while the

intermediate players encoded the positions of individual pieces.

Reingold et al. [2001] used the gaze data of expert chess players to find out how they encoded
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a given chess position. The authors conducted a study with different levels of chess players

(novices, intermediates and experts) and two tasks. In the first task, participants were shown

two kinds of chess configurations (figure 2.7): random and original game configurations. Each

configuration had a modified form as well where the authors modified one of the pieces in the

gaze contingent zone, i.e., the zone that was clearly seen by the participants; rest of the visual

stimuli was blurred (the bright circular zones in each of the configurations in figure 2.7).

Figure 2.7 – Chess positions used by Reingold et al. [2001].

Participants were asked to detect the modified piece. In the second task, the participants had

to detect whether there was a check situation on a 3 X 3 chess board. For the first task, the

authors calculated the area of visual span as the number of squares looked at by the participant.

The results showed that, in the original game configurations the experts were faster to detect

the modification and had a larger area of visual span, than those in random configurations.

Reingold et al. [2001] found no differences for the novices and intermediate players across

the two configurations. In the check detection task, experts made fewer fixations on pieces

than the less-skilled players. The authors concluded that the experts encode a larger chunk of

the configuration than the novices as they use their foveal and parafoveal regions to get inter

piece information as suggested previously by Chase and Simon [1973].

Harbluk et al. [2007] used the car drivers’ gaze data to understand how their “on-road” cogni-
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tion worked. The drivers were asked to complete three 4-km drives with additional cognitive

task of arithmetic addition: easy, with one digits addition (6 + 3 = 9) and difficult, with two

digits addition (46 + 37 = 83), and no task. The drivers looked more on the forward view in

task conditions than in no task condition. However, they paid less attention to the mirrors,

instruments and the peripherals during task conditions than in no task conditions. The level

of difficulty in the cognitive tasks elevated these differences. Also the subjective ratings about

the cognitive load, reduction of safety and distraction was found to be increased from no task

to easy task to difficult task conditions.

The following table summarises the findings reported in previous studies:

Table 2.1 – Different factors in problem solving and their gaze correlates. Rows marked with
“*” represent the studies where an intervention/feedback was introduced, that resulted in a
significant improvement in task-based success.

Paper Task Discriminating factor

Knoblich et al. [2001] Matchstick arithmetic
Task difficulty
and success

Jones [2003] Car parking
Task difficulty

problem solving strategy
and success

Grant and Spivey [2003] *
Duncker’s radiation

(tumour task)
Task difficulty
and success

Thomas and Lleras [2007] *
Duncker’s radiation

(tumour task)
Success

Just and Carpenter [1976] Mental rotation
Task difficulty and

problem solving strategy
Ripoll et al. [1995] Boxing Expertise

Abernethy and Russell [1987] Racquet sports Expertise
Kaller et al. [2009] Towers of London Task difficulty

Hegarty et al. [1992] Arithmetic word problems Problem solving strategy
Ballard et al. [1992] Copying a model Problem solving strategy

Charness et al. [2001] Chess Expertise
Reingold et al. [2001] Chess Expertise
Harbluk et al. [2007] Driving a car Task difficulty

2.2.2 Gaze in communication and referencing

Gaze and speech are coupled. Previous studies had shown a strong relation between dialogues

and/or speech of the speaker and his/her gaze. Also there were studies showing the relation

between the speakers’ dialogues and listeners’ gaze. In this section, we review some of the

studies which shed some light on the gaze-speech coupling.

Meyer et al. [1998] showed that the time duration between looking at an object and naming it

is between 430 and 510 milliseconds. In their experiment, the participants were shown line
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diagrams of a few objects and were asked to name them. Griffin and Bock [2000] showed

that there exists an eye-voice span of about 900 milliseconds. The eye-voice span denotes

the time between looking at a picture and start to provide a short explanation to it. Zelinsky

and Murphy [2000] had shown that there was a correlation between the time spent gazing

at an object and the spoken duration for naming that object. In the experiment conducted

by Zelinsky and Murphy [2000], the participants were shown objects with one (cat, car) and

two (aircraft, basket) syllable names. The authors found that the participants looked at two

syllable objects for longer durations than they looked at one syllable object.

Allopenna et al. [1998] conducted an experiment to measure the time duration between the

speaker’s verbal reference to an object and the listeners’ gaze-onset on the referred object. The

authors used stimulus images as shown in the figure 2.8. The main function for the referent

and the cohort (figure 2.8) was to provide the same audio cue to the listener. For example,

both the words “beaker” and “beetle” would activate the same an initial tendency to look at

the object in the image. This introduced a situation where the listener had to pay attention to

the whole word. Allopenna et al. [1998] showed that the mean delay between hearing a verbal

reference and looking at the object of reference (the listeners’ voice-eye span) was between

500 and 1000 ms.

Figure 2.8 – Stimulus image used by Allopenna et al. [1998]. In this particular image the the
beaker is the referent, beetle is the cohort, speaker is speaker and carriage is unrelated.

Richardson et al. [2007] proposed the eye-eye span as the difference between the time when

the speakers started looking at the referent and the time when listeners looked at the referred

object. In a dual eye-tracking experiment, Richardson et al. [2007] asked one of the participants

in each pair to narrate the relationship between the characters in the famous TV series “Friends”

to the other participant in the pair. The authors measured the time lag between the speakers

looking and referring at a specific actor and the listeners looking at the same actor. This time
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lag was termed as the cross-recurrence between the participants. The results show that the

cross recurrence was correlated with the correctness of the answers given by the listeners in a

comprehension quiz. The average cross-recurrence was found to be between 1200 and 1400

milliseconds. This time was consistent with the additions of eye-voice span found by Griffin

and Bock [2000] and voice eye-span found by Allopenna et al. [1998].

Jermann and Nüssli [2012] extended the concept of cross-recurrence in a pair programming

task, by enabling the remote collaborators to share their selections on the screen. The authors

found the similar levels of cross-recurrence as it was found by Richardson et al. [2007]. The

participants in this dual eye-tracking experiment were asked to collaboratively understand a

JAVA program of about 200 lines of code. The selections made by one participant in each pair

were also shown to the other participant in the pair. Jermann and Nüssli [2012] found that the

cross-recurrence levels were higher when there was a selection present on the screen than the

times when there was no selections on the screen. Moreover, the cross-recurrence was higher,

in the case, when a selection was followed by a verbal explanation.

Gergle and Clark [2011] conducted a dual eye-tracking study where the participants completed

a collaborative reference elicitation task. The participants were given four replicas for the same

sculpture. The key task for the participants was to find the correct replica. To find the correct

replica the participants were required to discuss amongst themselves the different objects in

each replica and matching them with the original sculpture. There were three conditions in

the experiment: 1) the pair was seated side-by-side, 2) the pair was seated across the table,

and 3) the pair was allowed to move. The authors found that the mobile pairs produced more

local references (including pronouns like “this”, “here”) while the seated pairs produces more

elongated references (with additional modifiers). Moreover, the authors also found that the

gaze overlap between the partners was lowest when the references were local as compared to

when the references had location modifiers.

Duchowski et al. [2004] compared three modalities of assisting a referrer’s deictic references

to his partner in a virtual collaborative environment. The three assisting cues were: head

rotation, head and eye rotation, head and eye rotation with the light-spot over the target. The

participants were asked to verbally identify the target selected by the referrer. The authors

concluded that the reference disambiguation is fastest when the light-spot was shown along

with the head and eye rotations.

Cherubini and Dillenbourg [2007] explored the relation between the ability to explicitly refer at

something in a collaborative map annotation task, and the success in the task. The participants

were asked to plan a music festival around the university campus by annotating a map with

parking spots, places for drinks and stages. The participants were given a chat tool. The chat

application had two modalities. In one of the modes the participants could link the the places

they were talking about in the map with what they wrote in the chat; while in the other mode

there was no such facility. The results showed that the with the explicit referencing enabled

the pairs were faster in completing the task; and they had more concrete references in the
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terms of message length, compared to the modality without the facility of explicit referencing.

2.2.3 Gaze and program understanding

Several studies have been conducted to show the different aspects of the relation between

gaze and task performance in the context of programming. The studies can be classified based

on the granularity of eye-tracking analysis and based on the type of study. Concerning the

eye-tracking setup, most of the analyses conducted so far rely on a partition of the screen into

large Areas of Interest (AOIs). The screen is typically divided into regions that correspond to

elements of the interface (e.g. a panel for code, the console, and a panel for diagrams); and the

analyses were usually focused on the proportion of time spent, and the transitions between

the areas of interest; which are then related to task-based performance.

Pietinen et al. [2010] gave a new metric, to measure joint visual attention in a co-located pair

programming setup, using the number of overlapping fixations and use the fixation duration of

overlapping fixation for assessing the quality of collaboration. In another study Pietinen et al.

[2008] presented a possible design of the eye-tracking setup for co-located pair-programming

and addressed some of the problems regarding setup, calibration, data collection, validity

and analysis. Bednarik and Tukiainen [2006] examined coordination of different program

representations in a program understanding task. Experts concentrated more on the source

code rather than looking at the other representations. The different representations were

taken to be different AOIs. Bednarik et al. [2006] tried to relate the information types (by Good

and Brna [2004]) to the gaze among the four AOIs (Code, Output, Control Panel and Animation

of program). The authors concluded that presence of information type (e.g. high-level or

low-level) in the comprehension summary does not correlate to the fact that that the target

program was correctly comprehended.

Romero et al. [2002] compared the use of different program representation modalities (propo-

sitional and diagrammatic) in a expert novice debugging study where experts had a balanced

shift of focus among the different modalities than that for the novices. Sharif et al. [2012]

emphasised the importance on code scan time in a debugging task and conclude that experts

perform better and have shorter code scan time. Hejmady and Narayanan [2012] compared

the gaze shift between different AOIs in a debugging IDE. The authors concluded that good de-

buggers were switching between code and the expression evaluation and the variable window

rather than code and control structure and the data structure window.

2.2.4 Gaze and online/multimedia learning

Use of eye tracking in online education has provided researchers with insights about students’

learning processes and outcomes. Van Gog et al. [2005b] used eye tracking data to differentiate

the expertise levels in the different phases of an electrical circuit troubleshooting problem

and conclude that experts focused more on the problematic area than the novices. Van Gog
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et al. [2005a] used eye tracking data to provide feedback to students about their actions

while troubleshooting an electrical circuit and found that the feedback improved the learning

outcomes. Van Gog et al. [2009] found that displaying an expert’s gaze during problem solving

guided the novices to invest more mental effort than when there was no gaze displayed.

Amadieu et al. [2009] used eye tracking data to find the effect of expertise, in a collaborative

concept-map task, on the cognitive load. The authors divided the concept-map structure

into two categories: hierarchy based and network based. The authors concluded that the

average fixation duration was lower for the experts (when they produced the hierarchy based

concept-map) indicating less cognitive load on experts than novices. In an experiment,

where the participants had to learn a game, Alkan and Cagiltay [2007] found that the good

learners focused more on the contraption areas (areas that appeared strange or unnecessarily

complicated) of the game while they think about the possible solutions. Slykhuis et al. [2005]

found that students spent more time on the complementary pictures in a presentation, than

on a decorative picture.

Mayer [2010] summarised the major results of research on eye tracking in online learning

with graphics and concluded that there was a strong relation between fixation durations and

learning outcomes; and visual signal guided students’ visual attention. In another study to

compare the effect of colour coded learning material, Ozcelik et al. [2009] found that the

learning gain and the average fixation duration were higher for, and hence more mental

effort was put by, the students who received colour coded material than those who received

non-colour coded material.

2.3 Dual eye-tracking and collaborative problem solving

Two synchronous eye-trackers can be used for studying the gaze of two persons interacting to

solve a problem. It gives a chance to understand the underlying cognition and social dynamics

when people collaborate to solve problems at hand [Nüssli, 2011]. In a collaborative task of

findings bugs in a program, Stein and Brennan [2004] showed that the pairs who had their

gaze displayed to their partners took less time in finding the bugs than those pairs who had no

information about their partners’ gaze.

Sangin et al. [2008] used a knowledge awareness tool (KAT) to inform the pair about their

partners’ knowledge about a certain topic in a collaborative concept map task. The partici-

pants were asked to answer a pretest before the actual collaborative task. From participants’

responses, the authors built a knowledge awareness tool and displayed it to their partners

while they collaborated on a concept map. From the gaze data analysis, the authors found

that the participants looked at the KAT the most in the beginning of the collaboration, in order

to have an assessment about their partners’ knowledge. There was also a positive correlation

between the gaze on the KAT and participants’ relative learning gain. The authors found that

the participants looked more at the KAT when the partners’ provided a verbal cue about their

knowledge or when they provided a new information.
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From the same collaborative concept map experiment as Sangin et al. [2008], Liu et al. [2009]

found that the gaze data of the pair is predictive of the expertise in the collaboration. The

authors framed the whole interaction as a sequence of concepts looked at. The authors then

use Hidden Markov Models to predict the outcome of posttest and achieved an accuracy of

96.3%.

Nüssli et al. [2009] used dual eye-tracking data to predict success in Raven 2 progressive

matrices and Bongard problems 3. The authors used a collaborative versions of the problems,

where they partitioned the problem images in a way such that the pair had to collaborate to

get the correct answer. The results show that, using the gaze density and dispersion for each

of the image cell, the task success could be predicted with 78% accuracy.

Jermann et al. [2010] conducted a dual eye-tracking experiment with a collaborative version of

Tetris 4. There were two Tetriminos falling from top of the screen which could be controlled by

the two participants in the pair. The authors used social and gaze variables to predict the pair

composition (expert pair, novice pair or mixed pairs). The social variables were how many

times there was a conflict of interest on the stack on the bottom of the screen and how many

times the players had to cross each other. The gaze variables were the proportion of gaze on

the self piece, other’s piece and on the stack at the bottom. The results showed that, using

these variables, the pair composition could be predicted with and accuracy of 75.28%.

The following table summarises the main predictable in this section:

Table 2.2 – Gaze as a predicting variable for success and expertise in collaborative tasks

Paper
Collaborative

task
Predictable

Predicting
feature

Stein and Brennan [2004] Program debugging Success Partners’ gaze information
Sangin et al. [2008] Concept map Learning gain Gaze on KAT

Liu et al. [2009] Concept map Expertise
Sequence of concepts

looked at
Nüssli et al. [2009] Raven Bongard puzzels Success Gaze distribution

Jermann et al. [2010] Tetris Pair composition
Gaze distribution and
game’s social context

2.4 Different levels of analytics using gaze

Time scales had been used to describe behaviour at various levels. Eye-trackers allow us to

capture attention at a time scale that has more information content than the other measures

like interface event logs, dialogues or gestures. In a controlled experiment, Lord and Levy

[1994] found that, the duration of eye-fixations have duration of the order of 100 milliseconds,

2Source: "http://en.wikipedia.org/wiki/Raven’s-Progressive-Matrices"
3Source: "http://en.wikipedia.org/wiki/Bongard-problem"
4Source: "http://en.wikipedia.org/wiki/Tetris"
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which gives them a place at the lower end of cognitive behavioural band [Newell, 1994].

Cognitive behavioural bands have complex actions (e.g., reading or gestures) at the higher

end. Anderson [2002] identifies cognitive modelling as bridging across the behavioural bands

by taking the lower level bands into account. We will reuse the levels by Anderson [2002] to

refer to the Task (where we usually measured understanding), Unit task (where we usually

categorised dialogues) and Operations (where we usually collected raw data). The application

of intertwining the gaze and dialogues will be presented in chapter 3.

2.4.1 Social granularity

With regards to the social unit of analysis, gaze had traditionally been used to assess individual

cognition (e.g. eye-tracking studies about reading, program comprehension, etc.). However,

in the context of dyadic interaction, a methodology was needed to describe collaborative

gaze. Various measures of "gaze togetherness" had been used to indicate the quality of

collaboration in dyadic interaction. In general, good collaboration features convergent gaze.

Gaze togetherness increases significantly especially during verbal and deictic references. These

measures of togetherness were, however, related to a global time scale; and did not consider

the evolution of gaze focus during interaction.

There were different gaze-based measures of collaboration given by Richardson & Dale (2005),

Cherubini et. al. (2008) and Pietinen et. al. (2010). Richardson & Dale (2005) used “gaze

togetherness” as a notion of gaze cross recurrence (how much the participants are looking

at the same object at the same time). Cherubini et. al. (2008) used eye tracking in a remote

collaborative problem solving setup to detect the misunderstanding (distance between the

referrers’ and the partners’ gaze points) between the collaborating (through chat) partners.

Pietinen et. al. (2010) gave a new metric, to measure joint visual attention in a co-located pair

programming setup, using the number of overlapping fixations and use the fixation duration

of overlapping fixation for assessing the quality of collaboration. The problem with these

measures was that they characterise togetherness on a global level or on an arbitrarily defined

timespan (one could partition the interaction into “n” parts but these would not reflect the

underlying interactive dynamics).

2.4.2 Temporal granularity

With regards to the temporal granularity of analyses, studies have emphasised on overall mea-

sures of individual attention. For example, studies (Romero et.al, 2002; Bednarik & Tukiainen,

2006; Bednarik et. al., 2006; Sharif & Maletic, 2010; Hejmady & Narayanan, 2012; Pietinen et.

Al., 2008; Pietinen et. Al., 2010; Bednarik & Shipolov, 2011) have reported the proportion of

time that subjects spent fixating on different parts of the interface. These measures indicated

overall gaze behaviour (and may be correlated with expertise), but they could not serve as

real-time indicators of collaboration which could be used to provide immediate feedback. In

the context of dyadic interaction, the dynamics of interaction and dialogue are important
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indicators for collaborative knowledge building (e.g. Stahl, 2000). New gaze indicators are

needed to reflect the knowledge building at the micro level.

At the level of operations, there were studies about gaze and speech coupling [Meyer et al., 1998,

Griffin and Bock, 2000, Zelinsky and Murphy, 2000]. There were different notions of eye-voice

span given in different studies, but all the notions point towards a strong coupling between

speaker’s gaze and speech. Allopenna et al. [1998] showed that the mean delay between

hearing a verbal reference and looking at the object of reference (the listeners’ voice-eye span)

was between 500 and 1000 milliseconds. The combination of eye-voice and voice-eye coupling

was that the gaze of speakers and listeners were coupled with a lag of about 2000 milliseconds.

This short term coupling between speaker and listener was at the operation level only and did

not inform about the relationship of gaze and dialogue in longer episodes. This is problematic

when one is interested in knowledge building episodes that usually last for several utterances.

2.5 Discussion

We saw that gaze patterns correlate about the expertise, task success, task-specific strategies

and deixis. In this thesis we will present new methods to analyse gaze along with the dialogues

at different temporal scales. We will also show how the “togetherness” of the pair affect the

understanding and success. This measure is not constrained only to the moments when

there are references (verbal or deictic), but we consider the whole interaction as a ground to

measure “togetherness”. Furthermore, we will show how can we extend and give feedback

based on these findings to another context, from a learning point of view to increase students’

engagement.
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3 Pair Program Comprehension

3.1 Introduction

In this chapter, we present the analysis of a pair-program comprehension experiment 1 to

illustrate the sensitivity of the gaze traces to the different levels of understanding as well as

to the different episodes in the interaction. This problem is a two sided coin: it involves

the cognitive aspects related to program understanding and the social aspects related to the

interaction of two programmers. Through this study, we examine the triumvirate relationship

between the gaze, the dialogues and the level of understanding attained by the pair (Figure

3.1).

Gaze 

Dialogue Understanding 

Figure 3.1 – A typical Diagram to show the relation between the gaze, the dialogues, and the
level of understanding of the pair.

The chapter first describes the context, i.e., pair programming. Then we introduce a few

program comprehension strategies that were found in the previous research. Once we have

established the context, we provide the details of the experiment and different variables we

used to analyse the interaction of the two programmers. Finally, we present the results of the

study and the discussion. For this chapter, we conceptualise our domain of investigation as a

triumvirate that consists of cognition (program understanding), communication (dialogue),

and attention (gaze).

1This experiment was conducted by Marc-Antoine Nüssli and Patrick Jermann in June, 2011

23



Chapter 3. Pair Program Comprehension

3.2 Context

3.2.1 Pair programming

Pair programming [Williams and Kessler, 2000], a method by which the two co-located pro-

grammers share a display while performing various programming tasks. The collaborators

typically adopt the roles of driver (actual typing) and navigator (focusing on organisational

activities and planning) while working. According to the proponents of pair programming, the

method leads to higher quality programs in comparison with individual work. More generally,

we take pair programming as a special case of collaborative problem solving, a process that

involves coordination between participants and the construction of shared understanding.

Pair programming is usually done with co-located programmers. However, spatially dis-

tributed pair programming have been studied with satisfactory results showing that the

distance factor can be neglected [Baheti et al., 2002]. Pair programming leads to high quality

programs [Nüssli, 2011], hence a pair of expert programmers, working in a remote collabora-

tive setting, could obtain a better understanding of a program as well.

3.2.2 Program comprehension as a problem solving task

Program Comprehension is central in many programming tasks, for example during software

maintenance or software evolution, where programmers have to read and extend code that

they did not necessarily produce themselves. Program comprehension is a special kind of

problem solving. Like any problem solving task, program comprehension has a problem

statement (to understand the given program) and a solution (the description of functionality

of the program) and different approaches to get the solution. The main approaches are

top-down and bottom-up. Top-down approach involves decomposition of the problem in

sub-problems; and solving the sub-problems, while bottom-up approach involves integration

of low-level details to come up with a solution.

Program comprehension is a goal-oriented, problem-solving task that is driven by preexisting

notions about the functionality of the given code [Koenemann and Robertson, 1991]. It could

be thought of a pattern matching at different levels of abstraction [Tilley et al., 1996]. The

different abstraction levels help understanding a program at different levels, for example, at

syntactical level programmers could understand the relation between different programming

constructs and at semantic level they could relate different programming structures to their

real world counterparts. The potential of eye-tracking in diagnosing the quality or the strate-

gies of understanding relies on the assumption that understanding strategies are reflected by

different ways to “read” the code.
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3.2.3 Program comprehension strategies

There are several strategies to understand a program, a top-down approach [Soloway and

Ehrlich, 1984] consists of starting with a hypothesis about the program and then validating or

“end marking” the hypothesis with the individual components of the program. A Bottom-up

approach [Shneiderman and Mayer, 1979] starts from a series of code fragmentation and then

assigns a domain concept to each fragment. An Iterative approach [Brooks, 1983] includes

a “while” loop of top-down process, i.e., having a set of preexisting notions or hypothesis,

their verification and modification, until everything in the program can be explained within

the set of notions with which the iteration started. There are some more strategies that are

a hybridisation of top-down and bottom-up [Letovsky, 1987, Von Mayrhauser et al., 1995].

These two strategies are used interchangeably during program comprehension as and when

needed [Letovsky, 1987].

Letovsky [1987] proposed a typical set of mental models needed to understand a program

which included specific functionality of a program, the way it had beed implemented and

relationship among different parts of the program. Letovsky [1987] also emphasised that

mental model for implementation consists of actions and data structures of a program. Under-

standing the entities/data/variables and relationship amongst them inside a program was very

important, in order to assign them a concept from the domain knowledge [Biggerstaff et al.,

1994]. [Johnson and Soloway, 1985] advocated for having a programming plan to understand

the program text (what was written?) and the program intent (why was something written?),

and then divided the programming plan into two major parts “Variable plan” (how the data

flow of the program worked) and “Control plan” (how were the different conditions related to

each other). Johnson and Soloway [1985] then proposed the use of variable plan to understand

the relation between program text and program intent.

3.2.4 Elicitations and program understanding

Pennington [1987] gave a special abstract program representation code (control flow, data

flow, functional, state charts, condition-action table) to each explanation along with a spe-

cial knowledge plan code. Each knowledge plan contained a different way to represent the

functionality of the given program. For example, the control flow described how the compiler

moves between different lines of the program; while the condition-action table listed all the

conditions in the program and the how they effected the output of the program. This coding

scheme lacked the sense of abstraction hierarchy in the explanation. Having an abstraction

hierarchy in the codes is important to know the underlying cognitive (bottom-up or top-down

or opportunistic) model of the explanation. Von Mayrhauser et al. [1995] pointed out the

need to categorise the dialogues, with each category containing a cognitive significance. The

categorisation used by Von Mayrhauser et al. [1995] was too detailed for a program having 100-

150 lines of code, as the authors mentioned in that the goal of comprehension, in their case,

was software maintenance; for us it provided the basis of understanding through studying
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the patterns of pairs with good understanding. Good and Brna [Good and Brna, 2004, 2003]

gave a coding scheme that is free from program summaries. Their main focus was on finding

the information structure produced; and not the underlying cognitive processes in program

comprehension.

3.2.5 Expertise and program understanding

A bottom-up approach characterised novice programmers, while experts followed a top-down

approach of generating a hypothesis and verifying it in most of the cases. While experts and

novices might possess the same semantic knowledge, experts used their experience to make

better use of knowledge [Kolodner, 1983].

In two different studies Bonar and Soloway [1983] and Koenemann and Robertson [1991]

described the particular strategies for novice and expert programmers respectively. On one

hand, Bonar and Soloway [1983] found that for the understanding of novices while loops

sometimes become “while demons”. Moreover, novices had “conflicts” in the strategies to

be applied for giving the “Natural Language Description” of a program. Novices tend to

follow the “systematic execution” of the program and increase their chances to get stuck. Line

by line understanding is typical in bottom-up integration of program functionality and is

characteristic of lack of hypothesis [Bonar and Soloway, 1983].

On the other hand, Koenemann and Robertson [1991] found that experts applied the as-needed

strategy, where they limited their understanding to only those parts of the program that they

find relevant to a given task. Experts did not follow a predefined strategy to understand a

program. For example, experts did not decide beforehand to understand a program in “top-

down” or “bottom-up” manner. Experts tend to use both of them as and when needed. In

another study, Koenemann and Robertson [1991] found that experts used a top-down strategy

but, in case of a hypothesis failure a bottom-up strategy was used.

3.3 Problématique

Collaborative interaction consists of a sequence of actions and communicative acts. In order

to build models that assess the quality of specific interaction patterns (e.g. is an explanation

elaborated or not, was it understood or not), it was necessary to first identify the interaction

patterns in the flow of interaction (e.g. when is an explanation given). In order to automatically

analyse these interaction episodes we need to find out how to automatically find interaction

episodes based on raw data streams.

Usually, fixation time is aggregated in predefined areas of interest and researchers report

global proportions of attention time dedicated to the different types areas. To measure cou-

pling, cross-recurrence analysis quantifies, as an overall measure, how much the gaze of the

collaborators follow each other with a given lag. These fixation based measures aggregate
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indicators measured in the 100ms range to the whole interaction. The interaction episodes

that we proposed to detect on the other hand are situated in between the short time range of

a fixation and the long time span of the whole interaction. Figure 3.2 shows the conceptual

difference between the fixations and interaction episodes. The main difference is in their

respective durations in time and their use to analyse different types of behaviours. This brings

us to the main methodological question for the pair program comprehension processes.

Methodological Question What are the different ways to segment the interaction, in a mean-

ingful manner, of a dyad trying to understand a program?

Once we have found the interaction episodes, we addressed the following research question:

Research Question What are the relations among the gaze, the dialogues and the level of

understanding of the pair?

Interaction  
Episodes 

Fixations 

Figure 3.2 – A typical Diagram to show the conceptual analogy between the fixations and the
segments, and to show the analogy between different levels of raw gaze aggregation and the
behaviour dimensions

3.4 Experiment

In the experiment, pairs of subjects had to solve two types of pair programming tasks. The first

task was to describe the rules of a game (e.g., initial situation, valid moves, winning conditions,

and other rules) implemented as a Java program (Appendix A). The only hint to the pairs
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was that it is a turn based arithmetic game. The second task was to find errors in the game

implementation and to suggest a possible fix using a few lines of output to analyse the error

and to find the location of it in the program. For his chapter, we concentrated only on the

comprehension task.

3.4.1 Subjects

Eighty-two students from the departments of computer science and communication science

from École Polytechnique Fédérale de Lausanne, Switzerland were recruited to participate in

the study. They were each paid an equivalent of 20 USD for their participation in the study.

The participants were typical bachelor and master students. The participants were paired into

forty pairs irrespective of their level of expertise, gender, age or familiarity.

3.4.2 Procedure

Subjects had to read and sign a participation agreement form, when they came to laboratory.

Then, for the next 3 minutes, the experimenters calibrated the eye-trackers for each of the

subjects. This simple procedure consists of fixating the center of nine circles appearing on the

screen. Once both subjects were ready, they individually filled a short electronic questionnaire

about their programming skills and previous experience. The pretest which followed, consisted

of individually answering thirteen short programming multiple choice questions.

3.4.3 Apparatus and material

Gaze was recorded with two synchronised Tobii 1750 eye-trackers that record the position of

gaze at 50Hz in screen coordinates. The eye-trackers were placed back to back and separated

from each other by a wooden screen. The synchronisation of the eye-trackers was done by

using a dedicated server to log gaze via callback functions from the low-level API of the eye-

trackers [Nüssli, 2011]. The subjects heads were held still with an ophthalmologic chin-rest

placed at 65 centimetres of the screen. An adaptive algorithm was used to identify fixations

and a post-calibration was done to correct for systematic offsets of the fixations with regards

to the stimulus [Nüssli, 2011].

The JAVA programs were presented in a custom programming editor based on the Eclipse

development environment. Text was slightly larger (18pt) than it is usually on computer

screens and was spaced at 1.5 lines to facilitate the fixation hit detection at a word level

precision. Scrolling was synchronised between the participants, such that when programmers

scrolled, their partners’ viewport was also updated at the same time. All other highlighting,

search and navigation functionalities were disabled in the editor.

28



3.5. Variables

3.5 Variables

3.5.1 Level of Understanding

We distinguished between two levels of understanding based on how well the pair performed

the description task. Pairs with high level of understanding were able to describe correctly

and completely the rules of the game including initial situation, valid moves and winning

conditions. Pairs with low level of understanding could only describe partial aspect of the

game structure and tried to guess the detailed rules from the method names; for example, they

failed to describe the winning conditions correctly or they explained only some of the initial

conditions.

One important point worth mentioning here is that the ratings of levels of understanding are

purely based on the correctness of the explanations given by the pairs. For example if a pair

gave a description in programming terms (a low level of abstraction) and it was correct, the

pair was rated to have a high level of understanding. The reader must not confuse between the

program description dialogues (described in section 3.6.3) and the levels of understanding.

3.5.2 Semantic tokens

The program is comprised of tokens. For example, a line of code “location = array [ c ] ; ”

contains 13 tokens (location, c, =, array, ;, 2 brackets and 6 spaces). Fixations on the individual

tokens were detected using a probabilistic model (for details see Nüssli [2011]). As the code

tokens were small and many in numbers, the probabilities of having a fixation on a token was

distributed among several tokens (3 to 10). These probabilities were normalised to make the

sum of probabilities for one fixation to be one. We then aggregated the probabilities of all

fixations in the defined time window. For each object of interest, the aggregated probabilities

were computed as the average of the probabilities of each fixation weighted by the fixation

duration. Hence, the resulting aggregate represented a probability distribution over the objects

of interest which could be seen as the fixation time ratio based on probabilistic hits values.

Finally, we computed the time spent on the various tokens in the program and categorised

them into categories named as semantic tokens. For the different analyses, we developed two

different versions of this categorisation scheme.

First version with three semantic token categories

Identifier this class included the variable declarations.

Structural this class included the control statements.

Expression this class included the main part of the program, like the assignments, equations,

etc.
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Figure 3.3 – A typical example of semantic elements of a program. The identifiers are the names
of the variables and the methods. The structural elements are the punctuation elements and
the brackets. The expressions contain the relation among the identifiers.

Second version with six semantic token categories

Structural this class included the control statements.

Type this class included the keywords identifying the data type/structure of a variable or a

return data type/structure of a method.

Method this class included names and usage of methods defined by the programmer.

Variable this class included names and usage of variables defined by the programmer.

System method this class included the names and usage of JAVA inbuilt methods.

System variable this class included the names and usage of JAVA inbuilt variables.

3.5.3 Gaze transitions

Is it possible to discriminate the different reading patterns for program understanding between

the pairs with high versus low levels of understanding ? Do the pairs with high level of

understanding build their understanding based on different semantic elements in the program

than the pairs with the low level of understanding?

To measure the reading patterns, one of our approaches was based on gaze transitions between

different types of program elements. For defining the gaze transitions we used the semantic

tokens the three categories. We proposed that a “back and forth” shift in gaze between

identifiers and expressions would depict the attempt to understand the data flow and/or the

relation among the variables. Similarly, a gaze shift among all the three semantic classes would

translate, in terms of reading patterns, to “Linear reading”.

Our analysis was aimed at finding which type of transitions characterise pairs with different

levels of understanding. Table 3.1 shows the categorisation of different transitions among

different semantic classes in the program into data flow, control flow and data flow according
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to control flow. We considered the "3-way" transitions among the semantic classes as one

3-way transition reflected one unit of reading patterns. For example, a 3-way transition

"E−>I−>E" reflected the "reference lookup" for a variable in an expression.

Table 3.1 – Categorisation of different transitions among different semantic classes in the pro-
gram into different types of flows in the program. (I=Identifier, S=Structural, E=Expression). −>
denotes the transition.

Type of flow in the program Types of transitions

Data flow
I−>E−>I
E−>I−>E

Control flow
I−>S−>I
S−>I−>S

Data flow according to Control flow
S−>E−>S, E−>S−>E
S−>I−>E, E−>I−>S

(Systematic execution of program) S−>E−>I, I−>S−>E
I−>E−>S, E−>S−>I

We followed the following sequence of operations to obtain the transition categories from the

raw gaze data:

1) Raw Gaze and Fixations: The first step in the analysis of gaze aggregated the gaze points

given by the eye tracker into fixations (moments of relatively stable gaze positions).

2) Determining Areas of Interest or Tokens: Once we had the fixations from the raw gaze

data we define the areas of interest in our stimulus, i.e., in the program.

3) Episodes of Interaction: From the fixations we got the interaction episodes using

method described in section 3.6.1.

4) Tokens to Semantic Classes: After defining the tokens as our areas of interest we used

the semantic tokens with three categories (see Section 3.5.2).

5) Sequence of Semantic Classes looked at: We took the sequence of the semantic classes

fixated during the interaction for our analysis, for example sequence “IIIESSEESSSIIIE”

(I = Identifiers, S = Structural and E = Expressions) tells us that first 3 fixations were on

identifiers, 4th fixation was on an expression then next 2 fixations were on the structural

elements and so on.

6) Compressing the Sequence: As we were interested in the transitions between the se-

mantic classes and not in the duration of time spent on the different semantic classes.

We considered the continuous fixations on the same semantic class to be one fixation

and thus the sequence “IIIESSEESSSIIIE” turned into a "compressed" sequence as

"IESESIE".

7) Compressed Sequence to "3 way" Transitions: Once we had the compressed sequence

we simply counted the number of transitions from one semantic class to other and then

to another one. For example the compressed sequence "IESESIE" has 5 transitions "IES",

"ESE", "SES", "ESI" and "SIE".

8) Transitions to Control Flow: Transitions "ISI" and "SIS" depicted the activity of tracing
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the control of the program with the different states of the variables.

9) Transitions to Data Flow: Transitions "IEI" and "EIE" depicted the activity of tracing

the data flow of the program. This reflect the task of looking for different variables and

the interdependencies between them.

10) Transitions to Linear Reading: All the transitions involving the three semantic classes

and the transitions "ESE" and "SES" reflected gaze transition amongst all the semantic

elements in a program. This translated to reading the program as if it was an English

text.

3.6 Interaction Episodes

In the section 3.3, we highlighted the importance of automatically defining interaction

episodes to understand the cognitive mechanisms underlying the pair program compre-

hension. In this section, we present three methods to define the interaction episodes. The

first method used the temporal nature of gaze to define the episodes. The second method

used the individual distribution of the gaze over different tokens in the the program and the

pair’s similarity of this distribution in a given time window. The third method simply used the

dialogues to achieve different interaction episodes.

3.6.1 Fixations Episodes

The existence of fixation episodes first came to our attention when looking at the evolution in

time of the JAVA tokens looked at by the programmers during a program understanding task.

The green curve in the figure 3.4 represents the evolution of the average token identifier in time

(tokens were numbered in order of appearance in the program) for a particular pair. Stable

exploration episodes clearly appear as "plateaux" separated by "valleys" and are reminiscent

of the data patterns that characterise the organisation of raw gaze data into fixations and

saccades. Deep valleys are due to programmers scrolling through the code while looking

for particular methods whereas smaller valleys correspond to focus shifts between areas of

program visible on one screen. Computing fixation episodes was a two step process; first

we found the individual episodes; and then we aligned them in time to find the interaction

episodes for the pair.

Finding segments in the gaze of individual participants

For finding the fixation episodes from individual data, first of all we smooth the fixations

using moving averages for each non-overlapping window of 10 seconds.; and then used the

following steps to find the segments from the individual fixation data:

1) First, we divided the smoothened fixation data into non-overlapping time windows.

2) For fixations in each window, we found the best fitting line.
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3) For each fitted line, we found the angle it made with the time axis; and for each window,

we found the range of tokens looked at by the participant.

4) For each window, we found whether the angle between the line and the time axis and

the range of tokens looked at were both less than the respective thresholds; if yes, then

the window was deemed to be a part of a fixation episode.

5) Once we had the potential portions of a segment; we merged such sequential windows

in time, only if they were overlapping in terms of the range of tokens looked at.

6) The output of this step were the fixation episodes for each participant in the pair.

Figure 3.4 shows the episodes computed from the fixation data (sampling rate 50Hz) for two

participants in the same pair. The black lines depict the detected episodes. These individual

fixation episodes are then aligned in time to find the interaction episodes for the pair. We

describe this step in next subsection.
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Figure 3.4 – Fixation episodes computed for individual participants of a pair in the program understanding task. The x axis represents time
(sampling rate 50Hz). The y axis represents the average token ID that was gazed at. A horizontal "plateau" (black horizontal lines) means that
the subject has been looking at a stable range of tokens over a relatively longer period of time.
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Temporally aligning the episodes for the pair

We aligned individual fixation episodes in time and then again merge them so that we had

longer (in terms of time) interaction episodes to analyse.

For finding the interaction episodes, we used the following steps:

1) Input to this step was the two individual episodes that we got as the output of the

previous step.

2) We found the temporal overlap between the two individual fixation episodes and created

a binary overlap matrix. Each element in this binary matrix indicated whether the i th

episode of first participant overlapped (more than a threshold, 60%) with the j th episode

of the second participant; both in terms of the time and the range of tokens looked at

(intuitively we could say that there is no temporal overlap between the non-consecutive

episodes).

3) Once we had the overlap matrix, we considered the intersection of the episodes for

the two participants (in terms of their duration) and defined the intersection to be the

convergent interaction episodes.

4) The output of this step was the set of convergent interaction episodes for a pair.

Figure 3.5 shows an example of temporal alignment of the individual episodes and the conver-

gent interaction episodes in terms of time.

Time (seconds) 

Merged episodes 
Subject 2 
Subject 1 

Figure 3.5 – Fixation episodes of both the participants aligned in time and the episodes of
interaction; time on X-axis; Y-axis: 1 for first participant, 2 for the second participant, 3 for the
episodes of interaction
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3.6.2 Focus-similarity episodes

The focus-similarity episodes were identified based on two parameters: the individual visual

focus of gaze and the pair’s gaze similarity. In order to characterise the individual visual focus

of each subject, we computed the object density vector over a given time window. This density

vector contained the probability of looking at the different objects of the stimulus. In order to

compute this vector, we aggregated gaze data over a 1-second time window and we compute

for each object the amount of gaze time that was accumulated inside the object.

We then defined the individual visual focus size (Figure 3.6) as the numbers of objects that are

looked at during a 1-second time frame. The rationale was to distinguish between moments

where the subjects looked essentially at few objects versus moments where they looked almost

uniformly at several objects. In order to get a quantitative indicator of this focus size, we

computed the entropy of the density vector. Entropy measures the level of uncertainty of a

random variable, which, in our case, was the number of objects looked at by the subjects.

Hence, high entropy indicated that the subjects looked at many objects (not focused gaze),

while low entropy indicated that they mostly looked at few objects (focused gaze).

Highest entropy   

Lowest entropy 

Time = t1 

Time = t2 

Figure 3.6 – A typical example of computing gaze entropy for an individual. The letters are
symbolic semantic tokens. The numbers inside the boxes represent the proportion of the time
window spent on the respective semantic tokens. We show the two extreme cases with highest an
lowest possible values of entropy.

Next, for each 1-second timeframe, we defined the pair’s visual focus coupling (Figure 3.7) as

the similarity between the objects looked by one subject and the objects looked by the second

subject. We quantified this coupling by computing the cosine between the gaze density vector

of one subject and the gaze density vector of the other subject.

The focus-similarity episodes were obtained by combining focus size and similarity. An episode

lasted as long as the individual focus size and the pair’s similarity stayed constant. Technically,

a run length encoding procedure applied on the 1-second indicators for the visual focus and

the similarity obtained this. When both subjects were focused and similar we defined “focused

together” gaze episodes. Similarly, we defined the other three types of gaze episodes that

were: 1) “not focused together”, 2) “focused not together”, and 3) “not focused not together”.

Since we were mostly interested in “what happens during moments of high togetherness?” we

report only what happened in “together” episodes (i.e., “focused together” and “not focused

together”). Typically, a “focused together” episode translated in terms of behaviour as putting
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Time = t1, Similarity = 1 

Time = t2, Similarity = 0 

Subject 1 

Subject 2 

Subject 1 

Subject 2 

Figure 3.7 – A typical example of computing gaze similarity for a pair. The letters are symbolic
semantic tokens. The numbers inside the boxes represent the proportion of the time window
spent on the respective semantic tokens. We show the two extreme cases with highest an lowest
possible values of gaze similarity.

joint efforts to understand code; while a “not focused together” episode translated as an effort

to search some piece of code.

3.6.3 Dialogues

Dialogues in a collaborative program understanding task help us to identify various collabora-

tive activities (controlling the scroll, managing time and task) and descriptions which could

be used to find the interaction episodes for further gaze analysis.

The categorisation schemes, described here, was developed to account for the program

descriptions done by individual programmers. In a pair programming setup, collaboration also

plays an important role apart from individual efforts to understand the program. None of the

three coding schemes ([Pennington, 1987, Good and Brna, 2004, 2003], presented in section

3.2.4) had categories that could address collaboration in a pair program comprehension task.

We developed a new categorisation scheme, that not only considered the description dialogues,

but also the collaborative activities involved. This scheme characterised code descriptions in

terms of both the scope and the abstraction of the program description. The categories were

well suited for programs with 100-150 Lines of Code(LOC) and they could be used to reflect the

mental processes (top-down or bottom-up) underlying the program comprehension activities.

For categorising the dialogues, we transcribed the audio recordings from the pairs. There were

only 16 pairs who talked in English, hence, we will show the results for only those pairs.
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We divided the dialogues into 2 main categories: program description and collaboration man-

agement. First 4 categories contained the dialogues to identify the different descriptions of the

program and later 4 categories contained the dialogues for collaboration management activi-

ties. The program description dialogues could further be categorised as a two-dimensional

scheme as shown in table 3.2. On one dimension there is the level of abstraction in the expla-

nation of the program. On the second dimension there is the length of the program that was

explained in terms of Lines of code (LOC). Such representation also helped interpreting in

terms of different program understanding strategies according to description dialogues within

the table. For example, given a series of dialogues, moving right or moving up in the grid

would be interpreted as Bottom-Up and moving left or moving down would be interpreted

as Top-Down. Readers might think that the program description dialogues simply reflected

the process of assigning each pair a level of understanding; this is not the case. The level of

understanding was assigned based on the correctness of the description and not on based on

how abstract the description was or how big the part of program was covered. The dialogue

categories are explained as following.

1) Program Description Dialogues (DESC)

METH_OPR Description in programming terms for a scope of one line of code. Example,

“while wi nner = 0 and not gameFinished cur r entPl ayer = 2− cur r entPl ayer +1”.

METH_ACT Description in programming terms and in english for a scope of 2 to 10 lines

of code. Example, “when the game is not finished and there is no winner it continues

you go to the next player.”

LINE_OPR Description in programming terms for one line of code. Example,“ choice is

getPlayerMove currentPlayer”.

LINE_ACT Description in programming terms and in english for a scope of 2 to 10 lines

of code. Example, “player makes his choice with getPlayerMove”.

2) Collaboration Management Dialogues (MGMT)

TM Overall Management of the task the participants did inside the phases and ques-

tions. Reading instruction, reading questions, talking about remaining time, deciding to

answer. Example, “Let’s start recording answer.”

TMT Group of Task Management statements that depicted the order of the tasks that

were to be done during the experiment. In other words, this category captures the

meta level dialogues about the procedure. Example, “Lets starts the phase, I’ll read the

questions.”

FM Managing the Focus of the gaze during the task. Talking about navigation. Telling

where to look at. Asking where something is. Example, “Where is the function checkAnd-

Set?”

TECH Any dialogues related to the controls of interface, scrolling, view-port, discussions

about how selection sharing works. Example, “When you scroll it moves for me too”.

Other description measures derived from table 3.2 were the “scope” and the “abstraction” of
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Table 3.2 – Examples of program description dialogues (Excerpts from the audio transcriptions).

Scope of the program described
One line of the program 2-10 lines of the program

Abstraction in
the description

Low
player makes his choice

with getPlayerMove

while winner = 0 and
not gameFinished currentPlayer

= 2 − currentPlayer + 1

High
choice is getPlayerMove

currentPlayer

when the game is not
finished and there is no winner

it continues you go to the next player.

the description. Scope and abstraction were calculated with adding the rows and columns of

the table 3.2 respectively.

3.7 Results

Once we solved our methodological question, we moved ahead and tried to find the answers to

our research questions. We analysed the whole interaction from three different perspectives2:

1) the gaze transitions for different fixation episodes; 2) the distribution of gaze over different

semantic tokens during different dialogue episodes; 3) The interlacing of gaze and dialogue

episodes to analyse the interaction over different time granularities.

3.7.1 Temporal interaction

We found a relation between the level of understanding of the pair (U), the pair composition

(P) and the gaze transitions (T) using log linear models [Gottman and Roy, 1990]. Log linear

models use contingency tables to find the relation between different variables and for compar-

ing the two models for same contingency table. Gottman and Roy [1990] used a new statistics,

called G2 the “likelihood statistics” (or LR X 2), which is asymptotic to “chi square”. G2 can be

calculated as following:

G2 = 2
∑

i (obser ved)i l og (obser ved)i
(expected)i

There are two main methods for fitting the log linear model to a given contingency table.

Forward Selection, where we fit all hierarchical models that include the current model and

differ it by one effect (single or interaction effect); and Backward Elimination, which leaves the

term that incurs the least change in the LR X 2 value (for details see Gottman and Roy [1990]).

We combined both of the methods to achieve a fast consensus. According to the forward

selection, we fitted all the hierarchical models that differ the current model by one term. For

the next iteration, we kept the model with the least change in the LR X 2 value (opposite to the

2For the first two perspectives, we only compared the very distinct pairs, i.e., 16 and 12 pairs for high and low
levels of understanding respectively. For the relation between the gaze and dialogues, we had to transcribe the
audio from the pairs, we only transcribed those who spoke English, hence we had 8 pairs in both high and low
levels of understanding.
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backward elimination, but the idea was to delete the least change incurring term). The finally

selected model should have the maximum degrees of freedom with the least change in the

“likelihood statistics” (or LR X 2).

Table 3.3 – Hierarchical linear model fitting for Contingency Table with dimensions Transition
(T), Pair Type (P) and Level of Understanding (UND), for the combined gaze of all the pairs

Model G2 DoF Terms Deleted 4G2 4DoF
[T ][P ][U ] 7503 57

[T PU ] 0 0
[T P ][TU ][PU ] 32 22 [T PU ] 32 22

[T P ][TU ] 7267 24 [PU ] 7235 2
[T P ][PU ] 103 33 [TU ] 71 11
[TU ][PU ] 54 44 [T P ] 22 22

[TU ] 8026 48 [PU ] 7972 4
[PU ] 8487 66 [T P ] 8433 22

Table 3.3 shows the log linear model fitting using the method proposed above. The first 2

models [T ][P ][U ] and [T PU ] are the independence model and the saturated model respectively.

We can see that the saturated model fitted the data perfectly (DoF = 0, G2 = 0). On the other

hand, independence model showed a big variation (DoF = 7503, G2 = 57) from saturated

model. Removing the 3-way interaction term resulted in the model [T P ][TU ][PU ] (DoF = 32,

G2 = 22). Now, we considered the effect of removing one 2-way interaction term at a time.

Removing term [PU ] caused a big deflection from the all 2-way terms model with a small

increase in the degrees of freedom (4G2 = 7235, 4DoF = 2). Removing [TU ] also caused

some deflection from the all 2-way terms model (4G2 = 71, 4DoF = 11); but removing [T P ]

term caused the smallest deflection and increases the degrees of freedom as well (4G2 = 22,

4DoF = 22). Further removing terms from [TU ][PU ] caused greater deflections. The best

fit model for a given contingency table is the one with the least 4G2 and largest 4DoF with

respect to the saturated model ([TU ][PU ] in this case with 4G2 = 22 and 4DoF = 22).

It was clear from finally selected log linear model that there was a dependence between

the transitions and the level of understanding; as well as between the pair type (the pair

composition in terms of experts and novices) and level of understanding.The first dependency

is reflected by the term [TU ] and the later one was depicted by the term [PU ], where [PU ]

reflected the fact that a pair of two experts could understand a program better than a pair

of two novices. To better understand the dependency between transitions and levels of

understanding we used ANOVA. Here, instead of using the transitions, we grouped them in

categories as depicted in table 3.1. Figure 3.8 shows the differences between the two levels of

understanding (medium and high) for the different types of flows in a program.

Pairs with low level of understanding had significantly more transitions amongst all three

semantic classes than the pairs with high level of understanding (F [1,27] = 32.1, p < .01). In

terms of gaze transitions; this behaviour translated into reading each line of the program and

trying to understand it. This showed that these pairs looked simultaneously at the conditions
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Figure 3.8 – Mean plots and confidence intervals for different transitions for the whole interac-
tion.

in the program as well as the modification of the data elements according to the conditions.

This strategy of program understanding was similar to reading the program line by line; in

other words, reading the program as if it was an English text. This method was not characteris-

tic of the pairs with high level of understanding, as shown in an experiment by Koenemann

and Robertson [1991]. The pairs with high level of understanding had significantly more

transitions among the identifiers and the expressions (F [1,27] = 65.5, p < .01). They con-

centrated more on the variable/entities and the relationship among them. Building up their

understanding in this manner the pairs with the higher level of understanding were able to

do a proper concept assignment from the program domain to the world domain as shown by

Biggerstaff et al. [1994].

Taking our analysis one step ahead, to find the effect of the convergent and divergent episodes

of interaction, we carried out 2×2 ANOVA for data flow and systematic execution with two

factors level of understanding and convergent/divergent interaction episodes.

Table 3.5 shows the descriptive statistics for the proportion of data flow transitions and the

linear reading transitions in the different types of interaction episodes and for the different

levels of understanding. There were two single effects for the type of interaction episode

(F [1,27] = 121, p < 0.01) and for the levels of understanding (F [1,27] = 10.86, p < 0.01), and

there was no interaction effect. From figure 3.9 we observed that all the pairs in divergent
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Table 3.4 – Mean and standard deviations for the data flow and the linear reading across the
two different levels of understanding.

Low level of
understanding

(n = 12)

High level of
understanding

(n = 16)
Transition

type
Mean

Std.
dev.

Mean
Std.
dev.

Data flow 0.4 0.018 0.45 0.016
Linear reading 0.55 0.020 0.51 0.017

phases of interaction spent more time on understanding the data flow than that in conver-

gent phases. Moreover, from figure 3.10 we observed that the pairs in convergent phases

have a had higher ratio of transitions that correspond to linear reading. There is also an

effect of levels of understanding on systematic program execution depicting more effort put

by the pairs with medium level of understanding on systematic program execution.
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Figure 3.9 – Mean plots and confidence intervals for data flow for the interaction episodes and
levels of the understanding.

Using the results from the fixation episodes and the gaze transitions, we could say that there

was a significant relation between the levels of understanding attained by the pair and their

gaze patterns (figure 3.11). The pairs with high level of understanding followed the data flow

of the program and the pairs with low level of understanding read the program as if it was an

English text.
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Figure 3.10 – Mean plots and confidence intervals for Systematic reading of program for the
interaction episodes and the levels of understanding.

Table 3.5 – Proportions of data flow and linear reading transitions (mean and standard devia-
tion) by type of episode and level of understanding.

Level of understanding

Transition Type Episode Type
Low

(n=12)
High

(n=16)
Data Flow Convergent 0.59 (0.04) 0.56 (0.03)

Divergent 0.51 (0.02) 0.49 (0.02)
Systematic Execution Convergent 0.35 (0.04) 0.38 (0.03)

Divergent 0.44 (0.02) 0.47 (0.02)

Higher level of understanding 
More time on data flow 

Gaze 

Dialogue Understanding 

Figure 3.11 – Contribution to the triumvirate relationship between the gaze, the dialogues and
the level of understanding (figure 3.1) from analysing the temporal interaction.
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3.7.2 Gaze-dialogue coupling

Next, we looked at the relationship between the abstraction in program descriptions given

by participants and gaze-base descriptors. We first present the log linear analysis for three

variables: semantic token (C), scope of description (S) and abstraction in description (A). Once

we had dependencies then we present the descriptive statistics to explain the dependencies.

Table 3.6 – Hierarchical linear model fitting for Contingency Table with factors semantic token
(C), abstraction in description (A) and scope of description (S), for the combined dialogues of all
the pairs.

Model DoF G2 Terms 4DoF 4G2

Deleted
[C ][A][S] 16 142

[C AS] 0 0
[CA][CS][AS] 5 6 [CAS] 5 6

[C A][C S] 6 127 [AS] 1 121
[CA][AS] 10 12 [CS] 5 6
[C S][AS] 10 20 [C A] 5 14

Table 3.6 shows the log linear model fitting using the method proposed in the previous subsec-

tion. The first 2 models [C ][A][S] and [C AS] are the independence model and the saturated

model respectively. We can see that the saturated model fitted the data perfectly (DoF = 0,

G2 = 0). On the other hand, independence model showed a big variation (DoF = 16, G2 = 142).

Removing the 3-way interaction term resulted in the model [C A][C S][AS] (DoF = 5, G2 = 6).

Now, we considered the effect of removing one 2-way interaction term at a time. Removing

term [AS] caused a big deflection from the all 2-way terms model with a small increase in

the degrees of freedom (4G2 = 121, 4DoF = 1). Removing [C A] also caused some deflection

from the all 2-way terms model (4G2 = 14, 4DoF = 5); but removing [C S] term caused the

smallest deflection and increases the degrees of freedom as well (4G2 = 6, 4DoF = 5). Further

removing terms from [C A][AS] caused greater deflections.

We can see in Table 3.6 that [C A][AS] was the closest to the model having all the two way

interaction terms and thus closest to the saturated model. Hence, we could take this model as

our fit. According to this model we could say that there was a dependence between semantic

tokens and the abstraction in description as well as between the scope of description and

abstraction in description. To better understand these dependencies, we used the chi square

test.

Code level abstraction was accompanied with the gaze on semantic token “system_method”

and high level abstraction was characterised by “method” (χ2(N = 953) = 20, p = 0.001). Ta-

ble 3.7 shows the semantic tokens looked at for the different levels of abstraction. We observed

that the semantic tokens were related to abstraction in a similar way as with the level of

understanding. The reason for a similar relation could be explained by the fact that abstrac-

tion in description was closely related to the level of understanding. Pairs with low level
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of understanding had code level abstraction in description while pairs with high level of

understanding had high level abstraction in description (F [1,953] = 30, p < .001).

Table 3.7 – Semantic tokens looked at for different levels of abstraction. Numbers in paren-
theses are standardised chi square residuals. Residuals (absolute values) bigger than 1.96 are
considered statistically significant.

Abstraction in Description
Semantic tokens Code Level High Level

Structural 16 (0.70) 25 (0.49)
Method 75 (-2.48) 230 (1.73)

System_method 59 (2.58) 70 (-1.80)
Variable 144 (0.44) 280 (-0.30)

System_variable 6 (-0.33) 15 (0.23)
Type 12 (0.36) 21 (-0.25)

Table 3.8 shows the relation between the scope of program description and the abstraction in

description (χ2(N = 953) = 112, p < 0.001). We observed that often the description for one line

of program had the code level abstraction and the description for a bigger scope had the high

level of abstraction. One reason for this fact could be that, to have a high level of abstraction

one needs to attain a certain level of understanding that is very difficult to get from one line of

code.

Table 3.8 – Scope of description vs. Abstraction in description. Numbers in parentheses are
standardised chi square residuals. Residuals (absolute values) bigger than 1.96 are considered
statistically significant.

Abstraction in Description
Scope of Description Code Level High Level

LINE 192 (7.2) 157 (-5.52)
METH 120 (-5.07) 484 (3.85)

The results from analysing the gaze-dialogue coupling, during pair program comprehension

task, suggested that there was a strong relation between the gaze patterns and the dialogues

(figure 3.12). The high level of abstraction in the dialogues was accompanied by participants

looking at the different parts of program than in the case of low level abstraction in the

dialogues. Moreover, the level of understanding was also observed to be significantly related to

the level of abstraction in the dialogues (figure 3.12). The pairs with high level of understanding

had more abstraction in their dialogues than the pairs with low level of understanding.

3.7.3 Combining gaze, dialogues and understanding

Once we established the gaze-dialogue and gaze-understanding relations, next step was to

combine the three variables. For this purpose we divided the whole interaction in task, unit

task and operation levels (Figure 3.13).
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Abstraction in description  
is related to the gaze on 

 different semantic tokens 

Gaze 

Dialogue Understanding 

Abstraction in description  
is related to the level of understanding 

Figure 3.12 – Contribution to the triumvirate relationship between the gaze, the dialogues and
the level of understanding (figure 3.1) from the gaze-dialogue coupling.

Level of understanding (Whole interaction) 

Gaze episodes (variable length)  

Dialogue episodes (5 seconds)  

Gaze transitions (3 seconds) 

Gaze tokens (1 second) 

Task Level 

Unit Task 
 Level 

Operation 
Level 

Time 

Figure 3.13 – Interaction of the pair divided into different levels of time granularities.

• On the task level, we rated the level of understanding based on the explanations that

were provided by the participants.

• On the task unit level, focus-similarity episodes corresponded to moments charac-

terised by a focus-similarity episodes. For example, in a focused-together episode,

programmers looked together at a limited set of objects. These episodes typically last

from 5 seconds up to 100 seconds.

• On the task unit level, we categorised the dialogues of participants depending on

whether they were describing the program, or whether they were about managing the

task.

• On the operations level, we used gaze transitions among different set of objects. The
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Figure 3.14 – Mean plots and confidence
intervals for not focused together episodes
for different levels of understanding.
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Figure 3.15 – Mean plots and confidence
intervals for focused together episodes for
different levels of understanding.

transitions were based on a segmentation of gaze into 1-second slots and last for 3

seconds.

The first relation was between the level of understanding attained by the pair and proportion

of time spent by the pair in the different focus-similarity episodes. Table 3.9 shows the ANOVA

results for gaze episodes “focused together” and “not focused together” across the two levels

of understanding. Pairs with high level of understanding spent more time in gaze episode

“focused together” than the pairs with low level of understanding (F [1,15]=7.580,p=0.01).

Figures 3.14 and 3.15 show the mean plots for the two types of gaze episodes across the levels

of understanding.

Table 3.9 – Means and standard deviations for different gaze episodes across two levels of
understanding.

Low level of
understanding

(n=8)

High level of
understanding

(n=8)
Episode

type
Mean

Std.
dev.

Mean
Std.
dev.

Focused together 0.29 0.16 0.46 0.07
Not focused together 0.36 0.07 0.23 0.09

Next, we addressed the relationship between the focus-similarity episodes and the dialogue

episodes. Table 3.10 shows the mixed effect model for the two types of dialogue episodes with

the factors level of understanding (UND) and focus-similarity episodes (EPGAZE). There was
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no significant difference between the proportion of total time spent in dialogue episodes and

the gaze episodes, but, there was a significant interaction effect of level of understanding

and gaze episodes on the proportion of total time spent on the different dialogue episodes (F

[1,61]=7.60, p=0.01, Figures 3.16 and 3.17).

Table 3.10 – Mixed effect model for dialogue episodes with factors level of understanding (UND)
and focus-similarity episodes (EPGAZE) (NS= Not Significant).

Dialogue Episodes
Description Episodes Management Episodes

Model Df Sum Sq. F-value p-value Df Sum Sq. F-value p-value
UND 1 0.05 2.46 NS 1 0.01 1.56 NS

EPGAZE 1 0.04 1.71 NS 1 0.01 0.52 NS
UND*EPGAZE 1 0.17 7.80 0.009 1 0.07 7.60 0.01
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Figure 3.16 – Interaction effect on DESC (description) dialogues in focused together and not
focused together episodes for different levels of understanding.

The pairs with high level of understanding spent more time in “description” dialogue episodes

when they are in a “focused together” gaze episode. On the other hand, pairs with low level

of understanding spent more time on “management” dialogue episodes when they are in

a “focused together” gaze episode. Table 3.11 shows the dialogue snippets for pairs with

different levels of understanding during different gaze episodes.
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Figure 3.17 – Interaction effect on MGMT (management) dialogues in focused together and not
focused together episodes for different levels of understanding.

Table 3.11 – Dialogue snippets for pairs having different levels of understanding during different
gaze episodes to show the differences between verbal communications.

Focused together Not focused together

Low
level
of
understanding

s2: I’m looking for
checkForWinner... the
checkForWinner calls the
checkForSum function for
all i1, i2, i3

s1: look here at the choice...
s2: but we don’t know where
getPlayerMove is...
s1: where is getPlayerMove!
s2: look here choice is getPlayerMove

High
level
of
understanding

s1: we said before, to be a valid
action the player should choose
a number which is valid, so from
1 to 9... if initial state or he should
choose from the number from
the available list

s1: we should look at the current
situation
s2: currentGameState...
s1: no no no... let’s check the
checkForWinner function
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Figure 3.18 – Mean plots and confidence
intervals for “expression” gaze transitions
for different dialogue episodes.
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Figure 3.19 – Mean plots and confidence
intervals for “read” gaze transitions for dif-
ferent dialogue episodes.

Finally, we considered the relation between the dialogue episodes and the gaze transitions (fig-

ure 3.20). Table 3.12 shows the mean and standard deviation values for the different gaze tran-

sitions across different dialogue episodes. “Description” dialogue episodes had more gaze

transitions as “expressions” than the “management” dialogue episodes (F [1,15] = 8.79, p <
.01). Moreover, “management” dialogue episodes had more gaze transitions as “read” than

the “description” dialogue episodes (F [1,15] = 8.31, p < .01). The differences were irrespec-

tive of the level of understanding or the type of gaze episodes. Figures 3.18 and 3.19 show the

mean plots for the two gaze transition categories across the different dialogue episodes.

Table 3.12 – Mean and standard deviations for the different gaze transitions across the different
dialogue episodes.

Description
dialogues

Management
dialogues

Gaze transition Mean
Std.
dev.

Mean
Std.
dev.

Expression 0.67 0.10 0.48 0.15
Read 0.25 0.14 0.43 0.09

3.8 Discussion

In the previous sections, we presented the methods for and results from analysing the pair

program comprehension from three different perspective. In this section, we present the

plausible explanations for the results we found.

The first perspective was concerned about the relation between understanding, gaze transi-

tions and the convergence (fixation-episodes) in the interaction. It appeared that the gaze

of pairs who understood the program better transition more frequently between identifiers
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Figure 3.20 – Contribution to the triumvirate relationship between the gaze, the dialogues and
the level of understanding (figure 3.1) after combining all the three variables.

Gaze 

Dialogue Understanding 

Pairs with high level of understanding 
spent more time providing program description  

during focused together gaze episodes 

Figure 3.21 – Contribution to the triumvirate relationship between the gaze, the dialogues and
the level of understanding (figure 3.1) after combining all the three variables.

and expressions, a transition type that reflected a data flow driven reading of the program.

Conversely, pairs with a who got a sense of what the program is doing but were not able to pro-

vide the exact explanation, spent relatively more time parsing the program by systematically

looking at all types of semantic elements. These findings were compatible with the findings

from Jermann and Nüssli [2012] who found that for individual programmers, experts looked

less than novices at structural elements (type names and keywords) which were not essential

when understanding the functionality of the code. Experts looked more than novices at the

predicates of conditional statements and the expressions (e.g. v /= 10;), which contain the

gist of the programs. Our current findings confirmed these findings in the context of pairs

by using an analysis of gaze transitions between semantic elements . Pairs with high level of

understanding put relatively more individual efforts on understanding the entities and their

relationships (data flow).

A possible explanation for this difference could be that for the pairs with low level of under-

standing some structural elements could act as “while demons” [Bonar and Soloway, 1983]. On

other hand, pairs with high level of understanding showed “as-needed” strategy for building
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their understanding of the program based on their understanding of the relation between

variables in the program [Koenemann and Robertson, 1991].

Moreover, in convergent fixation episodes, pairs with high level of understanding as well as

pairs with low level of understanding tried to understand the program via a strategy of linear

reading. This was depicted by their transitions between expressions and structural elements of

the program. In comparison, the data flow transitions were less frequent in divergent fixation

episodes for pairs in both the levels of understanding. A possible explanation for the differ-

ences between convergent and divergent episodes could be that, programmers were visually

searching the code for variable and method names during the divergent phases and that in

this case the augmentation of data flow transitions stemmed from a selective exploration of

the code. Another explanation could be that, during divergent episodes, programmers focused

on building basic knowledge about variables and expression which was then discussed during

convergent episodes, where structural elements of the code were used to define the joint focus

of attention. An analysis of the dialogue between partners would help to understand these

subtle differences.

Our second perspective was concerned with the relation between gaze and dialogues. We

found that while giving a high abstraction explanation, the participants were looking at

different method definitions and while giving a low abstraction explanation the participants

were looking at the system_methods. As we mentioned earlier, most system method calls

were used for the interface messages. Guessing the program functionality from the interface

messages was considered as low level abstraction. On the other hand, having a complete

picture of the functionalities of different methods and the over all data flow (build upon the

method calls) raised the level of abstraction in the program description.

The third perspective combined the gaze, dialogue and understanding at different temporal

granularities (figure 3.13). This was an effort to present the interaction between the two

programmers as a sequence of actions at different time scales and the main challenge was to

bridge the gaps between the two consecutive time scales.

Concerning the bridge between two neighbouring time scales, we analysed each pair of time

scales. We observed that the pairs with high level of understanding spent more time being

“focused together” and while they are “focused together” the participants in the pair explained

the functionality of the program to each other. When the pairs with high level of understanding

were “not focused together” they talked about their next steps in the task (e.g., they talked

about where to look next). On the other hand, pairs with low level of understanding exhibited

the opposite behaviour as they spent more time being “not focused together”.

Moreover, while the pairs with low level of understanding were “focused together” they talked

about managing their focus and when they were “not focused together” the participants

explained to each other a small part of the functionality of program to maintain a shared

focus. Based on our observations, we think that this reflected different ways to understand the

program. The “focused” way consisted of explaining in depth the functionality of the program,
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whereas the “unfocused” way consisted of describing the code to the partner and to “traverse”

the code together.

One important observation was the interaction effect of the “level of understanding” and

the “focus-similarity episodes” on the type of dialogues. There was no global relation be-

tween the gaze episodes and the dialogue episodes. However, we observed a direct relation

between gaze indicators at the level of operations and dialogues. Irrespective of the level of

understanding, the pairs had a higher proportion of “expressions” gaze transitions during

“description” episodes. Moreover, the pairs had a higher proportion of “read” gaze transitions

during “management” episodes. A possible explanation to this observation could be that,

during a “description” episode the participants were more concerned with “what the program

does?” This piece of information was contained in expressions of the program and hence the

participants spent their time on understanding the expressions. On the other hand, during a

“management” episode participants were talking about where to go next, or they were search-

ing a particular piece of code; hence, the gaze of participants was as if they were scanning the

code like an English text.

In this chapter, we presented the different (automatic and manual) ways to find the interaction

episodes and to find the relationships between behaviour during different interaction episodes

and comprehension. We found that the pairs with good understanding followed the data-flow

in the program; while others (pairs with poor understanding), read the program as if they

were reading a text. We also found a very close coupling between the gaze on different areas

of the program and the level of abstraction in the dialogue. We found that gaze on the print

messages was often accompanied by a low level of abstraction; and gaze on the key methods

of the program was accompanied by a high level of abstraction in dialogue. Finally, we found

that, during an episode of small focus size the pairs with good understanding talked about the

functionality of the program while the others talk about task management. These results show

that there is a triumvirate structure of relation between the cognition, gaze and dialogues. In

the next chapters, we will explore this structure in a different context where we consider a

special case of dyadic interaction as a teacher-student pair.
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4 How Students Learn with MOOCs: An
Exploratory Study

4.1 Introduction

In the last several years, millions of students worldwide have signed up for massive open online

courses (MOOCs). The major issues we addressed are: how to make the learning process more

efficient; and how to develop efficient means of capturing the attention and engagement of

students. In this chapter, we present an exploratory eye-tracking study to shed some light

upon “how to capture the attention of MOOC students?” This study was constrained in terms

of it’s ecological validity (for example, the students were not provided with any control over

the video playback and the slides were mostly textual) because our main focus was to ensure

good data quality to be able to develop methods to highlight the differences among students

based on their learning outcome. Moreover, in this study we did not consider the student as a

single entity; but we analyse the interaction of the teacher-student dyad.

In this chapter, we start by laying out the context, i.e., massive open online courses (MOOCs).

Then we provide the details of the experiment and different variables we used to analyse

the interaction of the teacher-student pair. Finally, we present the results of the study and

discussion. For this chapter our domain of investigation remains the the same as the previous

chapter: the relation between cognition, communication and attention (measured using the

students’ gaze). Instead of studying the cognition underlying program understanding, we study

the cognitive processes responsible for learning; and instead of studying the communication

between a pair of collaborators, we study a special case of a dyad, i.e., of teacher and student.

4.2 Context: Massive Open Online Courses

Massive open online courses (MOOCs) are online learning resources designed with intentions

of reaching a large number of student population. The student population has no restrictions

over age, ethnicity, area of expertise, employment status, job description or university degree.

In other words, MOOCs are prepared for anyone who wants to take the course. The unbounded

nature of MOOCs attracts a vast number of people from diverse backgrounds and expertise.
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There are different ideologies driving content creation in MOOCs: 1) cMOOCs or connectivist

MOOCs are based on informal learning networks; and 2) xMOOCs or content-based MOOCs

are based on behavioural learning theories.

The key features of MOOCs and the differences from the traditional distance education are in

the acronym used here. 1) massive unlimited number of participants as opposed to relatively

smaller number in distance learning. 2) the courses are designed to be open to global audience,

with no to a few prerequisites for participants and there is no participation fees. 3) the courses

are designed to be conducted strictly online and location-independent.

The unlimited number and the global nature of the students in a MOOC makes it very difficult

to find successful learning processes among them. We focused on capturing the attention of

the students while they attended the video lectures; and on finding the gaze patterns that were

indicative of their success in achieving the learning outcome.

4.3 Problématique

This eye-tracking study is contextualised within a MOOC. We chose MOOC videos as stimulus

for the eye-tracking because the effectiveness of video as a medium for delivery of educational

content had already been studied and established in literature. In this chapter, we proposed

to use the gaze-based variables, which were context free (did not require to define areas of

interest on the stimulus), to differentiate between the levels of learning outcome. The benefit

of using stimulus based variables was that these variables were generic enough to be computed

for any kind of stimulus. Moreover, relation between performance and other behavioural

constructs (for example, learning strategy) with such variables could be explained according

to the stimulus type. The MOOC videos are usually diverse as per the content of the video

is considered. Using stimuli-based variables in the analysis, might enable the researchers to

analyse diverse content of the MOOC videos in a similar manner.

Another method we proposed in this chapter is to capture students’ attention as a response to

what the teacher was saying. We tackled this situation from the teacher’s perspective: “How

much the student is with me?” Accordingly, we called this gaze-measure with-me-ness: was

the student really “following” the lecturer, i.e. paying attention to the elements of the display

that correspond to the instant behaviour of the teacher? We selected two aspects of teacher’s

behaviour that could have influenced the students’ attention: the teacher’s dialogue and the

teachers’ deictic references. This study addressed the following methodological questions:

1) What are the gaze based variables that can be computed for a variety of stimulus and

can be related to the performance and behavioural indicators?

2) How can we define attention through a gaze-measure? At what levels can we define the

attention or from a teacher’s perspective the measure of “With-me-ness”?

Apart from the methodological questions, in this chapter we addressed the following educa-
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tional questions:

1) How are the gaze-based variables related to learning outcomes of students?

2) How are perceptual and conceptual levels of with-me-ness is related to learning out-

comes of students?

4.4 Experiment

4.4.1 Participants and procedures

In the experiment, the participants watched two MOOC videos from the course “Functional

Programming Principles in Scala” and answered programming questions after each video.

Participants’ gaze was recorded, using SMI RED 250 eye-trackers, while they were watching

the videos. Participants were not given controls over the video for two reasons. First, the

eye-tracking stimulus for every participant was the same which in turn facilitated the same

kind of analysis for each of the participants. Second, the “time on task” remained the same for

each participant.

40 university students from École Polytechnique Fédérale de Lausanne, Switzerland par-

ticipated in the experiment. The only criterion for selecting the participant was that each

participant took the Java course in the previous semester. Upon their arrival in the experiment

site the participants signed a consent form, then they answered three self-report question-

naires for a 20-item study processes questionnaire [Biggs et al., 2001], 10-item openness scale

and 10-item conscientiousness scale [Goldberg, 1999]. Then they took a programming pretest

in Java (Appendix B). In the last phase of the experiment, they watched two videos from the

MOOC course 1 and after each video they answered programming questions based on what

they were taught in the videos (Appendix C).

4.4.2 Participant categorisation

Expertise: We used median split on the pretest score (max = 9,mi n = 2,medi an = 6) and we

divide the participants in “experts” (more than or equal to the median score) and “novices”

(less than the median score). The maximum and minimum scores for the pretest were 10 and

0, respectively.

Performance: We used median split on the posttest score (max = 10,mi n = 4,medi an = 8)

and we divide the participants in “good-performers” (more than or equal to the median score)

and “poor-performers” (less than the median score).The maximum and minimum scores for

the posttest were 10 and 0, respectively.

Learning Strategy: We used median split on the study process questionnaire score (max =
1The MOOC “Functional Programming Principles in Scala” was given by Prof. Martin Odersky. This course was

developed at École Polytechnique Fédérale de Lausanne, Switzerland.
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42,mi n = 16,medi an = 31.5) and we divide the participants in “deep-learners” (more than or

equal to the median score) and “shallow-learners” (less than the median score). The maximum

and minimum for the study process questionnaire score were 20 and −20, respectively. For

more details on the scoring procedure, see Biggs et al. [2001].

4.5 Process Variables

4.5.1 Content coverage

Heat-map variables: Attention points

Attention points are computed using the heat-maps (for details on heat-maps see Holmqvist

et al. [2011]) of the participants. We divided the MOOC lecture in slices of 10 seconds each and

computed the heat-maps for each participant. Following are the steps to compute attention

points from the heat-maps:

1) Subtract the image without heat-map (figure 4.1b) from the image that has the slide

overlaid with heat-map (figure 4.1a).

2) Apply connected components on the resulting image (figure 4.1c)

3) The resulting image with connected components identified (figure 4.1d) gives the atten-

tion points.

Attention points typically represented the different areas where the students focused their

attention. The number of the attention points would depict the number of attention zones

and the area of the attention points would depict the total time spent on a particular zone. We

compared the number of attention points and the average area covered by attention points

per 10 seconds across the levels of performance and learning strategy. The area covered by the

attention points typically indicated the content coverage for students. The content coverage

indicates the content read by the students and the time spent on the content.

Scanpath variables

We computed two variables from students’ scan-paths. The number of areas of interest (AOIs)

missed by the students and the number of AOIs re-watched by the students. Figure 4.2 shows

a typical example of how these variables were computed.

AOI misses: An area of interest (AOI) was said to be missed by a participant who did not look

at that particular AOI at all during the period the AOI was present on the screen. In terms of

learning behaviour AOI misses would translate to completely ignoring some parts of the slides.

We counted the number of such AOIs per slide in the MOOC video as a scan-path variable

and compare the number of misses per slide across the levels of performance and learning

strategy (for details on areas of interest see Holmqvist et al. [2011]).
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(a) A slide with the overlay of 10 seconds’ heat-map. (b) A slide (same as figure 4.1a) without the overlay
of heat-map.

(c) Resulting image after subtracting image without
the heat-map (figure 4.1b) from heat-map overlaid
image (figure 4.1a).

(d) Applying connected component on the figure 4.1c
gives us attention points.

Figure 4.1 – Method to get the attention points and the area of the attention points.

AOI backtracks: A back-track was defined as a saccade that went to the AOI which is not in

the usual forward reading direction and had already been visited by the student. For example,

in the figure 4.3, if a saccade goes from AOI3 to AOI2 it would be counted as a back-track.

AOI back-tracks would represent rereading behaviour while learning from the MOOC video.

The notion of term rereading in the present study was slightly different than what is used in

existing research (for example, Millis and King [2001], Dowhower [1987] and Paris and Jacobs

[1984]). The difference comes from the fact that in the present study the students did not

reread the slides completely but they can refer to the previously seen content on the slide until

the slide was visible. We counted the number of back-tracks per slide in the MOOC video as

a scan-path variable and compared the number of back-tracks per slide across the levels of

performance and learning strategy.
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Figure 4.2 – A typical example of a scanpath (left); and the computation of different variables
(right).

Figure 4.3 – Example of a scan-path and Areas of Interest (AOI) definition. The rectangles show
the AOIs defined for the displayed slide in the MOOC video and the red curve shows the visual
path for 2.5 seconds.
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4.5.2 With-me-ness

With-me-ness is defined at two levels: perceptual and conceptual. There are two ways a

teacher may refer to an object: with deictic gestures, generally accompanied by words (“here”,

“this variable”) or only by verbal references (“the counter”, “the sum”). Deictic references were

recorded using two cameras during MOOC recording: first, that captured the teacher’s face;

and second, above the writing surface, that captured the hand movements. In some MOOCs,

the hand is not visible but teacher used a digital pen whose traces on the display (underlining

a word, circling an object, adding an arrow) act as a deictic gestures. Perceptual with-me-ness

measured if the students looked at the items referred to by the teacher through deictic acts.

Conceptual with-me-ness was defined using the discourse of the teacher: did students look at

the object that the teacher was verbally referring to, i.e., that the teacher was referring to a set

of objects that were logically or semantically related to the concept he was teaching. Figure

4.6 shows the relative temporal granularities of the two levels of with-me-ness and different

levels of perceptual with-me-ness.
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Figure 4.4 – Temporal description of the two levels of with-me-ness and the sub-levels of percep-
tual with-me-ness.

The notion of with-me-ness is also comparable with measures of gaze coupling that were

developed in studies involving dual eye-tracking. Cross-recurrence [Richardson et al., 2007]

reflected how much the gazes of two people followed each other during the interaction. Cross-

recurrence was highest during references and cross-recurrence level was related to the quality

of interaction [Jermann and Nüssli, 2012]. With-me-ness is defined at two levels:

Perceptual With-me-ness: The perceptual “with-me-ness” has 3 main components: entry

time, first fixation duration and the number of revisits. 1) Entry time was the temporal lag

between the times a referring pointer appeared on the screen and stops at the referred site (x,y)

and the time student first looked at (x,y). 2) First fixation duration was how long the student

gaze stopped at the referred site for the first time. 3) Revisits were the number of times the

student’s gaze came back to the referred site.

Conceptual With-me-ness: The teacher may also verbally refer to the different objects on the

slide. We measured how often a student looked at the object (or the set of objects) verbally
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referred to by the teacher during the whole course of time (the complete video duration). In

order to have a consistent measure of conceptual “with-me-ness” we normalised the time a

student looked at the overlapping content (the verbal reference and the slide content) by slide

duration.

4.6 Results

4.6.1 General statistics

We observed no clear relation between the three variables (expertise, learning strategy and

performance). There was no significant relation between expertise and performance (χ2(d f =
1) = 9.72, p > .05). There was no significant relation between expertise and learning strategy

(χ2(d f = 1) = 3.12, p > .05). There was no significant relation between learning strategy and

performance (χ2(d f = 1) = 4.18, p > .05). Moreover, we did not observe any relationship

between the gaze variables and the personality factor or the learning strategy.

4.6.2 Content coverage

Expertise vs. scan-path variables and attention points. We did not observe any significant

relation between expertise and scan-path variable and attention points. Expertise had no rela-

tion with the number (F (1,38) = 1.00, p > .05) or the average area (F (1,38) = 1.17, p > .05) of the

attention points. Moreover, expertise had no relation with AOI misses (F (1,38) = 2.06, p > .05)

or AOI back-tracks (F (1,38) = 4.00, p > .05) of the attention points. In the following subsec-

tions, we report the relationships for the heat-map and scan-path variables with learning

strategy and/or performance.

AOI misses and AOI-backtracks vs. Learning Strategy. There was no significant relation

between the learning strategy and the number of area of interest (AOI) misses (F (1,38) =
0.04, p > .05) as well as the number of AOI back-tracks (F (1,38) = 0.21, p > .05).

AOI misses and AOI-backtracks vs. Performance. The poor-performers missed signifi-

cantly more AOIs per slide than the good-performers (F (1,38) = 35.61, p < .01, figure 4.5a).

Whereas, the good-performers back-tracked to significantly more AOIs per slide than the

poor-performers (F (1,38) = 44.29, p < .01, figure 4.5b). This suggested that the good-performers

missed less content on the slide and reread more content than the poor-performers. We looked

at the AOI misses every slide of the MOOC lecture and used a median cut on the number of AOI

misses per student. We divided the AOI misses in high-misses and low-misses and compared

the AOI misses across the performance levels. We observed that 65% of the poor-performers

had low misses as compared to 87% of the good-performers (χ2(d f = 1) = 28.9, p < .05).

Attention Points vs. Performance and Learning Strategy. We did not observe a difference

in the number of attention points for good and bad performers (F (1,38) = 1.00, p > .05).

Moreover, there was no difference in the number of attention points for deep and shallow
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learners (F (1,38) = 1.00, p > .05). However, the good-performers had significantly broader

average area for the attention points than the poor-performers (F (1,38) = 5.47, p < .05, fig-

ure 4.5c). Furthermore, the deep-learners had significantly broader average area for the at-

tention points than the shallow-learners (F (1,38) = 4.21, p < .05, figure 4.5d). This suggested

that, the good-performers spent more time reading the content than the poor-performers and

the deep-learners spent more time reading the content than the shallow-learners. To confirm

this we also measured the average reading time across the learning strategies and the levels

of performance. A 2-way ANOVA shows two single effects. First, the good-performers had a

significantly higher average reading time than the poor-performers (F (1,36) = 9.99, p < .01,

figure 4.5e ). Second, the deep-learners had a significantly higher average reading time

than the shallow-learners (F (1,36) = 4.26, p < .05, figure 4.5f).

Table 4.1 – Means and standard deviations for the different variables used in section 4.6.2 for
learning strategy and performance categories.

Dependent Variables
Learning
Strategy

Post test
score

Deep Shallow Good Poor

Process Variables Mean
Std.
dev.

Mean
Std.
dev.

Mean
Std.
dev.

Mean
Std.
dev.

Number of attention points 16.70 2.58 16.15 3.15 16.52 3.22 16.29 2.37
Average area (pixels) of

attention points
537.4 96.15 408.8 132.84 510.57 133.84 422.41 113.54

Reading time [milliseconds] 96.62 49.48 72.63 30.80 99.88 47.07 63.98 23.65
AOI sweeps 1.51 0.39 1.46 0.47 1.23 0.25 1.82 0.38

AOI backtracks 6.20 1.22 6.27 1.02 6.92 0 5.30 1.17
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Figure 4.5 – Mean plots and confidence intervals for attention point variables, scanpath vari-
ables and reading time across the different levels of learning strategy and performance.



4.7. Discussion

4.6.3 With-me-ness

Pretest score and with-me-ness: We did not observe any significant relation between pretest

score and the two levels of with-me-ness.

Learning strategy and with-me-ness: We also did not observe any significant relation be-

tween learning strategy and the two levels of with-me-ness.

Posttest score and with-me-ness: We observed significant correlations for the two different

levels of with-me-ness and the posttest score.

1) Entry time: We observed no correlation between entry time and the posttest score

(Spearman’s correlation = 0.1, p > 0.5, Figure 4.6a). This can be explained using the

saliency of the teacher’s pointer. When a moving object appears on the screen, it

constituted a salient visual feature to which gaze was always attracted. This attraction

did not reflect a deeper cognitive process and this is probably why it was not predictive

of learning.

2) First fixation duration: We observed a significant correlation between the posttest score

and the time spent for the first time the student looked at the referred site (Spearman’s

correlation= 0.35, p < .05, Figure 4.6b). The students who scored high in the posttest

were paying more attention to the teacher’s pointers. This behaviour is indicative of

more attention during the moments of deictic references.

3) Number of revisits: We observed a significant correlation between the posttest score

and the number of times the student looked at the referred site (Spearman’s correlation=
0.31, p < .05, Figure 4.6c). The students who scored high in the posttest came back

to the referred sites more often than the students who scored less in the posttest.

Having more revisits also resulted in having more fixations and thus more aggregated

fixation duration as well. The revisiting behaviour indicated rereading. Moreover, having

more overall fixation duration on the referred sites indicated more reading time.

4) Conceptual with-me-ness: We observed a significant correlation between the posttest

score and the time spent by the student following teachers’ dialogues on the content

of the slide (Spearman’s correlation= 0.36, p < .05, Figure 4.6d). The students who

scored high in the posttest were paying more attention to the teacher’s dialogue. This

behaviour was indicative of more attention during the whole video lecture.

4.7 Discussion

The attention points, derived from the heat-maps, were indicative of the students’ attention

both in the terms of screen space and time. The area of the attention points depended on

the time spent on a specific area on the screen. Higher average area of the attention points

could be interpreted as more reading time during a particular period. The good performing

students having a deep learning strategy had the highest average area of the attention points

per 10 seconds among all the participants, despite having the same number of attention points
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Figure 4.6 – Different with-me-ness components and posttest scores.
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during the same time period.

However, more reading time did not always guarantee higher performance. Byrne et al.

[1992] showed the inverse in a longitudinal reading study by proving that the best performing

students were the fastest readers. On the other hand, Reinking [1988] showed that there was

no relation between the comprehension and reading time. As Just and Carpenter [1980] put

“There is no single mode of reading. Reading varies as a function of who is reading, what they are

reading, and why they are reading it.” The uncertainty of results about the relation between

the performance and the reading time led us to find the relation between the reading time,

performance and learning strategy. We found that the good-performers had more reading time

than poor-performers and the deep-learners had more reading time than shallow-learners.

We could interpret this reading behaviour, based upon the reading time differences, in terms

of more attention being paid by the good performing students having a deep learning strategy

than other student profiles. We could use attention points to give feedback to the students

about their attention span. Moreover, one could use the attention points for student profiling

as well based on the performance and the learning strategy.

The area of interest (AOI) misses and back-tracks were the temporal features computed from

the temporal order of AOIs looked at. We found that good-performers had significantly fewer

AOI misses than the poor-performers. AOI misses could be useful in providing students with

the feedback about their viewing behaviour just by looking at what AOIs they missed.

The AOI back-tracks were indicative of the rereading behaviour of the students. We found that

the good performers had significantly more back-tracks than the poor-performers. Moreover,

the good-performers back-tracked to all the previously seen content, this explains the special

distribution of AOI back-tracks for good-performers. Millis and King [2001] and Dowhower

[1987] showed in their studies that rereading improved the comprehension. In the present

study, the scenario is somewhat different than Millis and King [2001] and Dowhower [1987]. In

the present study, the students did not read the study material again. Instead, the students

referred back to the previously seen content again during the time the slide was visible to

them. Thus the relation between rereading of the same content and the performance should

be taken cautiously, clearly further experimentation is needed to reach a causal conclusion.

One interesting finding in the present study was the fact that the attention points had signif-

icant relationships with both the performance and the learning strategy. Whereas, the AOI

misses and AOI back-tracks had significant relationships only with the performance. This

could be interpreted in terms of the type of information we considered to compute the re-

spective variables. For example, the attention-points’ computation took into account both

the screen space and the time information and AOI back-tracks (and misses) computation

required only the temporal information. However, in the context of the present study, we could

not conclude the separation between spatial and temporal information and how it effected

the relation between the gaze variables and performance and learning strategy.

Next, we consider the results we got from with-me-ness. The entry-time component of the
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perceptual with-me-ness could be seen as the gaze behaviour when there was a salient element

present on the visual stimulus [Parkhurst et al., 2002]. The pointer of the teacher appeared

only a few times on the screen during the video lecture. We did not observed a correlation

between the entry-time and the posttest scores. This could be explained by the fact that the

pointer of teacher introduces a salient feature on the stimulus to which gaze is attracted. It did

not reflect cognitive processing.

However, once the pointer was on the screen, the first fixation duration on the referred site

was correlated with the posttest scores. The good-performers (those who scored high in the

posttest) had more first fixation duration on the referred sites than the poor-performers. This

was a typical situation during the moments of deictic references. Jermann and Nüssli [2012],

in a pair-programming task, showed that better performing pairs had more recurrent gaze

patterns during the moments of deictic references. Dale et al. [2011], in listening comprehen-

sion task, showed that the pairs having more recurrent gaze during the period of references

performed better than the other pairs.

The revisit component of the perceptual with-me-ness can be seen as rereading behaviour. We

observed a positive and significant correlation between the number of revisits to the referred

sites and the posttest scores. The participants scoring high in the posttest had higher number

of revisits to the referred sites. The explanation for this behaviour could be similar to the one

with the AOI back-tracks.

The conceptual with-me-ness corresponded to a deeper form of attention, in terms of both

the temporal scale and the cognitive effort “to be with the teacher”. We observed a positive

and significant correlation between the conceptual with-me-ness and the posttest scores. The

conceptual with-me-ness can be explained as a gaze-measure for the efforts of the student to

sustain common ground within the teacher-student dyad. Dillenbourg and Traum [2006] and

Richardson et al. [2007] emphasised upon the importance of grounding gestures to sustain

shared understanding in collaborative problem solving scenarios. A video was not a dialogue;

the learner has to build common grounds, asymmetrically, with the teacher. The correlation

we observed between conceptual with-me-ness and the posttest score seemed to support this

hypothesis.

Finally, table 4.2 summarises the variables we introduced in this chapter. The comparison

is based on two facts. First, is it possible to automatise the calculation of the variable; and

second whether and how much pre-processing is required?

In a nutshell, we could say that the students who scored better in the posttest, had more

content coverage and they were following the teacher, both in deictics and discourse, in an

efficient manner than those who did not score well in the posttest. The results were not

surprising, but could be utilised to inform the students about their attention levels during

MOOC lectures. In the next chapter, we will see that the nature of the findings remains the

same as we moved from a very controlled lab study to another lab study which was more

ecologically valid.
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Table 4.2 – Comparison of different variables in terms of automatisation and pre-processing
required.

Measure
Name

Real-time
computation

Pre-processing
required

Type of
pre-processing

Heat-map
variables

Yes No None

Scan-path
variables

Yes Yes
Defining the areas
of interest (AOIS)

Perceptual
with-me-ness

Yes No None

Conceptual
with-me-ness

Yes Yes
Transcribing the

teacher’s dialogues
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5 Dual Eye-tracking Study in MOOC
Context

5.1 Introduction

The study presented in this chapter answers a key question in eye-tracking research. In

previous two chapters, we found two different results in two different settings of dyadic

interaction. First, in a collaborative setting, we found that the collaborative performance was

correlated to the amount of time the pair spent looking at the similar parts of a program (high

gaze similarity). Second, in an individual eye-tracking study, we found that the posttest scores

were correlated to the amount of time students spend in following the teacher’s deixis and

dialogues (high with-me-ness). In this chapter, we ask ourselves whether there exists relation

between these individual and collaborative gaze patterns?

In order to answer this question,we designed an experiment which comprised of two tasks:

an individual video lecture and a collaborative concept map task. The video lecture task also

improved upon the study presented in the previous chapter, that had limitations in the terms

of its ecological validity (no playback control, mostly textual slides). The participants had no

control over the video playback. The reason for not giving them the video playback was to

ensure an easy way to analyse the gaze data to compare the gaze-based variables against the

learning outcome.

The main changes we introduced in the current study are: first, we gave the full video playback

control to the participants. Second, we added an additional add-on collaborative activity for

the participants. Finally, we introduced two different methods of priming 1 the students about

the lecture content.

In this chapter, we first describe the concept of priming, as it had been used in this experiment.

Second, we layout the research questions addressed in this study. Third, we give the details

about the experiment. Fourth, we present the result and finally we give possible explanations

1The concept of “priming” used in this chapter is not the same as it had been used in classical psychology
research. As we will introduce in the next section, we simply mean to introduce a few key elements from the lecture
to the students, before they receive any learning material.
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to the results. For this chapter, the conceptual domain remains the same as the previous

chapter, i.e., the relation between the cognition, communication and attention. As in the

previous chapter, we study the dyad of the teacher-student pair; and also dyads of collaborating

students.

5.2 Activating student knowledge via priming

Priming or activating student knowledge (ASK), is giving a prior introduction to the lecture

content to the students [Tormey and LeDuc, 2014]. Tormey and LeDuc [2014] conducted a

study where they taught a content with which the students were completely unfamiliar. One

half of the class got a small priming through a brainstorming session and the other half did

not get any priming. The results showed that students who got priming had better learning

gain than students who did not get any priming. The authors further mentioned -

“ASK” (Activating Student Knowledge) therefore, involves using questions during the introduction

to a lecture to activate students prior knowledge related to the topic. This can be done out loud

(using brainstorming) but can also be done as a quiet activity in which students respond in

writing to a small number of targeted prompts.” - [Tormey and LeDuc, 2014]

In this experiment, we took ASK to one step further. We used the pretest as a way to ask

questions, but introduced a new version of priming via pretest, i.e., one half of the students

got a simple textual pretest and the other half got the same pretest depicted as schemas.

5.3 Problématique

We conducted a dual eye-tracking study where the participants attended a MOOC lecture

individually and then collaborated in pairs to create the concept map about the learning

material. We used the pretest to shape the processing of the video content by the participants

in a specific way (paying more attention to textual or schema elements in the video). We called

this priming effect. This experiment was driven by two hypotheses.

The first hypothesis concerns the effect of priming on the gaze. There could be two possibilities:

first, the replication hypothesis, the students would follow the similar elements as they

were primed with (students in textual priming condition would concentrate more on the

textual elements of the lecture). Second, the compensation hypothesis, the students would

compensate for their method of priming (students in textual priming condition would focus

more on the schema based elements in the lecture).

The second hypothesis was that there are two factors shaping the learning gain of the students:

1) how closely students follow the teacher, 2) how well they collaborate in the concept map

task. The more a student follows the teacher, the more (s)he could learn (figure 5.1); the better

a student collaborates with the partner, the more the pair could discuss the learning material
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and have a better understanding and hence achieve a better learning outcome.

Learning material Elaboration Learning gain 

MOOC video Collaborative Concept-map Posttest 

Figure 5.1 – Schematic representation of the second hypothesis for the experiment. We hypothe-
sise that the students would have higher learning gain provided, they follow the teacher in the
video and they collaborate well with their partners during the concept map phase.

Through this study we addressed the following research questions:

1) How does priming affect the gaze patterns (both in the individual and collaborative

tasks) and the learning gain of the participants?

2) What is relation between the individual gaze patterns and the collaborative gaze patterns

and how do these affect students’ learning gains?

5.4 Experiment

5.4.1 Participants and procedure

There were 98 master students from École Polytechnique Fédérale de Lausanne participating

in the present study. There were 20 females among the participants. The participants were

compensated with an equivalent of CHF 30 for their participation in the study. There were

49 participants in each of the priming conditions (textual and schema). For the collaborative

concept-map task, we had 3 pair configurations (based on their priming conditions): both the

participants had textual priming (TT), both the participants had schema priming (SS), partici-

pants had different priming (ST). There were 16 pairs in each of TT and SS pair configurations

while there were 17 pairs in ST pair configuration. The flow of experiment is shown in figure

5.2.

Upon their arrival in the laboratory, the participants signed a consent form. Then the par-

ticipants took an individual pretest about the video content (Appendix D and E). Then the

participants individually watched two videos about “resting membrane potential”. Then they

created a collaborative concept-map using IHMC CMap tools 2. Finally, they took an individ-

ual posttest (Appendix F). The videos were taken from “Khan Academy” 3 4. The total length of

the videos was 17 minutes and 5 seconds. One important point worth mentioning here is that

the teacher was not physically present in the video.

The participants came to the laboratory in pairs. While watching the videos, the participants

2“CMap tools”
3“Resting Membrane Potential-Part 1”
4“Resting Membrane Potential-Part 2”
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Individual 
 Pretest 

Individual  
Pretest 

Individual  
Video Lecture 

Individual  
Video Lecture 

Collaborative 
 Concept Map 

Individual  
Posttest 

Individual 
 Posttest 

Figure 5.2 – Schematic representation of the different phases of the experiment.

had full control over the video player. The participants had no time constraint during the video-

watching phase. The collaborative concept-map phase was 10-12 minutes long. During the

collaborative concept-map phase the participants could talk to each other while their screens

were synchronised, i.e., the participants in the pair were able to see their partners’ actions.

Both the pretest and the posttest were multiple-choice questions where the participants had

to indicate whether a given statement was either true or false.

5.4.2 Independent variable: Priming

As we mentioned previously, we wanted to observe the difference in the gaze patterns for

different modes of priming. We used a pretest as a priming method. We designed two versions

of the pretest. The first version had textual questions (Appendix D). The second version

had exactly the same questions as in the first version but they were depicted as a schema

(Appendix E). Figure 5.3 shows one question from schema based pretest. The corresponding

question in the textual pretest was: “State whether the following statement is true or false: The

main cause for the creation of resting membrane potential is more positive ions move inside

the membrane than outside of the membrane.” Based on the two priming types, we had two

priming conditions for the individual video lecture task: 1) textual priming, and 2) schema

priming. The selection of the two priming methods (textual and schematic) was based on the

fact that the MOOC videos are usually a mixture of the textual and schematic elements. We

hypothesised that we could prime the students to look at either the textual or the schematic

elements of the lecture. Hence, the the priming methods should have been consistent with

the representation style of the MOOC lecture.
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Figure 5.3 – Example question from the schema version of the pretest. The corresponding textual
question was “State whether the following statement is true or false: The main cause for the
creation of resting membrane potential is more positive ions move inside the membrane than
outside of the membrane.”

5.4.3 Independent variable: Pair configuration

Based on the two priming types we had three pair compositions for the collaborative concept

map task: 1) Both the participants received the textual pretest (TT); 2) Both the participants

received the schema pretest (SS); 3) Both the participants received different pretests (ST).

5.4.4 Dependent variable: Learning gain

The learning gain was calculated simply as the difference between the individual pretest and

posttest scores. The minimum and maximum for each test were 0 and 10, respectively.

5.4.5 Process variables

With-me-ness during individual video lecture task

As described in Chapter 4, with-me-ness was a gaze measure for quantifying students’ at-

tention during the video lectures. It has two components: 1) perceptual with-me-ness and

2) conceptual with-me-ness. The perceptual with-me-ness captured the students’ attention

especially during the moments when the teacher made explicit deictic gestures, whereas

the conceptual with-me-ness captured whether and how much the gaze of the student was

following the teacher’s dialogues. To compute conceptual with-me-ness in this study, we
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mapped the teachers’ dialogues to the different objects on the screen. We named them as

objects of interest (Figure 5.4). Once we had the objects of interest on the screen, we computed

what proportion of gaze time to the dialogue length (+2 seconds) in time is spent by the

participants on the objects of interest. This proportion was the measure of the conceptual

with-me-ness. There are a few moments where the explicit deictic gesture s accompanied by a

verbal explanation, we consider these moments to be a part of time where we compute the

perceptual with-me-ness. To compute the conceptual with-me-ness, we only consider those

moments where there is only a verbal explanation to the lecture content on the screen.

Figure 5.4 – Example of areas of interest used in the experimental task. Objects 1 and 2 are
textual elements, while object 3 and 4 are schema elements. The main schema in the middle
of this snapshot was also divided into different schema elements like “ions”, “membrane” and
“channels”.

Gaze on textual elements during the individual video lecture task

The video lecture had a mix of textual and schema elements. The teacher drew some figures

and charts during the lecture and also made some tables and wrote some formulae. We

categorised the tables, formulae and the sentences written by the teacher as the textual

elements of the video; and the graphs, figures and charts were categorised as schema elements.

For example, figure 5.4 is a snapshot of the video we used in the experiment. The objects on

the screen were divided into schema or textual objects of interest. We measured the time spent
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on the textual elements by the participants during the video lecture. This helped us verifying

our hypotheses concerning the effect of priming (replication or compensation) on the gaze of

the participants.

Gaze compensation during individual video lecture task

The proportion of time that the participants spent looking at the textual elements of the video

did not correctly reflect the compensation in the gaze patterns, as the schema and textual

elements did not appear in the same proportions on the screen throughout the video lecture.

Initially, for a few minutes, the video contained only schema elements and later the teacher

kept adding the textual elements. This made the proportions of schema and textual elements

change over time. Hence, we needed to take this change into account to compute the real

compensation effect. We proposed a gaze compensation index to be computed as follows:

Gaze compensation index =
√∑ (

Gt
Gs

− Pt
Ps

)2

Pt
Ps

Where,

Gt := Gaze on textual elements in a given time window;

Gs := Gaze on schema elements in a given time window;

Pt := Percentage of screen covered with textual elements;

Ps := Percentage of screen covered with schema elements;

A gaze compensation index equal to zero reflects that the participant spent the same propor-

tion of time on textual and schema elements, as they were present on the computer screen.

On the other hand, a higher gaze compensation index indicated a higher difference between

the proportion of time spent on the textual and schema elements than the proportions of

screen space they covered.

Gaze similarity during collaborative concept map task

The gaze similarity during collaborative concept map task was calculated using the same

method as described in Chapter 3.

5.5 Results

The order of the results will follow the same structure as the description of the variables. First

we show the results concerning the effect of priming on different gaze variables we proposed.

Second, we present results showing the relation of individual and collaborative gaze measures

the learning gain.
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5.5.1 Effect of priming

1) Learning gain: An ANOVA with prior knowledge activation methods as a between sub-

ject factor showed a significant difference in the learning gain between the two priming

conditions (figure 5.5a). The learning gain for the participants in the textual priming

condition was significantly higher than the learning gain for the participants in the

schema priming condition (F [1,96] = 16.77, p < .01). Furthermore, an ANOVA with

pair composition as a between subject factor showed a significant difference in the

learning gain between the three pair compositions (TT, TS, and SS). The learning gain

for the TT pairs was the highest and the learning gain for the SS pairs was the lowest

(F [2,46] = 6.18, p < .05).

2) Time on text: An ANOVA with prior knowledge activation methods as a between subject

factor showed a significant difference in the time spent on the textual object in the video

between the two priming conditions (figure 5.5b). The time spent on video for the par-

ticipants in the textual priming condition was significantly lower than the learning

gain for the participants in the schema priming condition (F [1,96] = 4.49, p < .05).

3) Gaze compensation: An ANOVA with prior knowledge activation methods as a between

subject factor showed the gaze compensation index across the two priming condi-

tions (figure 5.5d). The participants in the textual priming condition had higher com-

pensation index than the participants in the schema priming condition (F [1,96] =
56.198, p < .001).

4) Gaze Similarity: An ANOVA with pair composition (TT, TS, and SS) as a between subject

factor showed a significant difference in the gaze similarity between the three pair

configurations (figure 5.5c). The gaze similarity for the TT pairs was significantly

higher than the gaze similarity for ST and SS pairs (F [1,37] = 3.77, p < .05). The levels

of gaze similarities were very low (the scale being 0 to 1). However, the baseline was the

probability of two people looking at the same time at one of 14 objects on the screen,

i.e., 1/214.
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5.5.2 Individual with-me-ness, collaborative gaze similarity and learning gains

We present the results from the generalised additive models over the with-me-ness, gaze

similarity and the learning gains. We observed, in a preliminary analysis, that the relations

between these variables were non-linear. Hence, a linear correlation would not have worked

in this case. We interpret the relation found between the three variables (with-me-ness, gaze

similarity and the learning gains) as a non-linear correlation based on the value of R2. This

statistic tells us that how accurately we can predict the value of the second variable given the

value os the first variable. To avoid the overfitting, in some cases, we divided the data into

training and testing sets and checked whether the R2 value were similar or not. We found

similar R2 values for both the training and testing sets for each of the following relations:

With-me-ness and learning gains: Both the components of with-me-ness were significantly

correlated with the learning gain.We observed a significant positive correlation between the

perceptual with-me-ness and the learning gain (R2 = 0.21,F (6.17,7.30) = 3.85, p < .001, figure

5.6a). This difference was irrespective of the priming condition. The participants having high

perceptual with-me- ness, had high learning gain. We also observed a significant positive

correlation between the conceptual with-me-ness and the learning gain (R2 = 0.06,F (1,1) =
6.43, p < .05, figure 5.6b). This difference was irrespective of the priming condition. The

participants having high conceptual with-me-ness, had high learning gain.

With-me-ness and gaze similarity: We found the individual with-me-ness and collabora-

tive gaze similarity to be positively correlated. We observed a significant positive corre-

lation between the gaze similarity and the average perceptual with-me-ness of the pair

(R2 = 0.98,F (8.22,8.83) = 193.9, p < .001, figure 5.6d). The pairs having higher gaze simi-

larity have higher average perceptual with-me-ness. We also observed a significant positive

correlation between the gaze similarity and the average conceptual with-me-ness of the pair

(R2 = 0.58,F (2.93,3.62) = 12.36, p < .001, figure 5.6e). The pairs having higher gaze similarity

had higher average conceptual with-me-ness.

Gaze similarity and learning gains: We observed a significant positive correlation between

the gaze similarity and the average learning gain of the pair (R2 = 0.34,F (1,1) = 17.23, p < .001,

figure 5.6c). The pairs having higher gaze similarity had higher average learning.
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Figure 5.6
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5.6 Discussion

The first question concerned the effectiveness of priming on the learning gain and gaze

patterns (individual and collaborative) of the participants. The learning gain of the participants

in textual priming condition was significantly higher than that for the participants in the

schema priming condition (figures 5.5a). The explanation for this effect could be based on the

theory of Tormey and LeDuc [2014]about Activating Student Knowledge (ASK) using priming

methods. Tormey and LeDuc [2014] compared the students’ learning gain with and without

the priming in a history lecture. The priming method used in the study was a pretest. We

extended the concept by using two different versions of pretest (textual and schema based).

The textual method for ASK emerges as a better priming method than the schema method. A

plausible reason for the effect on learning gain could be that the textual version gave more

exact terms to look forward for in the lecture than the schema version of the pretest.

Moreover, we also found a relation between priming and the gaze during individual and

collaborative tasks. We found that the participants in textual priming condition looked more

at the schema elements of the video and the participants in schema priming condition looked

more at the textual elements of the video (figure 5.5b). This was a compensation effect of the

priming. This supported the compensation hypothesis from section 5.3. We also computed

the gaze compensation effect based on the ratio of the textual and schema elements present

on the screen and the ratio of the gaze on them respectively (figure 5.5b). The participants in

the schema priming condition under-compensated for the priming they received in the video

phase and hence they missed some of the key concepts. This could have a detrimental effect

on their learning gains.

Furthermore, during the collaborative concept map task, the pairs with both the participants

from the textual priming (TT) condition had higher gaze similarity than the pairs in other

two configurations (ST and SS pairs). Once again, we could expect a better priming effect in

textual priming condition than in the schema priming condition. The participants in the TT

condition had better priming and they had better compensation for the key concepts from the

lecture. This enabled them to elaborate together on the concepts in the collaborative concept

map task and hence they had higher gaze similarity (figure 5.5c).

The second question we addressed, concerned the relations between the individual and

collaborative gaze patterns, and students’ learning gains. The two components of with-me-

ness were positively correlated with the learning gain (figures 5.6a and 5.6b), which was

consistent with the results found in the previous chapter. The only difference is that, in this

study, we observed higher values for the perceptual and the conceptual with-me-ness than

what we observed in the previous chapter. The different levels of with-me-ness values could

be explained by the different types of the video lectures. The video used in chapter 4 had

only textual slides. The video in the this experiment had no slides; the teacher started with a

blank board and incrementally fills the board by writing the lecture material (schemas, tables,

formulas). The higher values of the with-me-ness components in this experiment could be
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explained by the nature of the videos. In the video from chapter 4, the whole content is on the

screen from the beginning of slide resulting in the distraction as students might start reading

from the slides and do not listen to the teacher. On the other hand, the video content in the

video of this experiment itself followed the flow of teacher’s discourse and hence might have

resulted in higher values of with-me-ness for every student.

Moreover, the pairs with high gaze similarity also had high average learning gain (figure 5.6c).

A similar pair (in terms of gaze) elaborated on the lecture concepts in a better manner than the

pair with low gaze similarity. More specifically, the pair with high gaze similarity worked on the

same part of the concept map in a given time window, hence they developed a better shared

understanding about the concerned topic. Whereas, the pair with low gaze similarity worked

on less similar parts of the concept map and hence they failed to have a shared understanding.

Furthermore, the key question addressed in this chapter was about the relationship between

the gaze patterns of the participants during the individual video watching phase and during

the collaborative concept map phase (section 5.1). The pairs who had high average with-

me-ness also had high gaze similarity (figures 5.6d and 5.6e). This could be explained in

terms of sharing a strong basis for creating a shared understanding of the topic. If both of the

participants followed the lecture in an efficient manner, i.e., with high with-me-ness, the pair

had a strong base to build and maintain a shared understanding. Hence, the pair had more

gaze similarity. This result was also consistent with the related research by Richardson et al.

[2007] and Richardson and Dale [2005] where the gaze cross-recurrence is higher when the

participants had a better level of shared understanding.

From the last three chapters, what had emerged is a concept of “looking through” versus

“looking at”: some learners look “at” the display, as we look at a magazine, while other students

seem to look “through” the display, that is, to look at the teacher or their partner in interaction

as if they were actually present there. The latter seems to gain deeper engagement and hence

a better learning outcome. The students who looked “at” the display lag in following either

the teacher or their partners, whereas the students who looked “through” the display, use

the display not only to follow the teacher or their partner but they use the display to create a

shared understanding. Having a shared understanding in turn increases the learning gain for

such students.

The concepts of “looking through” and “looking at” could be seen as new interaction style

categories. “Looking at” the interface/display indicates that the person is engaged with the

material only, which is made available to him/her. “Looking through” the interface/ display

indicates that the person is engaged with the peer. The peer in the video phase is the teacher

and in the collaborative concept map is the collaborating partner. The “looking through”

interaction resembles the social co-location of the interacting peers. As an analogy, to highlight

the difference between the two interaction styles, we can compare the interaction with the

teacher/collaborating partner to watching a movie. “Looking at” can be compared with liking

the movie; whereas, “looking through” can be compared with appreciating the direction.
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6 Gaze Aware Feedback: Effect on Gaze
and Learning

6.1 Introduction

In chapters 4 and 5, we established the relation between students’ gaze patterns and their

learning outcome. We found in two different experiments that the students who followed

the teacher’s references and dialogues achieved higher learning results than those who did

not. Students’ with-me-ness levels were found to be correlated with their learning gains. In

this chapter, we exhibit a method to improve students’ attention levels, in other words their

with-me-ness, by giving them feedback based on how well they follow the teacher in the video

lecture. We present a study exploring the effects of gaze aware feedback during video lecture

on students’ with-me-ness and their learning gain.

6.2 Context

Gaze awareness had been used to build intelligent tutoring systems [D’Mello et al., 2012,

Wang et al., 2006, Jaques et al., 2014], online collaboration support [Oh et al., 2002, Tan et al.,

2009], query expansion systems [Buscher et al., 2008], and attention aware systems [Toet,

2006]. D’Mello et al. [2012] used students’ real time gaze information to inform the tutor

about the boredom and engagement levels for selecting the dialogue moves for the virtual

tutor accordingly. The authors found that the gaze-aware tutor was more effective in terms

of both maintaining a higher engagement level and achieving a higher learning gain. Wang

et al. [2006] also used students’ gaze information to infer the tutors strategy in terms of the

instruction and feedback to be given, and the emotions of the tutor. Wang et al. [2006] also

used gaze as the interaction modality for students to interact with the system. In a preliminary

usability testing Wang et al. [2006] found that such a feedback improved students’ involvement

with the learning processes. Jaques et al. [2014] used gaze data to predict students’ boredom

and curiosity for encouraging students to use self-regulated learning strategy.

Gaze awareness was also shown to be effective in improving the quality of online collaboration

in two different studies by Oh et al. [2002] and Tan et al. [2009]. The basic idea was to present
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the collaborating users the gaze information of their partner. Tan et al. [2009] used eye-contact

as a proxy for gaze awareness as they placed the camera, capturing users’ frontal faces, behind

a semi-transparent glass window (which was also their collaborating space) to enable users

share eye-contact with their partners without taking their eyes off the display. On the other

hand, Oh et al. [2002] conducted a usability study, where they compared three interaction

modalities to activate/deactivate a feedback system. The three modalities were: looking at

and looking away from the agent to activate and deactivate; pushing a button and giving a

voice command. The authors found that the users preferred the gaze interaction modality

over the others.

In this chapter, we present an eye-tracking study that gives real-time feedback to the students

based on their gaze. The key difference from the previous studies is, that we gave feedback

directly to the students rather than providing it to a tutor. The system computes students’ with-

me-ness levels and gives them a visual feedback on the video lecture, if their with-me-ness

levels falls below a certain threshold.

6.3 Problématique

We conducted an eye-tracking study where the participants attended a MOOC lecture and

received feedback about what are the places which the teacher is talking about. We used the

data collected from the experiment in chapter 6 to create a baseline for students’ with-me-ness.

Students received feedback whenever their with-me-ness was less than the baseline at any

given point of time in the video. The major hypothesis was that the gaze aware feedback

will increase students’ with-me-ness; and thus their attention during the video lecture. The

secondary hypothesis was derived from the first hypothesis. We expected the learning gains to

be higher in this experiment than the previous experiment because the students would be

paying more attention to the lecture content. Through this study we addressed the following

research questions:

1) How does the gaze aware feedback affect the gaze patterns while watching the video?

2) How does the gaze aware feedback affect learning gain of the participants?

6.4 Experiment

6.4.1 Participants and procedure

There were 27 bachelor students from École Polytechnique Fédérale de Lausanne in Switzer-

land participating in the present study. There were 6 females among the participants. The

participants were compensated with an equivalent of CHF 25 for their participation in the

study.

Upon their arrival in the laboratory, the participants signed a consent form. Then the partici-
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pants took a pretest (Appendix D) about the video content. Then the participants watched

two videos about “resting membrane potential”. Finally, they took a posttest (Appendix F). The

videos were taken from “Khan Academy”. The total length of the videos was 17 minutes and

5 seconds. One important point worth mentioning here is that the teacher is not physically

present in the video. The participants were told that the feedback would appear only when

they were not paying attention to what the teacher was saying or writing.

6.4.2 Gaze aware feedback

The feedback was displayed on the screen as red rectangles circumscribing the area of the

screen which the teacher was talking about (Figure 6.1). The feedback was shown only when

the with-me-ness levels of the participant went below a baseline. This baseline was calculated

for each second of the video lecture. To calculate the baseline we took only those participants

from the previous experiment whose leaning gain was fell between 33 and 66 percentile of

the overall learning gain of the previous experiment. The reason for selecting this range of

scores because we wanted to give the feedback based on the typical behaviours of the students

from the previous experiment. In the remaining part of this chapter this group is called the

“baseline group”. To be able to compare the two groups (baseline and experimental) we only

considered the “textual” priming group from the experiment mentioned in Chapter 5. The

learning gains of the two groups are comparable as they had the same pretest and posttest.

We considered only a subset of this group to define our baseline, however, to compare the

learning gains we will use the complete set (with 50 students).

Figure 6.1 – Example of the feedback used in the experiment. The circumscribing red rectangle
were shown if the with-me-ness of the participant went below the baseline with-me-ness at any
given instant during the video. For this particular frame, Teacher: “so you have one force, the
concentration driving K out; and another force, the membrane potential, that gets created by its
absence that?s gonna drive it back in.”
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6.4.3 Dependent variables

1) Learning Gain: The learning gain was calculated as the difference between the indi-

vidual pretest and posttest scores. The minimum for each test was 0 and 10, and the

maximum for the pretest was 9 and for the posttest was 10.

2) With-me-ness: We used the same method as described in Chapter 6, to calculate stu-

dents’ with-me-ness levels, in this experiment, in real time.

6.5 Results

Feedback and Learning Gain: We observed a significant improvement in learning gain for

the experimental group over that for the baseline group (t (df = 49.88) = -2.50, p = .02, figure

6.2a).

Table 6.1 – Mean and standard deviations for learning gains across conditions.

Condition
Number of

participants
Mean

Std.
dev.

Baseline 50 0.38 0.15
Experimental 27 0.47 0.16

Immediate effect of feedback on Gaze: We observed a significant improvement in with-me-

ness levels for participants (within the experimental group) before (mean = 0.31, sd = 0.08)

and after (mean = 0.57, sd = 0.16) displaying the feedback (F [1, 26] = 310, p < .001, figure

6.2b). The time difference between the moments before and after displaying the feedback was

usually 2 seconds.

Overall effect of feedback on Gaze: In order to find the overall effect of the feedback on the

participants’ gaze, we divided the whole video in one minute episodes. Results from a linear

mixed effect model showed that on average, participants’ with-me-ness increased by 1% every

minute. This improvement was significant over time (F [1, 26] = 32.60, p < .0001). Table

6.2 shows the summary of linear mixed effect model with time and participant ID as fixed

and random effects respectively. Figure 6.2c shows the temporal evolution for the difference

between the mean observed with-me-ness and the baseline with-me-ness for the participants;

and the average number of time the feedback was shown to the participants. We can see in

figure 6.2c that, towards the end of the video, the difference increased and the number of

feedback displays decreased. This showed that the participants became more aware of the

fact that they should follow the teacher in an efficient manner in order to learn.

6.6 Discussion

There was a significant improvement in the learning gains for the students in the experimental

condition than the baseline condition. We could conclude that the gaze aware feedback helped
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Table 6.2 – Linear mixed effect model with time and participant ID as fixed and random effects
respectively.

Mean
Std.

error
t-value p-value

Intercept 0.19 0.03 6.94 <.01
Time 0.01 0.002 5.71 <.01

the students to learn more. However, this result has to be treated carefully, as the populations

were largely similar (the participant recruitment was done using the same university channel,

and there was no drastic changes in student populations) in the two conditions, however the

two groups of students were in two different years of the university education (the two studies

were conducted one year apart from each other).

We found a significant immediate effect of the feedback on participants’ gaze. The with-me-

ness levels were significantly higher after showing the feedback than those before showing the

feedback. One plausible explanation emerged from the salient nature of the feedback. Since

the red rectangles appeared as a salient visual feature for the participants, their attention was

drawn towards the feedback.

However, the significant long term effect on the with-me-ness indicates that the feedback had

an effect on participants’ attention in the terms of “how well they follow the teacher in both

the deictic and dialogue spaces”. One plausible interpretation of increase in with-me-ness

over time, could be, that the participants became more aware of the fact that following the

teacher during is important to understand the content and they started following the teacher

more closely than before. This effect is also evident from the figure 6.2c. We can see that the

difference between the baseline with-me-ness and the observed with-me-ness was higher

during the second half of the video.

Concisely, we could say that the gaze aware intervention in the learning process of the students

was observed to have a positive effect on their attention. Provided that such a feedback is

used during regular MOOC studies, this might have a long term impact on students’ overall

attention. In terms of our general research question about “how to improve the attention of

the students during MOOC videos”; gaze aware feedback emerged as one of the positively

influencing intervention.

Our way of providing gaze-aware feedback to students has a key limitation in terms of pre-

processing required. The computation of with-me-ness requires us to know all the deictic

gestures and to transcribe the dialogues beforehand. This might be overwhelming for longer

videos. One way to overcome this issue is to use the heat-maps to convey the content coverage

and provide feedback to the students about their gaze patterns.

90



7 Effect of Displaying the Teacher’s
Gaze on Video Navigation Patterns

7.1 Introduction

In previous chapters, we have shown the importance of following the teacher in achieving

high learning outcomes. The gaze-measure “with-me-ness” was found to be correlated with

students’ learning outcome. We used the gaze as a measure of attention and a way to provide

feedback to the students. The gaze-aware feedback was shown to be effective in terms of both

the gaze patterns and the learning gain of students. In this chapter, we addressed a different

question; “can we use gaze as a tool to drive attention?” One way to improve students’ learning

experience could be to make teachers’ discourse easy to follow by augmenting additional

information on the video lecture. In this experiment, we chose to augment the video lecture

with teacher’s gaze and use students’ navigation patterns to quantify the ease of following

teacher’s discourse.

To address the question, whether we could use the teachers’ gaze to help making the learning

process efficient for the students, we augmented the teacher’s gaze on a MOOC video on

Coursera (this was not an experiment in the lab). We then collected the MOOC logs containing

the video navigation patterns; and analysed the data to find the effects of displaying the

teacher’s gaze on the video navigation patterns of the students.

In this chapter, we show that displaying teacher’s gaze in a MOOC video-lecture could help the

students understand more easily the content of a MOOC video. Moreover, this effect remains

consistent with the increasing complexity of the situation explained by the teacher.

7.2 Context

7.2.1 Gaze contingency and reference disambiguation

We know from previous eye-tracking research that speakers looked at the objects they refer to

just before pointing and verbally naming the objects [Griffin and Bock, 2000]. Listeners on
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the other hand, looked at the referred objects shortly after seeing the speaker point and refer

to the objects [Allopenna et al., 1998]. Richardson et al. [2007] showed that the listeners who

were better at attending the references made by the speaker were also better at understanding

the context of the conversation. One way to aid the listeners attending the reference in a better

way could be to display where the speaker is looking at. This might help the listeners in a better

disambiguation of the complex references [Gergle and Clark, 2011, Hanna and Brennan, 2007].

In the case of complex stimulus displaying the gaze of speaker made the disambiguation of

the references even easier [Prasov and Chai, 2008]. This motivated us to study the effect of

showing the gaze of the teacher in a MOOC video on the navigation patterns of the students.

Gaze contingent experiments are at the proactive side of the eye-tracking technology. These

experiments consist in displaying the gaze of collaborating partners to each other; or dis-

playing the gaze of an expert to a novice in order to teach the novice [Chetwood et al., 2012] .

Another modality of gaze contingency is using gaze as a mode of communication. In a col-

laborative “Qs-in-Os” search Brennan et al. [2008] showed that the sharing gaze information

between collaborating partners resulted in a strategy of division of labour as effective as if

the partners were talking face to face. Using gaze as a communication modality Prendinger

et al. [2007] used gaze information to inform participants about the effectiveness of grounding

process between a human and an infotainment presentation agent. In a multiparty video

conference system Vertegaal et al. [2002] used gaze information to rotate the participants’

virtual 3D representations to the persons they were talking to. Displaying the gaze of speaker

helped the listener in deciphering the references [Gergle and Clark, 2011, Hanna and Brennan,

2007]. Moreover, gaze of speaker made it easier for the listener in deciphering the references

in situations with high ambiguity [Prasov and Chai, 2008].

7.2.2 Online video navigation profiles and the perceived difficulty of content

Students’ navigation styles could tell us a lot about their perception about the content. In

order to find the effect of displaying the teacher’s gaze on the students’ navigation pattern and

in turn their learning experience, we required a proxy variable that could quantify the learning

experience. Li et al. [2015] conducted a study with over 30,000 students and 100 videos across

two courses where the authors asked students to rate the perceived difficulty of the content

after the students watched the video. Based on students’ rating and their video navigation

behaviour [Li et al., 2015] concluded that the students who perceived the video content as easy

to understand did less frequent and shorter pauses, and replayed the video less frequently.

We chose to build upon the results from Li et al. [2015], using the students’ video navigation

patterns, for the video augmented with the teacher’s gaze.

7.3 Problématique

We carried out a study in order to explore the effects of displaying gaze of the teacher on the

students’ video interaction patterns. The teacher’s gaze was recorded when he was recording
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Figure 7.1 – Setup: The teacher is equipped with the SMI mobile eye-tracking glasses (left) and
the MOOC recording studio (right) with the top camera on the ceiling and the tablet used by the
teacher. The fiducial markers (top-right) are glued to the tablet to make the re-localisation of
teacher’s gaze on the actual content easy.

the MOOC video. Our prime hypothesis was that displaying teachers’ gaze on the video would

make the reference disambiguation easy in high ambiguous situations. Moreover, displaying

teacher’s gaze on the video would also make the students’ behaviour more linear in terms of

following the content (fewer pauses and fewer backward jumps).

7.3.1 Research Questions

Through this experiment, we wanted to explore following two research questions:

1) What is the effect of displaying teachers’ gaze on a MOOC lecture on students’ video

navigation patterns? Our hypothesis is that displaying teacher’s gaze on the video would

reduce the actions of the students on video display and the students’ behaviour would

be more linear in terms of following the content, i.e., they would pause and move

forward/backward less (behavioural hypothesis).

2) If there is a relation between the students’ video interaction patterns and teacher’s

gaze, how is it moderated by the ambiguity of the video? We hypothesise that displaying

teachers’ gaze on the video would make the reference disambiguation easy in ambiguous

situations (eye-tracking hypothesis).
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7.4 Experiment Setup

We asked one of the teachers to track his eyes on the MOOC video he was going to record. We

used SMI mobile eye-tracking glasses to record the gaze of the teacher. The main motivation to

use mobile eye-trackers was to give the teacher as ecologically valid environment as possible.

The setup of the MOOC recording studio is shown in figure 7.1. The teacher was equipped

with the eye-tracking glasses. There was a screen capture software running on the tablet with

the actual content to record every move of the teacher. Also, there was a camera on the ceiling

of the studio to capture the gestures (external to tablet) on the tablet. We put nine fiducial

markers 1 on the tablet so that later we were able to re-locate the gaze pointer of the teacher

on the tablet. The video was uploaded on Coursera as one of the video lectures during one

of the weeks of the course “Villes africaines: Introduction à la planification urbaine” (African

cities : an introduction to urban planning)2 . The teacher explicitly chose the parts of the video

where he wanted to display his gaze.

7.4.1 Re-localisation of teacher’s gaze

We recorded three different video streams from the setup of figure 7.1. 1) the video from scene

camera of the eye-tracker. 2) from the top view camera in the studio. 3) the video from the

screen capture software running on the teacher’s tablet. We knew teacher’s gaze positions in

the frame of the video captured from the scene camera of the eye-tracker. The objective was

to find the gaze positions on the video from the screen capture of the tablet. This was not a

trivial task. Since the teacher was given full freedom to move, his field of the view of changed

at every instant. We computed the gaze positions on the actual content using following steps

(figure 7.2):

1) We computed the relative position of the fiducial markers and the gaze positions in the

video from the scene camera of the eye-tracker.

2) We computed the relation between the positions of the fiducial markers in the video

from the top camera and the video from the scene camera of the eye-tracker.

3) Using the two relations, we computed in steps 1 and 2, we computed the gaze positions

on the video from the top camera. The output of this step was a video where the gaze

pointers are shown on the video from the top camera.

4) The video from the top camera was geometrically a distorted version of the video from

the screen capture software running on the tablet. Hence, we removed the distortion

from the resulting video of step 3 to get the video from the screen capture software with

teachers’ gaze pointers.

1Chilitags
2The MOOC “Villes africaines: Introduction à la planification urbaine” was given by Prof. Jérôme Chenal. This

course was developed at École Polytechnique Fédérale de Lausanne, Switzerland.
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Figure 7.2 – Process for the re-localisation of the teacher’s gaze on the final video output.

7.4.2 Ambiguity in stimulus and teacher’s gaze

To analyse the students’ behaviour we divided the video into four episodes based on whether

there was teacher’s gaze present on the video, and what was the level of ambiguity in the images

shown in the video (high vs low ambiguity). The ambiguity in the image was determined by

how easy was it to disambiguate a simple verbal reference on any part of the image. Simply put,

how easy it was to locate what part of image/scene the speaker was talking about. Images with

high ambiguity were satellite images and aerial images where the target reference were smaller

in size and are not obviously present in front of the listeners’ eyes. Whereas, images with low

ambiguity were street views where the target references were bigger in size and were easily

detectable by the listeners. Examples of images with high and low ambiguity are shown in

figures 7.3 and 7.4 respectively. This categorisation was later confirmed by the teacher himself.

The main reason for this categorisation was to be able to segment the video in high and low

ambiguity stimulus periods.
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Figure 7.3 – Example of a high ambiguity image from the experimental video. The image is an
aerial view and the teacher is explaining the landscape captured. We rate these type of images
because high ambiguity images as disambiguating a reference like “’the school” is difficult
without a visual cue.

Figure 7.4 – Example of a low ambiguity image from the experimental video . The image is
typical street view and the teacher is explaining the landscape captured. We rate these type
of images as low ambiguity images because disambiguating a reference like “’the tree” is easy
without a visual cue.
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7.4.3 Measures

In this subsection, we present the measures of students’ behaviour we used to analyse the

affect of displaying the teacher’s gaze in the video. We compared the measures in two ways:

1) we compared the variables for the experimental video (video with teacher’s gaze) and

other videos (between videos variable); 2) we compared the values of the variable within the

experimental video for different episodes in the video (within video variable).

1) Proportion of replayed video length: This was calculated by counting the number of

video seconds that were played more than once. This supposedly indicated the difficulty

that student experiences during the video lecture. A high proportion of replayed video

for a student could suggest that the student was not able to understand some of the

content properly in the first time going through the video. This was used only as a

between video variable.

2) Frequency of pauses per minute: This was the average number of pauses that a student

makes during one video per minute. High number of pauses might indicate the difficulty

or frequent disengagements from the video. This variable was used as both a between

and within video variable.

3) Ratio of pause time and video length: This was the total time spent by the students

while keeping the video in a pause state divided by the total video length. Longer pauses

would result in a higher value of the ratio. Moreover, the higher ratio might indicate the

difficulty in understanding the video as students would need more time to grasp the

concept. This variable was used only as a between video variable.

4) Frequency of seek backs per minute: This was the average number of backward jumps

that a student makes during one video. The seek back event typically reflected two

necessities from a student. First, a check for a reference that was made at a previous

video point. Second, a complete section of the video being too difficult to understand

and the student decided to re-watch the whole video segment. This variable was used

as both the between and within video variable.

7.5 Results

As we mentioned in the section 7.4.3, there were two levels of analysis to be presented: 1) we

compared students’ behaviour across different videos in the weeks succeeding and the pre-

ceding the week of the experimental video; 2) we compared the students’ behaviour across

different episodes within the experimental video. The three weeks were weeks 10, 11 and 12,

which also were the last weeks of the course. The main reasons behind selecting only three

weeks to compare were that, the size of student population was comparable for these three

weeks; and that the population was comparable in terms of the motivation to finish the course

and the levels of engagement.
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Chapter 7. Effect of Displaying the Teacher’s Gaze on Video Navigation Patterns

7.5.1 Comparing user behaviour across different weeks

In this subsection, we compared the number of pauses, seek backs, seek forwards, the pause

time and replay time across different videos. The experimental video is labeled as “11.1”. In

the figures 7.5a - 7.5d the variables corresponding to the experimental video are shown as a

thicker bar than the other videos.
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(c) Ratio of pause time and video length.
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(d) Average number of seek back events.

Figure 7.5 – (a) Proportion of replayed video length, (b) Average number of pauses, (c) Ratio of
pause time and video length, and (d) Average number of seek back events; compared across
weeks 10, 11 and 12.

1) Proportion of replayed video length: An ANOVA with the lecture ID as a between

subject factor showed that the proportion of the replayed length video was the lowest

(figure 7.5a) for the experimental video (F[9,4202] =2.12, p = .03).
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2) Frequency of pauses per minute: An ANOVA with the lecture ID as a between subject

factor showed that the average number of pauses was the lowest (figure 7.5b) for the

experimental video (F[9,4202] =2.89, p = .002 ).

3) Frequency of seek backs per minute: An ANOVA with the lecture ID as a between

subject factor showed that the average number of seek backs was the lowest (figure 7.5d)

for the experimental video (F[9,4202] =1.92, p = .04 ).

4) Ratio of pause time and video length: An ANOVA with the lecture ID as a between

subject factor showed that the ratio of pause time and video length was the lowest

(figure 7.5c) for the experimental video (F[9,4202] =2.58, p = .005).

7.5.2 Comparing user behaviour within the video

In this subsection, we compared the number of pauses, and seek back actions for different

episodes within the experimental video (figures 7.6 and 7.7). As we explained in section

7.4.2, the experimental video was divided in 4 different kinds of episodes based on two facts:

1) whether teacher’s gaze is present or not; and 2) whether the ambiguity in the video was high

or low. One might argue that the teacher deliberately chose the moments, to display his gaze,

where the ambiguity was highest. However, we did not find any significant difference between

the lengths of the four different episodes (χ2(d f = 1) = 0, p > 0.5, table 7.1).

Table 7.1 – Lengths (in minutes, chi-square residuals in parentheses) of the different episodes
within the experimental video. Residuals (absolute values) more than 1.96 are considered to be
significant.

High ambiguity Low ambiguity
Gaze-present 2.46 (0.25) 2.46 (-0.21)
Gaze-absent 5.20 (-0.15) 7.80 (0.13)

In the table 7.2, we observed the following:

Number of pauses in “gaze-present” episodes was lower than that in “gaze-absent” episodes.

Moreover, there were lower number of pauses in the high ambiguity situations than those in

low ambiguity situations (χ2 = 79.83, p < .001).

Number of seek backs in “gaze-present” episodes was lower than that in “gaze-absent” episodes.

Moreover, there we‘re lower number of seek backs in the high ambiguity situations than those

in low ambiguity situations (χ2 = 164.83, p = .001).

7.6 Discussion

The results in section 7.5.1 showed that the behavioural hypothesis (section 7.3.1) stands true.

The fact that the students had fewer seek back events could reflect the fact that they did not

need to check back the previously told content because it was easy to understand for them
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Figure 7.6 – Proportions of different types of events compared within the experiment
video across different gaze episodes.
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Figure 7.7 – Proportions of different types of events compared within the experiment
video across different ambiguity episodes.
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7.6. Discussion

Table 7.2 – Numbers (chi-square residuals in parentheses) of different types of events, for the
different episodes within the experimental video. Residuals (absolute values) more than 1.96
are considered to be significant.

Actions
Pause Seek-back

High ambiguity Low ambiguity High ambiguity Low ambiguity
Gaze-present 16 (7.22) 64 (-4.27) 18 (-4.27) 23 (-5.71)
Gaze-absent 94 (-2.97) 232 (-2.97) 52 (1.21) 142 (8.77)

once the teacher’s gaze was displayed on the video. Moreover, the same fact was strongly

supported with less amount of video content replayed for the experimental video. Similarly,

less frequent and shorter pauses could indicated that the content delivery was also easy due to

the presence of additional cues to disambiguate complex references during the video. Li et al.

[2015] found similar video navigation patterns in their study for the students who perceived

the video content as easy to understand.

The observation that there were fewer seek back and pauses during the experimental video

also verifies our working hypothesis that gaze contingency made the learning experience more

linear as compared to the video material. With less breaks in the content delivery and the less

back references the students were well aligned with the video content in the temporal space

and hence the understanding the content for the student could be effective and efficient.

The key difference between the experimental video and the videos from the other week was

the augmentation of teacher’s gaze on top of the video content. Since the students could see

where the teacher was looking and it had been proved by eye-tracking research that people

started looking at the point they were about to refer and hence it was easy to disambiguate the

point of reference for the listener when (s)he saw the gaze of referee.

The results from the section 7.5.2 proved our eye-tracking hypothesis (section 7.3.1) to be true

as well. The students had fewer pause and seek backs in high ambiguity situations, such as

the teacher describing complex images like satellite captured image (figure 7.3),when the gaze

was present in the video as compared to when the gaze was absent on the video. This effect is

present, although less pronounced, in situations with low ambiguity (for example when the

teacher was explaining a street view, figure 7.4). Prasov and Chai [2008] also found in their

study about reference disambiguation in complex stimulus that the displaying the gaze of

speaker made it easy for the listener to disambiguate the reference.

Although the results supported our hypothesis, more experimentation is required to find out

whether displaying teacher’s gaze helps in increasing the effectiveness of learning experiences.

Moreover, further investigation is necessary to comment on the effect of augmenting multiple

MOOC videos with teacher’s gaze on the overall learning experience of students.

The introduction of teachers’ gaze might also work as a novelty in the engagement process of
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the students as well. To keep the engagement up to a level which benefits the student, such

novelties could prove to be effective. The results showed that usually during the end of the

course the students who watch the videos decreased drastically. However, once we put the

experimental video online the number of students who watched the video increased from the

previous week.

In a nutshell, both of our hypotheses were verified, and this could be an interesting continua-

tion to experiment with augmenting the MOOC videos with the visual cues to help students

better understand the content. Our future work includes experimentation with different

eye-tracking data visualisations to augment the MOOC video and check how it affects the

students’ video navigation patterns and their learning processes. Also to perform a laboratory

experiment to see how closely the students follow the gaze pointer of the teacher and how it

affects their learning outcome.

102



8 General Discussions

8.1 Scaling up the results

As we said in the introduction, the eye-tracking results could be scaled up from the laboratory

experiments to the population scale of MOOCs. One way to scale up the results was to find a

common variable, in both the lab experiments and in the MOOCs, such as video navigation

patterns. In the same experiment, as in Chapter 5, we found that both the levels of with-me-

ness were negatively correlated (for perceptual with-me-ness Pearson correlation = −0.30, p <
.001 and for conceptual with-me-ness Pearson correlation = −0.53, p < .001) to the amount of

time spent on a given episode of the Massive Open Online Courses (MOOC) video. Figure 8.1

shows the temporal evolution of the perceptual and conceptual levels of with-me-ness and

the time spent on each 10 second episode of the video. We can see that when the students

spent more time on a particular video segment, their average with-me-ness was lower. One

plausible explanation could be the fact that when students did not pay much attention to the

teacher, i.e., when they have low with-me-ness, they had to go back to the video segment at

least once more in order to revise the content. Thus, the average with-me-ness was lower.

Also we found out that there was a relation to video playback time and students’ performance

in MOOCs. Although, making a direct and strong claim about the relationship of hypothetical

with-me-ness during MOOCs and students’ performance could not be possible; however,

video navigation patterns could provide a fair proxy for the gaze data. Moreover, conducting

such experiments for a bigger population could also be possible in near future with the cost of

high quality eye-tracking systems dropping rapidly.

8.2 Roadmap of results

We conducted several studies to understand the underlying processes of ongoing collaboration

and MOOC learning. Following are the summary of main results:

1) Pair Program Comprehension. We found that the gaze, dialogues and comprehension
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Figure 8.1 – Temporal evolution of perceptual (green curve) and conceptual (blue curve) levels
of with-me-ness and the time spent (red curve) on each 10 second episode of the video. The grey
area shows the confidence intervals for 98 students.

104



8.3. Contributions

share a triumvirate relation. In terms of gaze and understanding, we found a high

correlation between the pairs’ gaze similarity and their attained level of understanding.

In terms of dialogues and understanding, we found that the pairs having higher level

of abstraction in their description of the program functionality attain a higher level of

understanding. Also, when the abstraction in the description was higher, the gaze was

often directed towards the main functions of the program; rather than guessing the

program functionality from the interface messages.

2) Exploratory MOOC study. We proposed a new gaze measure to compute students’

engagement with the teacher during a video lecture called with-me-ness. We found

that with-me-ness, both at the deictic and dialogue levels, was correlated to students’

learning outcome.

3) Dual eye-tracking study with MOOCs. We found that the individual gaze patterns

during the video lecture were correlated to the collaborative gaze patterns during a

collaborative concept map activity. Moreover, we also found that it was possible to shape

students’ attention to a particular part of the video by using different representations of

the same content as priming.

4) Gaze-aware feedback. We designed a gaze-aware feedback tool based on students’

with-me-ness to support them pay attention to the correct areas during a MOOC video.

We found that the feedback had positive effects on the with-me-ness and the learning

gains of students.

5) Displaying teacher’s gaze on MOOC video. We found that displaying teacher’s gaze on

the MOOC video helped students disambiguate the references easily and hence the

students perceived the video easier than when there was no gaze displayed on the video.

8.3 Contributions

In this section, we discuss the contributions of this dissertation within the relevant research

areas.

8.3.1 Eye-tracking and learning analytics

Eye-tracking had been shown useful (as described in “Related Work”) for differentiating per-

formance levels, task difficulty, and expertise. We defined new eye-tracking variables in order

to capture these differences in more details. The variable with-me-ness not only captured the

moments of explicit referencing but also the verbal/implicit referencing. We considered the

student watching the MOOC videos as interacting with the teacher, to ground our findings

using with-me-ness and then showed that it could be used to design an effective gaze-aware

feedback tool for MOOC learners. Thus completing the learning analytics loop (figure 8.2) as a

cybernetic control system.
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Figure 8.2 – The cybernetic control (learning analytics) loop using with-me-ness.

8.3.2 Interaction styles

We also showed through different experiments that there were basic differences in how people

interacted with a visual stimulus. Those having high with-me-ness and high gaze similarity

look “through” the stimulus and interacted with the teacher/collaborating partner. On the

other hand, those who had low with-me-ness and low gaze similarity, looked “at” the stimulus

and interacted with the content only. This was also true for program comprehension. Pairs

who followed the data flow of the program look “through” the stimulus and understand the

logic of the program in an efficient manner. Whereas, those who read the program as a piece

of text looked “at” the program and had difficulties understanding it. This notion of looking

“at’ or looking “through” goes beyond learning context and could also be exemplified within

the context of psychiatry. The art brut or outsider art is one such example, where the art pieces

created by psychologically challenged persons could provide supports to psychiatrists, which

are beyond the pathological symptoms. This is an example of looking “through” the art work

and interacting with the artist.

8.3.3 Collaborative problem solving

The dual eye-tracking research had been highly task dependent. The main problem we

addressed in this thesis was how to automatically segment the interaction irrespective of

the task at hand. We showed that the gaze similarity episodes could be computed for any

kind of task, because it does not depend on the basic properties of the problem and the

stimulus. In this thesis, we used them for program comprehension and concept map tasks.

There are inherent differences in the visual nature of the two tasks. In the case of program

comprehension the content is static and it has the same visual structure for the participants.

However, the concept maps are dynamic in nature and the visual structure can be different for
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different teams.

We also showed that the abstraction in the dialogues was closely related to the gaze patterns

in a collaborative problem solving situation. These results could be leveraged upon to use the

gaze data as a proxy for the dialogues in a collaborative setting as the success in automatic

analysis of dialogues is bounded by the current limitations of Natural Language Processing

(NLP) algorithms.

8.4 Design implications from the studies

In this section, we present the design guidelines, to analyse, and/or develop an intelligent

agent to support dyadic interaction. These guidelines are based on the relationships between

the gaze patterns, the dialogues, and the level of success attained by the dyad/individual after

the interaction.

Considering the guidelines for designing an intelligent agent to support program compre-

hension. This could be important for those working with “legacy softwares”, where the new

programmer might not have been a part of the original development team. In our pair pro-

gram comprehension experiment, we observed a strong relation between people following

the data-flow of the program and their comprehension levels. In individual settings, one

can use the data-flow to make the comprehension process easier. These data-flow patterns

could be highlighted by the program editor itself. Moreover, in collaborative settings, one

could observe the abstraction in the dialogues, in addition to highlighting the data-flow. In

our study, we observed a strong relationship between the abstraction in the dialogue and the

level of comprehension attained by the pair. In the terms of natural language processing, the

abstraction in the dialogues is easier to capture, than other features. The abstraction in the

dialogues can be captures by simply looking at the proportion of the utterances in the domain

language.

Regarding MOOC platforms, we showed in our experiments that, we could capture attention in

a seamless (independent, on the student side, of the video content) way by using with-me-ness.

We also have shown one application, how this variable could be used to improve both the

learning gains and the attention levels of the students. There could be another possibilities for

providing the gaze-aware feedback to the students. The heat-maps and scan-paths (which are

essentially independent of the semantics of the content) could be used to give the feedback

about the content coverage and the missed content to the students. These two variables are

easily computes and they do not require high quality and high precision eye-trackers to collect

the data as well. Moreover, using the scan-path to compete the missed parts of the lecture,

one could provide feedback to the students simply by highlighting them.

Moreover, as we have shown in both the pair program comprehension and collaborative

concept map tasks, the gaze similarity could be computed in a semantically independent

(from the content) way in real time. One could utilise this variable to improve the collaboration
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outcome of poor performing collaborators by providing feedback or by simply telling the

collaborating partners, where the other partner is looking at.

Throughout the studies presented in this thesis, we have shown that the being together, with

the teacher and/or with the collaborating partner, resulted in a better shared understanding

or a higher learning gains. But this is not always the case, for example in collaborative visual

search, togetherness can be detrimental for task based performance. There is a implicit need to

divide the visual stimulus into different parts by the partners [Brennan et al., 2008]. Measuring

togetherness could also improve the performance in such situations, where we can give

feedback to the collaborating partners about their togetherness, but in a reversed manner. We

could alert the pair when their gaze togetherness is higher than a given threshold. In Chapter

6, We supported the students by giving them the feedback on the lack of togetherness. In cases

where togetherness is “harmful” we can provide feedback on the excess of togetherness.

One might argue that a few of the results we reported are obvious, for example “if one pays

attention to the teacher, (s)he learns better”. However, we also showed that, measuring a

variable like “how much one pays attention to the teacher” is not a trivial task and also

providing the students with such a feedback improves their learning gains. These studies

did not only gave us a measure the attention of the students in an automatic manner, but

also enabled us to design systems to support students while they follow the MOOC lecture.

Moreover, these findings can be extended to the vast population of MOOC students, as we

showed in the Section 8.1, using other variable as a proxy to the gaze patterns.

8.5 Limitations and future work

In this section, we discuss some of the limitations with our methods we used in our research.

The research was done on a very small sample size in terms of videos, however we made sure

that different types of videos are included. The number of MOOCs we experimented could

also put limits to the generalisability of results from gaze-contingent experiment.

Another point that could be argued upon is “what is the best method for augmenting deixis

on MOOC videos?” The gaze is an efficient way to convey the teachers’ references; but the

question that, “is it better than having the teacher simply point at the referred cite”, still

remains unanswered. This could be a possible extension to this dissertation work. Also, how

does gaze-contingent videos affect students’ long term engagement in a MOOC could also be

an interesting direction of work.

The two interaction styles (looking through and looking at) we proposed, needs more formali-

sation. One can investigate the personality, attitude and learning strategy factors affecting the

choice between looking “through” and looking “at”. Moreover, the gaze variable “with-me-ness”

does not capture raw speech features which might affect the gaze of the listener. This might

be another addition to the definition of “with-me-ness”.
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From the point of view of scaling up the findings of this thesis, to a vast MOOC population

requires cheaper and more intelligent eye-trackers (for example, a webcam based eye-tracker).

This could be another branch of investigation stemming out from this dissertation. Moreover,

from a usability point of view, experimentation is required to study the acceptance of webcam

based eye-tracking or cheap eye-trackers embedded in the laptops.

8.6 Final words

This dissertation presented the outcome of a few years of research during which, 1) a dual

eye-tracking for pair program comprehension was conducted. Based upon the findings of

which, 2) we focused our investigation to a special dyad, the teacher-student pair. This

simplified the leader-follower question for us. Finally, 3) as two applications of our findings,

we showed that both gaze-contingency and gaze-awareness could have positive effects on

learning processes and learning outcome. This thesis could inspire a few different directions

to focus the investigation upon. Both the gaze-contingency and gaze-awareness can be further

investigated for long term effects on learning. Also, there is also room for other additions in

the gaze variables we propose.
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A Program used in the pair program
comprehension task

package tictactoe;

import java.io.BufferedInputStream;
import java.util.LinkedList;
import java.util.List;
import java.util.Scanner;

public class AddThemUp {

public static interface AddThemUpUi {

// input
public int getPlayerMove(int p);
public int getNewPlayerMove(int p);

// output
public void currentGameState(List<Integer> leftNumbers, List<Integer>[]
playersNumbers);

public void gameStarted();
public void badMove();
public void playerWin(int p);
public void gameDraw();
public void gameEnded();

}

// cell content is the player number or 0 if empty
LinkedList<Integer> leftNumbers = new LinkedList<Integer>();
LinkedList<Integer>[] playersNumbers = new LinkedList[2];

AddThemUpUi ui;
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public AddThemUp(AddThemUpUi ui) {
super();
this.ui = ui;
playersNumbers[0] = new LinkedList<Integer>();
playersNumbers[1] = new LinkedList<Integer>();

}

public void run() {
initGame();
int currentPlayer = 1;
ui.gameStarted();
ui.currentGameState(leftNumbers, playersNumbers);
int winner = 0;
while ((winner = checkForWinner()) == 0 && !gameFinished()) {

int pos = ui.getPlayerMove(currentPlayer);
while (!checkAndSet(pos, currentPlayer)) {

ui.badMove();
pos = ui.getNewPlayerMove(currentPlayer);

}
ui.currentGameState(leftNumbers, playersNumbers);
currentPlayer = 2 - currentPlayer + 1;

}
if (winner != 0)

ui.playerWin(winner);
else

ui.gameDraw();
ui.gameEnded();

}

private void initGame() {
for (int i = 1; i < 10; i++) {

leftNumbers.add(i);
}

}

private boolean checkAndSet(int val, int player) {
if (!leftNumbers.contains(val))

return false;
playersNumbers[player - 1].add(val);
leftNumbers.removeFirstOccurrence(val);
return true;

}

private int checkForWinner() {
for (int p = 0; p < 2; p++) {

for (int i1 = 0; i1 < playersNumbers[p].size(); i1++) {
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for (int i2 = i1 + 1; i2 <
playersNumbers[p].size(); i2++) {

for (int i3 = i2 + 1; i3 <
playersNumbers[p].size(); i3++) {

if (playersNumbers[p].get(i1) +
playersNumbers[p].get(i2) +
playersNumbers[p].get(i3) == 15)

return p + 1;
}

}
}

}
return 0;

}

private boolean gameFinished() {
return leftNumbers.size() == 0;

}

public static void main(String[] args) {
AddThemUpUi ui = new AddThemUpUi() {

private Scanner scanner = new Scanner(new
BufferedInputStream(System.in), "UTF-8");

@Override
public void badMove() {

System.out.println("Bad or already taken
number!");

}

@Override
public void currentGameState(List<Integer> leftNumbers,
List<Integer>[] playersNumbers) {

System.out.println();
System.out.print("Numbers left:");
for (Integer v : leftNumbers) {

System.out.print(" " + v);
}
System.out.println();
for (int p = 0; p < 2; p++) {

System.out.print("Player " + (p + 1) + "
numbers:");

for (Integer v : playersNumbers[p]) {
System.out.print(" " + v);

}
System.out.println();

}
System.out.println();
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}

@Override
public void gameDraw() {

System.out.println("Draw! No one wins...");
}

@Override
public void gameEnded() {

System.out.println("Game is finished...");
}

@Override
public void gameStarted() {

System.out.println("Game has started...");
}

private int readMove() {
return scanner.nextInt();

}

@Override
public int getNewPlayerMove(int p) {

System.out.println("Player " + p + " chooses a
number again:");

return readMove();
}

@Override
public int getPlayerMove(int p) {

System.out.println("Player " + p + " chooses a
number:");

return readMove();
}

@Override
public void playerWin(int p) {

System.out.println("Player " + p + " wins!");

}
};
new AddThemUp(ui).run();

}
}
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B Pretest used for the exploratory eye-
tracking study for MOOCs

Question 1:

public class Test {
public static void function (int N) {

if (N == 1) {
System.out.print ( N );

}
else {

System.out.print ( N + " " );
function ( N - 1 );
System.out.print( " " + N );

}
}

}

What will be the output of function (6)?

1) 6 5 4 3 2 1 1 2 3 4 5 6

2) 6 5 4 3 2 1 2 3 4 5 6

3) 6 5 4 3 2 1 0 1 2 3 4 5 6

4) 6 5 4 3 2 1 0

Question 2:

public class Test {
public static int function (int N , int K) {

if (N == 0 || N == K) {
return ( 1 );

}
else {
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return (function (N - 1 , K) + function (N - 1 , K - 1));
}

}
}

What will be the output of function (4, 2)?

1) 2

2) 4

3) 6

4) 8

Question 3:

public class Test {
public static int function (int N) {

if (N % 10 == N) {
return ( N );

}
else {

return (function (N / 10) + (N % 10));
}

}
}

What does “function” do?

1) adds the last digit to the number

2) adds the first digit to the number

3) adds the first and the last digits of the number

4) adds the digits of a number

Question 4:

public class Test {
public static int function (int a , int b) {

if (a >= b) {
return ( 0 );

}
else {

return (function (a + 1 , b) + a);
}

}
}
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What does “function” do?

1) adds the two numbers a and b

2) adds the numbers from a to b (excluding a)

3) adds the numbers from a to b (both including)

4) adds the numbers from a to b (both excluding)

Question 5:

public class Test {
public static int function (int a) {

if (a == 0) {
return ( 1 );

}
else {

return ( function (a + 1) );
}

}
}

What is wrong in “function”?

1) infinite recursion

2) no base case for recursion

3) syntax

4) nothing is wrong

Question 6:

public class Test {
public static int function (int a) {

return ( function (a - 1) );
}

}

What is wrong in “function”?

1) infinite recursion

2) no base case for recursion

3) syntax

4) nothing is wrong

Question 7: Which of the following functions checks recursively whether a given number is

even?

117
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1)
public class Test {

public static boolean function (int a) {
if (a == 0) {

return ( true );
}
else if (a == 1){

return ( false );
}
else {

return ( function (a - 2) );
}

}
}

2)
public class Test {

public static boolean function (int a) {
if (a == 0) {

return ( false );
}
else if (a == 1){

return ( true );
}
else {

return ( function (a - 1) );
}

}
}

3)
public class Test {

public static boolean function (int a) {
if (a == 0) {

return ( false );
}
else if (a == 1){

return ( true );
}
else {

return ( function (a - 5) );
}

}
}

4)
public class Test {
public static boolean function (int a) {
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if (a % 2 == 0) {
return ( true );

}
else {

return ( false );
}

}
}

Question 8: Which of the following functions recursively counts digits in a number ?

1)
public class Test {
public static int function (int a) {

if (a == 0) {
return ( 1 );

}
else {

return ( 1 + function (a / 10) );
}

}
}

2)
public class Test {

public static int function (int a) {
if (a % 10 == a) {

return ( 2 );
}
else {

return ( 2 + function (a / 100) );
}

}
}

3)
public class Test {

public static int function (int a) {
return ( (int) Math.ceil(Math.log10(n)) );

}
}

4) None of the above.

Question 9:
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public class Test {
public static int function (String s) {

if (s.length() <= 2) {
return ( 0 );
}

else if (s.substring(0,2).equals("11")){
return ( 1 + function (s.substring ( 2 )) );
}
else {

return ( function (s.substring ( 1 )) );
}

}
}

What will be the output of function("11231114")?

1) 1

2) 2

3) 3

4) 4

Question 10:

public class Test {
public static int function (int a) {

if (a <= 1) {
return ( a );

}
else {

return ( a + function (a - 1) );
}

}
}

What will be the output of function(120)?

1) 120

2) 256

3) 32

4) 16
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C Posttest used for the exploratory eye-
tracking study for MOOCs

Question 1: Which of the following functions is tail recursive?

1)
public int f (int n) {
if (n == 0) {

return (0);
}
else {

return (1 + f(n / 10));
}
}

2)
public int f (int a, int b) {

if (b == 0) {
return (a);

}
else {

return f(b, (a % b));
}

}

3)
public int f (int a, int b) {

if (a <= b+1) {
return (0);

}
else {

return (a + f(a, ((a + b) / 2)));
}

}

4) None of the above
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Question 2: Which of the following functions is tail recursive?

NOTE: in Scala def f (a : Int, b : Int) : Int is same as in Java int f (int a, int b).

1)
def f (a : Int, b : Int) : Int = {

if (b < = 1) {
return (a);

}
else {

return f((a * b), (b - 1));
}

}

2)
def f (a : Int) : Int = {

if (a == 0) {
return (0);

}
else {

return ((a % 10) + f(a / 10));
}

}

3)
def f (a : Int) : Int = {

if (a == 0) {
return (0);

}
else if ((a % 10) == 7) {

return (1 + f(a / 10));
}
else {

return (f(a / 10));
}

}

4) None of the above.

Question 3:

public class Test{
public int f (int n) {

return loop(n, 1, 0, 1);
}
public int loop (int a, int b, int c, int d) {

if (a == b) {
return (d);

}
else {
return (loop(a, b + 1 , d , c + d) );

122



}
}

}

what would be the output of f(5)?

1) 2

2) 5

3) 8

4) 10

Question 4:

def function(n : Int) : Int = {
def loop ( acc : Int, n : Int) : Int = {

if (n==0) acc
else if (n%100 == 88) loop (acc+3 , n/100)

else if (n%10 == 8) loop (acc+1 , n/10)
else loop (acc , n/10)

}
loop (0,n);

}

what would be the output of function(808818)? NOTE: in Scala def f (n : Int) : Int is same as in

Java int f (int n)

1) 2

2) 3

3) 4

4) 5

Question 5:

public class Test {
public int function(int n) {

return loop(0,n);
}
public int loop(int acc, int n) {

if (n==0) {
return acc ;

}
else if (n%10 == 7) {

return loop (acc+1 , n/10);
}
else {
return loop (acc, n/10);
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}
}

}

What does "function" do?

1) checks if the last digit in a number is 7

2) checks if the first digit in a number is 7

3) checks if the second last digit in a number is 7

4) counts the number of digits in a number that are 7

Question 6:

public double f(double x, double y) {
return loop (0, x, y);

}
public int loop (double acc, double x, double y) {

if (y < x+1) {
return acc;

}
else {

return (loop (acc + 1, x, (x + y) / 2));
}

}

what would be the output of f(2,5)?

1) 1

2) 2

3) 3

4) 4

Question 7: Which of the following functions is tail recursive?

1)
public int f (int n) {

if (n <= 1){
return (n);

}
else {

return (f(n - 1) + f(n - 2));
}

}

2)
public int f (int a, int b) {

if (n <= 1){
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return (n);
}
else {

return (f(n - 1) * f(n - 2));
}

}

3)
public int f (int a, int b) {

if (a == b || b == 0){
return (1);

}
else {

return (f(a - 1, b) + f(a - 1, b - 1));
}

}

4) None of the above

Question 8: Here is a recursive function:

int triangle(int rows) {
return (rows == 1)? rows : (rows + triangle(rows - 1));

}

Which of the following is the correct tail recursive version of above function?

1)
public class Test {
public int triangle(int rows) {

return loop(1,rows);
}
public int loop (int acc, int rows) {

return (rows == 1)? acc : (loop (acc + rows, rows - 1));
}

}

2)
public class Test {
public int triangle(int rows) {

return loop(0,rows);
}
public int loop (int acc, int rows) {

return (rows == 1)? acc : (loop (acc + rows + 1, rows - 1));
}

}

3)
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public class Test {
public int triangle(int rows) {

return loop(0,rows);
}
public int loop (int acc, int rows) {

return (rows == 1)? acc : (loop (acc + rows - 1, rows - 1));
}

}

4) None of the above

Question 9: Here is a recursive function:

def f(n : Int) : Int = {
if (n==0) 1
else Math.pow(n,2)+f(n-1)

}

Which of the following is the correct tail recursive version of above function?

1)
def f(n : Int) : Int = {
def loop (acc : Int, n : Int) : Int = {

if (n==0) acc
else loop (acc*2,n-1)

}
loop (0,n)

}

2)
def f(n : Int) : Int = {
def loop (acc : Int, n : Int) : Int = {

if (n==0) acc
else loop (Math.pow(acc,2), n-1)

}
loop (0,n)

}

3)
def f(n : Int) : Int = {
def loop (acc : Int, n : Int) : Int = {

if (n==0) acc
else loop (acc+Math.pow(n,2), n-1)

}
loop (2,n)

}

4) None of the above
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Question 10:

def wilijiliti(n : Int) : Int = {
def loop (acc : Int, n : Int) : Int = {

if (n==0) acc
else if (n%5 == 0) loop (acc+1, n/10)

else loop (acc, n/10)
}
loop (0,n)

}

What does wilijiliti do?

1) checks if the last digit in a number is 0 or 5

2) checks if the first digit in a number is 0

3) checks if the last digit in a number is 5

4) counts the number of digits in a number that are 0 or 5

Question 11: def test(x : Int, y : Int) : Int = y * y For the function call test(2,3) determine which

evaluation strategy is the fastest (takes the least number of steps)?

NOTE: in Scala def f (n : Int) : Int is same as in Java int f (int n)

1) Call by value faster

2) Call by name faster

3) Same number of steps

4) Evaluations do not terminate

Question 12: def test(x : Int, y : Int) : Int = y * y For the function call test(2,3+4) determine

which evaluation strategy is the fastest (takes the least number of steps)?

NOTE: in Scala def f (n : Int) : Int is same as in Java int f (int n)

1) Call by value faster

2) Call by name faster

3) Same number of steps

4) Evaluations do not terminate

Question 13: def test(x : Int, y : Int) : Int = y * y For the function call test(2+3,3) determine

which evaluation strategy is the fastest (takes the least number of steps)?

NOTE: in Scala def f (n : Int) : Int is same as in Java int f (int n)

1) Call by value faster

2) Call by name faster

3) Same number of steps
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4) Evaluations do not terminate

Question 14: def test(x : Int, y : Int) : Int = y * y For the function call test(2+3,3+4) determine

which evaluation strategy is the fastest (takes the least number of steps)?

NOTE: in Scala def f (n : Int) : Int is same as in Java int f (int n)

1) Call by value faster

2) Call by name faster

3) Same number of steps

4) Evaluations do not terminate

Question 15: def test(x : Int, y : Int) : Int = x + y For the function call test(2+3,3+4) determine

which of the following expressions is the first step of evaluation using call by name?

NOTE: in Scala def f (n : Int) : Int is same as in Java int f (int n)

1) (2 + 3) + (3 + 4)

2) 5 + 7

3) test (5, 4 + 5)

4) None of these

Question 16: def test(x : Int, y : Int) : Int = x + y For the function call test(2+3,3+4) determine

which of the following expressions is the first step of evaluation using call by name?

NOTE: in Scala def f (n : Int) : Int is same as in Java int f (int n)

1) (2 + 3) + (3 + 4)

2) 5 + 7

3) test (5, 4 + 5)

4) None of these

Question 17: def test(x : Int, y : Int) : Int = x + y For the function call test(2+3,4) determine

which of the following expressions is the second step of evaluation using call by name?

NOTE: in Scala def f (n : Int) : Int is same as in Java int f (int n)

1) (2 + 3) + 4

2) test (5 , 4)

3) 5 + 4

4) None of these

Question 18: def test(x : Int, y : Int) : Int = x + y For the function call test(2,3+4) determine

which of the following expressions is the second step of evaluation using call by name?

NOTE: in Scala def f (n : Int) : Int is same as in Java int f (int n)
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1) 2 + (3 + 4)

2) test (2 , 7)

3) 2 + 7

4) None of these

Question 19: def test(x : Int, y : Int, z : Int) : Int = y * z For the function call test(2, 3+4, 5+6)

the first step of evaluation is test(2, 7, 5+6) , which evaluation strategy will result in this step?

NOTE: in Scala def f (n : Int) : Int is same as in Java int f (int n)

1) Call by value

2) Call by name

3) Both result in same step

4) Evaluations do not terminate

Question 20: def test(x : Int, y : Int, z : Int) : Int = y * z For the function call test(2, 3+4, 5+6)

the first step of evaluation is (3 + 4) * (5 + 6) , which evaluation strategy will result in this step?

NOTE: in Scala def f (n : Int) : Int is same as in Java int f (int n)

1) Call by value

2) Call by name

3) Both result in same step

4) Evaluations do not terminate

129





D Textual pretest used in the dual eye-
tracking study for MOOCs

Instructions: Please answer the questions you are sure about. Please do not make random

guesses.

Question 1. The membrane potential of the cell is constant.

1) True 2) False

Question 2. The original cause of the resting potential is the fact that the amount of the

positive ions which diffuse to the interior is slightly more than the amount of the positive ions

which diffuse to the exterior.

1) True 2) False

Question 3. The original cause of the resting potential is the fact that the potassium ions

diffuse faster than sodium ions.

1) True 2) False

Question 4. Sodium-Potassium pump brings the sodium ions in and potassium ions are

expelled through the membrane.

1) True 2) False

Question 5. Which of the following phenomena explains that the resting potential is negative?

(a) There are more negative ions than positive ions in the liquid that is in the interior of the

neuron.

1) True 2) False

(b) The negative ions that diffuse into the interior of the neuron are more than those which

diffuse outward.

1) True 2) False

Question 6. What would happen if the sodium-potassium pump were artificially blocked?
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(a) This would lead to the disappearance of the concentration gradients of K+ and Na+ ions on

either side of the membrane.

1) True 2) False

(b) Many potassium ions would accumulate in the interior of the neuron and the neuron no

longer works.

1) True 2) False

Question 7. The diffusion of positive ions to the outside is faster than the diffusion of positive

ions to the inside of the neuron.

1) True 2) False
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E Schema based pretest used in the
dual eye-tracking study for MOOCs
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F Posttest used in the dual eye-tracking
study for MOOCs

Instructions: Please answer the questions you are sure about. Please do not make random

guesses.

Question 1. The higher the concentration of Na+ ions in the interior of the cell is, the more

positive the resting potential is.

1) True 2) False

Question 2. The most important cause of the resting potential is the fact that Na+ channels

are highly permeable for Na+ and let many Na+ ions diffuse inside.

1) True 2) False

Question 3. When the membrane is at resting potential sodium ions are attracted towards

interior of the neuron due to an electrical gradient and a concentration gradient.

1) True 2) False

Question 4. If the membrane was permeable only to sodium, assuming normal concentrations

of ions inside and outside the membrane, the resting potential would be about +50mV.

1) True 2) False

Question 5. What would happen if the sodium-potassium pump is artificially blocked?

(a) The membrane would have a more positive potential than normal rest.

1) True 2) False

(b) This would lead to a decrease in membrane potential between the inside and outside areas

of the neuron.

1) True 2) False

Question 6. The electric potential is equal to zero as long as the recording electrode is posi-

tioned outside of the membrane of the neuron.
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1) True 2) False

Question 7. At rest, the positive ions are attracted by the charges outside the membrane and

the negative ions are attracted by the charges inside the membrane.

1) True 2) False

Question 8. The sodium-potassium pump pumps the sodium and potassium ions in the same

direction as the concentration gradient.

1) True 2) False

Question 9. The higher the concentration of K+ ions outside of the neuron is, the more

negative the resting potential is, all other conditions being equal.

1) True 2) False
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