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Abstract
The development of systems able to retrieve and characterize the state of humans is important

for many applications and fields of study. In particular, as a display of attention and interest,

gaze is a fundamental cue in understanding people activities, behaviors, intentions, state of

mind and personality. Moreover, gaze plays a major role in the communication process, like

for showing attention to the speaker, indicating who is addressed or averting gaze to keep the

floor.

Therefore, many applications within the fields of human-human, human-robot and human-

computer interaction could benefit from gaze sensing. However, despite significant advances

during more than three decades of research, current gaze estimation technologies can not ad-

dress the conditions often required within these fields, such as remote sensing, unconstrained

user movements and minimum user calibration. Furthermore, to reduce cost, it is preferable

to rely on consumer sensors, but this usually leads to low resolution and low contrast images

that current techniques can hardly cope with.

In this thesis we investigate the problem of automatic gaze estimation under head pose varia-

tions, low resolution sensing and different levels of user calibration, including the uncalibrated

case. We propose to build a non-intrusive gaze estimation system based on remote consumer

RGB-D sensors. In this context, we propose algorithmic solutions which overcome many of

the limitations of previous systems. We thus address the main aspects of this problem: 3D

head pose tracking, 3D gaze estimation, and gaze based application modeling.

First, we develop an accurate model-based 3D head pose tracking system which adapts to the

participant without requiring explicit actions. Second, to achieve a head pose invariant gaze

estimation, we propose a method to correct the eye image appearance variations due to head

pose. We then investigate on two different methodologies to infer the 3D gaze direction. The

first one builds upon machine learning regression techniques. In this context, we propose

strategies to improve their generalization, in particular, to handle different people. The second

methodology is a new paradigm we propose and call geometric generative gaze estimation.

This novel approach combines the benefits of geometric eye modeling (normally restricted to

high resolution images due to the difficulty of feature extraction) with a stochastic segmenta-

tion process (adapted to low-resolution) within a Bayesian model allowing the decoupling

of user specific geometry and session specific appearance parameters, along with the intro-

duction of priors, which are appropriate for adaptation relying on small amounts of data. The

aforementioned gaze estimation methods are validated through extensive experiments in a

iii



Acknowledgements

comprehensive database which we collected and made publicly available.

Finally, we study the problem of automatic gaze coding in natural dyadic and group human

interactions. The system builds upon the thesis contributions to handle unconstrained head

movements and the lack of user calibration. It further exploits the 3D tracking of participants

and their gaze to conduct a 3D geometric analysis within a multi-camera setup. Experiments

on real and natural interactions demonstrate the system is highly accuracy.

Overall, the methods developed in this dissertation are suitable for many applications, involv-

ing large diversity in terms of setup configuration, user calibration and mobility.

Keywords: gaze estimation, head pose tracking, gaze coding, RGB-D sensors, 3D, generative

models, human human interaction, human robot interaction, human computer interaction.
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Résumé
Le développement de systèmes capables d’estimer et de caractériser l’état des humains est

important pour de nombreux champs d’étude et applications. En particulier, le regard, en

tant que manifestation d’attention et d’intérêt, fournit une information primordiale pour la

compréhension des activités, comportements, intentions, états d’esprit des personnes, et

même de leur personnalité. Plus précisément, le regard joue un rôle majeur dans le processus

de communication, par exemple pour montrer son attention à son interlocuteur, indiquer à

qui l’on s’adresse, ou détourner le regard pour garder la parole.

Par conséquent, beaucoup d’applications dans les domaines des interactions humain-humain,

humain-robot ou humain-ordinateur pourraient potentiellement bénéficier de la perception

du regard. Cependant, malgré des avancées significatives, fruit d’une trentaine d’années de

recherche, les méthodes actuelles d’estimation du regard sont incapables de traiter beaucoup

de scénarios fréquents dans les domaines sus-cités, qui requièrent souvent la perception

à distance, la gestion des mouvements non contraints des utilisateurs et une intervention

minimale de leur part pour la phase de calibration. De plus, afin de réduire les coûts, il est

préférable d’avoir recours à des capteurs issus du marché des consommateurs, qui produisent

habituellement des images à basse résolution et faiblement contrastées que les systèmes

actuels peinent à gérer.

Dans cette thèse, nous étudions le problème de l’estimation automatique du regard sujet à

des variations de pose de la tête, à basse résolution et pour différents niveaux de calibration,

incluant les scénarios sans calibration. Nous proposons la construction d’un système non

intrusif d’estimation du regard utilisant des capteurs RGB-D à distance, issus du marché

des consommateurs. Dans ce contexte, nous proposons des solutions algorithmiques qui

surmontent beaucoup des limitations des systèmes existants. Nous traitons ainsi des aspects

suivants du problème dans cette thèse : suivi de la pose de la tête en 3D, estimation du regard

en 3D, et modélisation d’applications basées sur le regard.

Dans un premier temps, nous développons un modèle de suivi de la pose de la tête en 3D avec

une précision élevée, qui s’adapte à l’utilisateur courant sans demander d’action explicite de

sa part. Dans un second temps, de façon à s’affranchir de la pose de la tête, nous proposons

une méthode de correction des variations de l’apparence de l’image de l’œil dues à la pose.

Nous étudions ensuite deux méthodologies différentes pour déduire la direction du regard en

3D à partir de ces images. La première méthodologie part de techniques de régression basées

sur des modèles d’apparence. Dans ce contexte, nous proposons des stratégies pour améliorer
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leur généralisation, en particulier pour gérer les variations d’apparence entre utilisateurs.

La seconde méthodologie est un nouveau paradigme pour l’estimation du regard appelé

estimation générative géométrique du regard. Cette nouvelle approche combine les bénéfices

de la modélisation géométrique de l’œil (normalement réservée aux images haute résolution

en raison de la difficulté à extraire des caractéristiques) avec un processus stochastique de

segmentation (adapté à la basse résolution), dans le cadre d’un modèle bayésien qui permet le

découplage de la géométrie spécifique à l’utilisateur et des paramètres d’apparence spécifiques

à une session, ainsi que l’introduction de connaissances a priori, utiles à l’adaptation avec peu

de données. Les méthodes d’estimation du regard susmentionnées sont validées au travers

d’expériences approfondies sur une base de données exhaustive que nous avons collectée et

rendue publique.

Enfin, nous étudions le problème du codage automatique du regard dans des interactions

naturelles entre deux ou plusieurs personnes. Le système exploite les contributions de cette

thèse pour gérer les mouvements non contraints de la tête et l’absence de calibration de

la part des utilisateurs. Par ailleurs, le système utilise le suivi 3D des participants et de leur

regard pour conduire une analyse géométrique en 3D dans une installation multi-caméra. Des

expériences sur des interactions réelles et naturelles démontrent que le système atteint une

haute précision dans le codage du regard.

De manière générale, les méthodes développées dans cette thèse sont adaptées à un large

éventail d’applications impliquant des configurations diverses d’installation, de calibration et

de mobilité des utilisateurs.

Mots-clefs : estimation du regard, suivi de la pose de la tête, codage du regard, capteurs RGB-D,

3D, modèles génératifs, interaction humain-humain, interaction humain-robot, interaction

humain-ordinateur.
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1 Introduction

The ability to effortless read and assess the physical state of other people is an innate skill for

humans. We constantly monitor each other’s head and body pose, our hands position and

gestures, facial expressions and gaze. These elements provide rich information about people’s

intentions, state of mind and help clarify the spoken message. These cues, which constitute

non verbal behavior, are therefore key elements for the perception in human interactions.

Gaze in particular is acknowledged as one of the most important non verbal communication

cues. It plays a crucial role when people interact, as it is used to regulate the flow of communi-

cation, monitor feedback, reflect cognitive activity, express emotions, and communicate the

nature of the interpersonal relationship [Kendon, 1967, Duncan, 1972, Cassell, 2000, Knapp

and Hall, 2009]. Gaze patterns vary enormously according to the social setting. The interlocu-

tors’ personality, the conversation topic, or the other person’s gaze behavior are all factors

which might influence one’s gaze. In non-communicative settings, gaze has been shown to be

informative of underlying cognitive processes. Gaze patterns, e.g., the gaze bias phenomenon,

are reflective of the decision making process, whether on deciding which object to select

among a set [Shimojo et al., 2003, Schotter et al., 2010], or what direction to take [Wiener et al.,

2012]. In general, gaze is a strong indicator of a subject’s attention, and its analysis have been

key to understand the human attention process and to build computational models of visual

saliency and attention [Frintrop et al., 2010, Borji and Itti, 2013, Zhao and Koch, 2013].

Due to the rich information which can be extracted from non verbal cues, in recent years there

has been a growing interest from diverse domains on tools able to automatically retrieve and

characterize the state of humans. Gaze in particular is of high value for a wide range of fields

of study and potential applications. However, despite significant advances during more than

30 years of research, many scenarios can not be addressed by current gaze estimation systems.

This thesis aims at developing a gaze estimation system which can further extend the set of

plausible applications by addressing key challenges of the gaze estimation problem, such as

minimal user calibration, head pose variations, remote sensing and low resolution imaging.
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(a) (b) (c)

(d) (e)

Figure 1.1: Examples of applications which can profit from gaze estimation. (a) Autism
diagnosis in small children: Multimodal Dyadic Behavior (MMDB) dataset [Rehg et al., 2013].
(b) Monitoring the point of fixation in a screen. Used as input or to analyze gaze patterns. (c)
Gaze tracking results from a plurality of subjects, used to obtain an image visual saliency map
[Bylinskii et al.]. (d) Studying Human-Human Interactions in group interviews [Oertel et al.,
2014]. (e) Human-Robot Interactions involving groups of people [Jayagopi et al., 2013].

In the rest of this introductory chapter we will present relevant applications to further motivate

the need for gaze sensing. Then, the problem of automatic gaze estimation will be formally

defined along with its challenges. We will then state the main goal of this thesis and list its

contributions. Finally, an overview of the organization of the thesis will be presented.

1.1 Motivation

As a display of attention and interest, gaze is a fundamental cue in understanding people’s

activities, behaviors, and state of mind. Among the many applications and fields of study

which can profit from automatic gaze estimation systems are:

1. Psychology and Sociology. Gaze conveys information about a subject’s state of mind

and personality. Researchers have therefore used gaze information as a nonverbal cue

to analyze face-to-face interactions and to automatically detect social variables such as
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dominance [Hung et al., 2008], personality traits [Lepri et al., 2010] and group dynamics

[Gatica-Perez et al., 2005, Oertel and Salvi, 2013]. The monitoring of gaze patterns

may also facilitate the diagnosis of certain conditions, for example, autism in young

children (see Fig. 1.1a), which tend to exhibit distinctive gaze behaviors within their

social interactions [Wetherby et al., 2004]. In general, automatic gaze estimation can be

highly valuable to conduct large scale studies in psychology and sociology, which have

so far been restricted to manual and/or crude annotations [Gorga and Otsuka, 2010,

Rehg et al., 2013]. Nevertheless, it becomes crucial to minimize the level of intrusion, as

otherwise the participant’s behavior may be compromised by the setup. Thus, there is a

clear need for remote gaze estimation systems which do not require the user to undergo

explicit calibration sessions or that impose important limits in their mobility.

2. Human Computer and Human Robot Interaction. There are several ways in which

gaze estimation can be valuable for the development of future generations of robots,

computers, virtual agents and avatars. These systems need to understand social in-

teractions and their dynamics [Bickmore and Picard, 2005]. Using an automatic gaze

estimation system, it becomes possible to collect and effectively analyze much larger

corpora of human interactions from which computational models of social behavior can

be derived (see Fig. 1.1d). Ultimately these computational models can be implemented

into Embodied Conversational Agents (ECA) [Cassell, 2000, Cassell et al., 2001], and there-

fore improve the interaction between humans and, for example, robots (cf. Fig. 1.1e)

[Mutlu et al., 2006]. Notice that effective implementations of these systems also require

the real-time monitoring of non verbal behavior, inc. gaze.

3. Computer Interfaces. Gaze is an effective computer interface input. By monitoring

where an individual is looking on a screen (cf. Fig. 1.1b), it is possible for computer

programs and the OS to exploit this information. For example, the user’s gaze can be

used for eye-typing or to control a mouse cursor. These mechanisms are key to the devel-

opment of assistive technologies for people with limited body mobility [Majaranta et al.,

2011]. Overall, gaze contingent software may be developed for an array of applications

ranging from web browsing [Rozado et al., 2015] to gaming [Isokoski et al., 2009].

4. Cognitive Science. The behavior of gaze is known to be reflective of underlying cognitive

processes, e.g., when making decisions [Shimojo et al., 2003, Schotter et al., 2010, Wiener

et al., 2012] or when it is decided to what elements and in which order to pay attention in

an image (cf. Fig. 1.1c). It is therefore of interest for cognitive scientists to monitor gaze

as this can shed light onto how the brain execute diverse tasks. This is also of interest to

the computer vision community, as visual saliency algorithms can be learned to help

machines mimic this behavior [Bylinskii et al., Zhao and Koch, 2013].

5. Automotive Industry. By automatically monitoring the driver’s attention it is possible

to design valuable safety mechanisms, e.g., it can be inferred whether the driver has

seen traffic signs, pedestrians or other vehicles [Ishikawa et al., 2004]. Furthermore,

3
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Figure 1.2: 3D gaze estimation problem. Showing a simplified diagram of the human eyeball
positioned with respect to the World Coordinate System (WCS). The eyeball is sensed using a
remote camera, which defines the camera coordinate system (CCS).

the eye movements are indicatives of fatigue, drowsiness amongst and other factors

[Fletcher and Zelinsky, 2009, Duchowski, 2007].

6. Marketing Research. Gaze estimation can be used to monitor people’s reaction to

different products. This can be done before it is made available to the consumer, or

when it is displayed next to competitor products in a retail environment. For store

owners it can bring information to optimize the layout of the different products.

7. Web, Software and OS design. By monitoring the way people use any of these elements,

include where they gaze, to what elements they pay attention to or to which elements

are not observed, it is possible to properly evaluate the effectiveness of a design, leading

to further improvements.

1.2 Problem Definition and Challenges

Gaze estimation may actually refer to one of three closely related goals, depending on the

context, methodology and literature. The first and more general one is the determination of

the 3D Line of Sight (LoS) with respect to the World Coordinate System (WCS). The LoS is the

ray pointing out from the fovea and passing through the corneal nodal point N, cf. Fig. 1.2

[Hansen and Ji, 2010]. As the fovea is the region of highest visual acuity in the retina, from a

physiological point view, the LoS is the direction which provides the highest quality sensing of

the object of interest when said object is projected onto the retina. The LoS differs from the

Line of Gaze (LoG), which is the ray pointing out from the eyeball rotation center pc through

the pupil center. Notice that, within the eyeball coordinate system, the LoG may also be

referred as the optical axis, whereas the LoS is also known as the visual axis (see Fig. 1.2).

The second goal is the determination of the Point of Regard (PoR), which is the point within

the 3D scene at which the LoS is directed to. Its position can be computed simply as the

intersection between the LoS and the 3D objects in the scene. However, due to the difficulties

to characterize these objects or to retrieve the LoS, an alternative is to circumvent these

elements and to determine the PoR directly. In this manner, the PoR can even be defined
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Figure 1.3: Examples of eye image variations due to user, resolution and distance to the sensor,
illumination, viewpoint, head pose, etc. Images extracted from the EYEDIAP database [Funes
Mora et al., 2014a].

in terms of other quantities, e.g., screen 2D pixel coordinates, or the 2D coordinates of the

fixation point referred to an associated egocentric video.

Finally, the third goal refers to determining the discrete object at which the LoS is directed to;

this is a definition which goes a level higher from the estimation of the PoR. Nevertheless, in

this thesis we treat this problem separately and denote it as determining the visual focus of

attention or to do automatic gaze coding.

Significant efforts have already been devoted to the design of automatic gaze estimation

solutions, leading to methods varying according to their sensing technique and principles:

from the highly intrusive electro-oculography [Hyoki et al., 1998] to the more flexible video-

oculography, i.e., gaze tracking based on video input [Hansen and Ji, 2010].

Even though video-oculography has higher potential for practical applications as it is, in

principle, non invasive, it needs to address important challenges. In particular, the obtained

eye images vary according to the user, head pose or viewpoint, illumination conditions, image

resolution or eye distance to the sensor, contrast, eyelids shape and movements, specular

reflections, motion blur, self occlusions, etc., as shown in Fig 1.3. In addition, as there is

direct link between head orientation and gaze [Langton et al., 2004], head pose estimation

is normally required by these systems to disambiguate the gaze direction. However, head

pose estimation itself is a challenging and ongoing research problem [Murphy-Chutorian and

Trivedi, 2008a] whose estimation errors introduce noise into the gaze estimation algorithm.

To overcome some of these challenges, many gaze estimation systems, in particular those avail-

able in the market, rely on specialized hardware like head mounted cameras and/or infrared

(IR) setups. The advantage of the former is the capture of standardized eye images, i.e., with

a single scale and viewpoint and thus removing the need for head pose estimation and, due

to the sensors’ close distance, the eye image is normally of high resolution. Nevertheless, for

many applications, head mounted sensors are considered as intrusive (see Sec. 1.1). Infrared

setups (illumination and sensing) profit from the high contrast images obtained due to the

bright/dark pupil effect and the reflections of calibrated IR light sources in the cornea, called

glints. Depending on the setup configuration, these systems may accommodate head pose

variations [Guestrin and Eizenman, 2006]. However, high resolution IR imaging is required,

and these systems may exhibit an operation range which is very limiting for some applications.

Natural light based methods remain as the best candidates in terms of hardware availability,

cost and potential applications. Yet, many of the aforementioned challenges are far from
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(a)

Depth map Visual domain

Textured 3D surface

Camera calibration
information

(b)

Figure 1.4: RGB-D imaging. (a) First generation Microsoft Kinect™sensor. Notice the different
components, in particular the color sensor (standard camera) which forms a stereo ensemble
with the depth sensor. The IR Emitter projects light patterns towards the scene, which are
captured by the “IR Depth sensor” camera and used to infer depth information based on
triangulation. (b) Provided the camera calibration parameters of the color/depth stereo
ensemble, it is possible to combine both sources into a textured 3D mesh.

being solved. Furthermore, among the proposed natural light based gaze estimation systems,

many require either high resolution imaging to track local eye features, or a cumbersome gaze

calibration procedure which restricts their usage to a single session, user and, possibly, to well

controlled laboratory conditions.

Although prior solutions are indeed suitable for certain scenarios, e.g., when interacting with

a computer, where the objective is to retrieve the PoR as the fixation point within a flat screen,

a large number of interesting scenarios and applications can not be well addressed by these

systems. Examples of such scenarios are shown in Figures 1.1a, 1.1d and 1.1e. In general, these

settings are challenging due to the following reasons:

• Unintrusive gaze sensing is required. The usage of remote sensors become mandatory,

as opposed to using head-mounted systems.

• User explicit gaze calibration may not be assumed. It is desired or expected for the

subject’s behavior to be natural. Gaze calibration procedures, requiring explicit actions

from the subject, may compromise his/her behavior. Moreover, such procedures are not

available in applications requiring gaze sensing in the wild.

• The head pose is unconstrained within the 3D space. The system needs to therefore

cope with eye image variations due to this factor.

• The participants and objects of interest are defined and can move within the 3D space.

Therefore, a 3D reasoning of the problem is needed, in particular, the actual LoS needs

to be determined. In addition, a sensor with a large enough field of view is required to

accommodate these movements.

• Consumer sensors are preferred or required. This point, in combination with the need

for a large field of view means that low resolution sensing of the eye region is expected.

The advent of consumer RGB-D sensors (color and depth), pioneered by the Microsoft

Kinect™sensor (cf. Fig. 1.4a), may however help to address these challenges. Indeed, in
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Gaze appearance
model

WCS

Gaze estimation
algorithm

LoS

(a) (b) (c) (d) (e)

Figure 1.5: General remote 3D gaze estimation processing pipeline. (a) Person specific face
model learning. (b) 3D head pose tracking. (c) Eye localization and eye image extraction. (d)
Gaze estimation from the eye image appearance. (e) System output: LoS referred to the WCS.

the recent years, such sensors have allowed researchers to handle problems known to be

highly challenging when based on standard vision alone, such as body pose estimation [Shot-

ton et al., 2011] or facial expressions recognition [Weise et al., 2011]. Through depth maps,

which are images where each pixel contains the depth distance of the object from the camera,

these sensors provide explicit and reliable measurements of the scene’s shape, as opposed to

the implicit shape information embedded within the RGB data. This is valuable as it is still

difficult and costly to infer shape information from the visual domain (RGB) alone [Barron

and Malik, 2013].

Therefore, depth sensing enables the use of shape information in further processing stages. In

particular, depth data has been shown to be valuable for accurate head pose estimation [Fanelli

et al., 2011, Weise et al., 2011, Baltrusaitis et al., 2012], a necessary step prior to determining

the gaze direction. On the other hand, gaze itself requires standard vision measurements

to determine the eye orientation from the eye image, and the most important challenges to

address are the eye appearance variabilities due to head pose, users, and the low eye image

resolution when considering applications that do not restrict the mobility of users.

1.3 Objective and Thesis Contributions

It is now possible to summarize the main goal of this thesis as follows:

Main Objective: “To design gaze estimation algorithms able to retrieve the 3D line of sight under

unconstrained head motion and minimal user cooperation from remote consumer sensors, and

to validate their usage into challenging scenarios and applications”

User cooperation is here understood as explicit strategies required to facilitate the gaze esti-

mation task, such as using head mounted hardware, asking the user to gaze at a set of points

prior to the estimation (gaze calibration), or to maintain a particular head pose, to mention a

few. For this reason, remote sensors (not head mounted) is a requirement.

Overall approach. A diagram of a general remote non intrusive gaze estimation system is

shown in in Fig. 1.5. In this thesis a model based approach will be used for the head pose

tracking. Therefore, the first step is the learning of a person specific face model, as shown in
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Fig. 1.5a. Provided this model, the head pose can be determined by comparing the model to

the data at hand (Fig. 1.5b). Once the head pose has been determined, the eye position and

eye image can be extracted from the head pose parameters and the data (Fig. 1.5c). Notice in

this framework the head pose tracking implicitly solves the frame by frame eye localization

problem. This eye image can then be compared to a gaze appearance model using a gaze

estimation algorithm, as depicted in Fig. 1.5d. Finally, given the previous estimates, it is then

possible to define the LoS with respect to the WCS, as shown in Fig. 1.5e. The LoS estimate can

then be used in further processing stages to determine the PoR or visual focus of attention.

1.3.1 Contributions

The contributions of this thesis are the following:

• Depth based accurate 3D head pose tracking. As accurate 3D head pose tracking is a

requirement for remote appearance based gaze estimation systems, a framework has

been proposed for 3D head pose tracking based on a face model registration to depth

data. This framework builds over statistical models of shape variations: 3D Morphable

Models (3DMM), to cope with facial shape differences across people. These models can

span a large diversity of subjects, reduce the space of plausible facial shapes and main-

tain semantic consistency between instances. Two strategies have been investigated:

the first one relies on the offline fitting of the 3DMM. The offline fitted model is then

used for online head pose tracking. The second strategy proposes to track the head pose

and fit the 3DMM to the given subject jointly, in an online fashion.

The majority of this work has been published in [Funes Mora and Odobez, 2012]. The

online fitting is yet to be published.

• Head pose invariant 3D gaze estimation based on RGB-D cameras. We propose a

methodology which profits from depth data, and from accurate 3D head pose estima-

tion, to rectify the eye images into a canonical viewpoint, i.e., where the appearance

variations due to head pose are removed. This method effectively copes with large and

unconstrained head movements, it covers well the continuous space of head poses and

does not require additional training than that of a single head pose. Diverse appearance

based methods in the literature can be employed in this framework.

This work has been published in [Funes Mora and Odobez, 2012], and extended in [Funes

Mora and Odobez, 2015] (under review).

• The EYEDIAP Database. We identified the clear need for publicly available gaze estima-

tion datasets. The lack of such benchmarks is a serious limitation for distinguishing the

advantages and disadvantages of the many proposed algorithms found in the literature.

Therefore, we collected and made available to the community the EYEDIAP dataset.

This database makes possible to establish a common framework for the training and

evaluation of gaze estimation approaches from RGB and RGB-D cameras. In particular,

we have designed this database to enable the evaluation of the robustness of algorithms
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with respect to the main challenges associated to this task: i) Head pose variations; ii)

Person variation; iii) Changes in ambient and sensing conditions and iv) Types of target:

screen or 3D object. In total, this database is composed of 94 recording sessions.

This work has been published in [Funes Mora et al., 2014a,b].

• Person invariant appearance based gaze estimation. Provided the plurality of peo-

ple available in the EYEDIAP database, we investigated the usage of state of the art

appearance based methods to learn person invariant gaze estimation models. Two

main approaches were investigated: i) to use an unsupervised sparse reconstruction

framework to select subjects in a database of people whose appearance is closer to

that of the test subject and; ii) to learn models combining the training data from all

subjects. In addition, we discuss the inter-person eye image alignment problem which

can heavily influence the performance of a person invariant gaze estimation model.

An inter-person eye image alignment method, which we call Synchronized Delaunay

Implicit Parametric Alignment, is then proposed which circumvents the detection of

features, such as eye corners for this alignment task.

The unsupervised sparse reconstruction framework has been published in [Funes Mora

and Odobez, 2013]. Other elements are under review in [Funes Mora and Odobez, 2015].

• Geometric Generative Gaze Estimation (G3E). We proposed a new paradigm for gaze

estimation from low to high resolution eye images. This approach relies on a geometric

understanding of the 3D gaze action and generation of eye images. By introducing

a semantic segmentation of the eye region within a generative process, the model (i)

avoids the critical feature tracking of geometrical approaches which require high res-

olution images; (ii) decouples the person dependent eye geometry from the ambient

sensing conditions, allowing adaptation to different conditions without retraining. Pri-

ors defined in the generative framework are adequate for training from few samples. In

addition, the G3E model is capable of gaze extrapolation, allowing for less restrictive

training schemes.

This work has been published in [Funes Mora and Odobez, 2014a,c].

• Automatic Gaze Coding in Natural Dyadic and Group Interactions. We demonstrated

how this problem can be addressed using the proposed gaze estimation methodologies.

By determining the actual 3D LoS and the 3D head pose of the participants, it becomes

possible to automatically code gaze behavior from a simple geometric analysis. There-

fore, the proposed system is based on low cost consumer RGB-D sensors. A technique

to easily calibrate these sensors in a room from minimal assumptions was designed. In-

deed, the challenge from these investigated scenarios is the lack of cooperation from the

interactors, the need for non invasive sensing, and the unconstrained head movements.

This work has been published in [Funes Mora et al., 2013, Oertel et al., 2014]

• RGBD and HG3D software. The implementation of some of the elements in this thesis

have been made available to the research community. We aim at boosting gaze tracking
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research and to provide a system which can work as an off-the-shelf tool for diverse

fields of study and applications.

This work has been published in [Funes Mora and Odobez, 2014b]

This research was conducted in the context of the TRACOME and G3E projects, funded by the

Swiss National Science Foundation.

1.4 Thesis Organization

Here we provide the organization of this thesis and briefly explain the content of each Chapter.

Chapter 2. In this literature review, we present and discuss prior methods designed to address

the gaze estimation problem. We also cover prior art on head pose tracking systems due to

their relevance to this thesis. We then motivate our contributions with respect to the state of

the art.

Chapter 3. This chapter describes the proposed head pose estimation methodology. We cover

the relevant background on 3D Morphable Models (3DMM) and registration methods and

introduce the offline 3DMM fitting to RGB-D data. Assuming a personalized face model is

available, the head pose tracking method is described in detail. Then an approach combining

these two elements (non rigid head shape fitting and pose estimation) is described. Finally,

experiments conducted on two publicly available benchmarks are presented.

Chapter 4. This chapter describes in detail the procedure used to collect the EYEDIAP

database, including the annotation process which was conducted in a semi automatic manner.

The structure of the data is described and possible evaluation protocols are proposed.

Chapter 5. In this chapter we will focus on the appearance based gaze estimation paradigm.

We will thus describe in detail the proposed methodology intended to address head pose

variations from RGB-D data. We investigate different person invariance strategies and motivate

and describe in detail our proposed inter-person eye image alignment approach. Extensive

experiments, conducted using the EYEDIAP database, will be presented.

Chapter 6. This chapter describes in detail the Geometric Generative Gaze Estimation paradigm.

We cover elements such as the detailed eye geometric model, the eye image parametric seg-

mentation function, the generative process build on top of these elements and the used

inference algorithm. Experiments will be presented to validate the properties of the proposed

methodology.

Chapter 7. We here describe in detail the proposed gaze coding methodology. Details about

the geometric analysis and setup calibration are explained. Finally, experiments are presented

on a database composed of natural dyadic interactions.

Chapter 8. Finally, we summarize the achievements of the thesis, discuss the shortcomings of

the current algorithms and propose some directions for future research.
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2 Related Work

In this Chapter we provide a literature review of works which are relevant to the research topic

of this thesis.

As discussed in Chapter 1, head pose estimation is a requirement for most remote gaze estima-

tion systems (cf. Figure 1.5). Humans themselves rely on knowledge of the head orientation

in order to disambiguate the gaze direction, as well discussed by Langton et al. [2004]. This

phenomenon has in fact been documented since the nineteenth-century and well depicted by

the Wollaston Illusion, shown in Figure 2.1 [Wollaston, 1824]. Therefore, in this Chapter we will

first describe prior works on computer vision based head pose estimation methods, covering

different methods based on their principles and the used data modalities. This discussion will

be the foundation for the method described in Chapter 3.

Following the discussion on head pose estimation methods, we will cover in detail relevant gaze

estimation strategies. Finally, we will conclude the chapter by summarizing the limitations

of prior works, while introducing the contributions of this thesis and how they address these

limitations.

Figure 2.1: Wollaston Illusion: In both portraits the eyes regions are essentially the same. The
change of the head pose nevertheless influences directly the perception of the gaze direction.
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Figure 2.2: Degrees of freedom for the head pose estimation problem. The image is taken from
the survey by Murphy-Chutorian and Trivedi [2008a] and modified to define the head pose as
the rigid transformation (rotation and translation) relating the HCS to the WCS.

2.1 Head Pose Estimation

The problem of head pose estimation is here defined as determining the rigid transform which

relates the Head Coordinate System (HCS) to the World Coordinate System (WCS), as shown

in Figure 2.2. A rigid transform is composed of a rotation matrix R ∈ R3×3 and a translation

vector t ∈R3. The rotation matrix has, in fact, only 3 degrees of freedom. These are commonly

referred as the roll, pitch and yaw angles, and represent intrinsic rotations along the HCS axes,

as shown in Fig. 2.2.

The following literature review is organized as follows: in Section 2.1.1 we present an overview

of the many methodologies found in the literature, which follows closely the survey paper by

Murphy-Chutorian and Trivedi [2008a]. Based on this overview, we will motivate the usage

of model based head pose tracking methods, which are adequate for the main goal of gaze

estimation and, therefore, are the main focus of this thesis. We will then cover different

strategies used for face modelling in Section 2.1.2, followed by the methods which profit from

these models to track the head under different modalities in Section 2.1.3.

The literature in head pose estimation is very abundant, thus the overview we present in

Section 2.1.1 is provided mainly for completeness. However, the reader may skip this Section

and focus on Section 2.1.3, which discusses the methods which are closer to the work presented

in this thesis. Section 2.1.2 can be used as support material for Section 2.1.3.

2.1.1 Overview on Head Pose Estimation Methods

There are many possible criteria to characterize head pose estimation methods. Approaches

differ on whether the output is discrete (coarse) or continuous (fine), on their robustness to

illumination conditions variations or to facial shape variations (due to either identity or facial

expresions), on whether the method requires a close view of the face or low-resolution can be
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addressed, in addition to whether the approach is specific to faces or if it is applicable to other

set of problems. Besides, one can distinguish among methods which leverage temporal infor-

mation in a tracking framework (i.e., that require video) or those suitable for estimation from

a single image. In the case of tracking, the methods further differ on how they track changes

from one frame to the next, if they are susceptible to drift, and if real-time performance is

possible. Finally, the degree of automation also varies a lot: some systems are fully automatic

while other require manual intervention, e.g., to initialize the algorithm.

The following categorization and discussion is based in its majority on the survey by Murphy-

Chutorian and Trivedi [2008a]. The authors, instead of the difficult task of classifying the many

previous methods according to the characteristics discussed previously, proposed to classify

them based on their fundamental principle. We include depth and RGB-D based methods, in

addition to approaches based on the visual data only1. We also include recent methods, with

respect to [Murphy-Chutorian and Trivedi, 2008a] and the development of this thesis. We will

now briefly discuss each of the proposed categories:

• Appearance based template methods rely on the prior collection of a set of head pose

annotated samples. The test data is compared to these samples through a similarity

measure. Then, the output estimate is the head pose of the sample with the highest

similarity to the test data. These methods provide a discrete head pose estimation, as

normally the dataset is discretely annotated, or it is clustered according to head pose.

Each cluster contains multiple samples with variations in terms of other quantities, e.g.,

identity, to improve the probability for the test sample to find a close match with the right

head pose. However, the main challenge consists of designing a similarity measure which

is more sensitive to head pose than to any other variable. Representative methods are:

[Beymer, 1994, Sherrah et al., 2001].

• Detector Array Methods are based on the training of head pose specific classifiers (or

detectors). These classifiers aim at learning invariances to variables which are not the head

pose. This strategy also generates compact models, instead of storing and comparing a

potentially large number of samples per head pose (as done in appearance based template

methods). To retrieve the head pose of a test sample, all classifiers are applied to it. The

assigned head pose is then the one of the classifier which outputs the maximum score.

Similarly to appearance based template methods, the estimated pose is discrete and the

challenge consists on developing efficient and robust classifiers, which generalize well

to different identities, illumination conditions, etc. Representative methods are: [Huang

et al., 1998, Rowley et al., 1998, Viola et al., 2003].

• Nonlinear Regression Methods aim at learning a direct mapping from the head image

appearance to head pose parameters, which can be seen as an extension of detector array

methods. These methods output a continuous estimate and many strategies have been

1By visual data we refer to data obtained from standard cameras which capture gray scale or color images.
Alternatively it will be denoted as “RGB”, “visual domain” or “standard imaging”.
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proposed. Nevertheless, generalization is a significant challenge for these methods, as it

is expected for the test data to be similar to the training data and, normally, high accuracy

is not achieved. Representative methods are [Murphy-Chutorian et al., 2007, Osadchy

et al., 2007, Voit et al., 2007, Fanelli and Gall, 2011, Fanelli et al., 2011].

• Manifold Embedding Methods apply dimensionality reduction techniques to the high

dimensional head image. Then, similar to the previous methods, a regression algorithm

is used to learn the mapping from the low dimensional image representation to the

head pose parameters. The main assumption is that, in principle, the set of all possible

head images lie in a lower dimensional manifold of which the head pose is responsible

for most variations. Dimensionality reduction methods, such as principle component

analysis (PCA), linear discriminant analysis (LDA) and their kernel-based versions are

common. The main limitation of these methods is that there is no guarantee for the

low dimensional representation variations to be indeed mainly due to head pose; even

though supervised alternatives have been proposed to reinforce the focus on head pose

parameters. Representative methods are [Srinivasan and Boyer, 2002, Raytchev et al.,

2004, Wu and Trivedi, 2008, Yan et al., 2008, BenAbdelkader, 2010, Wang and Song, 2014].

• Flexible Models are based on the prior definition (or learning) of face models which are

fit to the test data. This fitting may rely on the prior localization of facial features, whose

spatial configuration is compared to a predefined set of head pose configuration, or may

rely on the fitting of statistical parametric face models to data. To this end, normally

a fitting by synthesis is conducted, i.e., the cost function evaluates the discrepancies

between the data and the model instance generated by the current estimate of the model

parameters. These models are therefore generative and can be learned from collections of

data, as discussed in Section 2.1.2. Generalization to unseen individuals is an important

challenge for this strategy, in addition to low resolution imaging and missing facial features

handling, due to occlusions or out of plane rotations. Representative methods are: [Lanitis

et al., 1995, Cootes et al., 2000, Krüger et al., 1997, Xiao et al., 2004b, Smolyanskiy et al.,

2014].

• Geometric Methods are the approaches which are closer to the human perception system

of head pose [Wilson et al., 2000]. These methods rely on the prior localization of facial fea-

tures. The 3D head orientation can then be determined from their positions, either from

relative distances or by minimizing the distance between the landmarks estimates and the

projection of a 3D model of facial landmarks positions, defined with respect to the HCS.

This model can be fixed, based on anthropomorphic averages, or it can be tuned to the

given subject. The main challenge for these methods consists of accurately determining

the facial landmarks and to address facial expressions. Representative methods are: [Gee

and Cipolla, 1994, Horprasert et al., 1996, Wang and Sung, 2001, 2007]. Notice that, even

though these methods have normally required high resolution data, recent advances have

shown promising accuracy on landmarks localization under lower resolution conditions

and far from frontal head orientations: [Dantone et al., 2012, Zhu and Ramanan, 2012,
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Xiong and De la Torre Frade, 2013, Cao et al., 2013, Kazemi and Sullivan, 2014].

• Tracking Methods assume the data is provided as a time sequence (video). The goal

becomes to track the change in pose between succesive frames. These systems normally

report higher accuracy than previous categories [Murphy-Chutorian and Trivedi, 2008a].

Many methods have been proposed, which can be based on features [Gee and Cipolla,

1996, Yao et al., 2001, Ström, 2002, Yang and Zhang, 2002, Zhao et al., 2007, Jang and

Kanade, 2008, Wang et al., 2012], predefined models [Pappu and Beardsley, 1998, Schödl

et al., 1998, Wu and Toyama, 2000, Cascia et al., 2000, Xiao et al., 2002, Lefèvre and Odobez,

2009], dense optical flow [Morency et al., 2002], particle filters [Oka et al., 2005, Murphy-

Chutorian and Trivedi, 2008b] and surface registration [Weise et al., 2011]. We will discuss

some of these methods in more detail in the following Sections.

• Hybrid Methods combine some of the previous methodologies to profit from their ad-

vantages and overcome their shortcomings. There are many proposed methods that

can be set in this category: [Horprasert et al., 1997, Jebara and Pentland, 1997, Sherrah

and Gong, 2001, Morency et al., 2003b, S.Huang and Trivedi, 2004, Ba and Odobez, 2004,

Murphy-Chutorian and Trivedi, 2008b, Wu and Trivedi, 2008, Sung et al., 2008, Morency

et al., 2010, Baltrusaitis et al., 2012]. We will discuss some of these methods in more detail

in the following Sections.

The previous categorization is useful as it allows to identify adequate head pose estimation

strategies for gaze estimation. In particular, it is required for a head pose tracker to provide

continuous and accurate estimates. Methods based on an explicit model of the face are

convenient, as the frame by frame eye localization would be solved by the head pose tracker,

as long as the eye position can be defined as a fixed translation within the HCS. Therefore,

according to these requirements, we discard appearance templates and detector arrays based

methods, as they output discrete estimates of the head pose. Non linear regression and

manifold embedding methods are also not adequate for gaze estimation, as they normally

report low accuracy. Furthermore, none of these methods provide explicit information on the

eyes location.

Flexible models and geometric methods meet better these requirements, in particular when

used in a tracking framework. As mentioned previously, we will focus on model based methods,

which can exploit characteristics from both categories and that we now describe in more

detail. First, the different face modelling strategies will be described, followed by the tracking

algorithms, which build on top of these models.

2.1.2 Face Modelling

Face representation is a crucial element for model based head pose tracking methods. In

this section we will first discuss the main face modelling strategies found in the literature,

from rigid models to flexible representations which can address different people and facial
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Figure 2.3: Active Appearance Models instance generation. Notice that the mean shape is
linearly combined with deformation vectors. Similarly, the texture instance is generated in a
normalized frame and then warped to the shape instance [Matthews and Baker, 2004].

expressions. Then, in in Section 2.1.3 we will describe how these models have been used in a

3D tracking framework.

2D Face Models

Since the work of Cootes et al. [1995], linear subspace techniques have been a major approach

to represent faces and their deformations. Appearance shape models (ASM) were introduced to

represent the 2D shape of a class of objects. Provided shape is first defined as a set of 2D points,

normally associated to a predefined topology, ASMs represent the class of objects as the sum

between the average shape and a linear combination of a 2D basis of shape deformations.

Notice that, in the case of faces, the deformation basis can model variations in shape across

people, facial expressions or even small head pose variations. Typically, principal component

analysis (PCA) is applied to a corpus of annotated training images, leading to the extraction of

eigenshapes as the deformation basis.

Active Appearance Models (AAM) were later introduced as well by Cootes et al. [1998]. The

authors proposed to define also a linear subspace representation for the face texture, in

addition to the shape. Provided the annotated data texture is first piece-wise warped into the

mean shape, PCA is applied to the corpus of rectified face images, generating a mean texture

and eigenfaces [Turk and Pentland, 1991] as a texture variation basis. The result is a powerful

generative statiscal model able to represent both the shape and appearance of people, as

depicted in Fig. 2.3.

ASM and AAM have been shown to be powerful approximation tools to represent 2D faces and,
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as a main advantage of their linearity, relatively simple algorithms with low complexity have

been demonstrated to fit efficiently and precisely any new near-frontal face under reasonable

illumination conditions and resolution from a coarse initialization [Matthews and Baker,

2004]. In addition, semi-automatic strategies have been proposed to facilitate the model

annotation/learning process [Ramnath et al., 2008].

Still, linear shape models have encountered difficulties in approximating shape deformation

due to pose changes, especially when they reach the point where facial features get self-

occluded (beyond 45 degrees). This is a known limitation for these models. Nevertheless,

extensions have been proposed to alleviate this problem. Cootes et al. [2000] proposed to

use multiple pose-specific AAM, covering the range of head poses. Alternatively, Gross et al.

[2006] proposed an occlusion handling framework when fitting an AAM to data. This strategy

implicitly address large head poses and their associated self occlusions.

In this thesis the end goal is to retrieve the 3D head pose, and AMMs can be used to this

purpose. Notice that AAM implicitly extract the 2D location of facial features. Therefore,

the 3D head pose could be computed from their position using geometric methods, which

nevertheless would require a priori a model of the 3D features location. Alternatively, Xiao et al.

[2004a], relying on structure from motion techniques, proposed a methodology to create this

model from a sequence of AMM fitting. Furthermore, the authors also proposed to introduce

the 3D model as a constrain to the 2D AAM fitting, leading to a 2D fit which is feasible in terms

of 3D head pose. Although this algorithm retrieves the 3D head pose measurements, a 2D

tracking sequence is first required.

3D Face Models

3D face representations have been proposed to address larger head poses, which are chal-

lenging for 2D face modelling strategies. These strategies differ on whether they model the

face as a rigid or non-rigid object, on how accurately they approximate the face shape, and

whether they are generic or person specific. In addition, there are differences in terms of the

way appearance is represented, which can be crucial to cope with significantly far from frontal

head poses, to handle drift or to gain robustness to illumination variations.

Rigid representations. Basu et al. [1996] initially proposed to use a 3D ellipsoid to approximate

the face shape, as seen in Fig. 2.4a. This was demonstrated to be a good approximation, in

contrast to planar models. Bregler and Malik [1998] used later the same modelling strategy to

represent each of multiple body segments. Other authors, such as Malciu and Prêteux [2000]

and Morency et al. [2008] have also made use of this strategy. Notice that the aforementioned

methods do not have an explicit appearance representation.

Alternatively, Cascia et al. [2000] proposed to use a cylinder to approximate the face shape.

Although this was a looser fit in comparison to the ellipsoid, the cylinder face model was

augmented with the texture captured from a reference image. In addition, it was also pro-
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(a) (b) (c)

Figure 2.4: Rigid face models. (a) Ellipsoid [Basu et al., 1996]. (b) Cylinder [Cascia et al., 2000].
(c) Detailed mesh [Vacchetti et al., 2004].

posed to linearly combine the reference texture with a person independent basis of texture

illumination variations. This representation can help to cope with the texture changes which

naturally occur due to head pose variations. Xiao et al. [2003] relied on the same face mod-

elling, nevertheless, within a tracking framework, they proposed to use a dynamic texture, as

this was demonstrated to be important for the appearance representation under illumination

variations and, more importantly, under larger head poses, whose appearance viewpoint

might differ significantly to a single reference texture.

More accurate 3D face rigid mesh models have been also used, as seen in Fig. 2.4c. Neverthe-

less, these models are normally built offline, in particular, the ones accurately modelling the

shape of the person to be tracked [Schödl et al., 1998, Vacchetti et al., 2004, Weise et al., 2011].

The modelling of the 3D face appearance can be enriched by keeping a set of keyframes. This

corresponds to images of the object of interest captured under different poses. This allows to

have a global and absolute representation of the object of interest which, within a tracking

methodology, may prevent drift. In the work by Vacchetti et al. [2004], the set of keyframes

and their poses were collected offline and the 3D mesh was needed to determine the relation

between 2D feature correspondences, based on the object’s pose. Alternatively, Morency et al.

[2003a] proposed a strategy to collect keyframes online, while addressing the challenge of

refining the estimated pose of these keyframes, according to new observations.

A limitation of these models, is that they are restricted to a rigid face representation, both in

terms of shape and appearance. In addition, the obtained HCS is not necessarily semantically

consistent between tracking sessions, meaning the position of the eye can change. This

can nevertheless be alleviated by maintaining the same appearance representations accross

sessions.

Non-rigid 3D face parametric models. 3D Morphable Models (3DMM) have been proposed
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(a) (b)

Figure 2.5: Non-rigid parametric 3D face models. (a) Candide face model (mean shape)
[Rydfalk, 1987]. (b) Basel Face Model. Showing the shape and texture variations separately
[Paysan et al., 2009].

as a direct 3D extension of ASMs and AAM. These models are able to represent the face

shape variations as a linear subspace, with a relatively small set of coefficients. Similarly

to ASMs, shape in a 3DMM is modelled as a set of 3D points, for which the mean shape is

available, together with the deformation basis. Normally, an associated topology establish

the connectivity among the 3D points, thus defining shape as a 3D mesh. In the same way

to AAM, appearance is modelled as a mean texture and a texture variations basis, within a

shape-normalized frame. As an early work, Vetter and Blanz [Vetter and Blanz, 1998] built

such 3D morphable model (3DMM) to extract 3D face models from single images.

These models can be defined manually (shape in particular). A classic example is the Candide

face model [Rydfalk, 1987], for which the mean shape (see Fig. 2.5a) and deformation basis

were defined by an artist. Alternatively, 3DMMs can be learned automatically from collections

of 3D head scans or 3D facial landmark positions, extracted using multi-view systems [Vetter

and Blanz, 1998, Göktürk et al., 2001, Zhang et al., 2008, Paysan et al., 2009]. ASM and AAM

can be applied to automatically establish the correspondences between the set of scans or,

alternatively, non-rigid 3D registration methods can be used to define denser correspondences

[Amberg et al., 2007]. Once the scans are well registered, principal component analysis is

normally used to extract both the shape and texture basis. A prominent example, available for

research purposes, is the Basel Face Model, developed by Paysan et al. [2009], and depicted in

Fig. 2.5b. This model was learned from high quality 3D scans of 200 subjects, 100 male and

100 female. The result is a powerful model capable of spanning a large set of identities.

Identity and expressions modelling. One general issue with 3DMMs (also valid in ASMs and

AAMs) learned from training data is that two origins for shape variations are mixed in the same

model: different people and different expressions. This leads to larger models, which require

to estimate a large number of parameters when addressing a tracking task. Nevertheles, in

principle only the expression components would vary during tracking.

A solution to this issue is to represent the model’s shape with separate and linearly combined
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manifolds for identity and expressions. These subspaces can again be either learned separately

[Liao and Medioni, 2008, Amberg et al., 2008, Cosker et al., 2011] or defined manually, e.g. from

Ekman’s Facial Action Coding System (FACS) [Ekman and Friesen, 1978], by relying on an artist

[Smolyanskiy et al., 2014]. The advantage of a FACS basis is its semantic interpretation, which

is not given by PCA (directly), and for which there is a direct link to expression analysis and

animation. Nevertheless, to improve the accuracy of the model, the deformation basis can be

made specific to a given user [Gross et al., 2005], e.g., in a semi-supervised manner or in a user

cooperative manner [Li et al., 2010, Weise et al., 2011]. Notice that strategies, such as bilinear

factorization methods, have also been proposed to model identity and expressions, as these

may capture dependencies between the identity and deformation basis [Abboud and Davoine,

2005], which are ignored when using independent representations.

2.1.3 3D Head Pose Tracking

In this section we describe how prior works have made use of face/head models (cf. Section

2.1.2), for the 3D head pose tracking task. The main goal of head pose tracking is to retrieve

the 3D head pose parameters frame by frame within a sequence. Nevertheless, depending

on the model, the task may further require the estimation of deformation and appearance

parameters, or alternatively, to redefine the model itself online to improve the tracking.

Tracking strategies are dependent on the modality. For this reason, we will first cover the visual

domain alone, then briefly discuss stereo and RGB-D modalities.

Visual domain based tracking

Many 3D head pose tracking methods rely on the frame by frame fitting of 2D ASM and AAM,

which we will describe as follows. The fitting of ASMs often rely on adjustments of the model

points such that they match image edges, while being constrained by the plausible ASM

deformations and its overall rigid transform. This problem is equivalent to optimizing an

energy function which was applied to faces by Lanitis et al. [1997].

AAM based 2D face tracking. The per-frame fitting AAM problem consists on minimizing

the discrepancy between the image data and the face image generated by the AAM. Image

based gradient descent extensions of the Lucas-Kanade algorithm were developed to refine

the model parameters estimation until convergence [Cootes et al., 1998, 2000, Baker and

Matthews, 2004]. Later, Matthews and Baker [2004] proposed the inverse compositional

algorithm which, by defining the change of parameters as a composed transformed (rather

than additive) and inverting the warp direction, is able to precompute many of the elements

needed during gradient descent. The resulting algorithm is much faster, allowing for real-time

AAM fitting implementations.

The advantage of AAM approaches is that very precise face rendering and registration can

be obtained, but, as AAM are sensitive to illumination conditions, the aforementioned opti-
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mization techniques require a good initialization to ensure a correct convergence. In addition,

these models are usually best employed in conditions similar to the training data. In particular,

AAM are much more accurate when created as person-specific models, as evaluated by Gross

et al. [2005].

However, these models have difficulties to address large out of plane head pose variations.

Thus, it is common to resort to multiple pose-specific AAM, known as view-based AAM. As

proposed by Cootes et al. [2000], during the tracking, the selection of which pose-specific

AAM to use can be done by monitoring the current head pose. Alternatively, out of plane

rotations can be addressed by tackling self occlussions, as done by Gross et al. [2006] which

reformulated the registration error to discard outliers using a robust estimator.

AAM based 3D head pose tracking. Notice that a 2D AAM implicitly provides a set of 2D

features. Therefore, the 3D head pose can be inferred by minimizing the projection error of a

3D face model. This strategy would follow the “Geometric Methods” paradigm described in

Section 2.1.1. However, this requires for the 3D face model to be defined a priori. Alternatively,

as proposed by Xiao et al. [2004a] with the 2D+3D AMM formulation, a 3D morphable model

can be used for both constraining the AAM fitting to lead to 3D plausible solutions and to

estimate the 3D head pose accordingly.

Zhou et al. [2010] later proposed to introduce additional terms to the 2D+3D AAM fitting

and view based AAM framework: temporal matching and facial segmentation constraints.

The former term is used to foster model parameters which maintain appearance consistency

between local patches at consecutive frames. The latter term is used to disambiguate between

the face region and background/outliers by using face segmentation based on adaptive color

models. The resulting tracking is more robust to fast movements and clutter.

3DMM based 3D head pose tracking. Note that 3DMM can be directly fitted to 2D image data,

as done by Vetter and Blanz [1998], Blanz and Vetter [2003], with a similar analysis by synthesis

scheme to AAM, i.e., minimizing the error between the data and the model generated face

image. Nevertheless, the combination of rigid motion and perspective projection model lead

to a non-linear relationship between the model parameters (pose, deformations) and the

image information, which leads to complex and potentially unstable fitting. Therefore, instead

of fitting the 3DMM directly, ASMs and AAMs can be used to first reliably track 2D features.

The 3DMM can then retrieve the face shape deformations and the 3D head pose from the 2D

features. Moreover, the 3DMM may be used to constrain the 2D features tracking such that

their final localization is coherent with plausible head poses, as done by Xiao et al. [2004a],

Vogler et al. [2007]. Alternatively, particle filter based approaches have been used to account

for multiple hyphothesis, as used by Dornaika and Davoine [2008] when inferring 3DMM

deformations.

Constrained local models (CLM). These models, proposed by D.Cristinacce and T.F.Cootes

[2007], are an alternative to AAM (2D). Similarly to AAM, they model shape and appearance

as linear subspaces. However, the appearance is represented by patches around the shape
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points, instead of by the whole face. Normally these patches correspond to semantic elements,

like the eyes, mouth corners, etc. The fitting strategy is radically different to AAM, as it is based

on the optimization of patches filters responses constrained by the shape model, thus it does

not need to jointly explain the entire face image appearance. Empirically, CLM were found to

be more accurate than standard AAM. However CLM may suffer from self occlusions under

large head poses, in which many of the face elements are no longer visible.

Rigid models based 3D head pose tracking. Methods which make use of 3D rigid models are

based on different strategies than AAM and CLM. In general, these methods exploit differences

in appearance between frames, which are assumed to be only due to pose changes. This may

further rely on creating appearance models associated to poses, collected offline or online.

Basu et al. [1996] and Malciu and Prêteux [2000] formulate the tracking problem as inferring

the sequence of rigid transformations of the model which best explain measurements on

optical-flow. Note that this does not require explicit appearance modelling. Nevertheless, this

approach is succeptible to drift, or error accumulation.

To avoid drift, Cascia et al. [2000] proposed to extract the face texture from the first frame and

map it into a cylindrical model. The problem of tracking was then formulated as finding the 3D

pose parameters of the cylinder which would minimize the appearance difference between the

image data, and the textured cylinder. As mentioned in Section 2.1.2, the appearance model

can be enhanced to take into account illumination variations. Nevertheless, a single texture

may lead to appearance mismatches at larger poses. Therefore, Xiao et al. [2003] proposed to

dynamically adapt the texture. In practice, the first frame’s texture and a few others at diverse

head poses are maintained to rectify the accumulated errors, preventing drift.

To build an appearance model suitable for tracking under very large pose variations, Vacchetti

et al. [2003, 2004] proposed to rely on keyframes (see Section 2.1.2) collected offline and

preprocessed to accurately know their 3D poses. The tracking problem is formulated as

minimizing the distance between a set of interest points and their established correspondences

-back and forward- projected through the rigidly transformed 3D model of the object (defined

a priori). The optimization comprises both the offline data (keyframes) and past frames in

order to decrease jitter and to prevent drift. Alternatives have been proposed to make the

difficult problem of interest points matching faster and more robust. Lepetit et al. [2004]

proposed to treat the matching as a classification problem, in which a class corresponds to

a single interest point, but under many appearance variations, e.g., due to viewpoint. This

framework was futher improved and tailored for faces by Wang et al. [2012].

Morency et al. [2003a] proposed an approach for the online collection of keyframes. The

method relies on an algorithm to estimate the pose change between two frames. Initially it is

used to do a differential sequential tracking. However, whenever certain poses are observed,

these frames and their pose are added to a collection of keyframes. Once keyframes are

available, the tracking comprises both the previous frame and the keyframes set. Based on

a gaussian linear filter, the approach further refines the pose of both the input data and the
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keyframes, improving the overall tracking. This work was initially applied to stereo data and

then later refined [Morency et al., 2008] to handle monocular video sequences, and further

combining with static head pose estimation to improve the tracking accuracy. The authors

called this framework generalized adaptive view-based appearance model (GAVAM).

RGB-D and stereo based tracking

3D representations of the head data can be obtained from depth imaging (or stereo). While

this representation can be explicit, in the form of a 3D mesh, it has also been proposed to use

regression methods to infer a mapping directly from the depth image to head pose parameters

[Fanelli et al., 2011, Fanelli and Gall, 2011]. Even though good generalization has been achieved

using these methods, semantic information is lost and low accuracy is normally achieved.

With an explicit representation of the 3D data, obtained from stereo data or from depth sensors,

the well known iterative closest points (ICP) algorithm can be used. ICP was initially proposed

by Chen and Medioni [1991] and Besl and McKay [1992]. It is used for the registration of 3D

surfaces, i.e., finding the pose that best aligns one surface to another. Rusinkiewicz and Levoy

[2001]’s survey cover the many variants of the algorithm.

ICP can be used as a differential tracker, i.e., to estimate the change of pose by registering

successive frames, as done by Morency and Darrell [2002]. In this work, the authors further

proposed to include normal flow constraints, as these are useful to relate the changes in image

appearance to the object velocity (i.e., change on pose parameters). This can help alleviate

poor ICP estimates under low quality data. The authors thus proposed to estimate the change

of pose parameters as the least squares solution of a linear system of equations, embedding

both the ICP registration and the normal flow constraints. Empirically, the authors found that

the combination indeed leads to a more robust and accurate tracking.

Alternatively, a template mesh of the face can be created offline, and registered to each frame

[Weise et al., 2011]. Often, the previous pose estimation is used as initialization parameters

for the next frame. In the work of Weise et al. [2011], the template is built offline using a non

rigid registration method which requires user cooperation, in order to collect appropriate data.

Very accurate head pose estimates can be obtained with this method, even when applied to a

consumer depth sensors (Microsoft Kinect), but it depends on the accuracy of the template,

which can limit the application of this strategy to unseen users.

A limitation of ICP is its decrease in accuracy in the presence of facial deformations. Never-

theless, as done by Weise et al. [2011], this can be alleviated by using only the upper part of

the face for the tracking, where non rigid deformations are minimal. Alternatively, non-rigid

parameters could be computed by extending the template into a 3DMM and using non-rigid

ICP variants, such as the method proposed by Amberg et al. [2008]. Weise et al. [2011] also

fit an expressions deformation model during tracking, constrained by a deformations prior

model. Optical flow is used as further observations to obtain the expression coefficients. In
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practice, the facial deformations are obtained after the head pose has been estimated using

the rigid ICP.

Baltrusaitis et al. [2012] extended the CLM framework by including depth patches observations,

in addition to the standard visual domain patches, leading to what they called the CLM-Z

model. This approach provides better support, as some regions can be ambiguous to one

modality, but better discriminated in the other. Furthermore, depth patches can be used

in conditions of poor illumination. The CLM-Z approach was demonstrated to be better

than the CLM or GAVAM approaches. Combined with the GAVAM framework to obtain a

rigid+non-rigid face tracking approach, it demonstrated further improvements.

Bouaziz et al. [2013] later proposed to extend the framework of Weise et al. [2011] to include

the online fitting of an identity 3DMM, together with the online refinement of the expressions

model, bootstrapped by a set of manually defined deformations, or blendshapes. This reduced

the amount of needed user cooperation.

Very recently Smolyanskiy et al. [2014] extended the AAM framework proposed by Zhou

et al. [2010] to include depth constraints as a new term in the cost function, which basically

corresponds to a point-to-point ICP. It is intended to improve the 3D face localization, in

particular, along the depth axis. The authors demonstrated that 2D AAMs are innacurate along

this dimension, especially because the true object’s size is undetermined with monocular

cameras. Their model included a 3DMM with separate shape (identity) and animations

(expressions) basis as well. The shape parameters are fit in an initialization phase.

2.2 Gaze estimation

As described in detail in Section 1.2, the gaze estimation problem consists of retrieving either

the 3D line of sight (LoS) or the 2D/3D point of regard (PoR). Normally, a gaze estimation

system includes an eye localization step, where its goal depends on the gaze estimation

methodology and data modality. However, as mentioned previously, in this thesis we will

focus on model based head pose tracking. In this context, the eye position can be defined

as a fixed point within the HCS, from which the frame by frame eye localization is estimated

from the head pose parameters. Therefore, the head pose tracking implicitly solves the eye

localization problem2. Furthermore, depending on the gaze estimation method, the exact

position of the eyeball within the HCS might not be required, or its position can be refined by

the gaze estimation algorithm itself during a calibration phase.

The automatic estimation of gaze has been investigated for over three decades, as well de-

scribed in the comprehensive survey by Hansen and Ji [2010]. In this Section we will focus on

the two main methodologies which can be identified: geometric based methods and appear-

ance based methods.

2For an overview on alternative eye localization methods, please refer to [Hansen and Ji, 2010].
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(a) (b)

Figure 2.6: IR illumination and sensing for gaze tracking. (a) Dark/bright pupil effect under IR
illimination [Hansen and Ji, 2010]. (b) PCCR features: pupil-center and corneal-reflection(s)
[Guestrin and Eizenman, 2006].

2.2.1 Geometric based gaze estimation methods

These methods rely on the detection of local features which are mapped to gaze parameters.

Therefore, in much of the literature these methods are called feature based methods. Most

methods require a calibration session to collect gaze annotated samples. These are used to

determine user specific parameters, describing the eyeball geometry, or to derive a mapping

from the features location into the point of regard, specially for screen based scenarios.

Infrared based methods

The most accurate techniques in this category rely on infrared (IR) illumination and sensing.

The main advantage of working in the IR spectrum is the capture of eye images which exhibit

high pupil/iris contrast, under which it is easy to estimate the pupil center. Moreover, the

dark/bright pupil effect, as seen in Fig. 2.6a, may be exploited to detect the pupil. It is also

common to add IR light sources to the setup, as these generate specular reflections along the

cornea surface. These reflections, commonly referred to as glints, are also relatively easy to

detect in IR images (see Fig. 2.6b). This methodology is known as PCCR (pupil-center corneal-

reflection) [Morimoto and Mimica, 2005] and it is the most popular sensing technique used in

commercial gaze tracking systems ([SMI, 2007, EyeGaze, 2005]). Notice, illumination under

this spectrum is invisible to the human eye and it is kept at power margins safe for deployment

on commercial products. There are different strategies to infer gaze from PCCR data, but they

can mainly be categorized as interpolation methods and eye model based methods.

Interpolation methods apply a direct mapping from these features to the PoR position. Nor-

mally, the PoR corresponds to a 2D point within a flat screen. Many strategies were proposed,

but the main challenges have consisted on the learning of a mapping which could be invariant

to the non linear movement of the features along the eyeball/cornea surface, and to head

movements. Therefore, to this end, many strategies were proposed, including linear interpola-

tion [Merchant et al., 1974], polynomial regression [Morimoto et al., 2000], dynamic mappings

to account for head movements [White K.P. et al., 1993] and non linear mappings, including

Neural Networks, Support Vector Regression [Zhu et al., 2006] or Gaussian Processes (GP),
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Figure 2.7: Geometric eye model based gaze tracking. Notice the explicit modelling of the
system geometry, including the camera, light sources and the eyeball. Image taken from
Guestrin and Eizenman [2006]

whose covariance estimates may be used to detect discrepancies between the input data and

the calibration data, e.g., due to head movements [Hansen et al., 2002].

Eye model based methods, on the other hand, make an explicit geometric modelling of the

human eyeball and the setup configuration, as shown in Fig. 2.7. The theory behind this

methodology is well known, and described in detail in the paper by Guestrin and Eizenman

[2006]. The authors derive the geometrical relations between the PCCR measurements, the

eye model and the light sources, but, as they demonstrate, the setup configuration is crucial.

If a single camera and single light source is used, gaze can be estimated for a single head pose

only. By adding multiple light sources to a single camera setup, it is possible to compute gaze

under head pose variations, as shown by Shih et al. [2000], but a calibration session is required

by fixating at multiple points. If multiple cameras and multiple light sources are used, it then

becomes possible to infer gaze from a one point calibration procedure and under head pose

variations.

Cross-ratio methods, which were initially proposed by Yoo and Chung [2005], make use of

the careful placement of light sources at the 4 screen corners. By measuring the produced

glints positions, including the glint of a 5th light source along the camera axis (which also

produces the bright pupil effect), these methods profit from the projective invariaces defined

between the 4 LEDs in the screen plane, the camera plane and a tangential plane to the

cornea. By measuring the pupil center displacements, they are able to relate its position to

screen coordinates. Notice, however, this methodology is only suitable for user computer

applications.
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Homography normalization, proposed by [Hansen et al., 2010], is an approach suitable for

uncalibrated setups. The method is based on a similar approximation to cross-ratio methods,

which assumes that the glints reflection are coplanar within the corneal surface. It then models

the set of light sources (at the screen), the corneal reflections (glints) and their projection at

the camera as a set of planes, related by a sucession of homographies. The method is fairly

robust to head pose changes, it is able to model the offset between the visual and optical axes

(as opposed to cross-ratio methods) and require only a few calibration points (9 to 16). Its

performance was empirically shown to be better than cross-ratio methods.

Overall, the main disadvantage of IR based gaze tracking systems is the need for specialized

setups and high resolution eye images, in order to detect the PCCR features. This leads to

costly hardware and/or constrained range of operation, and would be really difficult, if not

impossible, to use for our human-human interaction analysis scenarios.

Natural light based methods

Under natural light conditions, many proposals also leverage local eye features to build

geometric models of the eyes. Features such as the iris center, retrieved through voting

techniques based on gradient features [Timm and Barth, 2011] or isophote features [Valenti

and Gevers, 2012], an ellipse fitted to the pupil/iris, e.g., using the Starburst algorithm [Li

et al., 2005] or active contours relying on bayesian tracking techniques (e.g., particle filters)

[Hansen and Pece, 2005], or complex shapes incorporating the eyelids contours [Yuille et al.,

1992, Wang and Sung, 2002] or even the full eye region [Moriyama and Cohn, 2004] could be

used. Examples are shown in Fig. 2.8.

Once the eye features are located, the goal consists on estimating the LoS. Valenti et al. [2012]

proposed to use a direct mapping from the 2D iris center into a gaze direction within what

they called the subject’s field of view. This field of view is constantly redefined according to

the estimated head pose. Isophote features were used to locate the iris, but this search was

done over an eye image which is pose-normalized, i.e., it is rectified into a frontal looking face

image based on texture warping through a cylindrical head model3.

Other authors rely on eye geometric models to estimate the gaze direction. Ishikawa et al.

[2004] proposed to find the eyeball geometric parameters through a specific, but not flexible,

calibration protocol. This protocol was designed to relate the calibration iris center measure-

ments (obtained through ellipse fitting) and the fixated points with the person specific eyeball

geometry. Active appearance models were used to track the head pose, and thus to obtain the

eyeball center under head pose variations. Once the eye model parameters were found, gaze

could be obtained from the ellipse fitting and head pose tracking at test time.

Yamazoe et al. [2008] proposed a methodology to avoid explicit cooperation from the par-

3In Chapter 5 we propose a warping methodology based on depth measurements or more accurate 3D face
models.
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(a) (b) (c)

Figure 2.8: Local eye features. (a) Iris center [Valenti and Gevers, 2012]. (b) Ellipse fitting [Li
et al., 2005, Xiong and la Torre, 2014]. (c) Deformable parametric eye model [Yuille et al., 1992].

ticipant. Their strategy, at calibration time, relied on obtaining the eyeball geometric pa-

rameters which would maximize the pixel-wise sclera and iris classes agreement between

pre-segmented eye images and their segmentation based on the eye geometric model. Facial

features detection were used to create a person specific facial landmarks model and for the

head pose tracking. Ellipse fitting was also used but obtained from the segmentation of the

iris region based on thresholding.

RGB-D based methods

Recent methods were proposed to apply the same geometric based gaze estimation methodol-

ogy to RGB-D data4. Jianfeng and Shigang [2014] used a Microsoft Kinect™of first generation

to this end. The authors relied on the iris center localization algorithm by Timm and Barth

[2011], whereas the head pose tracking was done using the method available within the Mi-

crosoft Kinect’s SDK. The eyeball center is refined from a calibration session, whereas the rest

of eyeball parameters are not learned. Xiong et al. [2014] used the same sensor, but relied on a

ellipse fitting algorithm based on the Starburst method [Li et al., 2005], and facial landmarks

for 3D head pose tracking, as well as to build a person specific facial landmarks position model.

Their calibration method infers additional eyeball parameters. However, in both cases, the

Kinect had to be configured for the highest RGB resolution of 1280×960 and the participant

had to be close to the sensor, in order to track the local eye features. Notice that, in both

systems, depth data was only used for the purpose of head pose tracking.

Overall, an important limitation of geometric based methods is the need to detect the local

features, as it requires high resolution and high contrast images. This is not a limitation of

appearance based methods, which are discussed in the following Section.

2.2.2 Appearance based gaze estimation methods

By modeling a direct mapping from the entire eye image to gaze parameters, these approaches

avoid the local features tracking task. This methodology has therefore potential for low-

4The initial proposal to rely on RGB-D data for the gaze estimation problem is one of the contributions of this
thesis [Funes Mora and Odobez, 2012].
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resolution gaze sensing.

As a pioneering work, Baluja and Pomerleau [1994] relied on an artificial neural network to

map directly from the eye image pixels, defined as the network’s inputs, to screen coordinates

defined as discrete outputs. However, in their experiments they required > 2000 training

samples to obtain acceptable gaze estimation accuracy. Furthermore, their system required a

fixed head pose, as otherwise, they mentioned their system would require much more training

data. Nevertheless, this was a common requirement then, even for IR based systems.

Standard gaze estimation task

Following the work of Baluja and Pomerleau [1994], other authors proposed alternative meth-

ods to be applied under similar conditions, i.e., minimal head pose variations and allowing

in-session calibrations. Tan et al. [2002] proposed to use linear interpolation to reconstruct a

test sample from a local appearance manifold within the training data. To select the samples

to interpolate from, instead of using techniques such as k-Nearest Neighbors, the authors

proposed to exploit the topology information, encoded in the 2 dimensional space of gaze

parameters. A delaunay triangulation was therefore used to represent this topological infor-

mation and to constrain the samples selection. Their method effectively reduced the training

samples to 252 while achieving good accuracy.

Lu et al. [2011a], as an alternative to the method of Tan et al. [2002], proposed to apply

the linear interpolation of the test sample using all samples in the training set, with the

additional constraint of enforcing sparsity on the reconstruction weights. Experimental results

demonstrated that sparsity had the implicit function of selecting samples within a local

appearance manifold. The authors report high accuracy, even when using small training sets.

However, the experiments were conducted under carefully controlled conditions, such as

requiring a fixed head pose (using a chin-rest), same illumination settings and well aligned

eye images. A methodology based on sparsity was also proposed to compensate for minor eye

image translations in their experiments.

Soft calibration methods

To further reduce the required amount of calibration samples, other authors have proposed

to use weakly annotated data. Along this direction, Williams et al. [2006] proposed a semi-

supervised sparse gaussian process regression (S3GP) method. The main idea is to profit from

the samples which are observed during a gaze shift, occurring between successive calibration

points. Their method achieved good accuracy with only 16 calibration points.

Alternatively, Sugano et al. [2008] proposed to exploit user-computer interaction traces as

training data, instead of explicit calibration sessions. In addition, to address head pose

variations, the authors proposed to create separate gaze appearance manifolds clustered

according to head pose. At each manifold, softly selected based on head pose, the same
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technique proposed by Tan et al. [2002] was used to infer gaze. However, the amount of

required training samples and the gaze estimation error heavily increased, due to head pose

variations.

Head mounted setups

Head mounted setups are of interest as they allow for unconstrained head movements while

capturing high resolution eye images under a single viewpoint, therefore, facilitating the

estimation of gaze. Within the appearance based paradigm, Noris et al. [2010] designed a head

mounted system intended to be used with small children. The authors used Support Vector

Regression (SVR) [Smola and Schölkopf, 2004] to map from eye images into the fixation point

of an egocentric video. The images are first processed using a weighted retinex filter [Choi

et al., 2007] to account for illumination variations. The system was designed such that an

experimenter would collect calibration points offline (typically 200), to do the training of the

SVR model and the offline processing the videos. This methodology was succesfully applied to

children and adults, with a decrease in accuracy for children.

Martinez et al. [2012] also relied on a head mounted setup. The authors proposed to use

multi-level Histogram of Oriented Gradients (mHoG) [Dalal and Triggs, 2005] as appearance

features to train a Support Vector Regression (SVR), or Relevance Vector Regression (RVR)

models. The advantage is that HoG can better cope with illumination variations, in contrast to

intensity based features.

In spite of their robustness to image resolution (as opposed to feature based methods), ap-

pearance based methods suffer from generalization problems. In the following, we will discuss

strategies used to provide invariances to head pose variations and to the given subject.

Handling head pose variations

Among the previously described methods, only the approach by [Sugano et al., 2008] addressed

variations due to head pose. Nevertheless, this method suffered from a significant increase of

gaze estimation errors and from the amount of needed training data.

Recently, this problem gained increased attention. Lu et al. [2011b] proposed to use the same

reconstruction methodology as in [Lu et al., 2011a] (based on calibration samples collected for

a single pose), and apply it even under head pose variations at test time. To handle the gaze

estimation bias caused by the viewpoint mismatch due to head pose, they proposed to apply a

correction method based on a gaussian process regression mapping learned from an additional

short video including head pose variations. The same authors [Lu et al., 2012] proposed to

collect calibration samples corresponding to a single head pose, and a few extra samples

collected under different head poses. These extra samples were used to warp the original

calibration set to other viewpoints, thus synthesizing the eye appearance needed to match

head pose at test time. Gaze would then be inferred from the sparse linear reconstruction
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of the view-dependent samples. Altogether, however, these methods still require additional

training data and complex models to capture head-pose related appearance variations.

In another direction, Funes Mora and Odobez [2012] proposed an eye appearance rectification

step based on depth data. This method is covered in detail in Chapter 5. Very recently, a

similar strategy was used by Egger et al. [2014], but the authors relied on a 3D face model fitted

to the 2D image, rather than depth measurements.

Appearance variations across people

The problem of appearance variations across people, or person invariance, has not received

much attention. Only Noris et al. [2008] addressed this problem prior to the development of

this thesis. In their work, an SVR or GPR model was used to map the eye images, retrieved

from a head mounted camera, into the pPoR within a first person view egocentric video. These

models were trained offline from a gaze annotated database of 33 adults. Acceptable results of

2.34◦ were obtained in this database, but it was not evaluated on children, which were the end

target subjects. Interestingly, their following work ([Noris et al., 2010], described previously)

instead proposed for an examiner to collect the calibration points offline, to process the small

children data.

In this thesis, we therefore addressed the person invariance problem when using remote

sensing. Our contributions [Funes Mora and Odobez, 2013, 2015] will be covered in detail

in Chapter 5. For the sake of completeness we will here mention a few very recent works

addressing this problem as well.

Schneider et al. [2014] proposed a dimensionality reduction method. By defining each subject

in the dataset as a separate class, the method was designed to maximize the intra-class distance

while minimizing the inter-class distance of gaze synchronized samples in the resulting lower

dimensional space. The authors also made extensive experiments on the Columbia Gaze Data

Set [Smith et al., 2013], showing interesting combinations between features and regression

techniques. However, the used data was of very high quality, and the feature extraction was

based on the accurate localization of eye corners.

Sugano et al. [2014] proposed to train random forests for regressing the gaze parameters from

both the eye appearance and the head pose parameters jointly. To augment the training set in

terms of variations due to head poses, they used a multi view camera array during the data

collection, such that pose dependent samples could be later synthesized using 3D multi view

reconstruction. By aggregating the data from multiple subjects, the model was also made

person invariant. Although promising, evaluations were conducted assuming a perfectly

estimated head pose and eyes localization, based on manual annotations of eye corners.

Finally, within this context, it is important to mention that good eye image localization (align-

ment) is a crucial step when it comes to training and testing person invariant appearance

based gaze estimation models. Inconsistent eye image extraction across subjects directly
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impacts the computation of the eye feature vector, which will then have an impact on the

regression model, both at the training and testing phases.

This problem, however, has not received much attention. Mostly because, when working with

user and single session dependent models (or with little pose variations), a single cropping is

assumed which usually remains consistent for all data points. Otherwise, this step is normally

assumed to be done manually [Lu et al., 2011a, Martinez et al., 2012, Sugano et al., 2014],

based on a supervised regression method [Noris et al., 2008], or using an automatic eye corner

detection methods (for example, the Omron software [Smith et al., 2013, Schneider et al.,

2014]) but this normally requires high resolution images.

2.3 Conclusions

Provided the previous coverage of prior works, we will now discuss and summarize their main

characteristics and limitations. Motivated by this discussion, we will introduce the research

directions of this thesis, and briefly describe how our contributions address the limitations

of prior works. For this discussion it is important to consider the temporal context of each

contribution.

Head pose estimation

As discussed in Section 2.1, prior works have shown that tracking methods deliver the highest

head pose estimation accuracy. Furthermore, model based methods are more robust, accurate

and have potential to define a stable and semantically consistent HCS. This is crucial for

the task of gaze estimation, in order to circumvent the eye localization problem through the

definition of the eyeball position as a fixed point with respect to the HCS.

The addition of the depth modality, through the introduction of consumer RGB-D sensors,

further boosted the accuracy of head pose tracking methods. In particular, impressive head

pose estimation accuracy was obtained using the ICP algorithm with the support of person-

specific 3D face models [Weise et al., 2011]. Moreover, with the use of robust estimators, it

becomes possible to address large occlusions and extreme head poses. In addition, person-

specific face models implicitly define the required HCS. Nevertheless, in the work of Weise

et al. [2011], the person-specific face model was built from non-rigid registration techniques

which required data collection through a specific user cooperative protocol.

Motivated by these findings, in [Funes Mora and Odobez, 2012] we proposed to exploit con-

sumer RGB-D sensors for gaze estimation. Aiming to avoid the need for explicit participant

cooperation, instead of a particular data collection protocol, we proposed to rely on 3DMMs

for the creation of person specific face models in an offline phase. These generative models are

able to span a large set of facial shapes and to deliver semantically consistent instances. This

resulted in an accurate head pose estimation algorithm, capable of addressing extreme head
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poses and to deliver time consistent estimates of the eye location. In this thesis we further

extended the framework proposed in [Funes Mora and Odobez, 2012] such that the person

specific model is built online during tracking. This is described in detail in Chapter 3.

Gaze estimation

In the context of gaze estimation (cf. Sec. 2.2), two broad categories have been identified and

discussed: geometric based and appearance based methods. We can conclude that geometric

based methods can be very accurate but rely strongly on the extraction of local eye features.

This procedure thus require high resolution and high contrast images, normally obtained

through IR setups. To remove the need for specialized and costly hardware, and to increase

the range of operation, in terms of user-sensor distance, amount of head orientations, and

amount of gaze directions, it becomes necessary to find a solution which does not require to

extract local features.

Appearance based methods were proposed as such solution, as they rely on regression tech-

niques. Nevertheless, since as early as the work of Baluja and Pomerleau [1994], it was

identified that generalization to variations due to head pose will be an important challenge for

these approaches to address. Therefore, most works focused on a single viewpoint relative

to the head, either by requiring for the participant to maintain a static head pose (e.g., using

a chin-rest), or by wearing head mounted cameras. This clearly demands full cooperation

from the participant and significantly limits the set of plausible applications. Recents works

started to address the problem of head pose variations. Nevertheless, additional calibration

data collected under head poses variations was necessary, which is still limiting.

Furthermore, in appearance based methods, the problem of generalization extends to more

variables than the head pose. Other elements need to be addressed, of which the variations in

the eye appearance across users is a prominent case. To acquire person invariance is of utmost

importance in non-cooperative scenarios. Notice all previous works relied on conditions in

which the regression models were trained and evaluated on the same subject (except [Noris

et al., 2008]). In addition, experimental validations were always conducted using a private

dataset. This makes difficult to properly characterize previous methods objectively, in terms

of their merits and limitations when contrasted to other approaches.

In summary, gaze estimation solutions which avoid local features tracking, and that are

robust to variations in terms of head pose and user appearance are needed. Therefore, in

this thesis, we took the research directions which we describe as follows (in the order of their

corresponding chapters):

• EYEDIAP database [Chapter 4]. The main reason why prior works are evaluated mostly

in private datasets is the lack of public benchmarks to train and evaluate gaze estimation

methods. Therefore we collected and made publicly available the EYEDIAP database,

which is rich in variations in terms of users, scenarios, head pose and ambient conditions.
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• Appearance based methods [Chapter 5]. Due to the limitation of geometric based meth-

ods to address low resolution sensing conditions, we decided to first investigate on the

appearance based paradigm. We directly address the challenges of head pose and user

invariance, which, as described previously, have been an important limitation for prior

works. We propose methods to correct the eye image appearance variation due to head

pose, and therefore allowing for head pose invariant appearance based gaze estimation.

We also investigate on the creation of person invariant gaze models by relying on the

EYEDIAP database. In addition, we propose an eye image alignment method which differs

from the few strategies found in the literature and which improve the accuracy of person

invariant gaze estimation models.

• Geometric generative gaze estimation [Chapter 6]. To address the limitations of appear-

ance based methods in terms of generalization and, furthermore, in terms of adaptation,

we propose an alternative methodology called geometric generative gaze estimation (G3E).

This is a new paradigm to the gaze estimation problem which, similarly to appearance

based methods, does not require to track local features, however, and in contrast, it is

based on a geometric modelling of the eyeball and image formation process. This method

has important advantages with respect to appearance based methods and standard geo-

metric based methods.

• Gaze coding in natural dyadic and group interactions [Chapter 7]. We investigate on

the problem of gaze coding in real and challenging human-human interaction scenarios.

This application relies on the head pose and user invariance of the proposed contributions,

and benefits from the overall 3D gaze tracking methodology. Therefore, this application

further validates the proposed methods and is an example scenario on how to exploit the

contributions of this thesis.
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In this chapter we describe in detail the 3D head pose estimation method developed in this

thesis. As motivated in Section 2.3, we exploit RGB-D data from consumer sensors as input.

The head pose tracker is mainly based on applying the iterative closests points (ICP) algorithm

to register a person specific face model to the depth data input. Aiming to minimize the need

for user cooperation, we rely on 3D Morphable Models (3DMM) to build the person specific

models in either an offline or online fashion.

In Section 3.1, we cover background information; elements such as the 3DMM and the basic

ICP algorithm are described in detail. Then we present the two main head pose tracking

methodologies we developed. The first one applies the ICP based head pose tracking assuming

the person specific face model is available a priori. To obtain this model, we propose an

offline and supervised strategy to fit a 3DMM to RGB-D data samples. Therefore, this first

methodology will be described in two sections: Section 3.2 describes the proposed offline

3DMM fitting, whereas the ICP based head pose tracking is described in detail in Section 3.3.

In the second approach, described in Section 3.4, we extend the previous methodology to both

fit the 3DMM and track the subject’s face online, jointly. In Section 3.5 we present experiments

to validate the methods. Finally, we conclude the Chapter with a discussion in Section 3.6.

3.1 Background

In this section we cover the background elements needed to describe the proposed methods,

in particular, the definition of 3D morphable models and the iterative closest points algorithm.

3.1.1 3D Morphable Models

Let x represent an object’s shape as a column vector which contains the Nv 3D vertices of said

object, i.e., x := (x1, y1, z1, x2, y2, z2, . . . , xNv , yNv , zNv )>. Assume x belongs to a class of objects,

in which each instance differ through variations in shape, but share the same structure (or

topology). 3D Morphable Models, as a direct extension of ASM and AAM, assume the class of

35



Chapter 3. 3D Head Pose Tracking

objects lie within a linear subspace of dimensionality NM. Therefore, a 3DMM represents the

object class as a generative model, from which an instance x ∈R3Nv is retrieved as a function

of a vector α ∈RNM , as follows:

x(α) =µ+Mα, (3.1)

where µ ∈ R3Nv is the mean shape of the class of objects, and M ∈ R3Nv×NM contains a set of

deformations from the mean shape. Normally NM << 3Nv , meaning that α is a much lower

dimensional representation for x, and M embeds the set of possible shape deformations for

the given class.

This process is applied to the object’s geometry, as a point cloud in the 3D space. Nevertheless,

a topology T can also be defined to extend the point cloud into a 3D mesh. Here, T := { fm}NT

m=1

is a set of facets, where each is defined by triplets of vertex indices fm = (i , j ,k), meaning the

facet m defines a triangle composed by the 3D vertices i , j and k.

Similarly to AAM, it is possible to represent the class texture as a linear subspace. In such case,

the texture is normally defined as a shape free 2D image with a predefined correspondence to

the 3DMM vertices (as AAM, see Figure 2.3), or, an intensity value can be assigned per vertex.

In either case, a texture’s instance τ ∈RNτ (assuming Nτ single channel pixels) is obtained as:

τ(ατ) =µτ+Mτατ, (3.2)

where ατ ∈RNMτ define the model coefficients associated to the texture’s instance τ; µτ ∈RNτ

is the mean texture and Mτ ∈RNτ×NMτ represents the variation basis.

Previous works have addressed the fitting of a 3DMM into 2D images, that is, finding the

parameters α, ατ and a rigid transform which best describes the data. As the 3DMM encodes

a generative process and can synthesize instances, the cost is formulated as the discrepancy

between the image data and the model’s synthetic instance. This is equivalent to the AAM

cost, with the addition of a projective transform referring the 3D geometry to the 2D image

coordinates. For details see, e.g., [Vetter and Blanz, 1998] and the PhD thesis by Reinhard

[2009]. Nevertheless, in this work, we are mainly interested in shape based registration.

Expressions modelling

Although the main focus in this thesis is on rigid face tracking, as needed for the gaze tracking

task, a 3DMM can be defined to model both identity and expressions related deformations. The

most common strategy is to assume both elements lie within independent linear subspaces
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which can be linearly combined as shown in Equation 3.3.

x(α) =µ+Mα+Eβ, (3.3)

where we assume M and α are only due to identity related deformations. E ∈R3Nv×Nβ repre-

sents a facial expression deformation basis. The facial expressions are then parametrized by

the coefficients β ∈RNβ .

3.1.2 Iterative Closest Points

The iterative closest points algorithm (ICP) is used for the rigid registration of 3D meshes. It

was initially proposed by Chen and Medioni [1991] and Besl and McKay [1992]. ICP finds

the rotation R ∈ R3×3 and translation t ∈ R3 which minimises the surface error distance, as

measured by its vertices.

Generic ICP formulation

Let us assume the objective is to align a template object V with the target data U. Both objects

(or point clouds) are defined as V :=
{

{vk }NV
k=1,V

}
and U :=

{
{uk }NU

k=1,U
}

, i.e., they are composed

of NV and NU 3D points respectively, together with the optional sets V and U . These sets

represent an optional augmentation of the point clouds, e.g., including a topology, normals,

color, etc. In general, an appropriate cost function to evaluate the alignment of the point

clouds V and U, is the following:

E IC P (R,t) =
NV∑

k=1
di st

(
Rvk + t,uC(k)

)2 , (3.4)

where di st defines a distance function between two points (e.g., euclidean distance) and C is a

mapping which returns the index of the correspondence point in the target cloud for the point

k in the template. In other words, if T represents an operator applying a rigid transformation,

then Eq. 3.4 reaches a minimum whenever T (V;R,t) and U are well aligned.

The challenge with this formulation is that, both C and {R,t} are not known. Nevertheless, ICP

is based on the following observation: if the correspondences between V and U were known

(i.e., the mapping C), then the optimal rigid transform {R,t} could be computed from pairs of

3D correspondences based on procrustes analysis1. Alternatively, if the optimal rigid transform

was known, it should be possible to find the optimal correspondence mapping. Therefore,

1Excluding the degenerative case of colinear sets of points
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Algorithm 1 : Generic ICP algorithm.

1: Initialize {R,t}
2: while not converged do
3: Step A. Set C by searching correspondences of T (V;R,t) in U
4: Step B. Use C to solve:

{R̂, t̂} = argmin
R,t

E IC P (R,t) (3.5)

5: Set R ← R̂, t ← t̂ . Update
6: end while
7: Return {R,t}

the ICP algorithm, which is summarized in Algorithm 1, proposes an iterative approach,

alternating between the rigid transform computation and the search for correspondences.

Many variants of this basic formulation have been proposed in the literature. They differ on

the correspondence search step, on the used distance function, on whether robust estimators

are employed to handle noise or missing data, on the outliers handling strategy, on whether

the rigid transform computation is incremental or absolute, etc. For an overview, please see

the survey by Rusinkiewicz and Levoy [2001]. Furthermore, non rigid formulations have been

proposed to register free meshes, e.g., [Amberg et al., 2007]. The main limitation of ICP is that

it requires a good initialization, as it can otherwise converge to local minima.

In the following, we will describe elements of the ICP implementation we used and that are

common for the rest of the chapter.

Correspondence search

There are different strategies to find the correspondence in the target mesh U, for a point

vk , with a normal nk , in the transformed template T (V;R,t). The most common method is

the closest point search, i.e., we assign the point with the minimal euclidean distance to vk .

Normal shooting, instead, assigns the closest point in V, but found along the direction of nk .

Alternatively, the point to projection search projects vk into the depth data image, retrieving a

depth pixel, which is then backprojected to create the 3D correspondence point. However,

this requires for a depth map and the camera calibration parameters to be available.

As found empirically by Rusinkiewicz and Levoy [2001], the normal shooting search is more

robust to noise in comparison to the other methods. However, its implementation can be

computationally costly. In contrast, the point to projection search is fast and its complexity is

independent of the number of target data points. Therefore, in this thesis, we used the method

proposed by Park and Subbarao [2003]. Their approach formulates the normal shooting

correspondence search as a sequence of point to projection search steps. This approach

provides a good trade-off between accuracy and computational efficiency.
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Incremental ICP

Instead of solving Eq. 3.5, to find the optimal {R,t} global alignment, we reformulate the

problem in terms of an incremental rigid transform {δR,δt} as follows:

{δ̂R, δ̂t} = arg min
δR,δt

NV∑
k=1

di st
(
δR (Rvk + t)+δt,uC(k)

)2 , (3.6)

Whereas the rigid transform update becomes:

R ← δ̂RR (3.7)

t ← δ̂Rt+ δ̂t (3.8)

By formulating the algorithm in terms of increments, we can approximate δR by a linear form

with respect to the euler angles, allowing to solve Eq. 3.6 using linear least squares [Morency

and Darrell, 2002, Lowe, 2004]. This approximation relies on the euler angles being close to

zero. Nevertheless notice that this approximation becomes accurate near the optimal rigid

transform ({R,t}), where the change in euler angles tend to zero.

Robust estimators

To gain robustness against outliers and missing data, the ICP method can be further enhanced

based on robust estimators and heuristics, by extending Eq. 3.4 as follows:

E IC P (R,t) =
NV∑

k=1
wk di st

(
Rvk + t,uC(k)

)2 , (3.9)

The per-vertex weight wk ∈ [0,1] is used to filter out bad correspondences, and it is obtained

as follows. It is reestimated at each ICP iteration, between step A and B (see Algorithm 1). It is

either set inversely proportional to the euclidean distance between two correspondences, or it

is directly set to zero if any of the following situations are true:

1. Maximum distance. The euclidean distance between the correspondences is larger

than 5cm. This is a strong indicator of a bad correspondence, specially if we assume the

template and target mesh do not differ much in terms of position.

2. Normals compatibility. The angle between the surface norms (between the template

and target), at the correspondences position, is larger than a threshold (typically 45◦).
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Again, this is normally indicative of bad matches, as the surfaces should be facing

roughly a similar direction.

3. Mesh border. The correspondence for a point k is in the border of the target mesh. This

is particularly useful to handle incomplete data. This is recommended by Rusinkiewicz

and Levoy [2001]. As to filter such correspondences can be computationally costly, this

verification can be left as optional. In this thesis, we discarded this test whenever the

di st function is defined as a point-to-plane cost (cf. Section 3.3.1) which we found more

robust to wrong correspondences along the mesh border.

3.2 Person-specific face model learning

In this section we describe the algorithm proposed to create the person specific face model

from the 3DMM fitting to RGB-D data. This is formulated as an offline step, to be done prior

to the head pose tracking. We do not assume the subject has to undergo a particular protocol

for data collection.

3.2.1 Multiple instance 3DMM fitting

The algorithm we propose here is part of the gaze tracking framework described in [Funes

Mora and Odobez, 2012]. It is based on the method proposed by Amberg et al. [2008], originally

intended for the face recognition task, under facial expressions, from 3D high quality range

scans. The authors proposed to fit a 3DMM, linearly combining both expressions and identity

related deformations (as shown in Eq. 3.3), to a 3D scan data using a non-rigid ICP formulation.

In their approach, the fitting algorithm simply combined both sources of deformations into a

single deformation matrix and deformation parameters (as in Eq. 3.1).

We here propose to extend the method of Amberg et al. [2008] by fitting the 3DMM to a

collection of J sample meshes {U j }J
j=1 (RGB-D frames containing the subject’s face), and to

constrain the fitting based on landmarks positions. The main motivation is that RGB-D data,

specially from consumer sensors, has high levels of noise, and significant portions of depth

data are missing. We will here assume the 3DMM deformation basis spans only identity related

shape variations. At the end of this section we will discuss facial expressions handling.

More formally, to learn the person specific 3D facial mesh, we find the 3DMM instance that

best fit a set of J samples (RGB-D images) of the subject, by solving the following optimization

problem:

X̂ = argmin
X

(
λEs(X)+

J∑
j=1

E j
d (X)+γE j

l (X)

)
, (3.10)
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where the parameters X := {α,R1,t1, . . . ,RJ ,tJ } to optimize are the 3DMM coefficients α, and

those of a rigid transformation (defined by a rotation R j and translation t j ) for each RGB-D

sample j . Note, the key idea is that the α parameters are shared between the instances, thus

all samples contribute to their estimation. The different cost terms are defined as follows:

Ed
j (X) :=

Nv∑
i=1

‖Fd
j
i (X)‖2; El

j (X) := ∑
i∈L

‖Fl
j
i (X)‖2; and Es(X) := ‖Fs(X)‖2, (3.11)

where

Fd
j
i (X) = w0.5

i (R j (µi +Miα)+ t j −uC j (i )) (3.12)

Fl
j
i (X) = R j (µi +Miα)+ t j − l j

i (3.13)

Fs(X) = α (3.14)

Notice that µi and Mi represent the 3 rows corresponding to the vertex i in µ and M. The data

term Ed represents the cumulative distance of each deformed and rigidly transformed vertex i

of the 3DMM to its closest point in the data (cf. Eq. 3.12), represented by uC j (i ).

The term El is similar to the Ed cost, but applies to a set of NL landmarks points (which form a

subset L of the 3DMM vertices). Their position l j
i is assumed to be manually annotated in the

data. This term fosters a semantic fitting of the 3DMM (eye corners, eyebrows, mouth corners,

etc. ) which, due to depth noise in the data, could be otherwise poorly localized. Finally, the

regularization term Es foster the estimation of small values for α. This term is weighted by the

stiffness parameter λ, controlling how much the instance mesh can deform. The solution to

Equation 3.10 is found through a non-rigid ICP fitting procedure, which is explained in the

following Section.

3.2.2 Non-rigid ICP fitting

Define V(α) as the mesh generated from the 3DMM, given the α parameters. Therefore, to

find the optimal parameters X̂, we fit the 3DMM to data using the non-rigid ICP formulation

described in Algorithm 2.

This algorithm systematically reduce the stiffness value, allowing for larger deformations as

the correspondences are more accurate. This is a common strategy in non-rigid ICP methods,

e.g., [Amberg et al., 2007].

The initialization (X0 := {α0,R0
1,t0

1, . . . ,R0
J ,t0

J }) corresponds to that of the mean facial shape

(α0 = 0) and its -per sample j - rigid transformation which minimizes the landmarks term El
j

alone, assuming α=α0.
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Algorithm 2 : 3DMM fitting optimization algorithm.

1: Initialize X as X0.
2: Set k = 0
3: for each stiffness value λn ∈Λ, where Λ := {λn |λn >λn+1}, do
4: while ‖Xk −Xk−1‖ > ε do
5: for each instance j do
6: Extract {αk ,Rk

j ,tk
j } from Xk

7: Compute C j based on the correspondences of T (V(αk );Rk
j ,tk

j ) in U j

8: Compute the robust weights {wi } j

9: end for
10: k ← k +1
11: Compute Xk as the solution of Eq. 3.10 using {C j },λn and {w} . Gauss-Newton
12: end while
13: end for
14: Set X̂ ← Xk

15: Return X̂

Gauss-Newton optimization

To find X̂ as the solution of Eq. 3.10 based on fixed {C j },λn and {w}, we followed the formulation

of Amberg et al. [2008], i.e., the rigid transform is inverted (applied to the target data), as this

allows to separate theα coefficients from the rigid transform parameters. Then, Gauss-Newton

is used to optimize the cost function as a pseudo-Newton gradient descent algorithm.

The main difference here is the definition of the Jacobian. Amberg et al. [2008] proposed

to precompute some elements of the Hessian, prior to efficiently solve each of the gradient

descend steps. We found this needed to be revised. In particular, this is due to the need

to recompute the robust weights each time the correspondences are found. Our Jacobian

formulation is also different, due to the joint fitting to multiple instances, and additional terms

in the cost function. Let us first define the following terms:

Fd
j (X) :=


Fd

j
1(X)

Fd
j
2(X)
...

Fd
j
Nv

(X)

 ; and Fl
j (X) :=


Fl

j
1(X)

Fl
j
2(X)
...

Fl
j
NL

(X)

 , (3.15)

where the per point and per landmark terms are given in Eq. 3.12 and Eq. 3.13. Then the
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Jacobian, in general, takes the form shown in Equation 3.16:

J(X) =



∂Fd
1

∂α
∂Fd

1

∂t1
0 . . . 0 ∂Fd

1

∂R1
0 . . . 0

∂Fl
1

∂α
∂Fl

1

∂t1
0 . . . 0 ∂Fl

1

∂R1
0 . . . 0

∂Fd
2

∂α 0 ∂Fd
2

∂t2
. . . 0 0 ∂Fd

2

∂R2
. . . 0

∂Fl
2

∂α 0 ∂Fl
2

∂t2
. . . 0 0 ∂Fl

2

∂R2
. . . 0

...
...

...
. . .

...
...

...
. . .

...
∂Fd

J

∂α 0 0 . . . ∂Fd
J

∂tJ
0 0 . . . ∂Fd

J

∂RJ
∂Fl

J

∂α 0 0 . . . ∂Fl
J

∂tJ
0 0 . . . ∂Fl

J

∂RJ
∂Fs
∂α 0 0 . . . 0 0 0 . . . 0


, (3.16)

where the entry 0 represents a matrix full of zeros; its size can be determined from its position

within the Jacobian matrix. To avoid clutter, we omit the dependency to X, and do not show

the weights of the different terms of the cost function. Also, we show the derivatives with

respect to the forward rigid transform but, in practice, it is computed with respect to the

inverse rigid transformation [Amberg et al., 2008]. Finally, the derivative with respect to the

-inverse- rotation matrix is, in fact, computed with respect to its euler angles.

Note that the Jacobian matrix’s size is (3J Nv +3J NL)× (NM +6J). This assumes the number

of landmarks is constant, but it may change per sample, according to which landmarks are

visible or occluded. In addition, the amount of zeros within J is large, and some elements

remain unchanged during the gradient descent, therefore, the Jacobian, the Gauss Newton

approximation of the Hessian, and the Newton step may be computed efficiently.

3.2.3 Facial expressions handling

For the work developed in this thesis we ignored facial expressions, due to practical reasons

(see Section 3.5). The previous formulation therefore assumed the deformation parameters

α only model shape variations due to identity. Nevertheless, the proposed framework can

no longer be extended in a straightforward way, by assuming α includes both the facial

expressions and the identity related coefficients, as in the case of Amberg et al. [2008]. This is

due to the fact that, each data sample, may have a different facial expression. We here discuss

the extension needed to address facial expressions.

Assuming the 3DMM is defined as in Eq. 3.3, the terms of Equations 3.12, and 3.13 are redefined

as:
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Fd
j
i (X) = w0.5

i (R j (µi +Miα+Eiβ j )+ t j −uC j (i )) (3.17)

Fl
j
i (X) = R j (µi +Miα+Eiβ j )+ t j − l j

i (3.18)

where the α coefficients are shared between the J samples, but the β parameters (linked

to facial expressions) are modelled separately, per sample j . Ei represents the 3 rows of E

corresponding to the point i (as is the case for Mi and µi ). The stiffness term in the cost

function is also redefined as:

Es(X) := ‖Fs(X)‖2 +
J∑

j=1
‖Fβ

j (X)‖2 (3.19)

where Fβ
j (X) = β j . Therefore, we also regularize with respect to the facial expressions. The

non-rigid ICP approach, described in Algorithm 2, is used in the same way as with the

expression-less formulation, but it is extended to consider X now includes {β j }.

If we take these modifications into consideration, and assuming J(X) is defined as in Equation

3.16, then the Jacobian considering expressions gets augmented as shown in Equation 3.20.

JE(X) =



J(X)

∂Fd
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∂β1
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∂Fl
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∂β1
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0 ∂Fd
2

∂β2
. . . 0
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∂β2
. . . 0

...
...

. . .
...

0 0 . . . ∂Fd
J

∂βJ

0 0 . . . ∂Fl
J

∂βJ

0 0 . . . 0

0

∂Fβ1

∂β1
0 . . . 0

0
∂Fβ2

∂β2
. . . 0

...
...

. . .
...

0 0 0
∂Fβ J

∂βJ



(3.20)
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3.3 Model-based head pose tracking

In this section the head pose tracking algorithm formulation is described. We assume a person

specific 3D face model (template) was obtained offline, by using the 3DMM fitting algorithm

described in Section 3.2. In addition, we assume the RGB-D input data has been processed to

generate a 3D mesh2, as shown in Fig. 1.4b. This section follows closely the method used by

Weise et al. [2011].

3.3.1 ICP based head pose tracking

The task at hand consists on obtaining the rigid transform {Rt ,tt } which best aligns the tem-

plate V to the input data Ut at time t . This formulation is shown in the following equation,

{R̂t , t̂t } = arg min
{Rt ,tt }

∑
i∈VU

wi

(
(Rt ni )>

(
Rt vi + tt −ut

C(i )

))2
, (3.21)

where we can observe new elements when comparing to Eq. 3.4. The di st function has

been replaced here by the point-to-plane cost, where ni is the template normal at point vi ,

expressed in the reference HCS. Empirically, it was found that this formulation converges

faster and is more robust to poor initialization, at least in comparison to a point-to-point cost

[Rusinkiewicz and Levoy, 2001]. These characteristics are valuable in a tracking framework.

During tracking (assuming the system has been successfully initialized), the ICP algorithm at

time t will start from the rigid transform obtained at time t −1. The main assumption is that

the head pose does not changes “much” between frames t −1 and t . Neverthless, this depends

on the frame rate and the amount of head pose variations, which may be scenario dependent.

With respect to its implementation, the above optimization follows closely the elements

described in Section 3.1.2. Meaning, we use the efficient normal shooting correspondence

search, the robust weights wi are defined accordingly, and the implementation solves for

increments on the rigid transform. When solving for δR (increment), the normals factor of the

incremental formulation of Eq. 3.21 is further approximated as follows:

δRRni ≈ Rni (3.22)

This is valid as δR ≈ I3 for small angles3. The problem thus remains linear with respect to the

-incremental- euler angles.

2This requires for the RGB-D sensor’s extrinsic and intrinsic calibration parameters to be known.
3I3 is the 3×3 identity matrix
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Figure 3.1: Face model segment used for the rigid head pose tracking. 3D face model from
[Paysan et al., 2009]

Finally, notice that for tracking we only use the set of points in the segment of the face, which

are defined by the subset VU of V. This set represents a segment of the upper part of the face,

as shown in Fig. 3.1. As proposed by Weise et al. [2011], this helps to alleviate the influence of

large non rigid deformations around the mouth region, and focus in registering the upper part

of the face. Note that this is important for the task of eye localization and gaze estimation.

3.3.2 Initialization

For the overall tracking initialization, we have used two strategies, one based on a frontal face

detector and the other on a random forest based regression. Note however that, for all the

experiments shown in this thesis, we used the frontal face detector based initialization.

Frontal face detector based initialization

Using the Viola-Jones frontal face detector [Viola and Jones, 2001], available in the OpenCV

library, we first detect the face bounding box. We then filter and select the points of the

3D mesh generated from the RGB-D pair which project into the RGB image, inside the face

bounding box. Let tbb represent the median of this set of points, obtained as the median value

along each dimension. Therefore, the initial translation is assigned as t0 = tbb + tV, where tV is

a translation correction defined a priori for a given face model, which takes into account the

semantic position of the origin of the HCS (which can be, e.g., a point in the neck, the nose

or the forehead), with respect to the face surface point which should match tbb . The initial

rotation is simply set as R0 = I3 (we assume a frontal face). Once these values are set, the ICP

algorithm is used to refine the head pose estimate on this initial frame.

The main problem with this approach is the need for the face to be close to frontal enough to

trigger the face detector, and the further assumption of the head to be fully frontal (R0 = I3).

The initial rotation can nevertheless be tailored according to the scenario (e.g., if the camera is

placed at a lower or at the same height as the face), but this does not generalize.
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Random forest based initialization

We used the method proposed by Fanelli et al. [2011]. This approach is based on random forest

regression using differences of depth patches as features for the split function. It eventually

returns both the position of the head and its orientation.

The accuracy of this method is not sufficient to be used for gaze estimation. Nevertheless it is

useful to initialize the ICP based head pose tracker. In particular, it can also help to initialize

the tracking under non frontal head poses, by providing initial values for ICP. A disadvantage

is that the operation range is dependent on the training data used for the regression model.

3.3.3 Failure detection

Once the ICP optimization has been conducted, detecting whether the template and target

data are well aligned is a challenging problem on its own. The difficulty lies in the large amount

of missing data in the target mesh, due to self occlusion or sensor limitations resulting in

missing depth patches at random locations. The latter is common when using consumer

RGB-D sensors. Diverse factors may have an influence on this, such as sensing distance,

viewing angle, scene’s material, illumination conditions, etc. Therefore, the end value of the

cost function is non informative. In our implementation we detect failures based on the

following heuristics:

Pose change. If the difference in pose between frame t −1 and frame t is very large, we assume

ICP diverged from the global minimum, into a local minimum. A large change of parameters

can be detected by monitoring the euler angles and translation parameters obtained for both

frames. Thresholds on their differences can be set to reasonable values, which depend on the

frame rate and the expected amount of head pose movements.

Robust weights. We monitor the robust weight value for the points we know should be facing

towards the sensor. Notice that the other points can not be detected by the sensor, as they are

expected to be self occluded. These two sets of points can be discriminated in the template,

based on their normals and the current head pose. Therefore, for the points whose normals

are facing towards the sensor, we can assume their robust weight wi is close to 1. Thus, if
1
|S|

∑
i∈S wi is below a threshold, where S denote the set of vertices facing towards the sensor,

we assume ICP has failed.

Once a failure has been detected, we reinitialize the tracking, as in Section 3.3.2. Notice that

these strategies are prone to errors and further work is needed to improve their robustness.

Nevertheless, these criteria have been sufficient for most of the experiments conducted in this

thesis.
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3.4 Online face model fitting and head pose tracking

A disadvantage of the strategy presented in Section 3.2 is that the person specific face model

must be obtained offline, prior to the head pose tracking described in Section 3.3. Even though

the cost for this process is acceptable for many applications, both in terms of computation

time and the practical cost to collect, and possibly annotate, data instances of the participant’s

face, it can still be restrictive for applications requiring minimal user cooperation.

Therefore, a solution is to do both tasks at once: to track the head pose while obtaining the

person specific face model, and vice versa. Conceptually, this extension is straightforward, as

solving Eq. 3.10 frame by frame would lead to the desired result. Notice that Eq. 3.10 solves for

both, the 3DMM coefficients α and the pose parameters {R,t} for each frame.

Whereas in Section 3.2 it was assumed the landmarks were obtained from manual annotations,

in an online fitting framework, we assume the landmarks related elements are either discarded

(El = 0), or, landmarks positions are obtained from automatic methods. For completeness, we

will assume in this section the landmarks positions are retrieved automatically.

Nevertheless, there are a few reasons why an alternative approach to continuously solving

Eq. 3.10 is required:

• The computational cost of the 3DMM fitting, both in terms of processing time and mem-

ory, is large. Tracking at a high frame rate (even higher that 1 fps) may not be feasible

using consumer hardware.

• Solving Eq. 3.10, frame by frame (if possible) is unnecessary for the goal of obtaining a

person specific face model, as consecutive frames deliver similar information.

• The point-to-point constraints used in the data term Ed of Eq. 3.11 may lead to undesired

results, or require many iterations when having a poor head pose initialization. This

would be the case in a low framerate tracking scenario.

Therefore, we will propose an alternative in the following sections.

3.4.1 Proposed algorithm

To address the aforementioned points, an online framework is here proposed. The principle

is to simply track the head pose using the algorithm described in Section 3.3, relying on the

current best estimate of the person specific face model (α coefficients). At the moment of

initialization, the best guess is α = 0, i.e., the mean face. Then, whenever new data, which

could help refine the subject specific face model, is available, the non rigid ICP 3DMM fitting

(Section 3.2) is used to obtain a new estimate on theα parameters, thus improving the subject’s

face model and, as a consequence, improving the head pose tracking accuracy.

The proposed methodology is summarized in Algorithm 3. In the following, we will explain

the relevant points.
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Algorithm 3 : Online head pose tracking and 3DMM fitting.

1: Initialize α← 0 and Γ← {}.
2: while data streaming do
3: Get input data Ut

4: Retrieve face model V(α)
5: Estimate head pose {Rt ,tt } based on {Rt−1,tt−1} and V(α) (Sec.3.3). . Head pose
6: if {Rt ,tt ,Ut } is relevant to Γ then
7: Add sample {Rt ,tt ,Ut } to Γ
8: Define Λ (stiffness set), based on Γ
9: Refine {α,Γ} using Algorithm 2, with parameters Λ. . 3DMM fitting

10: end if
11: end while

Samples set Γ and selection criteria

As motivated in Section 3.2, the non rigid ICP 3DMM fitting profit from multiple observations,

as they jointly support the estimation of the face model under noisy and incomplete depth

data. Therefore, we rely on past data samples to fit the 3DMM in a batch processing, along

with the new sample. Nevertheless, the computational cost of evaluating the change of

parameters within the 3DMM fitting optimization grows linearly with the amount of data

samples, meaning it is not possible to use all observed data up to time t . In addition, this is

not necessary, as justified previously. We instead maintain a limited set of samples Γ.

The set Γ thus contains data observations {U}, along with their estimated head pose. In this

work, we used the head pitch and yaw angles to characterize the samples in Γ and to decide

on whether a new observation should be included in Γ.

Therefore, a priori, we define a fixed set of desired head poses. If a new sample’s head pitch and

yaw angles are at a distance to one of the desired head poses which is lower than a threshold,

the input data is considered as relevant for the 3DMM fitting (line 6, Algorithm 3). Note that

these values are provided by the result of the head pose tracking step. If the data is indeed

relevant, it is added to the set Γ and the 3DMM fitting algorithm is used. Notice that the

algorithm not only re-estimates α, but it also refines their estimates on the head pose, based

on the ICP cost. For efficiency, when fitting the 3DMM, the algorithm is initialized from the

current best estimate of the parameters.

In future work, the selection criteria could be extended to discriminate according to the face

expression (neutral expression is desirable), head motion, and the distance to the sensor, as

the depth data accuracy increases as the person is closer to the sensor.

Stiffness setΛ

The stiffness setΛ (see Algorithm 2, line 3) is redefined before employing the 3DMM fitting

algorithm (line 8, Algorithm 3). Recall that, the values inΛ define the amount of regularization

49



Chapter 3. 3D Head Pose Tracking

on the model deformations, as the stiffness parameter foster the values of α to be close to 0.

Therefore, in our implementation, we defined a rule based methodology to set the values of Λ

according to the samples included in Γ. We considered the following elements:

1. Small set Γ. For a small set of samples in Γ, Λ is assigned with large values. Therefore,

limiting the amount of deformations.

2. Yaw diversity in Γ. We reduce the values in Γ if there is diversity on the yaw angles, as, in

practice, self occlusion is more common along this dimension.

3. Larget set Γ. For a large set of samples, the values in Γ are the smallest. Thus, allowing the

model to match closely the data.

At each call of the 3DMM fitting algorithm, Γ normally contains 1 or 2 values.

3.4.2 Point-to-plane 3DMM fitting

We here propose to use point-to-plane constraints for the 3DMM fitting. Empirically, we found

the point-to-point constraints of the data term (cf. Equation 3.12) may lead the algorithm to

converge to unsatisfactory results. Bad correspondences and poor initialization may have

an impact on this, whereas a point-to-plane cost is normally more robust to these elements

[Rusinkiewicz and Levoy, 2001].

To modify the 3DMM fitting to consider a point-to-plane cost, it is only necessary to redefine

the distance computation of the data term (in contrast to Equation 3.12) as follows:

Fd
j
i (X) := w0.5

i ni (α,R j ,t j )>
(
R j (µi +Miα)+ t j −uC j (i )

)
, (3.23)

where ni (α,R j ,t j ) is the normal for point i in the mesh T (V(α);R j ,t j ). In practice, we approxi-

mate this term. Its value is computed in step 7 of Algorithm 2, but it is kept fixed during the

Gauss-Newton optimization (step 11, Algorithm 2).

The Jacobian needs also to be modified to consider the point-to-plane cost. We can define

the point-to-plane Jacobian as a modification of the Jacobian computed using point-to-point

constraints, shown in Equation 3.16. Let N j be a block diagonal matrix of size Nv ×3Nv . This

matrix contains the normals of T (V(α);R j ,t j ), assigning one normal per row and each normal

occupying 3 columns (as n = (nx ,ny ,nz )>). Therefore, the modification applies only to the

data term (Fd ) related entries (see Equations 3.15 and 3.16) as follows:

Fd
j
pl ane = N j Fd

j
poi nt and

∂Fd
j
pl ane

∂x
= N j

∂Fd
j
poi nt

∂x
(3.24)
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Figure 3.2: Facial landmarks manual annotations example

where “x” is a placeholder for either of the optimized parameters.

The landmarks term is maintained with point-to-point constraints, as these represent specific

semantic correspondences, defined as 3D points.

3.4.3 Implementation considerations

The ultimate goal of this algorithm is the head pose tracking. To consider the possibly slow

convergence of the batch 3DMM fitting, its execution runs in a separate thread from the head

pose tracking. Nevertheless, it delivers the updates of the α parameters (updated face model),

as soon as it is available to head pose tracker. Similarly, the head pose tracker provides new

observations to the 3DMM fitting thread as soon as they are processed.

These considerations allow for the head pose tracker to run without interruption and to quickly

improve the accuracy after initialization.

3.5 Experiments

In this section we present the experiments we conducted to validate the proposed method-

ologies. We will first provide information on the system that was implemented. Then, we will

present experiments conducted on two publicly available datasets.

3.5.1 Implementation details and speed

The 3DMM we used is the Basel Face Model (BFM) [Paysan et al., 2009]. This model contains

53490 vertices and has 200 deformation modes. The BFM was learned from high resolution

3D scans of 200 individuals (composed of 100 male and 100 female participants) thus it spans

a large variety of face shapes with neutral expression. We did not have a 3DMM for facial
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expressions, thus we did not evaluate this aspect of the approach.

Offline non rigid 3DMM fitting

For the offline non rigid 3DMM fitting algorithm (cf. Section 3.2), we used the BFM’s first 100

modes. The majority of the face region is used for the fitting, but we ignored the ears and neck

regions, resulting in a mesh with 41585 vertices. The γ parameter was set as 0.5 Nv
C ar d(L) , such

that the landmarks term weight has 0.5 times the cost of the data term, taking into account

the number of data points-landmarks ratio. The λ0 value (cf. line 3, Algorithm 2) was set

empirically, such that its initial value is high enough to keep the α parameters close to 0

(λ0 = 0.1 in our implementation) then λn+1 = 0.5λn within the iterative process.

Given a few annotated frames with landmarks as shown in Fig. 3.2 (typically 1 to 5 frames), the

fitting algorithm takes from 5 to 20 seconds to optimize. Note that since people face shape is

not expected to change much, this step is only performed once per subject, which means that

the fitted model can be reused across sessions.

Head pose tracking

From the 3DMM instance, used as person specific face model, we used only 1710 points

from the upper face region, defined a priori within the BFM topology (as shown in Fig. 3.1).

Our CPU-based implementation4 runs at ≈ 12fps. Nevertheless, the speed may decrease

under large head movements which may require more ICP iterations. A careful GPU-based

implementation could greatly increase the speed, as many of the computations could be well

conducted in parallel, e.g., the correspondence search.

Online head pose tracking and 3DMM fitting

Within the online implementation, the head pose tracker itself remains unchanged, as the

3DMM fitting was implemented to run in a different thread.

Regarding the 3DMM fitting algorithm, it was reimplemented to take into account the different

modifications, in particular the addition of the point-to-plane cost and the reduction of the

overhead each time the 3DMM fitting is called by initializing from the previous estimates.

The amount of 3D vertices used for the fitting was reduced to ≈15% of the points used in the

offline case, to speed up the process. Therefore, for a single sample in Γ, it takes around 1-2

seconds to fit, whereas it takes ≈15-30 seconds for 9 samples.

The set of samples Γ, used for the 3DMM fitting, was limited to 9 samples maximum. The

desired head poses to collect were defined such that Γ contains variations in terms of pitch

and yaw angles around the frontal pose.

4The system was mainly implemented using Python and C++
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The landmarks term was not exploited, as there are no landmarks estimates in our imple-

mentation yet. In some situations, this leads to person specific face models which are not

semantically accurate, but are still a tight fit to the subject’s face, and thus are sufficient for the

head pose tracking.

3.5.2 Experimental protocol

To evaluate the proposed head pose tracking methods, we conducted experiments on two

publicly available benchmarks, namely the BIWI kinect head database [Fanelli et al., 2011]

and the ICT 3D head pose dataset (ICT-3DHP) [Baltrusaitis et al., 2012]. Both datasets were

recorded with a Microsoft Kinect at VGA resolution (RGB and Depth). The BIWI dataset was

annotated using the faceshift software5, whereas the ICT-3DHP dataset uses the Polhemus

Fastrack flock of birds tracker for its ground truth.

We therefore compare the two main strategies: the head pose tracker relying on a person

specific face model built offline (cf. Sections 3.2 and 3.3), and the head pose tracker based on

the online construction of the person specific face model, described in Section 3.4.

To evaluate if there is indeed a benefit on using a face model specific to each user, we also

compared our results to the case in which the head pose tracker (cf. Section 3.3) use as face

model the average face shape of the Basel Face Model (i.e., assuming α= 0).

The offline approach was evaluated as follows: 3 to 5 RGB-D samples were manually collected,

based on the variation of the head yaw and making sure the participant had a neutral face

expression. These samples were then annotated with facial landmarks and processed to build

the person specific face model from the 3DMM fitting algorithm. The head pose tracker was

then used in the corresponding session and the results were compared to the ground truth.

The online approach was evaluated as follows: for a given subject/session we first run the

online method to generate the person specific face model without any supervision. Then,

the head pose tracker was run again in the corresponding session, from which the head

poses estimates were extracted and compared to the ground truth. Notice that this is a valid

approach, as we aim to evaluate the accuracy the method may achieve after the 3DMM fitting

transcient period, and also the sequences in these datasets are short.

3.5.3 Results

The results obtained for the head pose tracking experiments are reported in Tables 3.1 and

3.2. In addition, we show the results from two alternative methods, namely Regression Forest

[Fanelli et al., 2011], and CLM-Z with GAVAM [Baltrusaitis et al., 2012] which is a fitting method

relying on both depth and RGB data. The performance reported for these methods was

obtained from the experiments conducted by Baltrusaitis et al. [2012].

5www.faceshift.com
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Table 3.1: Head pose tracking mean absolute angular errors obtained for the BIWI dataset.
The Regression Forest method is from [Fanelli et al., 2011] and the CLM-Z with GAVAM from
[Baltrusaitis et al., 2012]. “24/24” indicates that all sessions were used in the comparison,
whereas “20/24” denotes 4 sessions out of 24 were discarded. Notice that the same sessions
are used across methods, such that the reported results are comparable.

Method Sessions Yaw Pitch Roll Mean

Regression forests 24/24 9.2 8.5 8.0 8.6
CLM-Z with GAVAM 24/24 6.29 5.10 11.29 7.56

Proposed (mean face model ) 24/24 4.53 2.76 3.95 3.75
Proposed (offline face model fitting) 24/24 2.43 1.91 2.67 2.34
Proposed (online face model fitting) 24/24 4.94 2.60 3.58 3.71

Proposed (mean face model ) 20/24 2.54 2.39 2.90 2.61
Proposed (offline face model fitting) 20/24 1.55 1.87 2.11 1.84
Proposed (online face model fitting) 20/24 1.41 1.58 1.76 1.59

Table 3.2: Head pose tracking mean absolute angular errors obtained for the ICT-3DHP dataset

Method Sessions Yaw Pitch Roll Mean

Regression forests 10/10 7.12 9.40 7.53 8.03
CLM-Z with GAVAM 10/10 2.9 3.14 3.17 3.07

Proposed (mean face model ) 10/10 4.44 2.78 4.13 3.78
Proposed (offline face model fitting) 10/10 3.61 2.25 3.61 3.16
Proposed (online face model fitting) 10/10 2.67 2.05 3.27 2.66

Proposed (mean face model ) 8/10 2.61 2.20 3.60 2.80
Proposed (offline face model fitting) 8/10 2.39 2.08 3.45 2.64
Proposed (online face model fitting) 8/10 2.54 1.97 3.40 2.64

We can observe that our head pose tracking method has by far the lowest error for the BIWI

dataset. Nevertheless, as discussed in Section 3.3.3, the failure detection method we used is

prone to errors. There are a few sessions in which the head pose tracking diverged largely

from the ground truth head pose, and remained at the wrong position for a period of time. In

particular, for some sessions of the BIWI database, we encountered extreme head poses for

which there were no depth measurements in the upper face region and caused the tracker to

get lost (recall our method tracks only this region). In these situations, the reported average

error does not accurately reflect the method’s performance (in terms of pose accuracy, rather

than tracking performance). Therefore, in Tables 3.1 and 3.2 we show the results obtained

for the full database and also when discarding a few sessions, where this situation had an

important impact on the results.

In general, the online methodology obtains higher or similar accuracy than the offline case,

and, as expected, using the mean face model leads to the worse results of the three. If we

ignore 4 sessions (out of 24) of the BIWI database, the mean angular error reduces to 1.84◦

for the offline case and 1.59◦ for the online case. However, note that the annotations for this
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dataset were obtained using a head pose tracking method similar to ours (faceshift, Weise et al.

[2011]), applied to the full face region. Therefore, with this evaluation, we can only conclude

that our tracker obtains comparable results to this software.

For the ICT-3DHP dataset, our tracker achieves comparable results to the CLM-Z with GAVAM

method for the offline model and slighly better results for the online method. However, again

our approach had difficulties to recover from a faulty estimation in 2 out of the 10 sessions.

In one of them, the subject’s hair caused important errors. This suggest that a better outlier

detection strategy would be beneficial in future work. If these sessions are ignored, both online

and offline approaches achieve 2.64◦ of head pose estimation error.

It is important to mention that the evaluation of our tracker is slighly affected due to ground

truth mis-synchronization. More precisely, while the ground truth has been synchronized

with the RGB video, the RGB video happens to lose synchrony with depth in some sequences.

This is a problem, as our tracker is purely based on depth (whereas the CLM-Z GAVAM method

relies as well on the RGB data), causing misleading errors, in particular, during fast head

movements. Nevertheless, the results obtained on both the BIWI and ICT-3DHP datasets

demonstrate the potential of our head pose tracker in terms of head pose estimation accuracy.

Finally, note that accurate head pose estimation is crucial for further processing, as it will

potentially impact the gaze estimation step in two ways. First, as a direct input to the estima-

tion of the line of sight (LoS) in the 3D space. In this case, an error made in the head pose

estimation almost immediately adds as an error to the computed gaze estimation. Second, in

the extraction of the eye images based on the estimated head pose. Under head pose errors,

this might lead to a frame by frame inconsistent eye image extraction. Eventually, this will

introduce noise in the input data to the gaze tracking approach.

More details on these elements will be described in the following chapters. Nevertheless,

to qualitatively illustrate the potential impact of head pose tracking on gaze estimation (in

particular, for the second point), we present in Fig. 3.3, for a representative sequence, the eye

cropping resulting from using the offline 3DMM fitted approach or using the mean face shape.

As can be seen, since the mean shape does not fit well the given subject (although the results

are still good), the pose tracking results oscillate even for similar head poses, generating an

inconsistent frame by frame cropping of the eye image. Notice in contrast that more stable

results were obtained when using a personalized face model. We observed a similar behavior

when using the online face model fitting: the retrieved eyes images position are stable during

tracking, although, in some cases, the eyes locations are not well centered. Nevertheless,

overall, the better tracking results validate the use of a personalized template over the simple

use of the mean face shape.

55



Chapter 3. 3D Head Pose Tracking

Figure 3.3: Impact of using a personalized face model on the eye image cropping. In this
image, the coloured coordinate system is at the tip of the nose of the face model, and oriented
according to the estimated head pose. The eye images are cropped and processed using the
methodology described in Chapter 5. Each column depicts a different frame from a sequence
from the ICT-3DHP database. The first 2 rows correspond to the results obtained when using a
personalized face model fitted offline, while the two last rows show the results using only the
mean face shape. As can be seen, in this later case, the rectification exhibit more inconsistent
eye cropping in both the vertical and horizontal directions, which would negatively impact
the gaze estimation process.

3.6 Discussion and future work

In this Chapter we have presented a head pose tracking methodology based on RGB-D sensors.

The main principle is based on the iterative closest points (ICP) algorithm to continuously

register a person specific face model to depth data.

We therefore presented two strategies to create the person specific face models. Both of them

are based on a non rigid formulation of ICP, developed to fit a 3DMM to multiple snapshots

of the subject. The advantage of fitting the 3DMM jointly to multiple data samples is that it

allows to compensate for the device depth noise and missing depth data.

The first strategy is an offline approach, which requires supervision from the participant or

from an experimenter (a third person in need to process the videos) to collect sample frames

and to annotate facial landmarks. The 3DMM is then fit to those samples and the resulting

face model can be used for the head pose tracking task.

The second strategy is based on an online formulation. The method jointly fits the 3DMM and

conducts the head pose tracking task. Based on the head pose estimates, we collect samples

adequate for the 3DMM fitting. In parallel, the more samples are observed and fitted with the

3DMM, the better the person specific face model is, thus improving the accuracy of the head
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pose tracking. This formulation is more adequate for non cooperative and online scenarios.

The methods have been evaluated on two publicly available benchmarks. The results demon-

strated the system is highly accurate. It is indeed accurate enough to be used in the gaze

tracking task, which will be discussed in the following chapters.

For future work, there are many elements which can be addressed to improve this system, in

terms of accuracy and practical limitations. First, the offline case required manual landmarks

annotations, whereas in the online formulation, the landmarks were discarded in our experi-

ments. An improvement may consider to integrate an automatic landmark detection method.

In recent years there have been significant advances in this problem, which have potential to

cope with low resolution and challenging head poses [Baltrusaitis et al., 2012, Dantone et al.,

2012, Zhu and Ramanan, 2012, Xiong and De la Torre Frade, 2013, Cao et al., 2013, Kazemi and

Sullivan, 2014].

Due to lack of a 3DMM with facial expressions, we did not evaluate facial expressions handling.

Nevertheless, the system can be well extended to this situation, as explained in Section 3.2.3.

Alternatively, in the online scenario we can use the automatic facial landmarks detector as a

facial expressions proxy, from which the samples selection may be constrained to those with a

neutral facial expression.

The visual domain can also help to improve the accuracy, as done by Morency and Darrell

[2002], by integrating normal flow constraints. The normal flow constraints may benefit from

the more accurate face model of the subject. In addition, skin color models segmentation may

help to filter out bad correspondences. In particular, in the case of hair occluding the face,

which can not be well discarded by the robust estimators.
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4 EYEDIAP database

In this Chapter we describe in detail the EYEDIAP database, which we have collected and

made available to the research community1. This work was published in [Funes Mora et al.,

2014a], together with an accompaning technical report [Funes Mora et al., 2014b].

The objective of this Chapter is not only to provide a description of the EYEDIAP database

itself, but also to define a common notation for researchers, in particular the users of this

database, to characterize their experiments. The ultimate goal is to provide the community a

framework which allows a direct objective comparison between gaze estimation algorithms.

4.1 Motivation

In the past years many methods have been proposed for the task of gaze estimation. We have

presented in Chapter 2, Section 2.2, a literature review covering the wide diversity of research

that has been conducted in this field. Even though the evaluation methodologies employed

by researchers have clearly advanced the development of gaze tracking algorithms, and have

well validated their contributions, it is unlikely to encounter in the literature comparisons

evaluated on the same data. This is particularly true for gaze estimation methods relying on

natural light based sensing, be it a geometric based or appearance based approach.

This makes it difficult to clearly identify the advantages and disadvantages of each one of

the proposed methods. The main reason is the lack of standard benchmarks under which

researchers can train and/or evaluate their algorithms, and report their results.

Therefore, to address the need of the research community, and to develop an adequate frame-

work for us to investigate the different aspects of the gaze estimation problem, we created the

EYEDIAP database. The availability of this database has been crucial for the development and

validation of the contributions of this thesis.

This database was collected with consumer RGB-D sensors, together with a high resolution

1The EYEDIAP database may be downloaded from the following url: https://www.idiap.ch/dataset/eyediap
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camera. It was designed to be representative of a wide spectrum of scenarios and sensing

conditions, such as the ones depicted in Figure 1.1. The recording methodology systematically

includes, and isolate, most of the variables which affect remote sensing based gaze estimation

algorithms, such as head pose, participant, ambient conditions and the participant’s gaze

behavior. This allows to define benchmarks over which to investigate on each of these elements

separately. This will be described in detail in the following sections.

Notice that recent efforts were made by other researchers to create gaze estimation datasets.

The Columbia gaze dataset is one example, which was created by Smith et al. [2013]. This

dataset is a promising resource to advance the research on gaze estimation, in particular, for

the training and evaluation of appearance based gaze estimation methods, as first used by

Schneider et al. [2014]. It was carefully collected and contains a large quantity of participants

(56). However, it has several limitations: the range of head poses and gaze directions is small,

there is no temporal information (only static images), they only provide RGB images, and, as

gaze targets, it is limited to only 21 points defined on a plane at a fixed distance. More recently,

Sugano et al. [2014] released a similar database to Smith et al. [2013]. Their database is more

dense, in terms of head poses and gaze directions. Furthermore, during the collection, they

used a multi-camera setup to then synthesize additional viewpoints using 3D reconstruction,

resulting in a much larger database. However, the range of gaze directions is still small, in great

part because this database is restricted to gaze targets defined as points within a computer

screen and, similar to Smith et al. [2013], only static images are provided.

Even though these datasets are indeed valuable resources to the research community, the

EYEDIAP database does not have many of their aforementioned limitations. Our database

was designed to be flexible, in terms of its usage, and it is representative of diverse sensing

conditions and scenarios.

The rest of the Chapter is structured as follows: in Section 4.2 we present the database design

and its collection procedure. Section 4.3 describes the methodology we employed to prepare

the provided metadata data. In Section 4.4 we define the general evaluation protocol and

measures. In Section 4.5 we propose different benchmarks, over which it is possible to evaluate

and characterize gaze estimation algorithms. Finally, in Section 4.6 we conclude the chapter.

4.2 Data collection and design

In this section we first describe the recording methodology. We will then describe the recording

sessions that were designed to constitute the database.

4.2.1 Setup

The recording setup is as shown in Fig. 4.1. It comprises an RGB-D camera (a Microsoft

Kinect™), an HD camera, an ensemble of 5 LEDs located within the field of view of both
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Figure 4.1: EYEDIAP database recording setup

cameras, a 24” flat computer screen and a 4cm diameter ball, which was used as a visual target

for some of the recordings. The characteristics and purpose or function of each element are

described as follows:

• Microsoft Kinect for Xbox: this consumer RGB-D sensor provides standard video (RGB) and

depth video (D) streams, both at VGA resolution (640×480) and at a 30 frames-per-second

acquisition rate. The data was acquired using the libfreenect library 2.

• HD camera: the Kinect was designed with a large field of view for full body capture, which

imposes less restriction on user mobility but is problematic for eye tracking based on VGA

resolution, as it leads to low resolution eye images. Therefore, we also recorded the scene

with a full resolution HD camera (1920x1080) at 25fps. This camera was positioned as close

as possible to the Kinect sensor to capture a similar viewpoint.

• LEDs: we placed 5 LEDs which were visible by both cameras. Their purpose is to help

synchronize the RGB-D and HD video streams using a time changing binary code displayed

by the LEDs (see Section 4.3.4).

• Flat screen: we used a 24” computer screen to display a visual target (see Section 4.2.2). The

effective screen resolution, i.e., the region used to display the visual target, was of 1340×740.

• Small ball: we used a 4cm diameter ball as a visual target with a double purpose: to serve as

a visual target in a 3D environment and, to be discriminative in both RGB and depth data,

such that its 3D position could be precisely and reliably tracked (see Section 4.3.6).

As shown in Fig. 4.1, the cameras are right below the computer screen. This is intended to

observe the participant’s eyes from below, thus minimizing eyelids occlusions.

We now describe the designed recording sessions that were recorded using this setup.

2http://github.com/OpenKinect/libfreenect
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Figure 4.2: Example of screen visual target coordinates during a recording session using either
the a) discrete screen target (DS); or b) continuous screen target (CS).

4.2.2 Recording session

For each recording, the participant was requested to sit in front of the setup, within the field

of view of the cameras. Instructions were then given to gaze at the specified visual target

throughout the duration of the recording session. No restrictions were made in terms of

speaking activity, facial expressions, blinks, etc. This, in order to encourage natural behavior.

In order to allow the systematic evaluation of gaze estimation algorithms, we designed the

database such that each one of the recording sessions may be characterized by a combination

of the main variables that affect gaze estimation accuracy.

The four variables we considered are the type of visual target, the head pose activity, the

participant and the ambient conditions. We describe how we addressed each one of these

variants as follows.

Visual target

The visual target is the object the participant was requested to gaze at during the recording

session. In order for this database to be representative of diverse applications, we included

the following types of visual target:

• Discrete screen target (DS). In this case, a small circle was drawn at random locations in

the computer screen. The screen coordinates were sampled from a uniform distribution,

and changed every 1.1 seconds. See Fig. 4.2a for an illustration. This target would encourage

saccadic eye movements, and fixations to the target position during a short period of time.

• Continuous screen target (CS). Similarly to the DS case, a small circle was drawn in the

computer screen but programmed to move along a trajectory parameterized by a quadratic

Bézier curve. The control points of this curve were drawn randomly from a uniform distri-

bution, defined within a smaller region of the screen. A new trajectory was redefined every

2 seconds. See Fig. 4.2b for an example. This target was intended to encourage a smooth
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Figure 4.3: Frame by frame head pose observations for one session (15-B-FT-H), where H
corresponds to the head pose activity, either (a) Static or (b) Moving. In both cases, the euler
angles of the head pose are shown: yaw in the x axis and pitch in the y axis.

pursuit behavior while the participant gaze at the moving target, in addition to the saccadic

eye movement whenever a new path is defined.

• 3D floating target (FT ). This corresponds to a 4cm diameter ball hanging from a thin thread

attached to a stick, and that was moved within a 3D region between the camera and the

participant. In contrast to the screen based targets, the participant was at a larger distance to

the camera to allow for sufficient space for the target mobility. This object is discriminative

in both color and depth, allowing to retrieve its 3D position automatically (see Section 4.3).

The FT visual target mostly leads to smooth pursuit gaze behavior. Nevertheless, the target

movements lead to a much larger coverage of the 3D space. This encourages a much larger

range of gaze directions and, possibly, of head pose variations. Furthermore, this target is

representative of much less constrained scenarios defined in the 3D space (see Fig. 1.1).

Notice that the visual target type imposes spatial constraints on the setup. For the 3D floating

target case, the distance to the recording sensor was around 1.2m, as this was necessary to

allow the ball to move in front of the participant, and to be sensed by the Kinect. For the screen

based targets, the participant could be closer, at a distance of approximately 80-90cm from

the recording sensor. At closer distances the Kinect would not provide depth measurements.

Head pose activity

In order to evaluate methods in terms of robustness to head pose variations, we requested the

participant to keep gazing at the visual target while performing one of the two following head

pose activities:

• Static (S). In this case, the participant was asked to keep an approximately static head pose,

facing towards the screen (and cameras) during the recording. Fig. 4.3a shows an example
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(a) (b) (c) (d) (e)

Figure 4.4: Examples of the recorded data using: (a)-(c) the RGB-D camera; and (d)-(e)) the
HD camera, for which the images were cropped to a size of 640×480 for display comparison
with the VGA resolution data. In these examples the participant is: (a),(d) gazing at the screen
target with a static head pose; (b) gazing at the floating target with a static head pose; (c),(e)
gazing at the floating target while moving the head.

of the obtained distribution of head pitch and yaw angles for one recording session.

• Moving (M). For this condition, the participants were asked to perform head movements

in order to introduce head pose variations. We encouraged variations in terms of both

rotations and translations. However, in practice, the majority of head movements were due

to rotations. In Fig. 4.3b we show an example of the empirical distribution of head pitch

and yaw angles for one recording session. As it can be observed, the obtained head poses

are rich in terms of variations.

Participants

Our dataset was recorded for 16 people: 12 males and 4 females, with age ranging from 20 and

45 years. The participants are from diverse origin, with a total of 12 nationalities, e.g., 2 people

from Central America, 1 black African, 4 caucasian French, 1 Indian, 2 caucasian Swiss, etc.

As a result, the eye shapes and appearance exhibit a large variability. Each participant was

assigned an identifier, from “1” to “16”.

Ambient conditions

For participant 12, 13 and 14, the sessions involving the FT target were recorded twice. Never-

theless, the ambient conditions were significantly different between these recording sessions:

different day, illumination and distance to the camera. To distinguish among these situations,

we denote the two possible conditions as “A” or “B”.

4.2.3 Summary of the collected data

In total we recorded 94 sessions. Each session may be characterized by the string “P-C-T-H”

which refers to the participant identifier P=(1-16), the recording conditions C=(A or B), the

employed visual target T=(DS, CS or FT) and the head pose activity H=(S or M). Examples of

the recordings can be seen in Fig. 4.4.
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Each session in conditions “A” correspond to 2.5 minutes of recording time, whereas the

sessions recorded in conditions “B” last approximately 3 minutes each. This corresponds to

more than 4 hours of data. We summarize all recorded data in Table 4.1. A complete list of the

recording sessions is available at the database website3.

Table 4.1: Summary of the recorded sessions.

Participants Recorded sessions
(the participant identifier is implicit)

1-11 A-DS-S; A-DS-M; A-CS-S;
A-CS-M; A-FT-S; A-FT-M

12-13 B-FT-S; B-FT-M
14-16 A-DS-S; A-DS-M; A-CS-S;

A-CS-M; A-FT-S; A-FT-M
B-FT-S; B-FT-M

4.3 Data processing

Besides the collected data itself, described in Section 4.2, we provide metadata that is essential

for deriving the gaze ground truth, and which is also useful to exploit the dataset, and to

easily run experiments. It comprises the camera(s) calibration information, camera-screen

calibration, the 3D head pose, the approximate 3D location of the eyes, the frame by frame 3D

location of the visual target and manual annotations.

A visualization of the provided metadata is shown in Fig. 4.5. For the description on how to

interpret the provided files, please refer to [Funes Mora et al., 2014b]. In the following, we

describe the procedure we employed to estimate these parameters.

4.3.1 World coordinates system definition

To standardize the definition of all 3D variables in the data, we have defined a common world

coordinate system (WCS). It was defined with a fix pose relative to the RGB camera of the

Kinect, such that the participant is near the point (0,0,0)> (roughly) and the axis are consistent

with the OpenGL standard. If pκ ∈R3 is a point defined with respect to the coordinate system

of the Kinect RGB camera, then we have defined the WCS such that the equivalent point pW ,

with respect to the WCS is given by pW = RW pκ+ tW where4:

RW =

1 0 0

0 −1 0

0 0 −1

 ,tW =

0

0

1

 (4.1)

3https://www.idiap.ch/dataset/eyediap/sessions
4The units are in meters.
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(a)

(b)

(c)

(d)
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Figure 4.5: Examples of the processed data with head pose, eyes and floating target tracking.
For each example we show, from left to right, the Kinect RGB frame, the HD frame (a 640×480
cropped region) and the depth frame encoded as an RGB image. The displayed head reference
is positioned at a fixed distance from the HCS for visualization (not at the nose tip). The
points drawn at the eyes correspond to the projection of the approximate 3D eyeball center
into each respective image (cf. Section 4.3.5). When relevant, the found ball center is also
shown projected into each image (cf. Section 4.3.6). (a) Frame 443 for session 1_A_FT_M; (b)
Frame 827 for session 13_B_FT_S; (c) Frame 26 for session 3_A_DS_S; (d) Frame 174 for session
15_A_CS_M; and (e) Frame 58 for session 8_A_CS_M.
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4.3.2 RGB-D sensor intrinsic calibration

The Kinect sensor was calibrated using the toolbox from Herrera C. et al. [2012]. This procedure

generates the intrinsic parameters for both the depth and RGB cameras together with the

extrinsic parameters, i.e., the 3D pose between both sensors, which in turn defines the depth

sensor’s pose with respect to our defined WCS. In addition, this toolbox estimates the mapping

from depth disparity5 to actual depth, including a correction for non linear distortions of the

depth map, as proposed by Herrera C. et al. [2012].

The procedure to interpret the RGB-D data is described in detail in [Herrera C. et al., 2012],

in particular the disparity to depth transformation. The RGB video we provide has been

pre-processed to correct for non-linear distortions.

Notice that, according to Herrera C. et al. [2012], the typical depth error is around 3mm at a

distance of ≈ 1.2m, which is the case for the FT visual target sessions. For the screen based

sessions (CS and DS targets), the typical depth calibration error would be around 1.5mm,

corresponding to a distance of ≈ 0.85m.

4.3.3 3D screen calibration

We calibrated the system to determine the pose of the screen with respect to the 3D world

coordinate system (WCS), in addition to the transformation from screen pixel coordinates to

meters. Therefore, provided the calibration parameters, we can formulate the mapping of a

point p ∈R3, defined in the WCS, to the screen coordinates s ∈R2 as shown in Eq. 4.2.

s =
[

kx 0 0

0 ky 0

](
Rsp+ ts

)
, (4.2)

where a 3D coordinate system SCS = {Rs,ts} has been defined at the coordinates (0,0) of

the screen. The values kx and ky denote the pixels per meter6 constants along the x and

y coordinates respectively. Notice that Eq. 4.2 assumes that p already lays in the screen

plane, by ignoring the z component once it is referred to SCS. The inverse transformation is

straightforward: a 3D point [sx /kx ,sy /ky ,0]> is defined and transformed by SCS−1.

To infer the parameters of the transformation, i.e., Rs, ts, kx and ky we designed a mirror-based

technique: a mirror was located in front of the RGB-D camera, whose 3D plane was found by

leveraging on markers placed on the mirror surface, which were observable in the depth map.

The mirror was positioned such that the screen was visible by the RGB-D sensor. Furthermore,

the depth map correctly measured the depth of the screen’s reflection.

5Note the depth map provided by libfreenect is actually a disparity map, not meters or millimeters
6To meters, rather than millimeters, as mentioned in Funes Mora et al. [2014a]
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We then displayed a colored discriminative target in the screen at coordinates s. Notice that

its reflection through the mirror was visible from the RGB-D sensor. The observed (virtual)

target’s position in the RGB image was found automatically. A color model is learned from

manual annotations on a few frames. Its 2D position is then found through color likelihood

evaluations in the RGB image, filtered using the corresponding depth measurements. Its 3D

position could then be retrieved from depth data. Based on the mirror’s plane and the law of

reflection, this virtual 3D point is transformed back to its true position p ∈R3, defined with

respect to the WCS. This process is repeated and used to collect a set of pairs {(s,p)}. Then the

transformation parameters are obtained as the least squares solution from an overdetermined

linear system of equations based on Equation 4.2.

4.3.4 RGB-D and HD camera synchrony and calibration

In addition to the RGB camera from the Kinect, the session was recorded with an HD camera.

Even though in this thesis we are interested in low resolution conditions, we still aimed to

provide adequate data to develop and evaluate algorithms which rely on high resolution data.

Nevertheless, in order to use the HD data together with the provided metadata, and even

with the depth video, it is necessary to have synchronization with the RGB-D video stream.

Therefore, to achieve synchrony, we used a set of 5 LEDs which were activated in the order

determined by the binary Gray Code, such that only one LED turns on or off at each transition.

These LEDs were within the field of view of both cameras, and the goal was to post-process the

data by aligning the code observed in both cameras. Retrieving the observed code was done

using a Hidden Markov Model (HMM), with transition probabilities according to the Gray

Code, and emission probabilities according to noisy observations of the LEDs color. Once

aligned, the HD video was reencoded to be in full synchrony with the RGB-D stream.

Stereo calibration between the two cameras is also desired, as for example, to use the HD

video with depth data. To this end we used the standard stereo calibration procedure using a

chessboard pattern for cross features. The output from this method was the HD camera pose

DCS = {RHD ,tHD }, provided with respect to the WCS, and its intrinsic parameters, according

to the pin-hole camera model. In this manner, a point pH ∈ R3 defined in the HD camera

coordinate system is transformed to the WCS as pW = RHD pH + tHD .

4.3.5 Head pose and eyes tracking

For each participant we created a 3D person specific face model. This was done by fitting a 3D

Morphable Model (3DMM) to RGB-D data, using the algorithm we described in Chapter 3,

Section 3.2, based on the Basel Face Model [Paysan et al., 2009].

Provided the face model, we tracked the 3D head pose using the approach we described

in Chapter 3, Section 3.3. The result is the estimated head pose for each frame, given as

pt = {Rh t ,th t } of a 3D rotation and translation (with respect to the WCS).
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From the 3DMM topology, an approximate location of the eyeball center can be defined a

priori, and denoted as õ. To obtain õ, we used the average of the eyelids contour points,

followed by a translation of 5mm towards the inside of the face model. Notice that õ will be

different for each person, as it depends on the 3DMM coefficients resulting from the fitting.

Within the database we provide the head pose tracking results, and õ. In this manner, the 3D

eyeball location at time t can be computed as:

ot = Rh t õ+ th t (4.3)

4.3.6 Floating target tracking

For the recording sessions using a ball as a visual target (FT), we provide the 3D center of the

ball at every time step t , denoted as bt ∈R3 and defined with respect to the WCS.

This value was computed as follows: the depth map was thresholded to remove the back-

ground; then, the 2D point with the maximum color likelihood is selected as the location of the

ball target, where the color distribution of the target was learned from manually segmenting

the ball target in one or two images. If the color likelihood, accumulated within a region

defined a priori, according to the target’s size, is smaller than a threshold, then the candidate is

discarded. Otherwise, once found, a template 3D mesh, with the size and shape of the target,

was rigidly registered to depth data using the iterative closest points algorithm. Finally, bt is

defined as the center of the registered template.

This approach ensures that the automatically retrieved ball target’s 3D position is reliable and

accurate. However, notice that the estimation of the target’s position depends on the depth

data. Thus, during the recording sessions, at moments when the target leaves the field of view

of the camera or it gets too close to the depth sensor and reaches its sensing limit, the depth is

not available for the target making it impossible to determine its 3D position.

4.3.7 Manual annotations

Further manual annotations were conducted. The purpose was to identity at which instants

the automatically computed ground truth needs to be considered as unreliable, be it for the

training or evaluation of gaze estimation methods.

Therefore, we annotated the moments during which there is an eye blink, or when the person

is clearly distracted and not looking at the target. The manual annotations were done for all

the sessions involving the CS and FT targets. We currently did not annotate the DS sessions.

These further annotations could be made in the future, if needed.
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4.4 Evaluation protocol and measures

In this section we discuss elements to consider when conducting experiments using the

EYEDIAP database. We thus define the ground truth data and how it can be compared to

the output of a gaze estimation algorithm. We also discuss which frames, within the session

videos, are exploitable for the purpose of training and evaluation of gaze estimation methods.

We then formally define the concept of a gaze estimation algorithm, followed by the notions

of train, test and evaluation sets. Finally, we discuss the performance measures to be used.

4.4.1 Ground truth data and task

With respect to the quantity we define as ground truth ĝ for gaze estimation algorithms, this

depends on the visual target that was used for a given session, as explained in the following.

Ground truth: 3D floating target based sessions (FT)

In this case ĝ := b where b is the 3D position of the ball target, as computed in Section 4.3.6.

Although b was obtained using an automatic method, its position was determined with high

accuracy, as qualitatively shown in Figure 4.5. The use of both color and depth information

makes the retrieved values reliable, with almost no false positives found in the database.

Ground truth: Screen based recording sessions (CS or DS)

In the case of screen based data, the 2D coordinates of the target displayed in the screen ŝ ∈R2

should be considered as the ground truth data. In other words, ĝ := ŝ, where it is assumed

the participant is indeed fixating at the target ŝ. As we described in Section 4.3.3, we can

transform ŝ into a 3D point p with coordinates defined in the WCS. Although the screen-

camera calibration parameters were obtained using a careful calibration procedure, it is not

possible to determine its accuracy.

Notice that we do not consider the head pose tracking or related eyeball position as ground

truth data. These are provided to facilitate the work of other researchers, which may profit

from a prior estimation of these quantities. Nevertheless, this data should be understood as

the result we obtained using our approach. Alternative methods could replace these elements.

Gaze estimation output and ground truth comparison

The output g of a gaze estimation method depends on its methodology, but it can be either

the point of regard (PoR), as a 2D (screen coordinates) or a 3D point, or the 3D line of sight

(LoS). When the output is the LoS, a gaze estimate includes the two following elements: the

origin of the LoS gaze ray o ∈R3 (in principle, a point related to the eyeball) and the unitary

vector v ∈R3, such that g = {o,v}. Both quantities should be expressed in the WCS.
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Note that, in the screen based recording sessions, it is possible to compute the screen pixel

coordinates from the 3D LoS. To this end, the LoS intersection to the screen plane is estimated

(a 3D point), which is transformed to screen coordinates using Eq. 4.2. Alternatively, from the

PoR, in screen coordinates, it is possible to compute the equivalent LoS, assuming the origin

point o is known. The gaze vector is computed as v ∝ p−o, where p is the equivalent 3D point

in the screen. This is valuable to have a LoS representation for algorithms which compute

directly the 2D PoR, which, as o value, may profit from the eyes tracking results we provide.

Therefore, in order to have a standard approach to evaluate the performance of a gaze estima-

tion algorithm, regardless of its methodology or the used visual target, we propose to compare

between the estimated and the ground truth lines-of-sight, regardless on whether they are

computed directly or indirectly. Researchers may then rely on the provided metadata.

4.4.2 Valid frames

The EYEDIAP database is composed of non stop video recordings, in which not all frames are

exploitable for the purpose of training and evaluation of gaze estimation algorithms. Therefore,

when using the database for any of these purposes, it is important to remove frames for which,

either the data or the ground truth is not reliable, due to any of the following reasons:

• Unavailable ground truth. Obviously, frames for which the ground truth is not available

should be discarded. This includes the situations in which the FT target is outside the

sensor’s field of view, or when it is too close to the sensor, beyond its depth sensing limit.

• Gaze shifts. For the DS and CS sessions, the visual target periodically changes its position

within the screen. Therefore, whenever a new position (CS) or a new trajectory (DS) is

defined, it is recommended to ignore a few frames. In our experiments, we typically

ignore 600-700ms of data after a position jump to ensure that the participant is indeed

gazing at the target. This is a conservative amount, but it is based on observing the data

and measuring the reaction time of the participants, of which we ignore a few further

frames to guarantee the participant is indeed fixating at the target in the valid frames.

• Extreme head poses. In the cases of extreme head poses, the visibility of the eyes may

be heavily compromised, e.g., under extreme head yaw angles, one of the eyes will be

heavily occluded by the nose. These samples can be automatically removed from the

valid frames by thresholding the head pose euler angles. Notice that tests of this type

may be applied separately to each eye.

• Extreme gaze directions. These are situations in which the head pose and the gaze

target ĝ were well measured, but the resulting vgt (gaze ground truth direction) is almost

anatomically impossible to achieve (e.g., gaze yaw beyond 45 degrees), making it unlikely

that the person was actually gazing at the target.

• Blinks and distractions. These are samples which were manually labeled as outliers,

because the person is blinking or clearly not gazing at the visual target.
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4.4.3 Gaze estimation algorithm definition

A gaze estimation algorithm is denoted as a function H which, provided a training set T and

test data D = {I1,I2, . . . ,It , . . . ,IT }, outputs a set of gaze estimates G = {g1,g2, . . . ,gt , . . . ,gT } with

one to one correspondence to the elements in D. This is shown in Eq. 4.4:

G =H (D|T) (4.4)

The index t usually represents time, in which case, D contains a sequence of frames (video).

This would be representative of algorithms relying on temporal information. Nevertheless,

to consider methods which estimate gaze from single images as well, this is not required.

Furthermore, H may or may not output the estimation of gaze for each eye separately.

In the following, we will define the different sets involved in the evaluation of H .

4.4.4 Training set

The training set, formally defined as T := {(Î, ĝ)t̂ }N
t̂=1

, consist of a set of images7 - gaze ground

truth pairs. Here we consider different ways to collect these samples for a given experiment:

• Temporal. The training data T is assumed to be temporal, and often corresponds to a

recording session or a temporal section of a recording session.

• Structured. The training data is collected in a structured manner in order to fulfill a spe-

cific requirement of the gaze estimation algorithm. This can be, for instance, to obtain a

predefined number of points in a screen with desired ĝ values.

Notice that it is possible to build a structured training set by selecting specific samples from

a temporal one, assuming there is sufficient data in the latter to fulfill the structured set

constraints. For the rest of the discussion, it is therefore assumed a training set is always

provided as temporal. It is up to the user to decide how to use the samples.

Furthermore, a larger training set can be created by joining training sets from different record-

ing sessions, as needed.

4.4.5 Test set

The test data D here will be assumed to be, similarly to the training case, a temporal section of

one or a set of recording sessions. Nevertheless, D must be a disjoint set from T.

7“Image” here denotes any data modality (RGB, depth, HD) or combination of data modalities.
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4.4.6 Evaluation set

Finally, given the test set, we further define the evaluation set E. This set comprises the frames

of the test set on which the performance of an algorithm is computed.

The objective of defining E, is to remove samples from D when computing the performance

measures. Such samples are removed because, for a given reason, would be known a priori that

can not be well addressed by the given method, and therefore, discarded to avoid introducing

unnecessary noise into the performance measures computation. We will here discuss a

particular example, specific to methods which are based on interpolation techniques.

Convex hull based filtering

Many appearance based methods, due to their interpolation nature, are known a priori to

be capable of estimating gaze only within the convex hull of the training set in terms of gaze

directions. For this type of methods, the range of gaze directions should ideally be larger

or equal for the training set than for the test set. However, depending on the experiment

definition, such condition can not always be guaranteed.

Therefore, to allow evaluation and comparisons without being affected by obvious errors,

to define E, the user may also discard the samples in D for which the gaze ground truth is

outside the convex hull of the gaze directions of the training data. Even though in real life

conditions the gaze estimation algorithm does not have access to the test data ground truth,

we can assume that the system ultimately implementing such method, has a control on the

methodology used to collect the training data, which should be designed ensuring that this

condition is met.

Note that comparing the performance of methods considering or ignoring this point is inter-

esting to distinguish algorithms which are capable of gaze extrapolation (typically, those that

rely on a geometrical model) from those that can not.

4.4.7 Performance measures

In this section we define the main performance measures we used in this thesis to compare

different algorithms. For an index t in the evaluation set E, with estimated gaze direction

(ot ,vt ), i.e., the LoS, computed independently of the gaze estimation methodology or the

visual target type (see Section 4.4.1), we considered8 the following error measures:

• Angular error ε◦t . The per-sample angular gaze estimation error is computed as:

ε◦t = arccos
(
vt ·vgt

t

)
, (4.5)

where vgt
t denotes the ground truth 3D gaze vector: a unitary vector pointing from ot to

8Additional performance measures can be found in Appendix A.1

73



Chapter 4. EYEDIAP database

p̂t , where p̂t ∈R3 is the ground truth 3D point of regard (cf. Section 4.4.1). Notice that this

strategy mainly evaluate errors on vt , rather than in ot . However, errors on the estimation

of ot have a lesser impact on predictions of a distant point of regard than errors in vt .

• Mean and median angular gaze error. Using the above per-sample errors, we can then

compute statistics on the evaluation set E. The default one is the mean angular gaze error:

ε◦ = 1

|E|
∑
t∈E

ε◦t (4.6)

although the median ε̄◦ can be useful in some situations ε̄◦ = median({ε◦t }t∈E).

4.5 Proposed benchmarks

The EYEDIAP database was designed such that each recording session could be well charac-

terized in terms of participant, head pose activity, visual target and sensing conditions. The

goal of this systematic collection was then to design experimental protocols, or benchmarks,

which are suitable to evaluate a particular characteristic of a gaze estimation algorithm, while

controlling for the rest of variables. Therefore, in this section we describe a few relevant

proposed evaluation benchmarks. An additional benchmark is defined in Appendix A.2. These

protocols are examples on how to design and conduct experiments with this database.

Notice this dataset has two main types of visual targets: 3D floating target (FT) and screen

target (CS or DS). Therefore, the evaluation protocols are defined independently of the visual

target which, once specified, lead to the definition of the actual recording sessions to be used.

No restrictions are made on the modality used (RGB, RGB-D, HD, etc.), but in our experiments

we mainly used the RGB-D data.

4.5.1 Benchmark 1: Gaze estimation accuracy

In this protocol, we evaluate the accuracy of a gaze estimation algorithm H under minimal

variation of all parameters which are not gaze itself. Therefore, for a recording session Σwhere

the only variation is in the gaze direction itself (e.g., the session 1_A_DS_S), we can design an

experiment in which the training set T is defined as the first temporal half of Σ and the test set

D is the second temporal half of Σ, such that T and D do not overlap.

The goal then consist on obtaining the mean gaze angular error ε◦ from E, where E is a subset

of samples from D, defined as discussed in Section 4.4.6. The relevant sessions depend on the

visual target type, as follows:

• Screen target: Includes all recording sessions with static head pose (S) and the screen target

(either CS or DS). This makes 14 sessions in total (1 per participant), see Table 4.1.

• 3D floating target: Includes all sessions with a static head pose (S) and the FT target, for

any ambient condition A or B. This makes a total of 19 sessions.
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The process of training, testing and evaluation is repeated for all relevant recording sessions

and the mean angular error ε◦ is computed as the average among all the per session mean

angular errors. Notice that, here, the intention is to obtain the method accuracy for conditions

in which the test data is similar to the training data, i.e, same participant, minimal head pose

variations and same sensing conditions.

4.5.2 Benchmark 2: Head pose invariance

In this case the objective is to measure how much does the gaze estimation accuracy decays

when the participant perform changes in head pose. Two experiments are conducted per

participant k, where the relevant recording sessions are defined from the desired visual target:

• Experiment 1. In this experiment, an evaluation of the gaze estimation accuracy is con-

ducted for a static (S) head pose, such that the obtained mean angular error is ε◦S . We

denote the used recording session as ΣS . This step follow exactly the procedure defined in

Section 4.5.1.

• Experiment 2. In this case, we evaluate the method H in the presence of head pose

variations (M) obtaining a mean angular error of ε◦M . Notice that, for a recording session

ΣS used for “Experiment 1”, there is an equivalent recording session ΣM with the same

configuration (participant, ambient conditions and visual target) except that it includes

the case of head pose variations (e.g., ΣS =“1_A_DS_S” and ΣM =“1_A_DS_M”). Then, for

this experiment, let the training set T be session ΣS , whereas the test set D is ΣM . E is then

defined accordingly and the error ε◦M is computed over E.

The errors ε◦S and ε◦M are computed for every pair (S and M) of relevant recording sessions.

As final result, the values ε◦S and ε◦M are averaged among all experimental pairs and reported.

Variants of this benchmark may include training data obtained from ΣM , as well as from ΣS ;

as long as the sets T and D are disjoint.

4.5.3 Benchmark 3: Person invariance

In this benchmark the goal is to evaluate how well does a method H generalize to unseen

users. The set of relevant sessions are the same as for Benchmark 1 (Gaze estimation accuracy)

but we discard the sessions from ambient conditions B (to avoid training and evaluating on

the same user). Then two experiments will be conducted for a participant k as follows:

• Experiment 1. This follow exactly the methodology defined for Benchmark 1. The output

is the gaze estimation error ε◦k obtained when there is a person specific training and the

evaluation is done within the same recording session Σk (the session for user k). Notice

that, as in Benchmark 1, the training and test sets are disjoint.
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• Experiment 2. This experiment follows a leave-one-person-out cross validation scheme.

Therefore, for a user k, we define the training set from the sessions from all other users as

T =∪ j 6=k T j , where T j corresponds to the entire session Σ j , in which all other parameters

(head pose, ambient conditions and visual target) are the same as for session Σk , except

that it is the session corresponding to the participant j . The test set is the session specific to

user k, i.e., session Σk . E is then defined accordingly and the error ε◦\k is computed over E.

Both experiments are conducted for all participants, the values ε◦k and ε◦\k are computed per

session and their average is finally reported.

4.6 Conclusion

In this Chapter we have described the EYEDIAP database, which we have collected and made

publicly available to the research community. This dataset was designed for the development

and evaluation of gaze estimation algorithms based or RGB or RGB-D data. We intended to

address the need of the research community for standardized benchmarks, and to develop an

experimental framework which can be used for the rest of this thesis.

The resulting database is rich and diverse. Furthermore, it is representative of a wide spectrum

of applications and scenarios. Most variables which have an influence on gaze estimation

algorithms based on remote sensors and natural illumination have been systematically iso-

lated. This includes the head pose, person, ambient conditions and type of visual target. This

allows the definition of specific benchmarks, or experimental protocols, which evaluate, in a

controlled manner, the robustness of gaze estimation algorithms to any of these variables.

We therefore described in detail the recording methodology and the resulting set of recording

sessions. Additional information was automatically extracted and provided to researchers,

such as the calibration data of the sensors (both intrinsic and extrinsic ones), the head pose and

eyes tracking results, etc. Finally, we provided examples on experimentals protocols designed

to evaluate the robustness of gaze estimation algorithms towards any of the aforementioned

variables.

We believe this database is of high value to researchers as it will help to advance the develop-

ment of gaze estimation algorithms for diverse scenarios, including those with less constrained

conditions. This data has been crucial for the development and validation of the contributions

of this thesis, in particular, for the evaluations presented in Chapter 5, and Chapter 6.
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5.1 Introduction

In this chapter we address the problem of appearance based gaze estimation from remote

RGB-D sensors. The main goal is to develop a system capable of gaze sensing under minimal

or even under unexistent user cooperation. Many applications, within the fields of human-

robot, human-human and human-computer interaction (respectively HRI, HHI and HCI),

may greatly profit from such system. In these scenarios, remote sensors with a large field

of view are needed to minimize user cooperation, and to accommodate unconstrained user

movements. Nevertheless, these conditions normally lead to the problem of low resolution

sensing of the eye image, as shown in Figure 5.1.

Appearance based gaze estimation methods have the potential to address low resolution

sensing conditions, as they do not rely on the extraction of local eye features, such as the

iris/pupil center or corneal reflections. Instead, these methods learn a direct mapping from

the eye image appearance to the gaze parameters. In the past, many approaches have been

proposed which fall within the appearance based gaze estimation paradigm (see Section 2.2.2).

However, these methods have problems to generalize. Therefore, they are normally restricted

to head mounted setups and/or well controlled laboratory conditions.

The challenge consists of learning a mapping invariant to the many elements which influence

the appearance of the eye image, such as the user, head pose or viewpoint, illumination condi-

tions, image resolution or eye distance to the sensor, contrast, eyelids shape and movements,

specular reflections, motion blur, self occlusions, etc.

Few methods have addressed simultaneously the problems of head pose and user invariance1.

Moreover, to our knowledge, no previous works relying on the appearance based framework

address the problem of gaze estimation within a wide 3D space, which would allow the usage

of gaze sensing for tasks within diverse HRI, HHI or HCI scenarios, in contrast to the traditional

screen gazing case.

1Only very recent proposals, see Chapter 2 for a detailed literature review.
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a) b) c) d)

e)

Figure 5.1: Sample eye images taken from a) Martinez et al. [2012] b) Noris et al. [2010] c) Lu
et al. [2011a] d) Schneider et al. [2014]. e) Samples Kinect-based eye images from the EYEDIAP
database [Funes Mora et al., 2014a], taken at ≈ 1.2m; Notice the much poorer resolution and
contrast in the latter due to the capture from remote consumer sensors.

Therefore, in this chapter we address the challenges of gaze estimation in the 3D space under

varying head poses and users. Diverse contributions are proposed to address these problems:
• Head pose invariant 3D gaze estimation from consumer RGB-D sensors (Section 5.2).

We propose a methodology which profits from consumer RGB-D sensors to rectify the eye

image appearance into a canonical head pose viewpoint. This framework effectively brings

head pose invariance into existent appearance based gaze estimation methods, as we

demonstrate empirically relying on recent appearance based methods. The methodology

is suitable to address the continuous space of head poses and it does not require additional

training data. To our knowledge, only the method from Valenti et al. [2012] relies on a

similar methodology for gaze estimation. However, their pose-rectification approach

is based on a cylindrical head model, which introduces large distortions, inadequate

for appearance based methods and, as it is based on a monocular setup, it suffers from

depth/scale ambiguity. Our approach was first proposed in [Funes Mora and Odobez,

2012] and it was further developed in [Funes Mora and Odobez, 2015].

• Coupled adaptive linear regression (Section 5.3.4). Within a sparse linear reconstruction

gaze regression framework, we propose to introduce anatomical constraints which couple

the gaze direction of the left and right eyes. This results on more accurate and robust gaze

estimation. This approach was published in [Funes Mora and Odobez, 2013].

• Person invariant gaze estimation (Section 5.4). Aiming to minimize user cooperation, we

investigate the performance of recent appearance based gaze estimation when creating

person invariant models. We use the EYEDIAP database for the training and evaluation of

these models. In addition, as published in [Funes Mora and Odobez, 2013], we propose

an unsupervised model selection mechanism based on the sparse linear reconstruction

of test samples from a pool of person dependent gaze appearance models. This results on

an adequate trade-off between gaze estimation accuracy and computational cost.

• Inter-user eye alignment (Section 5.4.2). We address the eye image alignment problem

with arises in the context of person invariant gaze estimation. Contrary to prior works

which rely on facial features such as eye corners, we propose a method called synchronized

delaunay implicit parametric alignment, which relies on the joint registration of gaze

synchronized eye images. This approach effectively increases the accuracy of person

invariant gaze estimation models.
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Extensive experiments were conducted to validate these contributions and promising results

are obtained for the EYEDIAP database, despite the low resolution of the input eye images,

large range of gaze directions and significant head pose variations.

This chapter is structured as follows. The head pose invariant appearance based gaze estima-

tion framework is described in Section 5.2. Gaze appearance based methods, suitable for this

context, are described in Section 5.3. Extensions to acquire user invariance are described in

Section 5.4. The gaze estimation data and experimental protocols are presented in Sections

5.5, followed by results in Section 5.6. Section 5.7 discusses limitations and future work. Finally,

Section 5.8 concludes this chapter.

5.2 Head pose invariant gaze estimation

In this section we describe our 3D rectification methodology which allows for head pose

invariant appearance based gaze estimation. We first introduce the overall approach, and

then detail the different steps involved in the rectification process.

5.2.1 Approach overview

The main principle of this approach is to rectify the eye images into a canonical (frontal) head

viewpoint and scale regardless of the actual head pose by exploiting the calibrated RGB-D

input data, and then estimate the gaze in this canonical view.

The different steps involved in this process are depicted in Fig. 5.2. First, we assume a user

specific 3D face model is available. In this Chapter we will assume this model is learned in an

offline step. Then, in the online phase, the proposed method consists of the following steps:

1. At each time step t , the 3D head pose pt is estimated.

2. The face region is rectified into a frontal view from the input RGB-D data and the

estimated head pose, leading to a rendered image IR for each eye. An eye alignment

step is then applied in order to crop the eye region IC .

3. The gaze direction vh in the head coordinate system is estimated from IC .

4. The obtained gaze is mapped back into the world coordinate system (WCS) using the

pose pt , and used along with the eyeball center oWCS to define the gaze line of sight (LoS).

In the following, we describe the aforementioned steps in detail.

5.2.2 3D Head pose and eyes tracking

Our gaze estimation methodology relies on the accurate tracking of the head pose. To this end,

we employ the approach which has been described in detail in Chapter 3, Section 3.3. This
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Figure 5.2: Proposed method pipeline. a) Offline step. From multiple 3D face instances, the
3DMM is fit to obtain a person specific 3D model. b-i) Online steps. b) The 3DMM fitted face
model is registered at each instant to the depth data of the RGB to obtain the head pose (the
region used for tracking is rendered in purple in the 3DMM mesh in c). c) a 3D textured mesh
is obtained by binding the RGB image either to the depth D channel of the sensor (shown Data
Driven Mesh, DDM), or to the 3D facial template (template-driven mesh, TDM; note: only
the template is shown). d) the textured mesh is rendered in a frontal pose by rotating it using
the inverse head pose parameters, for which an eye image region IR can be obtained. e-f) as
a predefined region W around the eyeball center oh may not consistently crop the same eye
part across users, an alignment warping f learned for each user is applied to W and defines
the region W A where the image should be cropped. g-i) the gaze vh in the head coordinate
system HCS is estimated from the cropped image IC , and then transformed back in the WCS
to obtain the line of sight (green line, ground truth; red line, estimated LoS).

method relies on the 3D registration of a person specific face model to depth data (represented

as a 3D mesh). To account for non-rigid face deformations, e.g., when people speak, we

fit only the upper part of the face, as shown in Fig. 5.2c. The registration is done using the

iterative closest points algorithm based on a point-to-plane cost formulation. Therefore, for an

input frame at time t , the output of the head pose tracking algorithm are the pose parameters

pt = {Rt ,tt }, of a rotation Rt ∈R3×3 and a translation tt ∈R3.

In this Chapter, the person specific face model will be assumed to be obtained offline, by fitting

a 3D Morphable Model (3DMM) to a set of facial landmarks annotated RGB-D snapshots of

the subject’s face, as seen in Fig. 5.2a. The 3DMM fitting methodology is described in Chapter

3, Section 3.2. From the 3DMM topology we can extract an adequate approximation of the

subject’s eyeball center oh, defined with respect to the head coordinate system (HCS). This

is computed as the average of the eyelids contour points of the 3DMM fitted person specific

model (whose indices are known from the 3DMM topology), which is then translated 5mm in

depth towards the head interior.

Finally, we can then compute the frame by frame -approximate- eyeball center in 3D, with
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respect to the WCS based on oh and the head pose obtained at time t , as follows:

oWCS
t = Rt oh + tt (5.1)

To avoid repetitions, the descriptions here focus on a single eye, but the process of eye tracking

and gaze estimation should be understood as done for both the left and right eye separately.

5.2.3 Eye appearance rectification

The key step for head pose invariance is the rectification of the face texture to a canonical

head pose viewpoint, which is done as follows. Given a textured 3D mesh (i.e., a mesh where

each 3D point is associated with an RGB color) of the face image at time t , we render it after

applying the rigid transformation p−1
t = {R>

t ,−R>
t t}, i.e., the inverse of the estimated head

pose, generating a frontal-looking face image (Fig. 5.2d).

As textured mesh, we considered two possibilities. A data-driven mesh (DDM), obtained

by mapping the RGB texture to the raw depth mesh built from the D channel of the sensor.

And a template-driven mesh (TDM), resulting from the mapping of the texture to the person

specific 3D face model fitted to the data. Note that the rectification does not require a prior

knowledge of the user’s appearance and only assumes that the calibration is accurate enough

to bind the RGB data to a mesh surface.

Both methods have their pros and cons (see Fig. 5.8 for rectification samples). We could expect

a better accuracy from the DDM, but this is subject to all types of sensor noise from the depth

channel like the measurement noise or the absence of data due to sensing issues (e.g., when

being too close to the sensor, see Experimental Section). The template approach, depending

on the 3DMM fitting quality, provides a looser fit to the actual user eye 3D surface, but provides

a smoother surface for the rectification and frontal rendering.

5.2.4 Eye image alignment

This step is illustrated in Fig. 5.2e-f). Thanks to the rectification, we can extract an image IR

around the eye region, out of which a more precise eye image could be extracted within a

predefined window W whose position is defined by the eyeball center oh.

In principle, due to the 3DMM fitting, this window should capture the same part of the eye

for different users, if head pose tracking errors are not considered. However, due to the

uncertainty affecting the accuracy of the 3DMM fitting, or the natural human variations in the

eyeball localization, which are not perfectly correlated to the position of facial features (e.g.,

the eye corners), this may not be the case, as illustrated in Fig. 5.14.
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To address this issue, the parameters θ of an alignment transform are learned for each user

using a small set of samples, as explained more precisely in Section 5.4.2. They are used to

transform the window W into the aligned one W A , defining the region of IR where the image

IC is actually cropped for further processing.

Note that the coordinate transformations in the IR image domain can be directly reinterpreted

within the HCS domain. Therefore, the alignment transform can be seen as a local trans-

formation of the 3DMM fitted model itself, as a refinement step. Indeed, when θ defines

a translation, and assuming the estimated head pose is not affected by such 3DMM local

refinement, the refined face model would generate the same eye image to IC , in particular for

the DDM case

5.2.5 Gaze estimation

The pose-rectified and aligned cropped eye image IC is used to estimate the gaze direction

using a regression estimator. As these images are normalized, any standard method can be

used. As we mentioned, in this Chapter we focus on recent appearance based methods (ABMs),

which are described in more detail in Section 5.3.

The input to the gaze estimator is the image IC and the output is the gaze direction, parametrized

by the gaze yaw and pitch angles, or equivalently, by the unitary 3D vector vh ∈R3 defined in

the head coordinate system (HCS). This vector can be transformed into the WCS system and

used with the eye center oWCS to define the line of sight (3D ray in the WCS) as:

LoSWCS(l ) = oWCS + l vWCS, (5.2)

where vWCS = Rvh, R is the head rotation and l ∈ [0,∞[.

5.3 Appearance based gaze estimation methods

Thanks to the head pose rectification and alignment steps, the gaze estimation problem is

simplified and we can apply any method that was originally designed for a fixed head pose

based setup, or for head mounted cameras.

We assume we are given a training set T = {(xi ,yi )}N
i=1containing N pairs of descriptors xi ∈RD

(extracted from the cropped images IC ), and associated gaze directions yi ∈R2 represented by

their gaze yaw and elevation (or pitch) angles. We also define X ∈RD×N (resp. Y ∈R2×N ) as the

matrix where each column contains one descriptor (resp. gaze direction) from T. The goal

is to infer the gaze direction ŷ for a test sample x̂. Conceptually, the appearance based gaze

estimation methodology is depicted in Figure 5.3.
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Figure 5.3: Appearance based gaze estimation methodology. We assume a training set T is
available. A test image, represented by its descriptor x̂, is mapped directly into gaze parameters
by a regressor, which was trained based on the set T. In our framework the gaze parameters
are the gaze yaw and pitch angles of the unitary vector vh, defined with respect to the HCS.

In the rest of this section, we focus on a baseline (kNN) and the recent state-of-the-art methods

[Lu et al., 2011a, Noris et al., 2010, Martinez et al., 2012, Funes Mora and Odobez, 2013] that

have shown good performance and that we have implemented.

5.3.1 k-Nearest Neighbors (kNN)

Features. The eye image2 IC is first contrast normalized (by setting their mean to 128 and

normalizing their standard deviation to 40), and all pixels are stacked into a column vector to

form the descriptor x.

Regression. The K = 5 nearest neighbors of the test sample x̂ (according to the euclidian

distance) are extracted, and their gaze directions {yk } are used to compute the gaze of x̂ as

ŷ = ∑
k∈K

wk yk , (5.3)

where K contains the neighbors indices, and the weights {wk } are set inversely proportional

to the distance to the test sample.

5.3.2 Multi-level HoG and Retinex Support Vector Regression (H-SVR and R-SVR)

These two methods were proposed by Martinez et al. [2012] and Noris et al. [2010] for head

mounted camera systems which required some invariance to illumination, and differ only on

the feature type: Multi-level HoG (mHoG) features for the former, retinex for the latter.

mHoG Features. The image is divided into 1×2, 3×1, 3×2 and 6×4 block regions, each of

2Note that in all methods IC is a gray-scale image of size 55×35. This is a conservative choice, since in our
experiments eye image sizes almost never go beyond ≈ 20×15. It should however not be harmful in principle.
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which is divided into 2×2 cells from which signed HoG histograms of 9 orientations [Dalal

and Triggs, 2005] are computed (see Fig. 5.4). The histograms are L2-normalized per block.

Then x corresponds to all concatenated HoG histograms. Gradient features can provide

robustness against illuminations issues, while histograms may lead to more robust features

against noisy location of the eye region. Indeed, in the study of Schneider et al. [2014] (on

rather high resolution images), a comparison with 7 other features showed that multilevel

HoG was performing best3, with SVR (out of 6 classifiers) being the best regressor.

Retinex Features. To minimize the impact of non-uniform eye illumination variations, a

retinex technique, weighted according to local contrast [Choi et al., 2007], is applied to the

input image IC . The image pixels are then stacked in column to generate x. Note that this

feature was not tested (and thus compared with mHoG) in [Schneider et al., 2014].

Regression. The regression of the gaze parameters is done using aν-Support Vector Regression

(νSVR), where each gaze angle is regressed separately.

The principle of SVR is to learn a linear regression function in a high dimensional space where

the input features have been implicitly mapped, and in which the inner product between

two elements i and j can equivalently be computed as k(xi ,x j ), i.e., the kernel value between

the elements in their original space. The parameters are then obtained by optimizing the

structural risk, allowing to find a compromise between overfitting and model complexity. As

in [Martinez et al., 2012, Noris et al., 2010], we rely on the νSVR rather than εSVR in order to

have a better control of the learning error. More details can be found in [Smola and Schölkopf,

2004].

The hyper-parameters of the models are C and ν, which control the weights of the different

costs of the objective function, and the precision γ of the Radial Basis function kernel k that

we use. For a given experiments, these parameters were set through a 10-fold cross validation

on the training data with a grid search over reasonable values.

5.3.3 Adaptive Linear Regression (ALR)

This method was proposed by Lu et al. [2011a], which we will describe as follows:

Features. The IC image is first contrast-normalized as in the kNN case. The descriptor

x ∈R15 is then created by dividing the image into 5×3 regions, and computing the cumulative

intensity in each region (cf. Fig. 5.4). To gain further robustness against illumination changes,

the resulting values are normalized such that 1>x = 1, where 1 = [1,1, . . . ,1]>.

Regression. Estimation is formulated as a sparse reconstruction of the test sample x̂ from a

linear combination (represented by w) of the training samples {xi }. The optimal weights ŵ are

3Except when combined with local binary patterns, although the gain in accuracy was negligible: 0.02◦
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a)

b)

c)

Figure 5.4: Features extraction. a) Descriptor used for Adaptive Linear Regression (ALR) and
Coupled Adaptive Linear Regression (CALR) b) Weighted retinex c) multilevel HoG .

obtained by solving:

ŵ = argmin
w

‖w‖1 s.t . ||Xw− x̂||2 < ε, (5.4)

and then used to compute the test sample’s gaze as ŷ = Yŵ. The implicit assumption is that

enforcing sparsity will induce the selection of only a few samples within a small region of the

appearance manifold, such that the same linear mapping in the appearance and gaze spaces

can be exploited.

In the above formulation, the parameter ε plays an important role. Lu et al. [2011a] recom-

mended to obtain ε from cross validation on the training set. However, our much noisier data

drastically differ from the well controlled conditions used by Lu et al. [2011a]. Therefore the ε

value resulting from cross validation usually happened to be too restrictive at test time. We

thus resorted to the original proposition by the same authors, where the optimal value of ε

should be determined when the resulting ‖w‖1 is equal to 1. In practice, we evaluated this

using seven predefined values of ε, at the cost of longer computation time.

Finally, note as well that solving the problem in Eq. 5.4 is difficult, with a computation com-

plexity increasing rapidly with respect to the number of training samples, thus limiting its

application to small training sets. Nevertheless this was shown sufficient to obtain good

accuracy.

5.3.4 Coupled Adaptive Linear Regression (CALR)

We proposed the CALR method in [Funes Mora and Odobez, 2013].

Features. The features are the same as in Section 5.3.3.

Regression. The method described in Section 5.3.3, i.e., Adaptive Linear Regression, is appli-

cable to the left (“l”) and right (“r”) eye to obtain their gaze directions separately. However, it is

known that both eyes fixate jointly a single 3D point. We therefore proposed to extend ALR to
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Figure 5.5: Coupled adaptive linear regression angle constraints. (a) Gaze parametrization in
the HCS. (b) Gaze elevation constraints. (c) Gaze yaw constraints. For both cases ((b) and (c))
we show the 3 examples following the constraints and 2 examples which break the constraints.

build upon this fact. Let us first denote the gaze direction angles, defined with respect to the

HCS, as gh := {φ,θ}, as shown in Figure 5.5a.

Let us denote the gaze values for the left and right eyes as {gh
l ,gh

r } = {{φl ,θl }, {φr ,θr }}, we

can then incorporate appropriate constraints into the ALR problem as follows. As a first

observation, notice that if the eyes are horizontally aligned, then their gaze elevation should

be the same, i.e., θl = θl as shown in Fig. 5.5b. This allows us to represent the gaze elevation,

for both eyes, as a single parameter θ. Secondly, we can observe that since the two eyes

are assumed to fixate at a single 3D point, the condition φr <φl should be satistied, which

accounts for all amounts of eye vergence. Equality occurs when gazing a point at an infinite

distance. We can also limit the distance at which the closest 3D point is expected to be by

setting φr −φl > τφ, where τφ is a constant. This is illustrated in Fig. 5.5c.

We formalize these observations by estimating the left and right gaze directions jointly by

solving the following constrained optimization problem:

ŵ = argmin
w

‖w‖1 s.t . ||Xw− x̂||2 < ε, (5.5)

Y>
θl

wl −Y>
θr

wr = 0,

τφ <Y>
φr

wr −Y>
φl

wl < 0,

where we redefine w = [w>
l ,w>

r ]>, x̂ = [x̂>l , x̂>r ]>, and X as the following block matrix:

X =
[

Xl 0

0 Xr

]
, (5.6)
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in which 0 is a zero filling matrix. Note that Y := [Yφ,Yθ], i.e., the gaze parameters are defined

in terms of the gaze elevation and yaw angles. Eq. 5.5 can be solved as a Second Order Cone

Programming (SOCP) problem.

5.3.5 Head pose (HP)

Finally, we include a“dummy” algorithm, which is denoted “Head pose” (HP). It corresponds

to not using a gaze estimator, but always setting the gaze parameters to zero, or equivalently,

vh = [0,0,1]> (i.e., gazing forward). In the 3D space, this corresponds to using the head pose

as gaze direction. This strategy is reported in the experimental section to convey the actual

amount of gaze variations observed within our data.

5.4 Person invariant gaze estimation

In this section we address the person invariance problem, which we denote as the situation in

which there is no training data available for the test subject in order to learn an appearance to

gaze regression model.

In Section 5.4.1 we describe how we learn person invariant classifiers for the different gaze

models of Section 5.3. Then, in Section 5.4.2, we address the cross-user eye image alignment

problem.

5.4.1 Person invariant classifier

In this section we consider two main strategies to generate a suitable person invariant model.

Joint model training

We assume that a dataset Ti of gaze annotated training samples processed according to the

method outlined in Section 5.2.1 (Fig. 5.2) is available for each of the M subjects. The simplest

strategy to acquire person invariance is to create a joint training set T̂ =∪M
i=1Ti ; an approach

that can immediately be applied to the kNN, R-SVR and H-SVR classifiers.

Unsupervised model selection

As mentioned in Section 5.3.3, an important limitation of ALR is its computation time, which

prohibits the usage of T̂ =∪M
i=1Ti as training data. To address the person invariance case, we

instead propose an unsupervised selection of person-specific training sets within the database.

This approach was proposed in [Funes Mora and Odobez, 2013].

It is based on the observation that, when using T̂ to solve Equation 5.4, we can compute the

weight given to each person i as Wi =∑
j | j∈Ti

|w j |, where {w j } are weights obtained for each
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T1 T2 T3 TM−1 TM

T̂

T̂S

Figure 5.6: Unsupervised model selection based on adaptive linear regression. The set T̂ is
composed of models obtained from different people {Ti }. Based on the accumulated sparse
reconstruction weights distribution, we can select a subset of person specific models T̂S

adequate for gaze estimation for the test subject, thus avoiding to use the entire set T̂.

sample after solving Equation 5.4. If the test image radically differs from the samples of person

j , then it is expected for W j to tend to zero, due to sparsity. Whereas, if the eyes appearance

between two people is similar, then Wi will be high. By accumulating the Wi ’s through time,

we can rank the models according to their relevance to the test person, shown in Figure 5.6.

More precisely, we create the selected model T̂S as the subset of models with the highest

weights. In practice, a small subset of the test samples of the given user are used and processed

with this approach using the full model T̂. Notice that this process can be computationally

demanding. Nevertheless, once the models are selected, the estimation for the rest of the

samples in the test set can be done much faster.

5.4.2 Alignment

One issue when combining data from different users is that the image cropping defined from

the proposed 3D rectification may not extract exactly the same eye region. For instance, the

data collected for two users may exhibit a systematic translation bias: roughly speaking, for the

same gaze, in the cropped images, the iris location of the first user is systematically displaced

by a few pixels from the iris location of the second user.

In practice, this spatial alignment error can result in a systematic gaze angular error bias when

inferring the gaze of the first user using the training data from the second user. In the next

subsections, we first present a standard approach to address the alignment problem4, and

introduce our proposed alignment methodology

Eye corner based alignment

To align eye images, the common strategy consists of locating the eye corners in a few frames,

and use this information to estimate the parameters of the transformation that bring them back

to a canonical position. The eye corner localization is often done manually (e.g., Martinez et al.

4Note that when the test data corresponds to the same subject as the one in the training set, the alignment is
not needed, as we expect the cropping to be consistent between the test and training data.
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[2012]), and then the same parameters used for all frames. Automatic eye corner localization

methods have been used, but so far on high resolution images (e.g., see eye in Fig. 5.1d).

For much lower resolution conditions such as in our data (see eyes in Fig. 5.1e) this can be

problematic in terms of localization accuracy, despite important recent advancements (e.g.,

see Kazemi and Sullivan [2014]).

Besides the localization issue, we argue that this alignment strategy is not the optimal for the

task of gaze estimation, as discussed below. We therefore present an alternative in the next

section.

Synchronized Delaunay Implicit Parametric Alignment (SDIPA)

Ideally, an alignment strategy aiming at person invariance should be based on aligning the

eyeball positions of the different subjects, and not necessarily specific facial features such as

eye corners. However, as the eyeball centers are not directly observable, we propose instead to

use a direct image registration technique. In this manner, the important eye structures (and in

particular the iris) of different subjects gazing in the same direction are always located at the

same place.

Alignment modeling. Assume we are given a set of training images Ti = {(Ii
k ,yi

k ),k = 1, ...,Ki }

for each user i . Our aim is to find for each user the parameters θi of a warping function f (u;θi )

registering the input images into a canonical frame. More precisely, if u denotes the pixel

coordinates in the canonical frame, the aligned images Ĩi
k are then defined as

Ĩi
k (u;θi ) = Ii

k ( f (u;θi )). (5.7)

To compute the parameters Θ := {θi }M
i=1, we make the assumption that when two subjects gaze

in the same direction, their aligned images (particularly the iris region) should match and their

intensity difference should be minimal. Note that while this might not necessarily hold for all

gaze directions and pairs of people, due to iris color differences and the angular deviation of

the visual axis, we expect this assumption to be valid on average, i.e., when considering a large

number of people and gaze values to constrain the parameters estimation.

However, given the image Ii
k of subject i with gaze yi

k , it is unlikely to find an image with the

same gaze in T j . To address this problem, we propose for each Ii
k to use T j to synthesize (as

described later in this section) an image (denoted I j

yi
k

) for suject j with the same gaze direction.

Based on the above assumption, the alignment problem can now be defined as minimizing

E(Θ) =
M∑

i=1

Ki∑
k=1

M∑
j=1
j 6=i

‖Ĩi
k (·;θi )− Ĩ j

yi
k

(·;θ j )‖2
2 +ρR(Θ) (5.8)
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Person j
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b3

Sample of Person i
{Ii ,y}

Sample of Person j
(synthetic)

{I j
y, y}

Figure 5.7: Synchronized Delaunay Interpolation used to establish eye image pairs with the
same gaze direction for subjects i and j .

where R(Θ) =∑M
i ‖θi −θI d‖2

2 is a regularization term5 fostering the estimation of parameters

close to those of the identity warp (i.e., θI d satisfies u = f (u;θI d )).

To optimize Eq. 5.8, we use the first order Taylor series expansion and iteratively solve for

changes on the parameters from the current estimate. For efficiency, we follow a similar

strategy as proposed by Hager and Belhumeur [1998]. In the experiments presented in this

thesis, we focus on the case in which the warping f represents a translation (of vector θ ∈R2).

Synchronized Image Synthesis. The aim is to be able to generate an eye image for any gaze

parameters y using the training set T j of subject j .

The process is illustrated in Fig. 5.7. In brief, we build a delaunay triangulation from the gaze

angles {y j
k } set (2-dimensional), and then find the set of vertices S j (y) defining the triangle

within which y falls, and generate the new image as:

I j
y =

∑
l∈S j (y)

bl (y)I j
l , (5.9)

where bl denotes the barycentric cooordinates of y in the triangle.

Alignment Procedure. We call the method described by Eq. 5.8 Synchronized Delaunay

Implicit Parametric Alignment (SDIPA). In the thesis, we have exploited it to address two

related tasks:

1. Person invariant gaze model training. In this task, the goal is to align a gaze annotated

training set comprising different subjects, prior to learning the gaze regression models.

We expect that exploiting aligned data will result in more accurate models. This is

5The direct minimization of the data term is ill-posed, as the same arbitrary transform applied to all the subjects
generate the same error. In practice, we used a small value of ρ to make the optimization well-posed.
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achieved by optimizing Eq. 5.8.

2. Eye image alignment for a test subject. The eye gaze model learned using the above

alignment method (task 1) is person invariant, and can readily be applied to any new

test subject. However, in some situations (as the example which will be described in

Chapter 7), there is the possibility to gather for a test user a few samples with gaze

information (e.g., a person looking at known location like another person, or simply,

looking at the camera) that can be further exploited to improve the result. In this case,

the same method can be used to find the eye alignment of this user with respect to the

already aligned training set using these gaze annotated samples. This is simply done by

adapting Eq. 5.8 and conducting the optimization only with respect to the parameters of

a single subject (e.g., the θ j of subject j considered as our test subject) while the other

{θi }i 6= j remain fixed. This second case can be seen as an adaptation step that is highly

valuable in HRI and HHI scenarios. Notice that, even if conducting a proper gaze model

training session is not possible in such scenarios, it might still be feasible to detect in

a supervised or unsupervised manner instants at which the subject is fixating a given

(known) target. These instances can be used to collect the few samples needed to find

the test subject’s alignment.

5.5 Experiments

In this section we first provide more details on our gaze estimation system implementation.

In Sections 5.5.2 and 5.5.3 we describe the data and protocol we followed to conduct our

experiments on gaze estimation.

5.5.1 Implementation details and speed

Details regarding the 3DMM fitting and the head pose tracking speed can be found in Section

3.5.1. In this Section we will describe details regarding the gaze specific elements.

Eye image rectification

The rectification process is implemented as an OpenGL rendering. As part of the OpenGL

rendering instructions, the 3D scene is rigidly transformed according to the inverse head pose.

The rendering is then defined as an orthographic projection.

Alignment

The warping function f used in our experiments is a translation ( f (u;θ) := u+θ|θ ∈R2)) which

we found sufficient to (implicitly) align the eyeball position across subjects after rectification.

Person invariant gaze model training: solving Eq. 5.8 to find the per-subject eye alignment
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parameters prior to the training of a person invariant model can take 5-10 minutes for the 16

subjects of the EYEDIAP database, using 50 images per subject. This is acceptable, as it has to

be done only during the training of person invariant models from a dataset.

Eye image alignment for a test subject: for a test subject, finding his/her alignment parameters

θ with respect to an already aligned training dataset (step above) takes around 10s when using

1 to 5 sample images, but there is much room for improving our implementation. Importantly,

note again that this has to be done only once per subject, and that the same parameters

can be used for different sessions over time. Finally, once the alignment parameters have

been estimated, computing I( f (u;θ)) for each frame during tracking is very fast as it only

corresponds to warping a small image.

Gaze estimation

The feature extraction is implemented as described in Sec. 5.3. For SVR we used the scikit-learn

software [Pedregosa et al., 2011]. The kNN approach is based on a brute force search, but

could clearly be improved, e.g., using a KD-Tree. The ALR and CALR methods implementation

used the CVXOPT software to solve Eq. 5.4 and Eq. 5.5.

System speed

Overall, the gaze tracking takes around 100ms per frame. Note however this is a research

implementation, where the most time consuming elements are the data pre-processing (RGB-

D 3D mesh creation) and the head pose tracking. As mentioned in Section 3.5.1, the head pose

tracking is CPU based and alone takes from 20 to 100ms (depending on the amount of head

pose changes during consecutive frames).

The OpenGL based rectification takes 15ms. The gaze regression computation time depends

on the used algorithm. For a particular case of using 1200 training samples (e.g., for an

experiment from Sec. 5.6.1) the kNN method takes 25ms per eye, the H-SVR method takes

15ms per eye, whereas the R-SVR method takes 11ms per eye. The speed of ALR is heavily

dependent on the size of the training set, e.g., when using 49 samples, the method takes

300ms, whereas it takes 3.5 seconds when using 150 samples. CALR suffers even further, as

the optimization problem has twice the number of variables, e.g., when using 150 samples

(per eye), the optimization takes 12 seconds. Remember that, in all cases (ALR and CALR), we

solved the problem 7 times with different reconstruction bounds (see Section 5.3.3). Therefore,

the reported time includes the 7 separate executions.

5.5.2 Gaze estimation dataset

We used the EYEDIAP database for all experiments on gaze estimation. This database has

been described in full detail in Chapter 4. In this section we will here recall the main points
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Figure 5.8: EYEDIAP samples and pose-rectified images. Each column correspond to one data
sample. Per column we show i) the head pose, showing a region of 140×140 pixels from the
RGB frame; ii) IR images generated from the depth data (DDM); iii) IR images generated from
the template data (TDM). The first three columns correspond to sessions involving the FT
target, whereas the last two correspond to samples for the CS target.

relevant to the experiments we conducted.

The EYEDIAP database contains 94 recording sessions lasting between 2,5 and 3 minutes and

characterized by a combination of the main variables which affect gaze estimation algorithms:

different participants, ambient conditions, visual target, and head pose activity. We mainly

used the VGA depth and RGB modalities (RGB-D data), recorded from the Microsoft’s Kinect™.

Participants

The recordings involve 16 different people (12 men, 4 women), whose age range between 20

and 45 and with wide ethnical diversity. Samples of the data can be seen in Fig. 5.8.

Visual target conditions

The recordings involved two main scenarios characterized by their gazing tasks. People had

to follow either a “floating target” in the 3D space -a ball attached to a string- (FT condition),

or they would look at a target continuously moving on a screen (CS condition). The FT case

is a highly challenging problem but is interesting as it is very representative of HRI and HHI

scenarios. As people were seated at a distance of ≈ 1.2m from the sensor, the typical eye image

size is ≈ 13×9 pixels, and the gaze space is as large as ±45◦×±40◦. The head pose variations

follow a similarly large range.

In the CS case, the person sat closer (at ≈ 0.9m), leading to a a typical eye image size of ≈ 19×14

pixels. However, as the screen is well confined (spatially), the range of gaze directions (in
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the 3D space, without considering head pose variations) is smaller, i.e., ≈±15◦×±10◦. Some

example images, before and after the pose-rectification procedure, are shown in Fig. 5.8

Head pose activity

For each of the target situations, the head pose of a person was controlled for two conditions.

In the Static Pose (SP) case, participants were asked to keep the head approximately fixed.

In the Mobile Pose (MP) case, they were asked to move and rotate the head in all directions

(while still looking at the target), resulting in large head variations in the recorded data. Note

again, participants were not requested to maintain a neutral expression, and the data involves

people speaking or smiling.

Combined with the low eye image resolution, this makes the EYEDIAP dataset more chal-

lenging than many databases discussed in the literature while corresponding to conditions

frequently encountered in HRI and HHI.

5.5.3 Gaze estimation experimental protocol

Gaze ground-truth

The EYEDIAP data comes with gaze related information. More precisely, the 3DMM of each of

the participants was fitted using the method described in Section 3.2, and for each session,

the head pose was tracked using the algorithm described in Section 3.3, allowing to obtain

the eyeball center oWCS of an eye. Similarly, as described in detail in Section 4.4, the point of

regard pPoR was extracted in the WCS, either by tracking the ball or by knowing the target in

the 3D calibrated screen, and used to derive the ground-truth gaze unitary vector in WCS as

vgt ∝ pPoR −oWCS.

Gaze annotated frames

It is important to note that not all frames in a session are annotated with vgt as the EYEDIAP

dataset consists of non stop video recordings. Furthermore, to ensure the data at hand is

reliable, we filtered the session frames according to the criteria described in detail in Section

4.4.6. This means we discard frames where: i) the ground truth is not available; ii) a gaze shift

occurs; iii) self occlusion of the eye region is expected due to extreme head poses; iv) extreme

gaze directions; or v) the subject is distracted or blinking. Note that the criteria iii and iv apply

to each eye separately, meaning that in a given frame one eye’s ground truth can be considered

as valid while the other is not. As a result of these validity checks, the average number of valid

frames per session is around 2400.
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Performance measure

As recommended in Section 4.4.7, at each time frame of the evaluation set, we used the gaze

angular error, computed as follows:

εg = arccos
(
vWCS ·vgt ) (5.10)

where vWCS is the estimated gaze direction. Aggregated performance was obtained by comput-

ing the mean angular error over the test frames of each session. The average and standard

deviations were then computed from the results obtained from the relevant sessions.

Missing measurements

When using depth measurement for the rectification (see Sec. 5.2.3), some pixels of the cropped

image IC may not be associated with any RGB measurement (see Fig. 5.8). This can be due to

large head poses causing self occlusion, or missing depth data measurements in the eye region.

To handle this situation, the gaze classification methods were updated as follows. In the kNN

and ALR cases, the missing dimensions were simply excluded in the distance computation

(kNN) or in the reconstruction (ALR6). In the R-SVR and H-SVR cases, the missing pixels were

simply replaced by the average of the available measures.

Experimental protocol

In all the evaluations, the training data is disjoint from the test data. This was obtained either

by training on one/several session(s), and testing on another one (e.g. for testing head pose or

person invariance), or by splitting temporally a given session in two halves. The used sessions

will be detailed per experiment.

When defining the evaluation set, we used the convex hull based filtering7, which, as explained

in Section 4.4.6, is required to avoid introducing noise into the evaluation of appearance based

methods. This was further motivated by the fact that, in the head pose invariance experiments

with the screen (CS case, Sec. 5.6.2), there was a mismatch between the training and test

gaze angles range at times during the sessions. As the screen is a small object (within the

larger 3D space), the training samples collected using a static head pose only cover a small

gaze space region, whereas sessions with head pose variations induce a larger coverage as the

screen region moves within this space following head movements, causing the aforementioned

mismatch. For head pose invariance experiments in the CS case, this filtering discarded ≈40%

of the test samples. Nevertheless, the remaining samples are still diverse in terms of combined

head pose and gaze directions. Note that (i) in the other experiments (FT target, person

invariance), excluded frames represented less than 5% of the test frames and (ii), in all cases,

as the training and test samples are the same across different gaze regressions methods, results

6As in ALR a dimension is obtained by averaging over pixels within a region, the dimension was discarded if the
proportion of availble pixel values was less than 30%

7Note these evaluations are done in terms of gaze angles (elevation and yaw) defined with respect to the HCS
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Table 5.1: Summary of results on mean angular gaze error (◦) for the floating target conditions
(FT). For a given experimental protocol we report, per evaluated method, the mean (top) and
standard deviation (bottom) computed over all relevant sessions for the given conditions:
i) SP-PS: static pose with person-specific gaze models (Sec. 5.6.1) ii) MP-PS: mobile pose
with person-specific gaze models (Sec. 5.6.2) iii) SP-PI: static pose with person invariant
model (Sec. 5.6.3) iv) MP-PI: mobile pose with person invariant model (Sec. 5.6.4). Acronyms:
SP (static pose) - MP (mobile pose). PS (person specific) - PI (person invariant). D (DDM
data-driven rectification) - T (TDM template-driven rectification). NA (no alignment) - FL
(automatic eye corners detection based alignment) - EC (manual eye corners annotation based
alignment) - A (SDIPA-based supervised alignment) - A5 (SDIPA-based supervised alignment
using only 5 samples for the test subjects).

SP-PS MP-PS SP-PI MP-PI
pose invariance person invariance pose and person invariance

Method - D T NA FL EC A A5 NA FL EC A A5
HP 28.6 23.0 23.0 28.0 28.0 28.0 28.0 28.0 23.6 23.6 23.6 23.6 23.6

3.0 4.0 4.0 2.7 2.7 2.7 2.7 2.7 3.9 3.9 3.9 3.9 3.9

kNN 6.4 9.8 9.8 12.2 11.9 10.9 10.0 10.0 13.7 13.4 13.3 12.2 12.4
1.5 2.6 2.7 3.2 3.5 2.7 2.1 1.8 3.2 4.0 3.5 2.7 2.5

ALR 6.2 11.5 10.3 13.7 - - - - - - - - -
1.9 2.2 2.0 4.6 - - - - - - - - -

H-SVR 6.0 9.3 9.0 11.8 11.3 10.7 9.8 10.4 13.0 12.6 12.0 11.6 11.8
1.9 2.2 2.1 3.8 3.2 2.9 3.1 3.5 2.5 3.1 2.3 2.2 2.5

R-SVR 5.6 8.5 9.0 11.6 11.6 10.6 10.5 11.0 11.7 12.4 12.0 11.4 11.6
1.7 1.8 2.7 5.1 3.5 3.4 3.6 3.7 2.7 3.2 2.6 2.4 2.4

CALR 5.9 11.4 10.4 - - - - - - - - - -
1.6 2.1 2.4 - - - - - - - - - -

accross methods are directly comparable. Protocol elements specific to a given experiment

are presented in the result Section.

5.6 Results

In this section we describe the results obtained using our framework. Sections 5.6.1 to 5.6.4

presents the results of the gaze estimation experiments conducted on the EYEDIAP database,

discussing the different aspects (appearance models, pose and person invariance, alignment,

etc.) of our methodology. These results are summarized in Tables 5.1 and 5.2.

5.6.1 Static pose and person specific conditions (SP-PS)

In this section we compare the regression methods assuming the model is trained and tested

for the same person and under minimal head pose variations. There are 19 sessions for the FT

target, 14 sessions for the CS target. In each session, the algorithm was trained using the first

-temporal- half, while the evaluation was done in the second half. This means that, on average,
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Table 5.2: Summary of results on mean angular gaze error (◦) for the screen target conditions
(CS). We report the mean (top) and standard deviations (bottom) computed over all sessions
relevant for a given condition. For acronyms, see Table 5.1.

SP-PS MP-PS SP-PI MP-PI
pose invariance person invariance pose and person invariance

Method - T NA FL EC A A5 NA FL EC A A5
HP 13.5 15.7 13.0 13.0 13.0 13.0 13.0 15.7 15.7 15.7 15.7 15.7

2.9 4.2 2.5 2.5 2.5 2.5 2.5 4.2 4.2 4.2 4.2 4.2

kNN 2.9 4.2 8.7 7.8 7.6 6.6 6.6 9.8 9.0 8.6 7.6 7.8
1.2 1.3 3.5 2.2 2.8 2.9 3.2 2.6 2.0 2.5 2.3 2.7

ALR 2.4 4.8 9.2 - - - - - - - - -
0.9 1.7 3.9 - - - - - - - - -

H-SVR 1.9 3.5 5.8 6.2 5.7 4.9 5.1 6.8 6.8 7.0 5.7 6.0
0.8 1.3 3.0 2.5 2.7 2.2 2.1 2.6 1.9 2.2 1.9 2.1

R-SVR 1.7 3.6 6.6 6.4 6.6 6.0 6.6 7.6 7.1 7.3 6.4 6.9
0.8 1.4 3.1 2.7 3.6 2.6 3.5 3.3 3.0 3.2 2.4 3.3

CALR 2.4 4.7 - - - - - - - - - -
0.9 1.7 - - - - - - - - - -

around 1200 samples are used for training8 and around 1200 are used for testing. Note that

this corresponds to Benchmark 1 from the EYEDIAP database (cf. 4.5.1).

Gaze accuracy

The first column in Tables 5.1 and 5.2 show the mean angular errors averaged for the relevant

recording sessions using the FT or CS conditions respectively. In addition, Fig. 5.9 provides the

recall-error curve obtained for each method for the FT condition.

We can first notice from the results obtained using only the head pose (HP) as gaze approx-

imation that there are large gaze variations within the data. This variability is much larger

in the FT case, where the target was moved in the 3D space region in front of the subjects,

than in the CS screen gazing situation. Thus, although the gaze estimation methodology is

the same in both cases, the error of the different methods is significantly lower in the CS (1.7

to 3◦) than in the FT case (around 6◦). This difference highlights that the choice of the task

and data has a large impact on the performance, and that in general errors can not directly

be compared in absolute terms without taking into account the sensor and experimental

conditions. Nevertheless, as shown by Fig. 5.9, more than 85% of the gaze errors are below 10o

in the difficult FT conditions.

When comparing the different regression methods, we can notice that the SVR methods

perform better than kNN, ALR and CALR, and that, under the current experimental conditions

8Note that for ALR and CALR, the number of training samples was limited to 150. Otherwise the test time is
prohibitively large (see Section 5.5.1).
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Figure 5.9: Recall-error curve obtained for each of the gaze estimation methods. FT target,
person-specific model (PS), minimal head pose variations (SP).

(SP-PS) the retinex features show better performance than the mHoG. Note also that although

there are variabilities amongst the sessions, with for instance results ranging from 1.1◦ to 3.2◦

in the CS case and 3.1◦ to 9.9◦ in the FT case using R-SVR, this R-SVR method is obtaining the

best results in 15 over 19 sessions in the FT case, and 13 out of 14 in the CS case.

Gaze error distributions

Fig. 5.10 displays the estimation error distributed according to the ground truth gaze angles.

HP method is not shown, but its error is equal to the absolute value of the ground truth. The

plots show that errors are well distributed over the large range of gaze values. Interestingly, we

can note that kNN has a flatter error distribution w.r.t. the ground truth. In particular, it has

the lowest errors at large angles, followed by R-SVR. The ALR and CALR methods, on the other

hand, degrade faster for the largest angles. CALR still gives better results than ALR, but it starts

to degrade further at large pitch angles. Overall, these plots validates an important advantage

of appearance based methods in general, as these are capable of gaze estimation even when

the iris is heavily occluded by the eyelid (e.g., when the person is gazing down), which is not

the case of geometric based methods relying on feature tracking.

Number of training samples

We also evaluated the gaze estimation error as a function of the amount of training data.

In these experiments, the training set was regularly sampled (in time) to obtain the desired

number of training samples. Note that the training samples are the same for all methods, and

that the test data remained the same as in previous experiments.
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Figure 5.10: Gaze error distribution in function of the ground truth gaze angles. Conditions:
FT target, person-specific model (PS), minimal head pose variations (SP).

The results are shown in Fig. 5.11. Even though R-SVR is outperforming the other methods

when more training data is available, ALR and CALR showed to be advantageous when using

a smaller training set (less than 50 samples), with CALR slightly better than ALR. However,

these methods do not scale well for larger amounts of training data, due to the computational

complexity of solving the constrained L1 minimization. Therefore, this experiment suggests

the ALR and CALR approaches are adequate whenever a short calibration session is possible.

5.6.2 Head pose invariance (MP-PS)

In this section we present experiments related to the head pose invariance capabilities of our

framework. The protocol we followed corresponds to Benchmark 2 of EYEDIAP (see Section

4.5.2). Note that for each of the 19 (FT) or 14 sessions (CS) used in Section 5.6.1, there is an

equivalent recording session (same person and visual target) involving head pose variations

rather than a static pose. Therefore, we used as training set the session involving a static

head pose and as evaluation set the equivalent session with head pose variations, each of

them comprising 2400 valid samples on average. Note also that this procedure can only lead

to correct results if the proposed methodology is indeed head pose invariant thanks to the

generation of pose-rectified eye images.

Two rectification procedure are compared in the FT case: the one relying on the sensor depth

data (DDM, D), and the one relying on the fitted template mesh (TDM, T), as described in

Section 5.2.3. For the CS case, only the template based one could be applied. In this situation

the participants were at a closer distance to the sensor, near its sensing limit, and there were

too often missing depth values in the eye region (see examples in the middle row and right of

Fig. 5.8)9.

9Thus, all reported results for CS are with the template rectification. For the FT, the default rectification was
with the data driven rectification DDM. Note that in the static pose SP, differences between the two rectification
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Figure 5.11: Mean angular error vs. number of training samples. Conditions: FT target, person-
specific model (PS), minimal head pose variations (SP).

Results

They are shown under the “MP- PS” columns in Tables 5.1 and 5.2. Notice first that the HP

baseline presents slightly lower error in comparison to the SP case (23◦ vs 28.6◦). This is

because participants tended to reduce large gaze variations when head movements were

possible, hence the gaze and head pose are more correlated for these sessions. Nevertheless,

the high error for HP indicates that there is still a wide range of gaze variations.

The results show a degradation of the results as compared to the static case (+3◦ in FT condi-

tion, around +1.8◦ in the CS case). This is very reasonable, considering that more than 50% of

the samples have a head pose larger than 20◦.

Again, the two SVR methods perform better. The ALR and CALR methods, whose performance

is very close, seems to suffer more than the other approaches from the head pose changes.

This is particularly true in the data driven case, and might be due to the loss of dimensions in

the eye representation when no depth measurements are available in some eye regions. This is

confirmed by comparing the error distributions according to the head pose, shown in Fig. 5.12:

ALR and CALR errors are higher in the DDM case than in the TDM for a head yaw angle near

to -10 or -20◦. Also, CALR degrades more than ALR at larger head yaw angles, possibly as,

between the two eyes, the occluded eye might influence negatively on the visible eye. Notice

that at head yaw angles further than -20◦ the right eye gets more and more occluded by the

nose, whereas at positive and larger angles (up to ≈ 50◦) the right eye remains visible. These

error distributions also show that, as expected, the errors increase in terms of the head pose

angle. For our methodology, the source of errors are diverse: missing depth values, rendering

methods are nearly indistinguishable, as almost no 3D rotation is applied.
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Template-driven TDM rectification on the FT data
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Template-driven TDM rectification on the CS data
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Figure 5.12: Gaze error distribution for the right eye in function of the head pose for the FT
and CS cases and different pose-rectification rendering methods.

artifacts due to depth-noise, and self-occlusions.

Finally note that, although the two rectification methods perform in par overall10, the template

method seems to suffer more from larger head pitch (errors near +20◦ and +30◦) when looking

up.

10For instance, in the R-SVR case, despite a gain of 0.5 for the depth driven approach, it only performs better
than the template based method in 10 sessions out of 19.
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Figure 5.13: Automatic landmark detection on the pose rectified face image using the method
by Kazemi and Sullivan [2014].

5.6.3 Static head pose, person-invariance (SP-PI)

To evaluate the person invariance case, we conducted a leave-one-person-out cross-validation

on the sessions involving minimal head pose variations (SP data), which corresponds to the

EYEDIAP’s Benchmark 3 (cf. Section 4.5.3). This means that in each of the N experiments

(where N is the number of sessions for the FT or CS case), there are around 2400× (N −1)

samples available for training11 and around 2400 for testing.

The results for FT and CS are reported under the SP-PI columns from Table 5.1 and 5.2

respectively, and differ on which alignment strategy was used, if any. The obtained results can

be compared to the person-specific case on the same data (SP-PS)12.

Overall results

As can be noticed, there is an important error loss (around 5.5◦ for FT, 4◦ for CS). Overall, the

error is larger than when considering head pose variations, suggesting that with low resolution

images, eye appearance variability due to different users are more important than those due to

head pose changes (even large) after our proposed rectification. The errors are not distributed

equally across subjects: there are difficult cases for which the errors rise to 15.7,17.1 and 26.4

degrees for R-SVR/FT, as it can be observed by its larger variance of 5.1◦ (NA case). Note that,

in particular, ALR performs poorly and the mandatory selection process described in Sec. 5.4

(here obtained from 1 out of 50 samples) was prohibitively slow. For these reasons, we did not

evaluate the alignment techniques with ALR. The process is even slower for CALR, thus we did

not evaluate this method for person invariant gaze estimation experiments.

Alignment methods comparisons

We evaluate four types of alignment: “FL” correspond to an alignment based on an automatic

facial landmarks detection algorithm, “EC” correspond to an alignment based on manually

11For the SVR methods we limited the training set to 1200 samples as using the full set was prohibitively slow.
12With the slight difference that the evaluation is conducted on all samples of the test subject’s session, instead

of only the second half in the person-specific case.
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annotated eye corners, “A” is our proposed synchronized delaunay implicit parametric align-

ment whereas “A5” is the same approach but using only 5 samples for the alignment of the

test subject. NA correspond to no alignment (more details in the following).

The first tested method is FL. In this case we applied the facial landmarks detection method

of Kazemi and Sullivan [2014] on the pose-rectified facial images, as shown in Fig. 5.13;

although in practice this method showed good stability on this type of images, we obtained

the eye corners position for over 100 frames and computed their average to account for minor

variations. Considering future improvements on automatic landmarks localization algorithms,

we also evaluated the EC case, which means that 10 to 15 eye image samples were annotated

manually with the eye corners13. In both cases this was used to register the eye images in a

canonical view from the average eye corners position.

Overall, the FL strategy brings minor improvements to the FT scenario; although it has a

similar behavior in the CS case, it actually degrades the accuracy for the H-SVR method. The

gain is nevertheless larger for the EC strategy, with a gain of 1◦ in FT, but surprisingly almost

no gain in CS, except for the kNN method.

Alternatively, the proposed Synchronized Delaunay Implicit Parametric Alignment (denoted

A and A5 in Tables 5.1 and 5.2) can be applied. In A, all the test gaze samples were used

for alignment (including the test subject), so the method performance can be somehow

considered as an oracle. In the A5 case, 5 samples whose gaze values were close to 0 were used

to align the eye of the test subject with an already aligned dataset.

Notice that the A vs. A5 comparison is motivated by possible applications. “A” can be inter-

preted as the ideal case which would lead to the best alignment under this approach. “A5”, on

the other hand, is representative of a more practical scenario, where it might not be possible

to collect enough gaze annotated samples to train a gaze estimation model specific to the test

subject, but it might still be possible to collect a small set of gaze annotated samples. Notice

that such possibility may not require any cooperation from the test subject. In Chapter 7 we

study an application which exhibit these characteristics.

The results shown in Tables 5.1 and 5.2 demonstrate the interest of the proposed alignment

method: A improves the result in both the FT and CS case, even outperforming the EC manual

alignment case. Fig. 5.14 illustrates qualitatively the alignment effect. Despite significant

differences in eye appearances, the eye alignment is visually better after A than before.

Finally, results of the A5 case show that the use of a minimal set of labeled samples can bring a

good gain in the result: the best performing technique in FT (kNN) undergoes a reduction of

2.2◦ as compared with no alignment (NA), improving the results in 18 out of 19 sessions; in CS,

the gain is of 0.7◦ (for H-SVR), improving the results for 9 out of 14 sessions.

13Doing such annotation was not so easy in practice. Given our image resolution, determining visually the
location of an eye corner is difficult, thus the need for multiple annotations.
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Figure 5.14: Alignment example. All samples share the same gaze direction y. The images are
shown before (top row) and after (bottom row) alignment on the dataset, for different subjects
(one per column). Note for instance the discrepancy in the height location of the iris before
alignment (too low in the 2nd sample, too high in the 3rd).

5.6.4 Pose variations and person invariance (MP-PI)

Finally, we evaluated the performance of our approach in the most general case: data with

head pose variations (MP sessions), and using a person invariant gaze estimation model. In

this case, for a test subject, the data from the static pose SP of all other subjects were used

as training data. The size of the training and test sets are the same than in the SP-PI case.

Similarly, the alignment parameters employed were those estimated in the static case (cf

previous subsection).

The results are reported in Tables 5.1 and 5.2 under the “MP-PI” columns, and can be compared

to those reported when using a person specific model (MP-PS condition). Looking at the best

technique for FT (R-SVR) and CS (H-SVR), the following comments can be made. The person

invariance situation increases the errors in a similar fashion than in the SP case: +3.2◦ in FT,

+4◦ in CS. The proposed alignment approaches A (resp. A5) contribute to reduce the error:

−0.3◦ (A5, −0.1◦) in FT for the best performing method (note that the decrease is larger with

the other methods, around −1.2◦ for H-SVR or kNN in the A5 case); −1.1◦ (A5, −0.7◦) in the CS

case.

5.7 Discussion and future work

We have proposed methods to address the head pose and person invariance problems and

have validated them through extensive experiments. In this section, we present and discuss

the limitations of the the proposed methodology and how it could be extended and improved

in diverse ways in future work.

An exhaustive comparison in terms of features and regression algorithms has not been con-

ducted in this paper, as our purpose was but to validate our contributions using the best and

representative features and algorithms found in the literature, as motivated in Section 5.4.

This leaves room for future studies evaluating whether in our framework and scenarios, other

types of features such as local binary patterns, the possible exploitation of color information,

or combination of features (as done by Schneider et al. [2014] for instance), could improve the
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results. In this direction, it could also be relevant to evaluate whether there is an impact of the

pose rectified eye image size on the performance error, taking into account the distance at

which the system is expected to operate; or similarly, evaluate the impact on accuracy of the

amount of training data, e.g., by using less than 15 people, or by collecting more data to see at

which level the method saturates. Such studies could be facilitated and compared to our work

thanks to the use of our using publicly available database.

The alignment, which was implicitly defined within a person’s head frame, was intended to

correct eye image cropping inconsistencies across subjects, when building a person invariant

gaze model. A benefit of the method was that it can compensate for 3DMM fitting semantic

errors across subjects, even if the the eye corners are not well located or difficult to locate given

the image resolution. Importantly, by exploiting the gaze input to conduct the alignment, the

methods implicitly strive to align the actual eyeball positions across subjects, which is what

the gaze alignment step should aim for14. Notice, in the experiments in this chapter we used

the offline 3DMM fitting procedure, mostly to keep consistency with what is provided to users

of the EYEDIAP database. However, it is expected that such semantic fitting errors may be

more common and could be well corrected when using the online fitting method described in

Section 3.4, and that the proposed alignment would be even more beneficial in such cases.

In this work, a single alignment was performed per subject. However, in practice, we do

observe as well frame to frame misalignment errors coming from small ICP fitting differences

across frames, due to missing or noisier depth information (e.g., at larger depth), face defor-

mation in the eye region, or erroneous pose estimation. To handle this, it would be interesting

in future work to explore frame by frame alignment methods, e.g., through eye image stabiliza-

tion leveraging on robust optical flow estimation, image registration, and automatic landmark

detection methods.

Finally, note that, even though the alignment function f we used here is a translation, we

hypothesize that other transforms may consider more geometric variability. In particular,

including a scale may model eye/eyeball size variations.

The eye image pose rectification plays a role as well in our approach, especially when the eye

goes towards more profile views. The TDM template method would profit from a 3DMM model

with a tighter fit in the eye region. Local non-rigid registration methods, or unsupervised frame

matching and averaging could be used there. As the depth noise level makes this challenging,

RGB information could be exploited as well. Also, depth information could help handling self

occlusion by the nose. The DDM depth driven method could alternatively make use of depth

filling methods and depth smoothing, to maximize the region with texture information in the

pose rectified image, and to reduce artifacts (see Fig. 5.8). Note the TDM approach implicitly

has this function.

Finally, we want to emphasize that our proposed approach could be exploited in diverse

14and is different than aligning the eye corner features
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manners for many applications. It could be used with no cooperation from the user whatsoever,

meaning the overall system and person invariant gaze models are used as is, for a new test

subject. Alternatively, a minimal cooperation protocol could be defined to obtain the needed

alignment data, either explicitly, e.g. requesting the participant to fixate at the camera for a

few seconds [Oertel et al., 2014], or implicitly through an agent (e.g., a robot) persuading the

subject to do such actions either by a direct request or by leveraging on gaze priors on non

verbal human behaviors in a dialogue situation. In another direction, a third person could

annotate higher level gaze semantics (people gazing at known targets). An example of this

methodology will be shown in Chapter 7.

5.8 Conclusions

In this chapter we have proposed a framework for the automatic estimation of gaze in a 3D

environment. We address two of the main factors which directly influence the eye image

appearance, and which lead to a decrease of the gaze estimation accuracy: i) head pose

variations and; ii) inter-user appearance variations.

For the challenge of head pose variations, we have proposed a framework which rectifies the

captured eye images into a canonical viewpoint. To this end, we rely on depth information to

accurately track the 3D head pose. Given an accurate head pose, we proposed, and evaluated

two strategies for the viewpoint correction: either based on the depth measurements or the

fitted 3D facial mesh.

To address person invariance, we have conducted extensive experiments evaluating state-of-

the-art appearance based gaze estimation algorithms within our framework under several

conditions. We have also addressed the problem of eye image alignment as it has a direct

link with the person invariance problem. We therefore proposed a new method for the inter-

subject eye image alignment from gaze synchronized samples, and we validated its advantage

with respect to other strategies.

We believe the proposed solution is highly valuable in many types of scenarios in human

human interaction or in human robot interaction applications.
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6 Geometric Generative Gaze Estima-
tion (G3E)

6.1 Introduction
In the literature review presented in Chapter 2, we discussed the many methods proposed in

the past to address the gaze estimation problem. Two main methodologies were identified:

appearance based methods (ABM) and geometric based methods (GBM). Each of these two

methodologies have their own advantages and disadvantages.

Appearance based methods for gaze estimation are of interest as, by modelling a direct regres-

sion from the eye image appearance into the gaze parameters, they circumvent the extraction

of local eye features. Therefore, these methods are more suitable for the low resolution sensing

conditions which are to be expected in less controlled scenarios in HHI, HRI and HCI.

However, as discussed previously, these methods often require either -per session- training

data, resulting in overfitting to the person and conditions used during the training phase,

or require large sets of training data to learn a generic model which is intended to be in-

variant to the many elements which have an impact on the resulting eye image appearance

(cf. Fig. 1.3). However, ABM still generalize poorly, as their invariance properties are limited to

the conditions found in the training set.

In Chapter 5 we proposed strategies to improve the generalization of ABM, in particular, to

address variations due to head pose and user specific appearance. This led to the creation

of generic gaze estimation models which are of high value in non-cooperative scenarios.

However, even though a generic model may indeed attain certain degree of generalization,it is

not trivial to adapt such model to the test data to further improve the gaze estimation accuracy,

in particular, to the given user and sensing conditions (illumination, resolution, contrast).

Geometric based methods do not suffer from this limitation as they rely on parametric eye

geometric models dedicated to the gaze estimation problem. Their “adaptation” phase is

intended to infer the subject specific geometric parameters (calibration). However, the success

of GBM is strongly dependent on the capability to reliably and accurately extract local eye

features, e.g., corneal reflections, or the iris/pupil center, prior to the model fitting step or the
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Figure 6.1: Geometric generative gaze estimation overview. See text below.

estimation of gaze. For this reason, these approaches are restricted to high quality sensing

conditions, such as infrared setups and/or high resolution sensors.

In this Chapter we propose a new gaze estimation paradigm, which we call geometric generative

gaze estimation (G3E). This approach relies on a probabilistic generative process to model the

appearance of eye images built over a geometric parametric eye model.

The G3E model is illustrated in Figure 6.1. The generative process links the action of gazing at

a visual target and the eyelids movement, which are image specific quantities, with a semantic

segmentation of the eye region. The generated segmentation image is furthermore driven by

the person specific eye geometry. Then, the segmentation image, combined with class/region

specific color distributions, leads to the generation of colored eye images. Notice that the

color distributions can be seen as session specific, as they depend on the ambient conditions.

This generative process can then be used to evaluate the validity of a given geometric configu-

ration (including gaze) according to likelihood measurements on the eye image, and possibly,

visual target location observation(s). Notice that this generative process depends on, but

more importantly, decouples, the parameters describing the user specific eye and eyelids

geometry, the image-wise parameters related to the gaze action and eyelids opening, and the

ambient/session specific parameters, modelled by the color distributions.

Therefore, the principle of G3E differs significantly from the appearance based and geometric

based paradigms. Nevertheless, it has the best characteristics of both ABM and GBM, while

overcoming their most important limitations, as explained below:

• Low-resolution sensing. As G3E relies on evaluations conducted over the entire eye

image (as in ABM), through likelihood evaluations based on the semantic parametric

segmentation, this model circumvents the local eye features tracking problem. Therefore,

this makes the method suitable for low resolution sensing, in contrast to standard GBM.

• Gaze extrapolation. This approach builds over an explicit eye geometric model. There-

fore, it is capable of extrapolating to gaze directions which were not seen in the training
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6.2. Gaze estimation from RGB-D sensors

phase. Notice that, in contrast, this is an important limitation of ABM.

• Training from fewer samples. G3E incorporates prior distributions on the geometric

parameters (see Fig. 6.1). This allows to regularize on the plausible eye geometric solutions,

making the model to adapt quickly to the given user from fewer observations. Therefore,

this results on shorter calibration sessions, in comparison to ABM.

• Adaptation. This model effectively decouples the person-wise, session-wise and image-

wise parameters. This allows to design specific calibration sessions to retrieve the person

specific geometry. Furthermore, the decoupling allows to potentially adapt the model to

different sensing and ambient conditions, by replacing/adapting the color distributions.

This enables the gaze sensing accross multiple sessions, without the need to re-estimate

the person specific geometric parameters.

Furthermore we here developed the G3E model in the context of the head pose invariant gaze

estimation framework, developed in Chapter 5, which relies on remote RGB-D consumer

sensors. Therefore, the overall approach is head pose invariant and it is valuable for gaze

reasoning in a 3D environment, a desired property in HHI, HRI and HCI applications.

The rest of this Chapter is structured as follows: the head pose invariant framework is sum-

marized in Section 6.2. The G3E model is detailed in Section 6.3, followed by the inference

scheme in Section 6.4. Section 6.5 presents the experiments we conducted to validate the

method and its advantages. Finally, in Section 6.6 we conclude this Chapter. Further details

can be found in Appendix B.

6.2 Gaze estimation from RGB-D sensors

In this Chapter, the G3E model builds on top of the head pose invariant gaze estimation

framework based on RGB-D sensors, described in Chapter 5. Here, we briefly summarize the

processing steps relevant to G3E. We again assume a 3D user specific face mesh (template) is

built offline by fitting a 3D Morphable model (3DMM) to multiple RGB-D data samples. The

approximate eyeball center oh, defined with respect to the head coordinate system (HCS), is

obtained from the 3DMM topology. Then, in an online stage, the following steps are executed:

1. The 3D head pose pt is obtained by registering, frame-by-frame, the face template to

depth data using the ICP algorithm, resulting, for frame t , in the 3D head rotation and

translation pt = {Rt ,tt }, referred to the world coordinate system (WCS).

2. Assuming a calibrated RGB-D setup, the RGB-D frame is transformed to a textured 3D

mesh. We then re-render the texture, lying on the 3D data surface, using the inverse

head pose parameters p−1
t = {R>

t ,−R>
t tt }. This results in facial images as if the head was

static and in front of the camera. From the position of oh we crop an eye image from the

frontal looking facial texture, resulting in pose-rectified eye images.

3. The gaze direction is estimated from the pose-rectified eye images using the proposed

G3E model, which will be described in Section 6.3.

4. The gaze direction is transformed back to the WCS, according to the head pose.
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Table 6.1: List of symbols related to the G3E model

Symbol Description
I; (u, v) Image index and pixel coordinates

pc Eyeball rotation center
κ= [φκ,θκ]> Visual axis deviation

d Nodal point distance from pc

a := {κ,d} Axial parameters
re ,rc Eyeball and cornea radii

kl = {klu ,kl v } Left eye corner in image coordinates
kr = {kr u ,kr v } Right eye corner in image coordinates
kl r = {kl ,kr } Left and right eye corners

s := {re ,rc ,kl ,kr } Structure parameters
U := {s,a, pc } User specific geometric parameters

p Visual target 3D position
o = [φ,θ]> Optical axis orientation

ue , le Upper and lower eyelid opening
m := {o,ue , le } Movement parameters

Λl Color distribution parameters for class l
c Observed color at pixel u, v

λ ∈ {0,1} Occlusion state for pixel u, v

6.3 Geometric generative gaze model

In this section the proposed model is described. First, an overview of the method is discussed,

followed by details on the eye geometric model and parametric segmentation function. The

generative framework is then described followed by the inference strategy.

6.3.1 Model overview

The proposed approach is summarized as a block diagram in Figure 6.1. Before describing the

method, notice that all measures can be referred to the head coordinate system (HCS) due to

the pose-rectification procedure described in Section 6.2. This makes it possible to deal with

head fixed quantities. Furthermore, as a consequence of relying on depth data, there is no

scale ambiguity in the pose-rectified eye images, and the pixel size, in meters, is known.

The model is characterized by user specific parameters U = {pc ,re ,rc ,κ,d ,kl r }, which define

the fixed eye geometry (all notations are defined in Table 6.1), and image specific parame-

ters m = {o,ue , le } related to the time changing activity: what is the person’s eye orientation

(characterized by the optical axis o) and how are the eyelids open {ue , le }.

As shown in Figure 6.1, given these parameters, an eye and eyelid configuration can be

specified, from which a semantic segmentation of the eye region can be generated. The

generative process then further combines this segmentation with session dependent color

model distributions, parametrized by {Λl }l=1..3, to produce colored eye images.
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Figure 6.2: (a) Eye geometry with optical (o) and visual (v) axis definition. (b) spherical
parametrization of an arbitrary axis “τ”.

The proposed probabilistic model is thus able to compute the likelihood of such eye images,

which constitute our observations. Hence, during a training phase, user parameters can be

learned by maximizing the likelihood of gaze annotated training samples, while at test time,

the image optimization leads to the actual estimation of m, and thus the line of sight (LoS).

In the following, we describe more precisely the different elements of the G3E model: the

eye geometric model, the parametric segmentation function, the definition of the image

likelihood, and the generative process.

6.3.2 Eye geometric model

Fig. 6.2a illustrates the geometric eye model we use [Hansen and Ji, 2010]. The process of

gazing at a visual target p ∈R3 consists of rotating the eyeball around the point pc ∈R3 such

that the visual axis (v) intersects p. Notice that both of these quantities are here expressed in

the HCS, under which pc is a constant.

As seen in Figure 6.2a, the visual axis is the line connecting the fovea (the point of highest

visual acuity in the retina) and the nodal point N. It differs from the optical axis (o), which is

the line connecting the center of rotation pc and the pupil center.

We parametrize each of the v and o axes by two angles representing the axis elevation and yaw

angles1 (as in Fig. 6.2b). As the eye is a rigid body, the angular difference between these axis is

fixed and can be represented by the person dependent angles κ= [φκ,θκ]>:

v = o+κ (6.1)

Therefore, if the person specific axial parameters a := {κ,d} are known, the eye rotation,

1This representation ignores eye torsion. Even though it is known that the eyes rotate according to Listing’s and
Donder’s laws, this [Tweed and Vilis, 1990] simplification was shown to have little impact on gaze estimation as
argued by Guestrin and Eizenman [2010].
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Figure 6.3: Eye image parametric segmentation. (a) Cornea-sclera segmentation. (b) Skin
region segmentation.

equivalent to o, can be defined as a function of the position of p. We denote this process as:

o(p) = [ fφ(p;κ,d , pc ), fθ(p;κ,d , pc )]> (6.2)

The derivation of fφ and fθ can be found in Appendix B.1.

6.3.3 Parametric segmentation function

In our model an eye image is segmented into three regions: the cornea2, sclera and skin.

Figure 6.3 shows in detail our parametric segmentation: assuming that the user eye geometric

parameters U are known, then a given eye orientation o defines a cornea-sclera segmentation,

obtained as the orthographic projection of the 3D cornea contour (limbus) into the x y plane

of the HCS, followed by a transformation to image coordinates uv . This is possible due to the

eye image pose-rectification procedure described in Sec. 6.2 which well defines the mapping

from the 3D geometry, with respect to the HCS, into the pose-rectified eye image coordinates.

To define the segmentation of the skin region, we rely on a set of parameters characterizing the

eyelids structure (eye corners kl and kr ) and another set controlling the eyelids opening. We

take a simple approach, shown in Figure 6.3b, where the upper and lower eyelids are quadratic

bezier curves sharing the eyelids corners kl and kr .

The vertical position of the inner control points are denoted as ue and le , while the horizontal

position of the inner control points is given by the horizontal average of the eye corners. These

points define the eyelids opening, and thus, the skin segmentation. The skin class overrides

the sclera and cornea regions in the overall segmentation.

Given this procedure, we define the segmentation function given in Eq. 7.5. Note that this is

2We define here “cornea” as the 2D region surrounded by the limbus and composed of the pupil and iris regions.
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also a function of the parameters which define the geometric structure of the eyes and the

current movement of the eye and eyelids.

Su,v (l ;m,s, pc ) =
0 if pixel (u, v) ∉ class l

1 if pixel (u, v) ∈ class l
(6.3)

The derivation of the segmentation process is described in detail in Appendix B.2.

6.3.4 Image likelihood and outlier modeling

So far we used 3 classes to define the eye image segmentation regions. Here we introduce

a fourth class to model pixel outliers, denoted by the variable λ = {0,1}, where 1 indicates

that the pixel is an outlier. This is intended to address missing data, occlusions and specular

reflections.

Our observation data is an eye image I (pose-rectified). Its likelihood, given the parameters,

is defined as p(I|.) =∏
u,v pu,v (c|.) which assumes that pixels (the c values) are independent

observations given the parameters. To model the likelihood of individual pixels, we define the

color distribution associated to a class l as p(c|Λl ), a 2 component GMM in the RGB space.

For outliers we assume an equal probability of observing any color, such that p(c|λ= 1) = ε.

The likelihood of a color pixel is then simply defined as the likelihood given its class (either an

outlier, or one of the 3 eye region classes), which can be written in condensed form as:

pu,v (c|λ,m,s, pc , {Λl }l ) = ελ
[∏

l
p(c|Λl )Su,v (l ;m,s,pc )

]1−λ
(6.4)

6.3.5 Generative model

The graphical model of our geometric generative gaze estimation approach is shown in Figure

6.4. It is a stochastic extension of the full process of gazing up to the generation of eye images,

under which every geometric parameter is defined as a random variable.

Let us denote by x ∼N (µx ,σx ) a random variable x being drawn from a univariate Gaussian

distribution with mean µx and standard deviation σx , and the “hat” (̂.) notation to represent

the hyperparameters of a prior distribution, e.g., x̂ := (µ̂x , σ̂x ). The generative process shown

in Figure 6.4 can be described as follows:
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Figure 6.4: Representation of the geometric generative gaze model as a probabilistic graphical
model. The symbols are described in Table 6.1.

• Draw the eyeball rotation center pc :

– pc ∼
(
N (µ̂pcx , σ̂pcx ),N (µ̂pc y , σ̂pc y ),N (µ̂pcz , σ̂pcz )

)
• Draw axial parameters a := {κ,d}:

– κ∼ (
N (µ̂φκ , σ̂φκ),N (µ̂θκ , σ̂θκ)

)
– d ∼N (µ̂d , σ̂d )

• Draw “structure” parameters s := {re ,rc ,kl ,kr }:

– re ∼N (µ̂re , σ̂re )

– rc ∼N (µ̂rc , σ̂rc )

– kl ∼ (N (µ̂klu , σ̂klu ),N (µ̂kl v , σ̂kl v ))

– kr ∼ (N (µ̂kr u , σ̂kr u ),N (µ̂kr v , σ̂kr v ))

• For each image I = 1, . . . , N :

– Draw the visual target p ∼ uni f or m

– Draw movement parameters m := {o,ue , le }:

* o ∼ [
N ( fφ(p;a, pc ), σ̂o),N ( fθ(p;a, pc ), σ̂o)

]>
* ue ∼N (auθ+bu , σ̂ue )

* le ∼N (µ̂le , σ̂le )

– For each (u, v) = [1, . . . , wi d th], [1, . . . ,hei g ht ]:

* Draw outlier or not indicator λ∼ Ber noull i (ω̂)

* Draw pixel color c ∼ pu,v (c|λ,m,s, pc , {Λl }l )
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6.4. Model inference

It is important to make a few remarks about this model:

• Upper eyelid opening. The upper eyelid is correlated with the elevation angle of the

eye by means of a linear Gaussian model. This encodes the effect of the upper eyelid

following the vertical orientation of the eye.

• Eye rotation (optical axis). A stochastic extension of Eq. 6.2 was defined to allow uncer-

tainty in the target position or eye fixation.

• Stochastic segmentation. Under this model the segmentation becomes a stochastic

process. Therefore, drawing a sample from the geometric parameters, or the movement

parameters m, is equivalent to “drawing a segmentation”.

• Prior distributions and hyperparameters. Prior distributions have a semantic and/or

anatomical interpretation. Therefore the hyperparameters are fixed to values that can be

found in the literature (e.g., re ≈ 12mm) or are a consequence of the pose-rectification

processing described in Section 6.2 (e.g., it is known where the eye corners are expected

to be from the eye image cropping from the 3DMM fitting).

• Color distributions. In this thesis, the color model parameters {Λl } are defined as ob-

served. In practice, we acquire color samples from a single image to estimate them.

Automatic color model learning is left for future work. Notice that decoupled color mod-

eling is an important advantage of G3E. It allows for adaptation to different illumination

and contrast conditions, without the need to re-estimate the geometric parameters.

6.4 Model inference

There are two inference goals for the G3E model:

• Training phase. Provided a set of pairs of image samples and visual target locations we

aim to infer the person dependent geometry U .

• Test phase. Given an input image, we infer m, i .e.,the eye rotation o and eyelids opening

leveraging on the previous estimation of U . The inferred o is used to estimate the

direction of the visual axis (cf. Equation 6.1). The 3D line of sight is defined by referring

the in-eye rotated N and the visual axis v to the WCS.

In this thesis we resort to Variational Bayes (VB) as an approximate inference method to

address the complexity of our model. We summarize the main points below. A more detailed

description can be found in Appendix B.3.
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6.4.1 Variational Bayes

Let X denote the observed data and Z to be the latent variables to infer (e.g., the geometric

parameters). In VB the posterior p(Z|X), which might not be possible to obtain analytically,

is approximated by some proposal distribution q(Z). This leads to the definition of the vari-

ational lower bound L (q), a functional whose maximization with respect to the function q

is equivalent to a minimization of the Kullback-Leibler divergence between q(Z) and p(Z|X).

Therefore, the optimal q∗(Z) is then used as a substitute of the unknown posterior p(Z|X).

6.4.2 Proposal distribution

As described in Appendix B.3 an iterative procedure may be derived to obtain q∗(Z), where

the iterative updates are obtained, in some cases, analytically, in close-form. This depends

on assumptions made about q(Z) (e.g., q(Z) is factorized), and the functional form of the

conditional distributions (e.g., using conjugate priors). However, this is not the case for our

proposed model, due to the complex relations induced by fφ, fθ and S (cf. Eq. 6.2 and Eq. 7.5).

Instead, we propose to define q(Z) with the following parametric form:

q(Z) =N (µd ,σd )N (µφκ ,σφκ)N (µθκ ,σθκ)N (µre ,σre )N (µrc ,σrc )N (µpcx ,σpcx )

N (µpc y ,σpc y )N (µpcz ,σpcz )N (µklu ,σklu )N (µkl v ,σkl v )N (µkr u ,σkr u )N (µkr v ,σkr v )∏
I

[
N (µφ,σφ)N (µθ,σθ)N (µue ,σue )N (µle ,σle )

∏
u,v

q(λ)
]
, (6.5)

where we omit the image and pixel indices to avoid clutter.

In Equation 6.5 every continuous random variable has been defined as a univariate Gaussian.

The motivation to propose this parametric q(Z) is that finding q∗(Z) is equivalent to finding

the optimal set of Gaussian parameters (means and standard deviations). Therefore, aiming

to optimize L (q), with respect to q(Z), we can compute the derivatives of L (q) with respect

to the Gaussian distribution parameters. Furthermore, inspired by the work of Opper and

Archambeau [2009], we can address the complex relations of the model by computing these

derivatives from Monte Carlo expectations3.

A factorized q(Z) also allows to optimize L (q) in an iterative fashion, where one factor is

optimized at the time, leading to an increase of L (q) until global convergence.

The only non continuous variable is λ. It can be shown that the optimal q(λ) in this model is a

Bernoulli distribution with P (λ= 1) =ω, where ω is given by

ω= ω̂

(1− ω̂) 1
ε

∏
l p(c|Λl )Em,s,pc [Su,v (l ;m,s,pc )] + ω̂

(6.6)

3All expectations are defined with respect to the current estimate of q(Z)
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6.4. Model inference

Algorithm 4 Geometric generative gaze model inference.

Set initial q(Z) from the prior distribution parameters.
repeat
• Optimize L w.r.t. eye corners and all eyelids opening:

q(klu)q(kl v )q(kr u)q(kr v )
∏

I q(u I
e )q(l I

e )
• Optimize L w.r.t. eyeball geometry and orientation:

q(re )q(ri )q(pcx )q(pc y )
∏

I q(oI )
• Optimize L w.r.t. axial parameters and eyeball depth:

q(a)q(pcz )
• Update outliers q(λI

u,v ) for all pixels using Eq. 6.6
until Convergence
Return q∗(Z)

The derivation of Eq. 6.6 can be found in Appendix B.4. Notice that Em,s,pc

[
Su,v (l ;m,s, pc )

]
can be interpreted as the expected segmentation of an image. Therefore, we can interpret the

result of Equation 6.6 as follows: the color of a pixel is identified as an outlier if, either it is

unlikely for any class according to the parameters {Λl }, or that it can be likely for a given class

according to the parameters {Λl }, but is spatially incoherent for that class, according to the

current belief on the geometric configuration.

6.4.3 Efficient group factor optimization

We can optimize L efficiently by defining Jacobians over groups of variables, for example

Ja = [ ∂L
∂µφκ

, ∂L
∂σφκ

, ∂L
∂µθκ

, ∂L
∂σθκ

, ∂L∂µd
, ∂L∂σd

]>. This is efficient in terms of derivatives computation, as

we found that their Monte Carlo expectations require group sampling rather than univariate

sampling, due to the inter-parameters dependencies induced by Eq. 6.2 and Eq. 7.5.

Gradient ascent is then used to find the optimal Gaussian parameters of the corresponding

factor of q(Z) (e.g., q(a)).

6.4.4 Inference algorithm

Training. Our overall inference method is given in Algorithm 4. This method finds the person-

specific geometry from a set of eye images and their corresponding p.

Test phase (Gaze inference). At test time, the geometry is fixed and we only optimize with

respect to the test image’s q(m) and outliers factor in an iterative fashion. The main difference

with the training phase is that, in this case, the visual target location p is unknown. Further-

more, as we assume a uniform prior over p, its influence on the estimation of the optical axis

becomes uninformative.Therefore, the terms related to p can be ignored in the optimization.

The mode of q∗(Z) can be used as the MAP estimate of m, from which we can compute the

visual axis, leading to the definition of the 3D LoS for the given test image.
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(a) (b)

Figure 6.5: (a) Synthetic data samples (drawn segmentation and the generated image from
color sampling). (b) Sample (left) smoothed by a gaussian filter of σ= 3.0mm (right).

Figure 6.6: Left. Parameter estimation error vs. number of eye training samples. The y axis
scale is given in the legend of each parameter. Right. Mean and standard deviation (derived
from the inferred q(o)) of the gaze estimates o := (φ,θ), vs. the standard deviation of the
Gaussian blurring filter (1mm = 1.68pi xel s). For the gaze means, the deviation from their
true values is plotted. For each experiments, averages over 500 runs are reported.

6.5 Experiments

To validate our model, we first studied its behavior using synthetic data. We then compared it

against a representative geometric based method and an appearance based approach on real

data from the EYEDIAP database to validate its advantages and properties.

6.5.1 Experiments on synthetic data

To validate our method, we created synthetic data using the generative process described

in Section 6.3.5. Examples are shown in Figure 6.5a; their resolution in pixel is 55×40. Syn-

thetic data allows us to study the inference scheme and the observability of the gaze model

parameters by comparing the parameters inferred by G3E to their true values.

The left plot of Figure 6.6 shows the parameter estimation errors as a function of the number

of training samples, where each parameter is inferred separately while the other parameters

are set to their true values. We can conclude the following: i) almost all parameters can be well
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estimated, and this requires only a few samples; ii) d and the eyeball depth pcz are difficult

to infer, due to their small impact on o. Nevertheless, this means that their impact on gaze

estimation is small. iii) The visual axis deviation angle parameters (κ), which are important for

accurate gaze estimation but are often neglected, are well constrained by the image likelihood

and the known object position p, and can thus be inferred.

The right plot of Fig. 6.6 shows a similar experiment: we evaluate the gaze estimation accuracy

(assuming the true person specific geometric parameters are known) as a function of image

resolution simulated through blurring (see Fig. 6.5). Notice the high robustness with respect

to resolution due to the optimization of a global image likelihood measure. We also show the

estimated variances, which correctly reflect the uncertainty of the gaze estimates.

These results suggest that G3E may potentially provide not only the estimated gaze, but also

the uncertainty on the estimate. Furthermore, given proper training data, our approach may

achieve highly accurate gaze estimation (< 2◦ error) at test time under poor sensing conditions.

6.5.2 Real data evaluation

To evaluate the G3E model we used recording sessions from the EYEDIAP database, which

is well described in Chapter 4. However, at the time these experiments were conducted,

the EYEDIAP database was at an early stage of development, far from the version made

publicly available. Therefore, the experiments described in this Section do not follow the

proposed benchmarks, and some of the frames validity checks (described in Section 4.4.2)

were not conducted due to, e.g., lack of manual annotations. Therefore, the obtained errors

are higher than in comparison to the experimental results obtained in Chapter 5. Direct

comparisons to the methods of Chapter 5 using the EYEDIAP benchmarks are left for future

work4. Nevertheless, the experiments presented in the following sections are intended to

validate specific characteristics of the G3E model which are advantageous with respect to the

appearance and geometric based paradigms.

We used recording sessions involving either the FT (floating target) or the CS (continuous

screen) visual targets under a static (SP) or moving head pose (MP). Recall that the distance of

the participant to the screen and sensor was ≈ 85cm. In the experiments using the FT visual

target, the participant’s distance to the sensor was approximately 1.2m, resulting in eye image

sizes between 20×14 (CS) and 13×9 (FT). In these experiment, the pose-corrected image are

upsampled to a fix resolution of 55×40 pixels with known pixel size (0.595mm/pi xel ).

Notice that, unless stated otherwise, the G3E model is trained from 42 gaze annotated eye

image samples. These samples are collected as a structured training set (cf. Section 4.4.4) such

that the ground truth gaze angles are regularly distributed among the range of observed gaze

directions, as illustrated in Figure 6.7a. To learn the color distributions, we manually segment

1 to 3 images, from which we pick color samples of the three classes: cornea, sclera and skin.

4These experimental evaluations are indeed amongst our short term goals
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Chapter 6. Geometric Generative Gaze Estimation (G3E)

(a) (b)

Figure 6.7: (a) Geometric fitting given by G3E. (b) Ellipse fitting given by the Starburst algorithm
on training data collected using the floating target.

The inference process is conducted as described in Algorithm 4. The hyperparameters, i.e.,

the prior distributions, were set manually. Anatomical values were found in the literature,

e.g., [Hansen and Ji, 2010], in millimeters: µ̂re = 12, µ̂rc = 5.5, µ̂d = 7 and µ̂pc = oh (eyeball

position in the HCS5), and their standard deviations were set to 0.8. The angular values

were µ̂θκ =−1.5◦ and µ̂φκ =±5◦ (the sign is different for the left and right eye [Guestrin and

Eizenman, 2006]), and their standard deviation were set to 1◦. Finally, the eye corners are

defined in the pose-rectified eye images domain. The mean of their priors (µ̂kl r ) are set to the

projection of the eye corners vertices (obtained from the 3DMM topology) and the standard

deviation is set to 0.05 times the image width.

As performance measure, we used the angular gaze error, defined as the angle between the

estimated line of sight (LoS) and the vector pointing from the LoS’s origin to the (known) visual

target’s 3D position (p), as described in Section 4.4.7.

6.5.3 G3E inference and geometric methods

We illustrate in Figure 6.7a the inference process output on a set of training samples collected

from a recording session involving the FT visual target. The result of the training can be

visualized using the mode of q∗(Z) (MAP estimate) and by overlaying the contours of the

associated segmentation and eyeball structure, as shown in Fig. 6.7a. Our method follows

properly the position of the eyelids and eye orientation despite the low resolution and the

sometimes unclear boundaries between eye regions.

As a qualitative comparison, we tested the Starburst algorithm [Li et al., 2005] on the same

data. This approach is a well known method and representative of the feature extraction step

(pupil/iris center localization) in the geometric based paradigm. The Starburst algorithm

is based on the fitting of an ellipse to the pupil/iris contour based on thresholded gradient

5In practice, we use a coordinate system positioned in oh (without rotation), such that µ̂pc = 0
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Figure 6.8: Average gaze error as a function of the number of training samples. Computed on
test data from a participant gazing at a floating target with a fixed frontal pose.

features, found along rays from an initial estimation of the iris region center. Further features

are extracted by searching in the same manner from the features found in the previous step. An

iterative process, and the usage of the random sampling and consensus (RANSAC) algorithm

makes the ellipse fitting less sensitive to wrong initializations and feature outliers. This method

can be seen as an active shape model [Cootes et al., 1995].

In these experiments, we started the starburst fitting process from the true iris center value, as

a weakly supervised strategy. Nevertheless, despite this, and tuning the algorithm parameters,

we normally obtained results as shown in Figure 6.7b. The low recall and unaccurate estima-

tion demonstrate the important difficulties of ellipse fitting, which is a critical step for many

geometric gaze estimation methods, e.g., [Ishikawa et al., 2004, Xiong et al., 2014]. Notice that

our approach does not have this limitation as it avoids local feature computations.

6.5.4 G3E and appearance based methods

We compared the G3E model to the method we proposed in [Funes Mora and Odobez, 2012].

As we described in Chapter 5, this method also builds over the head pose invariant gaze

estimation approach. From the pose-rectified eye images, the gaze direction is estimated

using adaptive linear regression (ALR) from a set of gaze annotated training samples. Notice

that in Chapter 5 we empirically found that ALR, originally proposed by Lu et al. [2011a],

performs best among different appearance based gaze estimation methods in a supervised

setting, when using a small set of training samples. For ALR we typically used the same 42

training samples, organized as 7 gaze yaw angles and 6 gaze elevation angles. Our intention

is to contrast to the appearance based paradigm. We now describe the result of experiments

designed to raise awareness of the limitations of appearance based methods.

Number of training samples

As concluded in Section 6.5.1 our model is adequate for training from few data. We validated

this on data from the EYEDIAP database (FT visual target), and compared to ALR, as shown
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Figure 6.9: Estimated eye rotation (◦) on a test sequence, with training samples restricted to
the [−15◦,15◦] range.

in Figure 6.8, which presents a typical error curve obtained for a participant in functions of

the number of training samples. As shown in Figure 6.8, ALR, as any other appearance based

methods, need to cover densely the gaze space with the training samples in order to achieve

lower errors. However, G3E, even from a few observations is already capable to estimate gaze

with an acceptable performance.

Gaze extrapolation

As our method is based on a explicit eye model, we argue it can extrapolate to gaze directions

outside the training set. To illustrate this, we conducted an experiment where we collected the

training samples restricted to gaze yaw and elevation angles within the range [−15◦,15◦] to

train the ALR and G3E models. Notice that this range of gaze directions is typical of a scenario

involving a gaze calibration procedure using a computer screen, to display visual targets.

Figure 6.9 shows the gaze tracking results on a test sequence. We can observe that this claim is

validated. ALR, as any interpolation based method, is not able to estimate gaze outside the

range of gaze directions used for training, thus causing the saturations observed in Figure 6.9.

On the contrary, our method correctly extrapolates to gaze directions further than the range

observed in the training set.

Gaze estimation across different sessions

In this experiment we exploited recorded sessions involving the FT visual target and main-

taining a static head pose (SP), and which were collected for the same participants 6 months

apart and in different ambient conditions. Across sessions, denoted A and B, there is a drastic

change in the illumination and distance to the camera, as illustrated in Fig. 6.10.

We then trained an ALR and a G3E model using the data from session A. For the G3E approach,

applying directly the learned model -including the color distributions from session A- on
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(a) (b)

Figure 6.10: Eye image samples across different sessions for the same participant; involving
the floating target (FT) and static head pose (SP) conditions. Participant 1 in (a) session A and;
(b) session B.

Table 6.2: Mean angular error (◦) when training the model on session A and estimating gaze
on session B. See text.

Method Participant 1 Participant 2

ALR 21.7 25.0
G3E 8.0 5.5

session B results in large errors ( 40.2◦ and 38.2◦ for the respective participants). This is due to

the obvious color mismatch between the two conditions. However, we can easily leverage on

the important property of the G3E model which is the decoupling of the ambient conditions

(modelled by {Λl }) from the person-specific geometry U . By learning the color distributions

of session B, using the same process described in Section 6.5.2, we quickly obtain an adapted

model that results in good performance, as shown in Table 6.2.

On the other hand, given the lack of geometrical model, ALR does not offer much flexibility for

adaptation. Even if it relies on normalized features that should be robust to global illumination

variation within the eye image (see Section 5.3.3), the results in Table 6.2 shows that the

Session A model is not appropriate for Session B, demonstrating that session changes go

beyond simple illumination and contrast corrections.

The automatic learning of color distributions for G3E is left for our future work, but this

experiment already validates its potential for cross-session adaptation.

6.5.5 Screen gazing evaluation

We evaluated the performance of our method for the screen target estimation task, where we

considered both the static (SP) and moving (MP) head pose case for five participants. Due

to the proximity to the depth sensor and, as we used the DDM pose-rectification procedure

(cf. Section 5.2.3), there are regularly missing depth data which leads to missing patches in the

pose-rectified eye image, as can be seen in Figure 6.11b. In the G3E model, we can well address

this problem by forcing the pixels to be outliers (i.e., setting ω∼ 1 for missing pixels). As ALR

does not provide a straightforward way to handle missing data, we do not report results here.

The results are summarized in Table 6.3. Given the quality of the input data and that head
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(a)
(b)

Figure 6.11: Screen gaze estimation task. (a) 3D rendered RGB-D frame. The user’s face region
is replaced by the 3D facial template, rendered with the estimated head pose. The blue lines
and green dot on the screen are the ground truth. The red lines correspond to the estimated
lines of sight and the red dot is the screen intersection (for the left eye). (b) Test images for the
left eye (originally, ≈ 20 pixels eye width, prior to the pose rectification). The data shown at
each column correspond to a different participant. White pixels correspond to missing depth
data. The contours represent the mode of q∗(Z) (the MAP estimate on the geometry).

Table 6.3: Gaze angular median error (◦) for people looking at screen targets.

Participant
Head pose 1 2 3 4 5 Avg

Static (SP) 2.9 2.7 3.1 2.5 5.9 3.4

Moving (MP) 9.3 5.5 3.6 4.6 8.6 6.3

pose variation was within a range of ±30◦ for yaw and elevation, the performance are highly

promising. To illustrate this, we provide in Fig. 6.11 an example of the setup together with

qualitative segmentation results for the 5 participants.

These results show that our method has a good behavior at test time, although we observe

on the bottom right a problematic situation for our approach which is extreme gazing down,

where the cornea region gets heavily occluded by the eyelid.

6.6 Conclusions and future work

In this Chapter we have proposed a novel paradigm for gaze estimation. We call this method-

ology geometric generative gaze estimation (G3E). It is based on a geometric understanding

of the 3D gaze action up to the generation of eye images, formalized as a generative process.

We developed an inference technique, based on Variational Bayes, to find the person specific

geometric parameters from training data (i.e., gaze annotated eye images), and also to estimate

the gaze direction and eyelids opening at test time, from the known person specific geometry.

We have demonstrated that this method has many advantages with respect to previous ap-

pearance and geometric based methods (resp. ABM and GBM), by conducting experiments on

both synthetic and real data. Thanks to the usage of priors on the geometric parameters, G3E
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is adequate for training from a few training samples. This is valuable for many applications as

it reduces the amount of needed user cooperation.

This model is also capable of gaze extrapolation, i.e., to estimate gaze on samples with further

gaze directions than the range observed in training set, which is, otherwise, a known limitation

of appearance based methods. This has important practical implications, as it allows to design

more flexible calibration sessions, e.g., to calibrate on a screen, but to estimate gaze in the 3D

space.

The G3E model has also been proven to be adequate for low resolution sensing, as it was

designed to avoid the detection/tracking of local eye features. This has been, otherwise, a

strong requirement for GBM and have therefore restricted their usage to high quality data

sensing conditions.

The proposed model correctly decouples the geometric parameters from the appearance

parameters. Whereas the geometry is modelled by the person specific geometric parameters,

the appearance is modelled as independent color distributions. These color distributions

are not only valuable to discriminate between the semantic regions, but also to reflect the

sensing conditions which have an impact on the pixel color observations (e.g., illumination).

This decoupling enables the adaptation from a previously trained model to different sensing

conditions, without the need to re-estimate the person specific geometric parameters.

Finally, in this Chapter, the G3E model was designed over the RGB-D based framework for

head pose invariant gaze estimation. Meaning, the overall approach is head pose invariant,

allowing to estimate gaze for unconstrained user movements.

Future work. There are many interesting research directions that may be investigated under

this framework. The main element which needs to be addressed is the automatic learning

of color distributions. Notice that this task, although not trivial, is less challenging than the

inference of the geometric parameters. Different strategies could be exploited: the skin color

distributions may be obtained from face regions during tracking; the sclera is known to be

always “whiter” in comparison to the “cornea” region, this observation may help to discrimi-

nate between these two classes. We could further profit from color distribution priors, trained

from collections of eye images. In this manner, the inference of the color distributions param-

eters could be incorporated within the overall inference scheme. Furthermore, an otherwise

cooperative scenario may be designed: assuming the user specific geometric parameters are

known, by fixating at a single point we can use the model to generate a segmentation to pick

color samples automatically from this single image.

The eye geometric model we used is a simplified model of the human eye. In future work,

it might be interesting to consider eye torsion, as its impact may be more significant for

larger gaze directions than in the cases where its influence has been neglected [Guestrin and

Eizenman, 2010]. In addition, the model’s prior geometric parameters were manually defined.

Alternatively, these parameters could be estimated from a collection of high-quality 3D eye
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models, which could be retrieved using 3D reconstruction techniques [Bérard et al., 2014].

An interesting research direction, which aims at further reducing the need for user calibration,

may profit from the probabilistic formulation of G3E. By leveraging prior research on human

attention, we can design inference techniques which are suitable for unsupersived or weakly

supervised scenarios. The strong geometric priors of the model may have an important impact

in these cases, as they are helpful to regularize the plausible set of geometric solutions.

The derived inference scheme, based on Variational Bayes (VB), is an interesting approach

which leads to fast convergence and the further estimation of the parameters uncertainty.

However, the model complexity, and the Monte Carlo (MC) based variational bound derivatives

computation makes the optimization process not trivial. Notice that, due to the MC sampling,

this optimization is actually stochastic. In practice, we sometimes noticed this had a negative

impact on the resulting parameters estimates. Therefore, for future research, it would be

of value to investigate methods to make the VB optimization more robust, or alternative

inference schemes could be applied to the proposed model, e.g., Gibbs sampling, MCMC, or

simple grid sampling, etc.

We believe the G3E methodology has a significant potential for gaze estimation in many

diverse scenarios in HHI, HRI and HCI applications. To validate this, we evaluated G3E

under challenging conditions, such as low resolution imaging, unconstrained user motion

(large head pose variations) and minimal user cooperation (reduced number of training

samples). Nevertheless, we believe this methodology may also be a powerful approach in more

cooperative scenarios, relying on higher quality data. This last point remains to be validated

with future experiments, together with a systematic comparison to the results obtained in

Chapter 5, using the EYEDIAP database.
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7 Gaze Coding in Natural Dyadic and
Group Interactions

7.1 Introduction

The understanding of human non verbal behavior and their functions in interactions is

important in many fields of study. Indeed, whereas the understanding itself is an active

research topic within the fields of psychology and sociology, its exploitation is considered as

crucial for computer scientists for the development of newer generations of socially aware

human-computer and human-robot interaction systems.

To this end, in recent years there has been a growing interest in the collection and analysis of

dyadic and multi-party corpora of human interactions in natural settings. To conduct behavior

and social studies using these corpora it is often necessary to code the non-verbal cues, which

means to obtain a mid-level representation in which it is known who and when performs a

given non verbal action. However, due to the difficulty to manually code non-verbal behavior,

and gaze in particular, these studies are normally limited in terms of size and quality.

Automatic methods have been proposed for gaze coding (or “visual focus of attention”).

However, due to the many difficulties involved in the sensing of gaze, these methods have then

been limited to using the head pose as a proxy [Ba and Odobez, 2006, Jayagopi et al., 2012], or

to rely on coarse measurements of gaze [Gorga and Otsuka, 2010]. Therefore, in this Chapter

we will propose automatic gaze coding solutions based on the methodologies developed in

previous chapters.

Our goal is to propose a system capable of gaze coding under natural behavior and non

cooperative participants. Natural behavior implies that the motion of the participants is

unconstrained, whereas the lack of cooperation means that it is not possible to conduct a gaze

calibration session to train person specific gaze models. We will therefore rely on the methods

described in Chapter 5, developed to achieve head pose and person invariance to infer the

gaze direction1. To derive the coding, i.e., associating a gaze direction with looking at a target,

1The methodology proposed in Chapter 6 could potentially be used as well in this context. However, the work
and experimental validations in this Chapter were made relying on the elements from Chapter 5.
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we will further take advantage that the methodology developed in this thesis (gaze estimation

and participants tracking) is done in the 3D space. We will thus propose ways to calibrate a

setup composed of multiple RGB-D sensors, and then formulate the gaze coding problem as a

geometric analysis of the interaction in the 3D space.

The work presented in this Chapter has been mainly developed in the context of the SONVB

project2, which aims at studying non verbal behavior patterns in real job interviews situations.

The scenario is composed of two participants: an interviewer and interviewee whose behavior

is natural and unconstrained. Therefore, in the following, we mainly formulate the problem

and validate the proposed system for dyadic interactions. Most elements of this Chapter were

published in [Funes Mora et al., 2013], but we present the recent improvements based on the

gaze estimation models developed in Chapter 5 (currently under submission [Funes Mora and

Odobez, 2015]).

The rest of the Chapter is structured as follows. In Section 7.2 we describe the proposed

methodology. Section 7.3 covers the experiments we conducted to validate the proposed

system. In Section 7.4 we discuss extensions, in particular, to the multi-party situation. Finally,

in Section 7.5 we present a discussion and conclude the Chapter.

7.2 Proposed gaze coding system

In this section we describe the proposed system for dyadic gaze coding. First, we describe the

sensors setup and calibration; then, we briefly recall the gaze tracking elements from Chapter

5, which are relevant to this methodology, followed by the gaze coding approach. Finally, we

propose a simple procedure to apply the method of Chapter 5 and obtain the person specific

eye image alignment parameters.

7.2.1 System setup

For the proposed setup, shown in Figure 7.1, we employed two RGB-D cameras (Microsoft

Kinects™) positioned on a table and facing opposite directions, such that there is a camera

assigned per participant.

From this diagram, we can define a set of coordinate systems: the world coordinate system

(WCS) and a camera coordinate system (CCS) per RGB-D sensor A or B. Each participant will

also have assigned a head coordinate system (HCS), which follows the result of the head pose

tracking (cf. Section 7.2.2). In the following we will describe a simple procedure to obtain the

pose parameters of the two cameras, based on a few assumptions.

We assume the RGB-D sensors are calibrated, meaning that, per-sensor, the intrisic parameters

of the RGB and depth cameras are known, together with the relative pose between the RGB-

2https://www.idiap.ch/project/sonvb
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Figure 7.1: Top view of the system setup and definition of the related 3D coordinate systems.

depth stereo pair (extrinsic parameters). These calibration parameters allows us to interpret

the RGB-D data as a textured 3D mesh defined with respect to its corresponding camera

coordinate system (CCS). In our implementation, the CCS normally corresponds to the

coordinate system of the RGB camera, as defined by the pin-hole camera model.

The 3D pose of each RGB-D camera needs to be estimated with respect to a fixed world

coordinate system (WCS). This allows to refer all quantities (head pose, gaze, mesh data),

initially expressed in their corresponding CCS, into the WCS and, in this manner, obtain a

unified representation, independent of the data source. For example, we can construct a single

textured 3D mesh of the overall scene and the interaction, all expressed in the WCS.

However, notice that the fields of view of the cameras do not overlap. Thus, we can not use

stereo calibration techniques based on 3D correspondences to find their relative pose. We

then propose to leverage on the background walls to estimate the camera pose based on the

following assumptions, which can easily be met:

1. The wall planes are fronto-parallel;

2. Both cameras are at the same height (e.g., on a table);

3. There is no rotation along the z axis of each camera (roll);

4. The wall-to-wall distance and the distance between cameras are known.

Based on these assumptions, the camera pose estimation procedure works as follows: given a

single depth frame we fit a plane to the back wall using the depth pixels segmented based on

distance thresholding. Provided that the WCS is defined with its z axis perpendicular to the

walls (as shown in Fig. 7.1), then the camera’s tilt and yaw angles are obtained directly from

the wall’s normal vector, which corresponds to the WCS’s z axis. This assumes the camera roll

angle is 0 (assumption 3, above).

The translation of each camera is obtained by first rotating its data to be aligned to the WCS.

Then, its position along the z axis is obtained from the camera-to-wall distance (from the
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fitted plane) and the known wall-to-wall distance. Its position along the y axis is set to 0,

as we assume the cameras are at the same height, and finally, the position along the x axis,

is set to 0 for one of the cameras, whereas for the other, it is obtained from the measured

camera-to-camera distance (considering the difference along the z axis).

Alternatively, some of these parameters can be defined a priori, from the setup design, e.g.,

by carefully placing the cameras at the same position along x (therefore, the position along x

would be 0 for both sensors), or aligning the camera’s yaw angle to the wall, such that its value

is 0. However, the conditions we propose can easily be met in a standard room, the calibration

procedure is simple to implement and it allows for more freedom on the camera’s placement.

7.2.2 Head and gaze tracking

To detect gaze coding events it is necessary to track the head pose and the gaze direction of

each participant. To this end we build upon the methodology developed in previous chapters

of this thesis.

To retrieve the head pose we use the ICP based tracking algorithm described in Section 3.3,

which assumes a person specific face model is first obtained by fitting a 3D Morphable Model

(3DMM) [Paysan et al., 2009] to RGB-D data, as described in Section 3.2. The estimated head

pose is then obtained as p = {R,t}, i.e., a 3D rotation and translation, which defines the pose of

the HCS, with respect to the WCS.

For the gaze estimation, given the results obtained in Chapter 5, we decided to use the H-

SVR gaze estimation model. This was motivated by the results obtained in the experiments

evaluating person invariant gaze estimation algorithms. The H-SVR model either performed

very comparable to the best approach, in the FT settings, or had the best performance by a

larger gap, in the CS settings. As part of the contributions of Chapter 5, this approach builds

over the head pose invariant appearance based gaze estimation framework. Therefore, it is

adequate for this task, as it allows for unconstrained motion from the participants.

Recall that we know an approximate location (per eye) of the eyeball center “oh”, defined with

respect to the HCS. The output of the gaze algorithm is the vector vh also expressed in the HCS.

To transform these values to the WCS it is only necessary to apply the rigid transformation

given by the head pose, i.e., oWCS = Roh + t and vWCS = Rvh.

For this setup, we will also consider obtaining a person specific eye alignment, using the

synchronized delaunay implicit parametric alignment (SDIPA) approach, which we proposed

in Section 5.4.2. In Section 7.2.4 we will propose an approach to easily extract the data required

to infer this alignment.
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7.2.3 Gaze event detection

To infer whether a person is looking at a visual target, two main elements are needed: the 3D

gaze direction and the target position, both referred to the same coordinate system. In dyadic

interactions, the visual target y ∈R3 is mainly the other participant. We aim at discriminating

between looking at the other person or not. We will here make the assumption that the point

of interest, when looking at the other participant, is between the eyes, such that:

y =
oh

le f t +oh
r i g ht

2
, (7.1)

and is defined with respect to the HCS. The gaze direction and the head pose are then

estimated as described in Section 7.2.2. All quantities can be referred to the WCS or any HCS,

using the system geometry described in Section 7.2.1 and shown in Fig. 7.1.

We can proceed to define the gazing event decision function. Thanks to the unified 3D

geometry of the fully calibrated system, we can detect these events as the moments in which

the participant’s 3D gaze vector intersects the visual target position.

Assume we aim at detecting if the participant A is gazing at participant B. Given that the

estimated head poses of the participants are pA := {RA ,tA} and pB := {RB ,tB } (referred to the

WCS), the point of interest at participant B, with respect to his/her HCS, is yB (cf. Equation

7.1), and the line of sight of the participant A, defined with respect to his/her HCS, is LoS A :=
{oh

A ,vh
A}. Then, we define the gaze reference vector, expressed in the HCS of participant A, as

the unitary vector v̂B
A , which points from the eyeball of participant A to the participant B as

follows:

v̂B
A ∝ yHCSA

B −oh
A = R>

A

(
RB yB + tB

)−R>
A tA −oh

A , (7.2)

where yHCSA
B is the position of the participant B referred to the HCS of participant A. Finally,

we can define the gazing decision function as:

arccos
(
vh

A · v̂B
A

)
< τ, (7.3)

where τ is the gazing angular threshold. Although these elements are referred to the HCS of

participant A, the decision on the coordinate system to refer all variables does not have an

impact on the end result. Notice that we only use the LoS of one of the eyes. In practice, the

eye which is more visible to the camera is used in our experiments, which is derived from the

estimated head yaw angle.
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7.2.4 Eye image alignment estimation

As proposed in Chapter 5, Section 5.4.2, the estimation of person specific eye image alignment

parameters can further boost the accuracy of person invariant gaze estimation models. More-

over, it can help to correct for a systematic gaze estimation bias, which can otherwise degrade

the gaze coding accuracy. Here we propose a simple procedure to estimate this person specific

eye image alignment.

Notice that, at all times during the interaction, the gaze reference vector is well defined, as it

only depends on the head pose tracking (as shown in Equation 7.2). If, at a given moment,

it is known that the participant A is gazing at participant B, we can collect a gaze annotated

sample as {IR , v̂B
A}, where IR is the pose-rectified eye image (see Figure 5.2).

In practice, this can be done with a minor effort. An experimenter, i.e., a person which requires

to extract the gaze coding from the recordings of an interaction, can annotate a few frames in

which this event occurs. In Chapter 5 we demonstrated empirically than only a few samples

(≈ 5) are enough for this purpose.

Notice that this is not a requirement. Good performance can already be obtained from

the person invariant gaze model alone. Nevertheless, as it will be show in Section 7.3, the

alignment indeed improves the gaze coding accuracy.

7.3 Experiments

In this section we describe the experiments we conducted to validate the gaze coding system

we developed. We first describe the data we used, including its annotations, followed by the

experimental protocol and finally we present and discuss the results we obtained.

7.3.1 Data

As mentioned in Section 7.2.2, we here use the H-SVR based gaze estimation algorithm. This

model was trained from all the participants of the EYEDIAP database (cf., Chapter 4) to obtain

a person invariant gaze estimation model, as described in Chapter 5.

For the gaze coding evaluation, we considered five natural dyadic interactions consisting of

real job interviews conducted in the context of the SONVB project. One participant has the

role of the interviewer, while the other one is the interviewee. The interviewer was always the

same person, but the interviewee was a different subject per interview. Each interview was

recorded using the setup as described in Section 7.2, which was calibrated accordingly.

In order to train and evaluate our automatic gaze coding system, one person manually anno-

tated gazing events for both protagonists of the interaction. Gazing events were defined as the

time periods in which the person of interest was looking at the other subject. We did not filter
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(a)

(b)

Figure 7.2: Head pose and gaze tracking in a natural dyadic interaction. (a) Original RGB
frames of the interviewer (left) and interviewee (right) (b) 3D rendering of the composed 3D
scene from two viewpoints, including the estimated head pose and 3D gaze direction. Notice
that the camera coordinate system is also rendered.

out moments in which there were facial expressions, blinks, fast head movements, etc.

As manual annotations of gaze are difficult and time-consuming, the annotations consists

of only five minutes per interaction. In order to ensure that the timings were accurate, we

generated subtitle files and played back the video with the subtitles in VLC, and further

adjusted the timing, such that they were accurate.

7.3.2 Alignment and tracking

To obtain the person specific eye image alignment, we used the procedure described in Section

7.2.4. That is, we collected only 3-5 frames in which the participant was gazing at the other

subject. Then, assuming the EYEDIAP training set has already been aligned, we computed

the test subject’s eye alignment parameters using the SDPIA method, as described for the “eye

image alignment for a test subject” case, in Section 5.4.2. Figure 7.2 shows qualitative results

on the obtained head pose and gaze tracking per participant.
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Figure 7.3: Automatic gaze coding precision-recall curves. (a) Without using alignment.
(b) Using an eye alignment obtained from the synchronized delaunay implicit parametric
alignment approach (cf., Section 7.2.4).

Table 7.1: F1-score for frame level automatic gaze coding.

Participant
Method 1 2 3 4 5 Mean

Head pose 62.5 70.9 49.0 79.4 62.3 64.8
Not aligned 80.9 91.2 83.9 95.7 85.3 87.4

Aligned 87.4 92.3 86.7 96.0 86.9 89.9

7.3.3 Gaze coding results

In Figure 7.3 we show the precision-recall curves obtained by varying τ, from which we can

observe the improvement given by the alignment approach. From these curves we obtained

the F1 scores shown in Table 7.1, obtained at Equal-Error Rate τ value. Notice that participants

1, 2, 3 and 5 correspond to interviewees, whereas participant 4 is an example of the interviewer.

In Table 7.1 we also present the results obtained when using only the head pose to code gaze.

The approach we used is equivalent to a gaze estimation method based on the head pose

direction, as described in Section 5.3.5. However, instead of assuming that the gaze direction

is frontal in the HCS (vh = [0,0,1]>), we set vh to a constant value, obtained as the average

gaze reference vector computed over a set of frames in which it is known that the person of

interest is looking at the other one (manually annotated). In this manner, we emphasize that a

given head pose is more likely when looking at the other subject (for that particular person

and interview). In practice, we observed this approach indeed leads to more accurate gaze

coding than when based on the default parameters.

The results shown in this table confirm the validity of the proposed approach. The large

gap in performance between the head pose based gaze coding, and the methods based on
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Figure 7.4: Automatic gaze coding results for a sequence of ≈2 minutes. Blue: ground truth.
Red: Estimated gaze coding. From top to bottom: participants 1 to 5.

gaze estimation, demonstrate the significant impact and benefit of the head pose and person

invariant gaze estimation model we developed in this thesis.

Notice that a person invariant gaze estimation model is required as, in this context, it is

not possible to ask the participant to undergo a gaze calibration session. The head pose

invariance, on the other hand, was needed as we observed a large diversity in the dynamics of

the interactions. The participants alternate between being static and paying attention to the

other subject (e.g., when listening), orienting their head in diverse directions (while looking at

the other person or not), or even moving their body forward and backward.

It is interesting to observe the behavior of participant 4 in particular (interviewer). As the

interviewer is asking questions, with shared attention between either the questionnaire at the

table and the interviewee (see Figure 7.2a, left), the head pose is more informative of the gaze

behavior (F1-score is 79.4, in contrast to the average of 64.8). Interviewees in average are more

constantly oriented towards the interviewer and are not looking at the interviewer through

simple gaze away gestures. Therefore, the head pose is less discriminative of gaze behavior,

and the sensing of gaze itself has a more significant impact on the gaze coding accuracy.

In Table 7.1 we also compare the results on gaze coding accuracy when using or not the

alignment method we proposed in Chapter 5. Notice that in average the classification accuracy

increases when the eye alignment is used. Even though the increase applies to all subjects,

there are particular cases (e.g., Participant 1) where an important alignment correction was

indeed necessary, and the proposed method was able to find it from very few annotated

samples, leading to an significant increase of gaze coding accuracy. This can be futher observed

in Figure 7.3, which shows the precision recall obtained when using or not an eye alignment

procedure.

Finally, Figure 7.4 shows qualitatively the resulting coding at frame level as a time sequence,

whereas Figure 7.5 illustrates a few frames from the interactions which were correctly anno-

tated. Notice that, despite the subtle gaze behavior, the estimates follow closely the ground

truth.
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Figure 7.5: Qualitative gaze coding results obtained for dyadic interactions in the SONVB
database. Per participant, we display the obtained gaze coding class above. Gaze aversion was
further decomposed into background classes (up, down, left, right), explained in Section 7.4.2.
For all the shown examples, the correct class labels were obtained automatically.
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Figure 7.6: The KTH-Idiap corpus recording setup

7.4 Multi-party interactions and method extensions

We recently extended this work to the multi-party situation. Motivated by the need of the

research community for corpora which allows the study of group dynamics, we collected the

KTH-Idiap Group-Interviewing corpus [Oertel et al., 2014].

We aimed at creating a corpus which encompasses as many different group dynamics on as

many different levels as possible. To this end we proposed to study and record group interviews

in which several participants are jointly interviewed to get a grant, and which can be seen as an

extension of job interviews from the dyadic to the multi-party case. Furthermore, the interview

process is composed of different stages which elicit diverse participant’s behavior: from self

disclosure, to competitive or cooperative interactions. For more details on the scenario, please

refer to [Oertel et al., 2014]

This corpus is of high relevance for the problem of automatic gaze coding. The recording

setup can be seen in Figure 7.6. We can observe that, in this case, there are four Microsoft

Kinect™sensors, but there is still one sensor assigned per participant. Therefore, this is indeed

a direct extension of the dyadic setup described in Section 7.2.

7.4.1 Gaze coding

In this section we discuss the elements which need to be extended from the dyadic case,

mainly the setup calibration and the gaze coding approach.
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Setup calibration

The setup calibration could be addressed in a similar manner as in Section 7.2, i.e., a plane can

be fitted to depth measurements of the background walls, from which we can infer the pitch

and yaw angles of the CCS of each RGB-D sensor. Their translations could then be obtained

assuming the room geometry is known.

However, in this corpus, the pose of the sensors is defined a priori by design, as they have

the fixed placement shown in Figure 7.6. We only needed to correct for the sensors pitch,

which was obtained either automatically, from the background wall’s depth data, or manually,

whenever the background wall was at a distance exceeding the camera’s depth sensing limit.

Once the relative pose between all four CCS is obtained, we define a WCS to which it is possible

to refer all measured quantities.

Multi-party gaze coding

The automatic gaze coding in a multi-party setting follows the same principle as in the dyadic

case, described in Section 7.2.3. However we need to account for multiple visual targets.

Similarly to the dyadic scenario, we define, for the participant i , a gaze reference vector v̂k
i

for looking at each other person k. Then, provided that the gaze estimation output is vh, we

define the gaze angle from the participant k as:

ψk
i = arccos

(
vh

i · v̂k
i

)
(7.4)

We then obtain the gaze target Ti for the participant i as:

Ti =
c if ψc

i < τ
−1 otherwise

, (7.5)

where c = argmink {ψk
i }, i.e., the closest participant in terms of gaze, and, “−1” is the back-

ground class, which indicates that the participant is not looking at any of the targets.

Even though this discussion was made in terms of “participants”, the same analysis could be

conducted for any type of visual targets, as long as their 3D position can be determined, and

therefore, so we can define their corresponding gaze reference vectors.
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7.4.2 Background classes

So far we have discriminated between looking at the participant(s) or looking at the back-

ground. Nevertheless, it can more informative to further split the background class into

sub-classes such as: “up”, “down”, “right”, “left” and “mid-targets”. Andrist et al. [2014] shown

that different gaze aways directions could be more characteristic of different functions (turn

taking, management, cognitive load, intimacy, etc).

The proposed sub-classes are discriminated by monitoring the gaze pitch and yaw angles, ob-

tained by first referring vh to the WCS (such that the classes like “up” or “down” are consistent

with the WCS), and taking into account the positions of the targets. For example, “left” and

“right” occur whenever the participant is looking further left or right than the position of all

the targets in his/her field of view.

7.5 Conclusion

In this Chapter we investigated and proposed solutions for the problem of automatic gaze

coding in natural dyadic and multi-party interactions.

The proposed system relies on the 3D tracking of the head pose and gaze direction of the

participants, collected using a setup of multiple cameras whose fields of view do not overlap.

Then, provided a prior system calibration, the tracked variables can be referred to a unified

WCS based representation. In this manner, the gaze coding problem reduces to a simple

geometric analysis of the 3D head pose and gaze direction of the participants. Furthermore,

this approach generalizes well from the dyadic to the multy-party setting. To facilitate the

setting up process, we proposed a method to obtain the overall system calibration, which

relies on a small quantity of assumptions than can be easily met.

We have conducted evaluations on natural dyadic interactions of real job interviews and

reported high accuracy in gaze coding. These experiments and context further validated the

importance of the methods we proposed in the previous chapters. Notice that a head pose

and person invariant gaze estimation method was indeed necessary to address the problem

and context presented in this Chapter.

The obtained results also demonstrate the advantage of using a gaze estimation algorithm

over the assumption that the head pose is sufficient to retrieve a subject’s gaze behavior. We

also evaluated and confirmed the increase in gaze coding accuracy when using a person

specific eye image alignment, inferred from a small set of gaze annotated samples. To this

end, we proposed a simple procedure to obtain these gaze annotated samples from a high

level verification (is participant A looking at participant B?) which can be easily annotated

in a few frames by an experimenter. This further validates the contributions from Chapter

5, and provides a clear example of an application which profit from the proposed eye image

alignment and gaze estimation methodology.
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Finally, we discussed the extension of the proposed methodology to the multy-party setting, for

which we described the handling of multiple subjects and the definition of further background

sub-classes which can help to better characterize the gaze patterns of the participants.

We believe the proposed approach can be beneficial for further research on human-human,

human-robot and human-computer interaction. For future work it will be interesting to

quantitatively evaluate the gaze coding performance in the multi-party scenario. Moreover,

in a multi-modal setting, we may leverage conversational priors on human attention, i.e.,

according to the dynamics of the interaction, at which moments is a participant more likely to

gaze at another. Then, provided these soft-annotations, we can automatically extract the few

samples needed to infer the person specific eye image alignment. An even more interesting

research direction would be to rely on the same soft-annotations and the estimated head

positions and gaze directions to jointly solve for the gaze coding and the calibration of the

relative pose of each camera. In this manner, the gaze coding system would be fully automatic.
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8.1 Conclusions

In this thesis we investigated the problem of automatic gaze estimation. We proposed and

validated innovative solutions which overcome many of the limitations of previous methods.

Thanks to these improvements, the developed methods are suitable for applications that go

beyond screen gazing (e.g. HRI, or human behavior analysis), and involving diverse setup

configurations and different levels of user cooperation.

We proposed to build a non-intrusive gaze estimation system by relying on remote consumer

RGB-D sensors. In this context, we addressed the challenges of low resolution eye image

sensing and eye image appearance variations due to head pose. Then, towards minimizing

the amount of required user cooperation, we proposed a model-based head pose tracking

system which adapts to the current user in order to achieve high accuracy. The proposed

head pose tracker does not require any explicit actions from the participant. Similarly, we

addressed the problem of eye image appearance variations across subjects, by learning gaze

estimation models trained to be person invariant. Finally, we validated the thesis contributions

by building upon the proposed methods to address the automatic gaze coding problem in

natural dyadic and group interactions.

In the following, we will recall in better detail the thesis contributions and how we addressed

the aforementioned challenges. Then, in the following section, we will discuss the limitations

and perspectives of the proposed algorithms.

Head pose tracking

We developed a head pose tracker based on the frame by frame registration of a 3D face model

to depth data, by using the iterative closest points algorithm. The tracker achives high accuracy,

is robust to noise and missing data, and interestingly, defines a head coordinate system in

which a stable position of the eye can be defined. Therefore, this method implicitly solves the

3D eye tracking problem, which is required for further gaze sensing related processing stages.
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To learn the person specific face model, which is required for the head pose tracking, we

proposed to fit a 3D Morphable Model (3DMM) of identity related facial shape variations

directly into RGB-D data samples. This can be done in an offline phase, as done by an

experimenter who collects and annotate RGB-D samples with facial landmarks. However, to

avoid the need for user cooperation, we proposed an online approach, which combines both

the head pose tracking problem with the 3DMM fitting in a unified framework. The resulting

head pose tracker provides high accuracy to be used for gaze tracking.

EYEDIAP database

We collected and made publicly available a database for the problem of gaze estimation from

remote RGB and RGB-D cameras, which we called EYEDIAP. This database systematically

isolates the main variables which have an impact on gaze estimation algorithms, such as

the head pose, the person specific appearance, the visual target and the ambient conditions.

Furthermore, the data was recorded and is provided in diverse modalities, which allows

for experimental flexibily, as required by the user. With this contribution we also aimed at

encouraging a more principled and objective evaluation of gaze estimation algorithms.

Appearance based gaze estimation

To address the problem of gaze estimation from low resolution sensing, we built upon the ap-

pearance based gaze estimation paradigm. To this end, we addressed the following elements:

• Head pose invariance. We proposed to use depth measurements as support to rectify the

eye region appearance into a canonical head viewpoint, using the estimated head pose. We

demonstrated this was a powerful strategy to significantly alleviate the eye image appearance

variations due to head pose. This step directly brings head pose invariance to any prior

appearance based method developed for a single head pose or head mounted sensors.

Alternatively, we can use the 3D face model for the rectification step, where the model’s

surface is used as a substitute for depth.

• Eyes coupling. We proposed a method, based on a sparse reconstruction framework, which

includes anatomatical constraints on the gaze estimation problem. This slightly improves

over the case in which the gaze is estimated separately. Moreover, we found that the strate-

gies based on sparse reconstruction are adequate for situations in which a calibration phase

is possible, as it achieves the best accuracy when training from fewer samples.

• Person invariance. We addressed the person invariance problem in two manners. In the

first one, we proposed to use the sparse reconstruction framework to pre-select subject

specific gaze appearance models from a database of subjects. This method resulted in

gaze estimation accuracy comparable to using the dataset of all subjects, but at a much

reduced computational load. In the second one, we empirically investigated the capability of

diverse appearance based methods to train person invariant models. To this end, extensive

experiments were conducted using the EYEDIAP database.

• Eye image alignment. We raised awareness on the inter-person eye alignment problem,

which affects the person invariance of appearance based methods. We thus proposed an
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alignment algorithm which jointly registers a set of gaze synchronized samples of eye images.

This approach is in contrast with previous methods, which use facial features such as eye

corners to align the eye images. We empirically validated that this approach improves the

performance of person invariant gaze estimation models.

Geometric generative gaze estimation

To address the generalization problems of appearance based methods, which are mostly due

to the lack of an eye specific model, we proposed the geometric generative gaze estimation

approach (G3E). This is a new paradigm to the gaze estimation problem. It is based on a

geometric modelling of the eyeball, gaze activity, and image formation process.

We demonstrated that this method has important advantages with respect to appearance

based methods or geometric based methods alone. This method does not require to track

local eye features, which makes it adequate for low resolution sensing conditions. This is

an important advantage with respect to classical geometric based approaches. Futhermore,

as opposed to appearance based methods, we empirically validated that this method was

suitable for training from fewer samples, is capable of gaze extrapolation, and has the potential

to adapt to different ambient conditions without requiring recalibration.

Automatic gaze coding

We addressed the problem of automatic gaze coding in natural dyadic and group interactions.

To this end, we relied on the proposed head pose and person invariant gaze estimation

methodology. The system therefore profits from the estimation of these variables in the 3D

space to code gaze based on a geometric analysis, which is simple and generalizes to different

configurations. We obtained high gaze coding accuracy in challenging real-life scenarios.

8.2 Limitations and perspectives

At the end of each chapter we discussed in detail the limitations of the proposed methods and

interesting research directions. In this section, we briefly summarize the main points.

Head pose tracker. Although we obtained high accuracy in head pose estimation, we believe

this could be further improved, leading to a reduction on the gaze estimation errors. To

this end, the main elements to be considered are constraints based on the visual domain.

Note that this will become necessary when the subject is at farther distances from the sensor,

where the levels of the depth noise are much higher. There are diverse ways in which the

visual domain could be used, for example, i) incorporating normal-flow constraints; ii) using

semantic facial landmarks detectors or; iii) using appearance registration methods based on

AAM, or by creating a user specific appearance model retrieved online using the shape model.

Besides the tracking accuracy, the initialization and failure detection could be improved. In

addition, the initialization can very much benefit from the random forest based head detector

and pose regressor, which requires the training from a large database to improve its recall and

robustness.Failure detection can benefit from appearance based evaluations, e.g., using skin

color models or any of the aforementioned visual domain based elements.
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Appearance based gaze estimation. In general, these approaches can benefit from the train-

ing on larger datasets with further variations in terms of people, illumination conditions,

distance to the sensor and expressions. This can help to learn more robust person invariant

gaze models. Context information can also help to develop methods to infer the eye image

alignment parameters without any supervision. The development of more accurate eye corner

detection methods may also help to correct for frame by frame misalignments. Finally, an

interesting but more challenging problem is to investigate on the adaptation of pretrained

model to a given subject and illumination conditions, which may eventually lead to improved

accuracy and robustness.

Geometric generative gaze estimation. We believe there is a significant potential on the

G3E paradigm in general. The main problems to address are the automatic color model

distributions learning and adaptation, and the development of robust and fast inference

schemes. Nevertheless, there are other interesting research directions. We could further

minimize the user cooperation by developing unsupervised and weakly supervised inference

schemes, which we argue are plausible under this well defined probabilistic geometric model.

Also, notice that, even if the G3E model was defined in the domain of the pose-rectified

eye images, it could be possible to make the image likelihood evaluation process directly in

the captured image viewpoint. The challenge in this case would be to define a viewpoint

dependent parametric segmentation function.

Automatic gaze coding. The main limitation of the current system is that it is not yet fully

automatic. In our experiments we used the offline face model learning (which requires

manual intervention), however, the online fitting based tracker could be employed in a newer

implementation. More importantly, a careful system calibration is crucial, which therefore

requires some level of supervision, either while placing the sensors and doing the distance

measurements, or after inferring the calibration parameters, and ensuring the system is well

calibrated. The estimation of the eye image alignment parameters also requires the manual

intervention to annotate -a few- gazing events. Therefore an interesting research direction is to

leverage models of human attention based on conversational dynamics to minimize the level

of supervision and setup preparation. The main idea is to infer at what moments it is likely

for a participant to be looking at another. In this manner we can design fully unsupervised

methodologies for the adaptation/learning of gaze models (for which the G3E is well suited)

and the inference of the setup configuration, such as to estimate the pose of the cameras. This

would effectly lead to fully automatic gaze coding system.

Depth dependency. Finally, notice that the proposed system is dependent on the depth

modality. This is not a significant limitation as RGB-D sensors are becoming cheaper and

more widespread. Nevertheless, we believe many of the proposed contributions could be also

applied to situations in which only the visual domain is available, e.g., using the template

driven eye image pose-rectification. In such case, the main challenges to address would be

the retrieval of the person specific face model and the head pose tracking.
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A.1 Additional performance measures

Here we define additional performance measures which can be used to compare different

gaze estimation algorithms using the EYEDIAP database, but were not exploited in this thesis.

Therefore, for an index t in the evaluation set E, with estimated gaze direction (ot ,vt ) or screen

coordinates st , we can define the following error measures:

• 3D distance error εd
t . This error is defined for the 3D gaze estimation tasks. It conveys

how close the estimated 3D gaze ray passes by the visual target 3D position p̂t , as shown in

Eq. A.1.

εd
t = min

v

∥∥(ot + vvt )− p̂t
∥∥

2 , (A.1)

where the gaze ray has been defined in parametric form using v ∈ [0,∞[ and ‖.‖2 defines

the euclidean norm in the 3D space, or the vector’s magnitude.

• Angular error ε◦t . This is a normalization alternative to εd
t , where we measure the error in

terms of directional error, expressed in degrees:

ε◦t = arcsin

(
εd

t∥∥p̂t −ot
∥∥

2

)
(A.2)

However, this is equivalent to the formulation described in Equation A.2.

• Screen pixel error εs
t . This error is defined for the gazed screen pixel coordinates prediction

task and it is given in Eq. A.3.

εs
t = ‖st − ŝt‖2 (A.3)

• Sensitivity. When reporting results on a benchmark which evaluates the impact of a given

variable on the gaze estimation accuracy (e.g., head pose), it can be useful to compute a

normalized measure of the algorithm’s robustness to this variable. Assuming the errors
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obtained for the baseline conditions are ε◦1, whereas ε◦2 corresponds to the errors obtained

on the more challenging conditions influenced by the variable under study, the sensitivity

measure is defined as:

R(ε◦2|ε◦1) = max

(
0,
ε◦2 −ε◦1

ε◦1

)
, (A.4)

where it is expected that the second experiment is more difficult than the first one (thus

normally ε◦2 > ε◦1 and R > 0). R is thus intended to measure the robustness of an algorithm

with respect to a given variable. For an ideal gaze estimation algorithm, R → 0. This

measure could eventually be reported for Benchmarks 2 and 3, as defined in Section 4.5.

A.2 Additional benchmark

Here we describe a last benchmark which we did not exploit in this thesis, but can be useful in

future work.

A.2.1 Benchmark 4: Ambient conditions invariance

In this benchmark the goal is to study the generalization of a gaze estimation algorithm H to

different ambient conditions. To this end, four experiments are conducted for participants 12,

13 and 14, which are the subjects for which some recording sessions were repeating involving

different sensing (ambient) conditions. Notice that only the floating target (FT) data is available

for this task. For each participant k, the experiments are:

• Experiment 1. Let T be the first half of session k-A-FT-S and D be the second half of session

k-A-FT-S. The obtained mean angular gaze estimation error is ε◦A .

• Experiment 2. The first half of session k-A-FT-S is again used as training set T, but now the

test condition is changed by using the second half of session k-B-FT-S as test set D. The

obtained mean angular error is ε◦B |A .

• Experiment 3. We conduct similar experiments, but now in the reverse order. That is, the

first half of session k-B-FT-S is assigned to the training set T, and the second half of session

k-B-FT-S is assigned to the test set D. The obtained mean angular error is ε◦B .

• Experiment 4. The first half of session k-B-FT-S is assigned to T and the A-condition data

is used for testing, i.e. the second temporal half of session k-A-FT-S is used as test data D.

The obtained mean angular error is ε◦A|B .

For each participant ε◦A , ε◦B |A , ε◦B and ε◦A|B are computed, together with ε◦ = (ε◦A +ε◦B )/2

and R = (R(ε◦B |A|ε◦A)+R(ε◦A|B |ε◦B ))/2. As final result the average of ε◦ and R, among the 3

participants, is reported.
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B G3E derivations

B.1 Eye geometric model

Fig B.1 depicts the used geometric model. This is a standard representation of the human

eyeball geometry. If all geometric parameters are known then, from the position of p, we can

estimate the necessary eyeball orientation, characterized by the optical axis (o), such that v

intersects the visual target. This process is denoted as follows:

o(p) = ( fφ(p;κ,d , pc ), fθ(p;κ,d , pc )), (B.1)

for which we need to find the functions fφ and fθ. First we define the transformations between

the vectorial and angular representation of an “axis” where τ= (φτ,θτ) represents the angles

of the axis (as in Fig. B.1b) and τv ∈R3 is the equivalent 3D vector:

pc
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κ

fovea
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N

z

y

x
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x
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Figure B.1: (a) Eye geometry with optical (o) and visual (v) axis definition. (b) spherical
parametrization of an axis “τ”.

147



Appendix B. G3E derivations

τv =Ψ(τ) =

cos(θτ)sin(φτ)

sin(θτ)

cos(θτ)cos(φτ)



The inverse transformation (assuming τv is a unit vector) is given by

τ=Ψ−1(τv ) =
(

tan−1(τv x /τv z )

sin−1(τv y )

)

Then the problem consist in finding the axis orientation o (or eye rotation) such that the

following equation is satisfied:

p = pc +dΨ(o)+dpΨ(o+κ)

Where dp is the distance between N and p. It can then be shown that the necessary eye

rotation is:

fφ(p;κ,d , pc ) = tan−1
(

px −pcx

pz −pcz

)
− tan−1

(
dp cos(θκ)sin(φκ)

d +dp cos(θκ)cos(φκ)

)
(B.2)

and:

fθ(p;κ,d , pc ) = sin−1
(

py −pc y

|p −pc |
)
− sin−1

(
dp sin(θκ)

|dz+dpΨ(κ)|
)

(B.3)

For which z := [0,0,1]> and:

dp =
√

d 2 cos2(θκ)cos2(φκ)−d 2 +|p −pc |2 −d cos(θκ)cos(φκ) (B.4)

B.2 Segmentation function

Here we briefly describe the parametric segmentation derived for the G3E model. It is com-

posed of two main elements: the cornea-sclera segmentation and the skin segmentation.
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B.2.1 Cornea-sclera segmentation

Given the parameters rc , re , pc and o we need to determine the contour of the cornea which is

projected in the x, y plane and then transformed to image coordinates u, v . Using a parametric

representation of the circumference of the iris (limbus), where t ∈ [−π,π[, we obtain:

x̂(t ) =


rc cos(t )

rc sin(t )√
r 2

e − r 2
c



This is valid in the coordinate system located at the eyeball center pc . If we apply a rotation of

the eyeball given by o = (φ,θ), then the parametric contour is given by:

x̂(t ;o) =

 cos(φ) −sin(θ)sin(φ) sin(φ)cos(θ)

0 cos(θ) sin(θ)

−sin(φ) −sin(θ)cos(φ) cos(φ)cos(θ)




rc cos(t )

rc sin(t )√
r 2

e − r 2
c



Expanding and now including the center of the eyeball pc as a translation:

x̂(t ;o, pc ) =


rc cos(φ)cos(t )− rc sin(θ)sin(φ)sin(t )+ sin(φ)cos(θ)

√
r 2

e − r 2
c

rc cos(θ)sin(t )+
√

r 2
e − r 2

c sin(θ)

−rc sin(φ)cos(t )− rc sin(θ)cos(φ)sin(t )+cos(φ)cos(θ)
√

r 2
e − r 2

c

+pc

As we are mostly interested in the projection in the x, y plane, the final contour is given as:

[
x(t )

y(t )

]
=

rc cos(φ)cos(t )− rc sin(θ)sin(φ)sin(t )+ sin(φ)cos(θ)
√

r 2
e − r 2

c +pcx

rc cos(θ)sin(t )+
√

r 2
e − r 2

c sin(θ)+pc y

 (B.5)

Transformation to image coordinates is straightforward: the projection to the pose-rectified

eye images is orthogonal and the pixel size is given (due to the available depth data and camera

calibration).
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B.2.2 Eyelids segmentation

The upper and lower eyelids are defined as quadratic Bezier curves. For example, the upper

eyelid has as control points kl , cu and kr , i.e. the eye corners and the middle point cu . We

defined cu := [(kl u +kr u)/2,ue ], where ue define the vertical position of the control point and

thus, the eyelid opening. The lower eyelid is defined in the same manner, but using le to define

the eyelid opening (vertical).

B.2.3 Final segmentation

A segmentation is therefore defined by a set of geometric parameters: rc , re , pc , kl , kr , ue , le

and o. Using Eq. B.5 we can query if a pixel u, v is inside the contour by simple comparisons.

Similarly we can query if the pixel u, v is or not within the skin region by comparisons to the

eyelids Bezier curves. Notice the skin class overrides the sclera and cornea classes, as the skin

occludes these regions. This set of rules thus define the segmentation function Su,v .

B.3 Variational Bayes

In this section we summarize the main generalities of Variational Bayes which are relevant

to the approach described in chapter 61. In VB the posterior p(Z|X) is approximated a the

proposal distribution q(Z). This approximation leads to the known relation:

ln p(X) =L (q)+KL(q||p) (B.6)

Where KL(q||p) is the Kullback-Leibler (KL) divergence between p(Z|X) and q(Z), and ln p(X)

is the log-marginal likelihood, which is a constant quantity under a fix model. In general, the

variational lower bound L (q) takes the following form:

L (q) =
∫

q(Z) ln p(X,Z)dZ−
∫

ln q(Z)q(Z)dZ

= EZ
[
ln p(X,Z)

]−EZ
[
ln q(Z)

]
(B.7)

Where p(X,Z) is the complete joint distribution and expectations are defined with respect to

q(Z). The goal is to maximize the functional L with respect to q(Z) as, due to ln p(X) being

constant, this is equivalent to minimize the KL divergence between p(Z|X) and q(Z). Therefore

the optimal q(Z) becomes a tractable substitute for the posterior.

1 For further information on Variational Bayes (VB), please refer to Bishop [2007]

150



B.3. Variational Bayes

Assuming we have a training set {(Ii , p i )}N
i=1 of N pairs of eye images I and visual targets p,

indexed by i , the functional form of q(Z) is given by:

q(Z) =N (µd ,σd )N (µφκ ,σφκ)N (µθκ ,σθκ)N (µre ,σre )N (µrc ,σrc )N (µpcx ,σpcx )

N (µpc y ,σpc y )N (µpcz ,σpcz )N (µkl u ,σkl u )N (µkl v ,σkl v )N (µkr u ,σkr u )N (µkr v ,σkr v )

N∏
i=1

[
N (µi

φ,σi
φ)N (µi

θ,σi
θ)N (µi

ue
,σi

ue
)N (µi

le
,σi

le
)

∏
u,v∈i

q(λu,v
i )

]
(B.8)

Where N (µa ,σa) is a simplification for the univariate normal distribution N (a|µa ,σa). Notice

that q(Z) can be seen as a fully factorized distribution where q(Z) = ∏
j q(Z j ). If we allow

variations of L around a single factor q j = q(Z j ) then Eq. B.7 is equivalent to the following

expression:

L (q) = EZ j

[
EZi 6= j

[
ln p j (X,Z)

]]−EZ j

[
ln q j (Z j )

]+ cst j (B.9)

Where cst j is a constant with respect to Z j , and thus constant for any change of q j . Notice

that computations related to q j in Eq. B.9, ignoring cst j , need only the additive terms from

ln p(X,Z) which include the variable Z j . Here we denote these terms as ln p j (X,Z).

In standard VB, L can be maximized in an iterative fashion, updating a factor per iteration

until global convergence. If L is optimized with respect to the factor q j , while keeping the

rest of factors unchanged, the optimal distribution for the factor Z j can be shown to be:

ln q∗
j (Z j ) = EZi 6= j

[
ln p j (Z,X)

]+ cst j (B.10)

Depending on the definition of the model conditionals and priors Eq. B.10 normally can be

solved analytically. This is not the case for the continuous variables of our model due to the

complex relations in fφ, fθ and Su,v .To solve this aspect we imposed a parametric form for the

continuous factors: a univariate Gaussian. This leads to an optimization of L with respect to

the Gaussian parameters.

Given the -univariate- Gaussian factor q(Z j ) = N (µZ j ,σZ j ) we followed the approach de-

scribed by Opper and Archambeau [2009], where the derivatives can be computed as shown
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in Eq. B.11 and Eq. B.12.

∂L

∂µZ j

= EZ

[(
Z j −µZ j

)
σ2

Z j

ln p j (Z,X)

]
(B.11)

∂L

∂σZ j

= EZ


((

Z j −µZ j

)2 −σ2
Z j

)
σ3

Z j

ln p j (Z,X)

+ 1

σZ j

(B.12)

B.4 Outliers term

To obtain the outliers update we first identify the additive terms of ln p(X,Z) which include

λu,v
i (i.e., the Bernoulli prior for λ and the image likelihood) and letting any other term being

absorbed by cst :

ln pλu,v
i

(Z,X) =λu,v
i (lnω̂+ lnε)+(1−λu,v

i )

(
ln(1− ω̂)+∑

l
Su,v (l ;m,s, pc ) ln p(cu,v |Λl )

)
+cst

(B.13)

The optimal distribution for λu,v
i can be obtained by solving Eq. B.10:

ln q∗(λu,v
i ) = EZ 6=λu,v

i

[
λu,v

i (lnω̂+ lnε)+ (1−λu,v
i )

(
ln(1− ω̂)+∑

l
Su,v (l ;m,s, pc ) ln p(cu,v |Λl )

)]
+ cst

=λu,v
i (lnω̂+ lnε)+ (1−λu,v

i )

(
ln(1− ω̂)+∑

l
Em,s,pc

[
Su,v (l ;m,s, pc )

]
ln p(cx,y |Λl )

)
+ cst

(B.14)

By inspection it can be shown that Eq. B.14 is equivalent to the following Bernoulli distribution:

q∗(λu,v
i ) = (ωu,v

i )λ
u,v
i (1−ωu,v

i )(1−λu,v
i ) (B.15)
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Where

ωu,v
i = ω̂

(1− ω̂) 1
ε

∏
l p(c|Λl )Em,s,pc [Su,v (l ;m,s,pc )] + ω̂

(B.16)

Notice that Em,s,pc

[
Su,v (l ;m,s, pc )

]
is an expectation with respect to q(mi )q(s)q(pc ), which

we can compute using a Monte Carlo sampling approximation.

B.5 Gaussian derivatives

In this section we list the derivatives for our model, obtained by solving Eq. B.11 and Eq. B.12

for each parameter.

B.5.1 Common expressions

We will find useful to define expressions which are derived from log of the conditionals related

to the visual axis gazing action and image likelihood for a given sample i :

gi (a, pc ) :=− 1

2σ̂2
o

((
fφ(p i ; pc ,d ,κ)−µi

φ

)2 +
(

fθ(p i ; pc ,d ,κ)−µi
θ

)2
)

(B.17)

hi (m,s, pc ) := ∑
u,v

(1−ωu,v
i )

3∑
l=1

Su,v (l ;m,s, pc ) ln p(cu,v
i |Λl ) (B.18)

For a random variable a with a prior Gaussian distribution N (µ̂a , σ̂a) and an associated

proposal distribution q(a) =N (µa ,σa) it can be shown that:

Ea
[
lnN (µ̂a , σ̂a)

]=− (µ2
a +σ2

a −2µaµ̂a)

2σ̂2
a

+ cst (B.19)

Ea

[
(a −µa)

σ2
a

lnN (µ̂a , σ̂a)

]
=− (µa − µ̂a)

σ̂2
a

(B.20)
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Ea


((

a −µa
)2 −σ2

a

)
σ3

a
lnN (µ̂a , σ̂a)

=−σa

σ̂2
a

(B.21)

For the special case of the term which correlates the eyelid opening with the eye elevation:

Eθi ,ui
e

[
lnN (auθ

i +bu , σ̂ue )
]
=−

µi
ue

2 +σi
ue

2 −2auµ
i
ue
µi
θ
−2buµ

i
ue

+a2
uµ

i
θ

2 +a2
uσ

i
θ

2 +2aubuµ
i
θ
+b2

u

2σ̂2
ue

(B.22)

As described in Chapter 6, all parameters are divided in sub-groups. The overall optimization is

done by iteratively optimizing over these sub-groups until global convergence. In the following

we describe each of the groups with their corresponding bound and set of derivatives for the

optimization. In each case, a gradient ascent method is used to find the optimal values.

B.5.2 Eye corners and eyelids opening

This group is optimized for the eyelids corners and the eyelids opening for all samples jointly,

such that we optimize for the group of random variables: e := (klu ,kl v ,kr u ,kr v , le
1,ue

1, . . . , le
N ,ue

N ).

To this end we identify the additives terms of ln p(X,Z) which include e, as in Eq. B.9. In this

way we obtain the variational lower bound in function of only the terms related to e as follows:

L (q) ≈Eklu

[
lnN (µ̂klu , σ̂klu )

]+Ekl v

[
lnN (µ̂kl v , σ̂kl v )

]+Ekr u

[
lnN (µ̂kr u , σ̂kr u )

]+Ekr v

[
lnN (µ̂kr v , σ̂kr v )

]+
lnσklu + lnσkl v + lnσkr u + lnσkr v +

∑
i

[
El i

e

[
lnN (µ̂le , σ̂le )

]+Eθi ,ui
e

[
lnN (auθ

i +bu , σ̂ue )
]
+

lnσi
ue

+ lnσi
le
+ 1

M

M∑
k=1

hi (mk ,sk , pk
c )

]
+Ke (B.23)

Where Ke is a constant. We can refer to Eq. B.19 to solve the expectations for the terms related

to the priors. In the case of the Jacobian, we develop Eq. B.11 and Eq. B.12, and taking into

account the results shown in Eq. B.20 and Eq. B.21, we will define the eye corners Jacobian Jek

and the -per sample i - eyelids opening Jacobian as Ji
e. These terms are computed as shown in
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Eq. B.24 and Eq. B.25:

Jek :=



∂L
∂µkl u
∂L
∂σklu
∂L
∂µkl v
∂L
∂σkl v
∂L
∂µkr u
∂L
∂σkr u
∂L
∂µkr v
∂L
∂σkr v


≈−



(
µkl u

−µ̂kl u

)
σ̂2

klu
σklu

σ̂2
klu

− 1
σklu(

µkl v
−µ̂kl v

)
σ̂2

kl v
σkl v

σ̂2
kl v

− 1
σkl v

(µkr u −µ̂kr u )
σ̂2

kr u
σkr u

σ̂2
kr u

− 1
σkr u

(µkr v −µ̂kr v )
σ̂2

kr v
σkr v

σ̂2
kr v

− 1
σkr v



+ 1

M

N∑
i=1

M∑
k=1



(
klu

k−µkl u

)
σ2

klu((
kl u

k−µklu

)2−σ2
klu

)
σklu

3(
kl v

k−µkl v

)
σ2

kl v((
kl v

k−µkl v

)2−σ2
kl v

)
σkl v

3(
kr u

k−µkr u

)
σ2

kr u((
kr u

k−µkr u

)2−σ2
kr u

)
σkr u

3(
kr v

k−µkr v

)
σ2

kr v((
kr v

k−µkr v

)2−σ2
kr v

)
σkr v

3



hi (mk ,sk , pk
c ) (B.24)

And the Jacobian related to the eyelids opening of a sample i , Ji
e is given as:

Ji
e :=



∂L
∂µi

ue
∂L
∂σi

ue
∂L
∂µi

le
∂L
∂σi

le

≈−



(
µi

ue −(auµ
i
θ
+bu )

)
σ̂2

ue
σi

ue

σ̂2
ue
− 1
σi

ue(
µi

le
−µ̂le

)
σ̂2

le
σi

le

σ̂2
le

− 1
σi

le


+ 1

M

M∑
k=1



(
ue

k−µi
ue

)
σi

ue
2((

ue
k−µi

ue

)2−σi
ue

2
)

σi
ue

3(
le

k−µi
le

)
σi

le

2((
le

k−µi
le

)2−σi
le

2
)

σi
le

3


hi (mk ,sk , pk

c ) (B.25)

Which relies on the result in Eq. B.22. Finally we can define the group Jacobian as Je =[
J>ek,J1

e
>

, . . . ,JN
e
>]>

, used to optimize the eyelids corners and opening for all samples jointly.

Notice the Monte Carlo expectations are based on drawing M samples {(mk ,sk , pk
c )}M

k=1 from

the current distribution q(s)q(pc )q(mi ) (this is done per sample i ) and notice that mk :=
(φk ,θk ,uk

e , l k
e ).

B.5.3 Eyeball geometry and orientation

The eyeball geometry and orientation are optimized jointly, i.e. with respect to the random

variables g := (
pcx , pc y ,re ,rc ,φ1,θ1, . . . ,φN ,θN

)
. To this end we define the related variational

lower bound by using only the additive terms of ln p(X,Z) which include g, leading to:

155



Appendix B. G3E derivations

L (q) ≈Epcx

[
lnN (µ̂pcx , σ̂pcx )

]+Epc y

[
lnN (µ̂pc y , σ̂pc y )

]+Ere

[
lnN (µ̂re , σ̂re )

]+Erc

[
lnN (µ̂rc , σ̂rc )

]+
lnσpcx + lnσpc y + lnσre + lnσrc +

∑
i

[
Eφi

[
lnN (µ̂φi , σ̂φi )

]
+Eθi

[
lnN (µ̂θi , σ̂θi )

]+
Eθi ,ui

e

[
lnN (auθ

i +bu , σ̂ue )
]
+ lnσφi + lnσθi + 1

M

M∑
k=1

(
gi (ak , pk

c )+hi (mk ,sk , pk
c )

)]
+Kg

(B.26)

For which we have defined the expected eye orientation conditioned on the position of the

visual target p i :

µ̂φi = Ea,pc

[
fφ(p i ,a, pc )

]
≈ 1

M

M∑
k=1

fφ(p i ;ak , pk
c ) (B.27)

µ̂θi = Ea,pc

[
fθ(p i ,a, pc )

]
≈ 1

M

M∑
k=1

fθ(p i ;ak , pk
c ) (B.28)

Notice that Eq. B.27 and Eq. B.28 are key elements into the well constrained global optimization,

as these values put constraints on the eye orientation conditioned by the visual target position,

while comparing to image data. These quantities assume drawing a set of samples {(ak , pk
c )}M

k=1

from q(a, pc ).

In the case of the eyeball location, in terms of the x and y coordinates, it takes information

from both image and target data. We thus define the corresponding Jacobian Jpcx y as follows:

Jpcx y :=


∂L
∂µpcx
∂L
∂σpcx
∂L
∂µpc y
∂L
∂σpc y

≈−



(µpcx −µ̂pcx )

σ̂2
pcx

σpcx

σ̂2
pcx

− 1
σpcx

(µpc y −µ̂pc y )

σ̂2
pc y

σpc y

σ̂2
pc y

− 1
σpc y

+
1

M

N∑
i=1

M∑
k=1



(
pcx

k−µpcx

)
σ2

pcx((
pcx

k−µpcx

)2−σ2
pcx

)
σ3

pcx(
pc y

k−µpc y

)
σ2

pc y((
pc y

k−µpc y

)2−σ2
pc y

)
σ3

pc y


(
gi (ak , pk

c )+hi (mk ,sk , pk
c )

)

(B.29)
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We define the eyeball radiis Jacobian Jr as follows:

Jr :=


∂L
∂µre
∂L
∂σre
∂L
∂µrc
∂L
∂σrc

≈−



(µre −µ̂re )
σ̂2

re
σre

σ̂2
re
− 1
σre

(µrc −µ̂rc )
σ̂2

rc
σrc

σ̂2
rc
− 1
σrc

+ 1

M

N∑
i=1

M∑
k=1



(
re

k−µre

)
σ2

re((
re

k−µre

)2−σ2
re

)
σ3

re(
rc

k−µrc

)
σ2

rc((
rc

k−µrc

)2−σ2
rc

)
σ3

rc


hi (mk ,sk , pk

c ) (B.30)

Now, provided the result in Eq. B.22, we define the per sample orientation Jacobian Ji
o as:

Ji
o :=


∂L
∂µ

φi

∂L
∂σ

φi

∂L
∂µ

θi

∂L
∂σ

θi
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where to evaluate the Monte Carlo expectations involved in the previous definitions we have

drawn M samples {(mk ,sk ,ak , pk
c )}M

k=1 from the current distribution q(mi )q(s)q(a)q(pc ), i.e.,

M samples per training sample i .

We finally define the group Jacobian as Jg =
[

J>pcx y
,J>r ,J1

o
>

, . . . ,JN
o
>]>

which is used to optimize

jointly the eyeball geometry and the eye orientation per sample.

B.5.4 Axial and eyeball depth parameters

In this section we define the derivatives for the joint optimization of the axial parameters a :=
(N,φκ,θκ) and the eyeball depth pcz . We will refer this group of variables as A := (N,φκ,θκ, pcz ).

We thus identify the additives terms of ln p(X,Z) including A, as in Eq. B.9, we obtain the

variational lower bound in function of only the terms related to A:

L (q) ≈ Eφκ
[
lnN (µ̂φκ , σ̂φκ)

]+Eθκ [
lnN (µ̂θκ , σ̂θκ)

]+EN
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]+Epcz
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]+
+ lnσφκ + lnσθκ + lnσN + lnσpcz +

1

M

N∑
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M∑
k=1

gi (ak , pk
c )+KA (B.32)
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Where KA is a constant as it contains the terms not related to A. We can refer to Eq. B.19 to

obtain the expectations for the terms related to the priors. In the case of the Jacobian, we

develop Eq. B.11 and Eq. B.12, and taking into account the results shown in Eq. B.20 and

Eq. B.21, we obtain Ja as follows:
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Where in order to evaluate Eq. B.32 and Eq. B.33 we have drawn M samples {(ak , pk
c )}M

k=1 from

the current distribution q(a)q(pc ) to use a Monte Carlo expectation approximation.

B.6 Efficient sampling: semi-integral likelihoods

Notice that Eq. B.18 involves an integration over the image according to the segmentation

parametrized by (m,s, pc ). In order to compute such integration faster we can precompute

semi-integral images as follows:

I (u, v) =
v∑

j=1
(1−ωu, j ) ln p(cu, j |Λl ) (B.34)

Given that the segmentation is parametric, we can query per image column coordinate the

boundaries of each region (cornea, sclera and skin) as row pixel coordinates. We then evaluate

the integral of the image column by computing differences of I at the boundaries.

This is highly valuable as likelihood image integrations from Eq. B.18 are used throughout the

inference process. In particular, it is where the main computational cost resides during test

time.

This process, combined with a GPU implementation of the Monte Carlo expectation, leads to

a fast implementation of the movement parameters inference at test phase.
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