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Résumé / Abstract

Résumé

Soient K un corps algébriquement clos de caractéristique p ≥ 0 et Y un groupe classique
sur K. Aussi, soit X ⊂ Y un sous-groupe fermé connexe, maximal parmi les sous-groupes
fermés connexes de Y, et considérons un KY -module rationnel et irréductible V. Dans cette
thèse, nous nous intéressons aux triplets (Y,X, V ) tels que la restriction V |X de V au sous-
groupe X ait exactement deux facteurs de composition pour X, observant qu’il s’agit d’une
généralisation d’un problème introduit par Dynkin dans les années 1950, depuis étudié par de
nombreux mathématiciens. En particulier, nous étudions le plongement naturel du groupe
Spin2n(K) à l’intérieur de Spin2n+1(K) ainsi que celui de SO2n(K) dans SL2n(K) et en
déduisons des informations sur certains modules de Weyl.

Mots-clefs: Groupes algébriques, groupes classiques, théorie des représentations, multiplic-
ités de poids, modules irréductibles, facteurs de composition, règles de restrictions.

Abstract

Fix an algebraically closed field K having characteristic p ≥ 0 and let Y be a simple algebraic
group of classical type over K. Also let X be maximal among closed connected subgroups of
Y and consider a p-restricted irreducible rational KY -module V. In this thesis, we investigate
the triples (Y,X, V ) such that X acts with exactly two composition factors on V and see
how it generalizes a question initially investigated by Dynkin in the 1950s and then further
studied by numerous mathematicians. In particular, we study the natural embeddings of
Spin2n(K) in Spin2n+1(K) as well as SO2n(K) in SL2n(K) and obtain results on the structure
of certain Weyl modules.

Key words: Algebraic groups, classical groups, representation theory, weight multiplicities,
irreducible modules, composition factors, restriction rules.
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CHAPTER 1

Introduction

In the 1950s, Dynkin [Dyn52] determined the maximal closed connected subgroups of the
classical algebraic groups over C. The difficult part of the investigation concerned irreducible
closed simple subgroups X of SL(V ). Indeed, in the course of his analysis, Dynkin observed
that if X is a simple algebraic group over C and if φ : X → SL(V ) is an irreducible rational
representation, then with specified exceptions the image of X is maximal among closed
connected subgroups in one of the classical groups SL(V ), Sp(V ) or SO(V ). Here Dynkin
determined the triples (Y,X, V ) where Y is a closed connected subgroup of SL(V ), V is an
irreducible KY -module different from the natural module for Y or its dual, and X is a closed
connected subgroup of Y such that the restriction of V to X, written V |X , is also irreducible.
Such triples shall be referred to as irreducible triples in the remainder of the thesis.

In the 1980s, Seitz [Sei87] extended the problem to the situation of fields of arbitrary
characteristic. By introducing new techniques, he determined all irreducible triples (Y,X, V )
where Y is a simply connected simple algebraic group of classical type over an algebraically
closed field K having characteristic p ≥ 0, X is a closed connected proper subgroup of Y
and V is an irreducible, tensor indecomposable KY -module. His investigation was then
extended by Testerman [Tes88] to exceptional algebraic groups Y, again for X a closed
connected subgroup.

The work of Dynkin, Seitz and Testerman provides a complete classification of irreducible
triples (Y,X, V ) where Y is a simple algebraic group, X is a closed connected proper sub-
group of Y and V is an irreducible, tensor indecomposable KY -module. In the 1990s, Ford
[For96],[For99] investigated irreducible triples (Y,X, V ) in the special case where Y is of
classical type, the connected component X◦ ( X of X is simple and the restriction V |X◦

has p-restricted composition factors.
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More recently, Ghandour [Gha10] gave a complete classification of irreducible triples
(Y,X, V ) in the case where Y is a simple algebraic group of exceptional type, X is a closed
disconnected positive-dimensional subgroup of Y and V is an irreducible p-restricted rational
KY -module. Finally, in [BGT15], [BGMT15] and [BMT], Burness, Marion, Ghandour and
Testerman treat the case of triples (Y,X, V ) where Y is of classical type, X is a closed
positive-dimensional subgroups of Y and V is an irreducible tensor indecomposable KY -
module, removing the previously mentioned assumption of Ford.

Now notice that if (Y,X, V ) is an irreducible triple with X◦ simple such that [X : X◦] = 2
and V |X◦ is reducible, then V |X◦ has exactly two direct summands. Knowing such direct
sum decompositions can yield information about the structure of V and V |X , e.g. their
dimension or composition factors. In [For95], Ford even applied his work (more precisely,
the methods used in the proof of [For96, Proposition 3.1]) to study representations of the
symmetric group. It thus seems worthwhile to relax the hypothesis, when considering the
action of simple subgroups.

In this thesis, we investigate triples (Y,X, V ) where Y is a simply connected (so that the
weight lattice of the underlying root system for Y coincides with the character group of a
maximal torus of Y ) simple algebraic group of classical type over an algebraically closed field
K of characteristic p ≥ 0, X is a closed connected subgroup of Y and V is an irreducible,
tensor indecomposable, p-restricted KY -module such that X has exactly two composition
factors on V. Now if G is a closed subgroup of Y such that X ( G ( Y, then X has exactly
two composition factors on V if and only if one of the following holds.

1. The restriction V |G is irreducible and X has exactly two composition factors on the
KG-module V |G.

2. The subgroup G acts with exactly two composition factors on V, say V1, V2, and both
V1|X , V2|X are irreducible.

Therefore it is only natural to start the investigation by assuming X is maximal among
closed connected subgroups of Y. Also, let F : G → G be a standard Frobenius morphism
on G and denote by UF the Frobenius twist of a given KY -module U. If V is an irreducible
KY -module, then the Steinberg Tensor Product Theorem (see Theorem 2.3.2) yields the
existence of irreducible p-restricted KY -modules V1, . . . , Vk such that

V ∼= V F r1

1 ⊗ · · · ⊗ V F rk

k .

Hence if X has exactly two composition factors on V, then there exists a unique j ∈ Z>0

such that 1 ≤ j ≤ k and Vj|X has exactly two composition factors. Consequently, we shall
consider the situation in which X is maximal among connected subgroups of Y and V is an
irreducible p-restricted KY -module. Finally, in the case where K has characteristic zero, we
refer the reader to [KT87, Proposition 2.5.1], in which the embeddings Sp2n(K) ⊂ SL2n(K),
SO2n(K) ⊂ SL2n(K), and SO2n+1(K) ⊂ SL2n+1(K) are investigated.
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Statements of results

In this section, we record the main results of this thesis and comment briefly on the methods.
For starters, we fix an algebraically closed field K having characteristic p ≥ 0 and refer the
reader to Chapter 2 for some background material, such as the construction and classification
of the irreducible p-restricted KG-modules for a semisimple algebraic group G over K, as
well as ways of computing weight multiplicities in these irreducibles. For such a group G,
we fix a maximal torus TG and write LG(λ) to denote the irreducible KG-module having
highest weight λ ∈ X+(TG), where X+(TG) denotes the character group of TG. Also, we
adopt Bourbaki notation [Bou68, Chapter VI, Section 4] concerning the labelling of the
corresponding Dynkin diagram of G. Finally, if V is a KG-module on which G acts with
exactly two composition factors having highest weights µ, ν ∈ X+(TG), we write V = µ/ν
for simplicity. We refer the reader to page 191 for a complete list of notations.

In Chapter 3, we let Y be a simple algebraic group of classical type over K having rank
n and let X be a maximal proper parabolic subgroup of Y. Here we may and will assume
that X = Pr is the parabolic subgroup of Y obtained by removing the rth node in the
corresponding Dynkin diagram of Y, for some 1 ≤ r ≤ n. We then consider a non-trivial
irreducible p-restricted KY -module V and observe that in this situation, V |X is reducible
(see Lemma 3.1). Writing X = QL, where L is a Levi subgroup of X and Q the unipotent
radical of X, we consider the well-known filtration of KL′-submodules of V

V ⊃ [V,Q] ) [V,Q2] ) . . . ) [V,Qk] ) [V,Qk+1] = 0, (1.1)

called the Q-commutator series of V (see Section 2.3.2 for more details). As Q E X, the
filtration (1.1) is a series of KX-submodules of V and hence if we suppose that X acts with
exactly two composition factors on the latter, we immediately get k = 1. A result of Seitz
[Sei87, Proposition 2.3] on the structure of the successive quotients of (1.1) then leads to
structural information on V |X and allows us to narrow down the possible candidates for V.
Finally, arguing by dimension on each of the aforementioned candidates leads to a complete
classification of triples (Y,X, V ) satisfying the desired condition (see Theorem 3.2).

Next let P be an arbitrary proper parabolic subgroup of Y and suppose that V is an
irreducible p-restricted KY -module such that P has exactly two composition factors on V.
Then P is contained in a maximal proper parabolic subgroup X = QL acting with exactly
two composition factors on V as well, say V1, V2, such that V1|P and V2|P are irreducible.
By Lemma 3.1 again, one deduces that either X is maximal among parabolic subgroups of
Y, or L must be semisimple, which can only happen in one specific situation by Theorem
3.2. An argument on the Q-commutator series of V then shows the necessity for P to be
maximal, yielding the following result. (Here TY and TL′ are such that TL′ ⊂ TY and we
let {λ1, . . . , λn}, {ω1, . . . , ωn−1} respectively denote the corresponding sets of fundamental
weights.)
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Theorem 1

Let Y be a simple algebraic group of classical type over K and let X be a proper parabolic
subgroup of Y. Also consider an irreducible KY -module V = LY (λ) having p-restricted highest
weight λ ∈ X+(TY ). Then X has exactly two composition factors on V if and only if X = Pr

is maximal among parabolic subgroups of Y and Y, X, λ are as in Table 1.1, where we give
λ up to graph automorphisms.

Y X λ V |L′ Dimensions

A1 BY λ1 0/0 1, 1

An(n ≥ 2) P1 λ1 0/ω1 1, n
Pr (1 < r < n) λ1 ω1,1/ω2,1 r, n− r + 1

Pn λ1 ω1/0 n, 1
P1 λi(1 < i < d) ωi−1/ωi ( n

i−1 ) , (
n
i )

Bn(n ≥ 2) P1 λn ωn−1/ωn−1 2n−1, 2n−1

Cn(n ≥ 3) Pn λ1 ω1/ωn−1 n, n

Dn(n ≥ 4) Pn λ1 ω1/ωn−1 n, n
P1 λn ωn−1/ωn−2 2n−2, 2n−2

Table 1.1: Triples (Y,X, V ) where X is a maximal parabolic subgroup of Y. Here L′ denotes
the derived subgroup of a Levi subgroup of X and d =

[
n+1
2

]
the integer part of n+1

2
.

Remarks

In the fifth column of Table 1.1, we record the dimension of each composition factor of V |L′

for completeness. Also, observe that A1 = B1 = C1 = D1, B2 = C2, D2 = A1 × A1 and
D3 = A3, thus justifying the conditions on n in the first column of Table 1.1. Finally, notice
that the results in Theorem 1 are independent of p.

We next focus our attention on the embedding of X = Spin2n(K) in Y = Spin2n+1(K),
where we view X as the derived subgroup of the stabilizer of a non-singular one-dimensional
subspace of the natural module for Y. Fix TY a maximal torus of Y and TX a maximal
torus of X such that TX ⊂ TY and consider an irreducible KY -module V having p-restricted
highest weight λ ∈ X+(TY ). If p 6= 2, then it is easy to show (see Section 4.3.1, for example)
that X has at least two composition factors on V, while on the other hand if p = 2, then
V |X is almost always irreducible by [Sei87, Theorem 1, Table 1 (MR4)]. In other words,
V |X is reducible in general and we aim at determining whether or not X has exactly two
composition factors on V. It turns out that this question is related to the aforementioned
work of Ford [For96].
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More precisely, Ford [For96, Section 3] considers an irreducible KY -module V having
p-restricted highest weight λ =

∑n
r=1 arλr ∈ X+(TY ), where {λ1, . . . , λn} denotes a set of

fundamental weights for TY . Assuming that the standard graph automorphism θ of order 2
of X does not act trivially on V, he immediately gets an 6= 0. Furthermore, since interested
in pairs (λ, p) such that X〈θ〉 acts irreducibly on V, Ford easily deduces that we may as well
assume an = 1, in which case X acts with exactly two composition factors on V, interchanged
by θ. Working with the Lie algebras associated to Y and X, he then argues on the possible
elements generating certain weight spaces in V and finally concludes relying on the fact that
X can be seen as the subgroup of Y generated by the root subgroups corresponding to the
long roots for TY .

Surprisingly, the argument of Ford can be generalized to fit the situation in which θ acts
trivially on V, that is, V = LY (λ) for some p-restricted TY -weight λ =

∑n
r=1 arλr such that

an = 0. In Chapter 4, we determine every pair (λ, p) such that X acts with exactly two
composition factors on V = LY (λ), thus extending [For96, Theorem 3.3]. For more details,
we refer the reader to the preamble of Chapter 4, in which a brief outline of the proof is
given. Here {ω1, . . . , ωn} denotes the set of fundamental weights for TX .

Theorem 2

Let Y be a simply connected simple algebraic group of type Bn over K and let X be the
subgroup of type Dn, embedded in Y in the usual way. Also consider an irreducible non-
trivial KY -module V = LY (λ) having p-restricted highest weight λ =

∑n
r=1 arλr ∈ X+(TY ),

and if λ 6= anλn, let 1 ≤ k < n be maximal such that ak 6= 0. Then X has exactly two
composition factors on V if and only if an ≤ 1 and one of the following holds.

1. λ = λk and p 6= 2.

2. λ = λn.

3. λ is neither as in 1 nor 2, p 6= 2 and the following divisibility conditions are satisfied.

(a) p | ai + aj + j − i for every 1 ≤ i < j < n such that aiaj 6= 0 and ar = 0 for
i < r < j.

(b) p | 2(an + ak + n− k)− 1.

Furthermore, if (λ, p) is as in 1, 2 or 3, then LY (λ)|X is completely reducible.

Remark

Let (λ, p) be as in 2 or 3, with an = 1 in the latter case. Then the KX-composition
factors of V have respective highest weights ω =

∑n−1
r=1 arωr + (an−1 + 1)ωn and ω′ = ωθ.

If on the other hand (λ, p) is as in 1 or 3, with an = 0 in the latter case, then the KX-
composition factors of V have respective highest weights ω =

∑k
r=1 arωr + δk,n−1ωn and

ω′ =
∑k−2

r=1 arωr + (ak−1 + 1)ωk−1.
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In the last three chapters of the thesis, we let n ≥ 3 and consider the natural embedding
of X = SO2n(K) in Y = SL2n(K). Also, let {λ1, . . . , λ2n−1} be a set of fundamental weights
for TY and fixing a maximal torus TX of X such that TX ⊂ TY , we get a set of fundamental
TX -weights {ω1, . . . , ωn}. Finally, let V = LY (λ) be an irreducible KY -module having p-
restricted highest weight λ ∈ X+(TY ).

In Chapter 5, we consider the case where n = 3 and start by observing that the restriction
of λ to TX , say ω, always affords the highest weight of a composition factor of V for X. In
order to show the existence of a second KX-composition factor of V, it thus suffices to find
a dominant TX-weight µ ∈ X(T ) such that dim(V |X)µ > dimLX(ω)µ. Also, as soon as the
highest weight, say ω′, of a second KX-composition factor of V is known, then finding a
dominant TX-weight ν ∈ X(TX) such that dim(V |X)µ > dimLX(ω)µ + dimLX(ω

′)µ yields
the existence of a third composition factor of V for X. Applying this method, we thus get
a smaller list of candidates for (λ, p). We then conclude by comparing dimensions (using
[Lüb01]), thus getting a complete classification of pairs (λ, p) satisfying the desired property
(see Theorem 5.1).

In Chapter 6, we assume n = 4 and consider a D3-parabolic subgroup PX = QXLX of X.
Following the idea of Seitz [Sei87, Proposition 2.8], we first construct a canonical parabolic
P = QL of Y as the stabilizer of the filtration

W ⊃ [W,QX ] ⊃ [W,Q2
X ] ⊃ . . . ⊃ [W,Qk

X ] ⊃ 0

of the natural KY -module W. It turns out that L′ is simple of type A5 and if X has exactly
two composition factors on V, then L′ acts with at most two composition factors on V/[V,Q]
(see Lemma 2.3.10). Consequently, a small list of candidates for (λ, p) can be deduced
inductively thanks to the list obtained in the case where n = 3 and [Sei87, Theorem 1].
Again, arguing on weight multiplicities and dimensions then yields the desired result (see
Theorem 6.1).

Finally, let n > 4 and assume a complete classification is known for every N < n. By
considering a Dn−1-parabolic subgroup of PX = QXLX of X and constructing a suitable
parabolic P = QL of Y as above, a shorter list of possible candidates can be obtained. How-
ever, the method described above to show the existence of a third KX-composition factor
of V requires a very good knowledge of certain weight multiplicities in V and in the general
case, even the use of the Jantzen p-sum formula fails to give us enough information to proceed
further. Therefore, a complete classification was not obtained in this situation. Neverthe-
less, following the ideas of McNinch [McN98, Lemma 4.9.1], we were able to determine the
structure of certain Weyl modules for X (see Theorem 5 below, for example), by embedding
them in suitable tensor products. This led to a partial answer to the question, recorded in
Theorem 3. Furthermore, we record a conjecture on what a complete classification should
look like, based on various examples. Notice that the conjecture holds in the cases where
n = 3, 4.
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Theorem 3

Let Y be a simply connected simple algebraic group of type A2n−1 over K, with n ≥ 3, and
let X be the subgroup of type Dn, embedded in Y in the usual way. Also let λ and p be as in
Table 1.2, with p ∤ n + 1 in the case where λ = 2λ1 + λj for some j 6= n − 1. Then X has
exactly two composition factors on the irreducible KY -module V = LY (λ). Furthermore, if
n ≤ 4 and X has exactly two composition factors on an irreducible KY -module V = LY (λ)
having p-restricted highest weight λ ∈ X+(TY ), then λ and p are as in Table 1.2.

λ Conditions V |X

2λ1 p ∤ n 2ω1/0

3λ1 p ∤ n + 1 3ω1/ω1

λ2 (n odd) p = 2 ω2/0

λ3 (n even) p = 2 ω3/ω1

λn p 6= 2 2ωn−1/2ωn

λ1 + λj p ∤ 2n− j + 1 ω1 + ωj/ωj−1

1 < j < n− 1

λ1 + λn−1 p ∤ n + 2 ω1 + ωn−1 + ωn/ωn−2

λ1 + λn+2 p ∤ n− 1 ω1 + ωn−2/ωn−1 + ωn

λ1 + λj p ∤ 2n− j + 1 ω1 + ω2n−j/ω2n−j+1

n+ 2 < j < 2n

2λ1 + λj p | j + 2, p ∤ n + 2 2ω1 + ωj/ω1 + ωj−1

1 < j < n− 1

2λ1 + λn−1 p | n + 1 2ω1 + ωn−1 + ωn/ω1 + ωn−2

2λ1 + λn+2 p | n + 4 2ω1 + ωn−2/ω1 + ωn−1 + ωn

2λ1 + λj p | j + 2, p ∤ n + 2 2ω1 + ω2n−j/ω1 + ω2n−j+1

n+ 1 < j < 2n

Table 1.2: The case SO2n(K) ⊂ SL2n(K).

Conjecture 4

Let Y be a simply connected simple algebraic group of type A2n−1 over K and let X be the
subgroup of type Dn, embedded in Y in the usual way. Also consider an irreducible KY -
module V = LY (λ) having p-restricted highest weight λ ∈ X+(TY ). Then X has exactly two
composition factors on V if and only if λ and p are as in Table 1.2.

15



Consequences and additional results

Applying the method introduced in Chapter 2, Section 2.3 to efficiently use Freudenthal’s
formula together with the Jantzen p-sum formula and other techniques, the investigation of
the aforementioned embeddings lead to various results on weight multiplicities. If interested
in such multiplicities in the case where G is of type A3 over K, we refer the reader to Section
5.1. References to results on other weight multiplicities are recorded in Table 1.3.

G λ Conditions µ Reference

An (n > 3) aλ1 + λn−1 a > 1 λ− 2 . . . 21 Lemma 6.1.3

aλ1 + λn−2 a > 2 λ− 3 . . . 321 Lemma 6.1.4

aλ1 + bλ2 + cλn abc > 0 λ− 1 . . . 1 Proposition 6.1.10

aλ2 + λn−1 a > 1 λ− 12 . . . 21 Proposition 7.5.5

Bn (n > 2) aλ1 a λ− 2 . . . 2 Proposition 4.2.4

aλ1 + λ2 a > 1 λ− 12 . . . 2 Proposition 4.2.12

aλ1 + λj a > 1, 2 < j < n λ− 1 . . . 12 . . . 2 Proposition 4.2.18

Dn (n > 3) aλ1 a > 1 λ− 2 . . . 211 Lemma 7.2.2

2λ2 λ− 12 . . . 211 Lemma 7.4.11

λ2 + λj 2 < j < n− 1 λ− 12 . . . 211 Lemma 7.5.12

Table 1.3: Some weight multiplicities.

In the course of the investigation of the embedding X ⊂ Y, where X = SO2n(K) and
Y = SL2n(K) are as above, we were able to generalize the idea of [McN98, Lemma 4.8.2] in
order to determine the structure of the Weyl module VX(ω1 + ωj + δj,n−1ωn) having highest
weight ω1 + ωj + δj,n−1ωn for p 6= 2 and 1 < j < n. The result, which was already known
for j = 2 (see [McN98, Lemma 4.9.2]) is recorded in the following theorem, whose proof
can be found in Section 7.3. We also record a direct consequence on the dimension of the
corresponding irreducible KX-modules.
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Theorem 5

Let X be a simple algebraic group of type Dn over K and assume p 6= 2. Also fix 1 < j < n
and consider the dominant TX-weight ω = ω1 + ωj + δj,n−1ωn. Then the following assertions
hold.

1. If 1 < j < n − 2, we have VX(ω) = ω/ω
ǫp(j+1)
j+1 /ω

ǫp(2n−j+1)
j−1 . Furthermore, if p divides

both j + 1 and 2n − j + 1, then VX(ω) ⊃ LX(ωj+1) ⊕ LX(ωj−1) ⊃ LX(ωj+1) ⊃ 0 is a
composition series of VX(ω).

2. If j = n − 2, we have VX(ω) = ω/(ωn−1 + ωn)
ǫp(n−1)/ω

ǫp(n+3)
n−3 . Moreover, if p divides

(n−1)(n+3), then VX(ω) ⊃ LX(ωn−3)
ǫp(n+3)⊕LX(ωn−1+ωn)

ǫp(n−1) ⊃ 0 is a composition
series of VX(ω).

3. If ω = ω1 + ωn−1 + ωn, we have VX(ω) = ω/2ω
ǫp(n)
n−1 /2ω

ǫp(n)
n /ω

ǫp(n+2)
n−2 . Moreover, if p

divides n, then VX(ω) ⊃ LX(2ωn−1) ⊕ LX(2ωn) ⊃ LX(2ωn−1) ⊃ 0 is a composition
series of VX(ω).

Corollary 6

Let X be a simple algebraic group of type Dn over K and assume p 6= 2. Also fix 1 < j < n
and consider the dominant TX-weight ω = ω1 + ωj + δj,n−1ωn. Then

dimLX(ω) =

(
2n+ 2
j + 1

)
j(2n− j)

2n+ 1
− ǫp(j + 1)

(
2n

j + 1

)

− ǫp(2n− j + 1)

(
2n

j − 1

)

.
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CHAPTER 2

Preliminaries

2.1 Notation

We first fix some notation that will be used throughout the thesis. Let G be a semisimple
algebraic group of classical type defined over an algebraically closed field K of characteristic
p ≥ 0. Also fix a Borel subgroup BG = UGTG of G, where TG is a maximal torus of G and UG

denotes the unipotent radical of BG. Let n = rankG = dimTG and let Π(G) = {α1, . . . , αn}
be a corresponding base of the root system Φ(G) = Φ+(G)∪Φ−(G) of G, where Φ+(G) and
Φ−(G) denote the set of positive and negative roots of G, respectively. Let

X(TG) = Hom(TG, K
∗)

denote the character group of TG and write (−,−) for the usual inner product on the vector
space X(TG)R = X(TG)⊗ZR. Also let {λ1, . . . , λn} be the set of fundamental weights for TG

corresponding to our choice of base Π(G), that is 〈λi, αj〉 = δij for every 1 ≤ i, j ≤ n, where

〈λ, α〉 =
2(λ, α)

(α, α)
,

for every λ, α ∈ X(TG). Set

X+(TG) = {λ ∈ X(TG) : 〈λ, α〉 ≥ 0 for every α ∈ Π(G)}

and call a character λ ∈ X+(TG) a dominant character. Every such character can be written
in the form λ =

∑n

r=1 arλr, where a1, . . . , an ∈ Z≥0. Finally, for α ∈ Φ(G), define the
reflection sα : X(TG)R → X(TG)R relative to α by sα(λ) = λ − 〈λ, α〉α, this for every
λ ∈ X(TG)R, and denote by W = WG the finite group 〈sαi

: 1 ≤ i ≤ n〉, called the Weyl
group of G.
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2.2 Bourbaki’s construction of irreducible root systems

Let Π = {α1, . . . , αn} be a base of an irreducible root system of classical type Φ. In this
section, we give a description of Π and the corresponding fundamental weights λ1, . . . , λn in
terms of an orthonormal basis of a Euclidean space (E, (−,−)), as well as the description of
the action of the corresponding Weyl group W on Φ. We also record the value of ρ =

∑n
r=1 λr

in terms of the aforementioned basis, as it is needed in Chapters 5, 6 and 7. We refer the
reader to [Bou68, Chapter VI] for more details.

2.2.1 Φ = An (n ≥ 2)

Let Φ = An (n ≥ 2) and let {ε1, . . . , εn+1} be an orthonormal basis of the Euclidean space
E = Rn+1, with standard inner product (−,−). We choose the labelling of the associated
Dynkin diagram as follows

❝ ❝ ❝ ❝

1 2 n−1 n

and denote by Π = {α1, . . . , αn} a corresponding base of Φ. Here the set Φ+ of positive roots
in Φ corresponding to Π is given by Φ+ = {αi + · · · + αj}1≤i≤j≤n and Φ can be realized
in E by setting αi = εi − εi+1, for 1 ≤ i ≤ n. One then easily checks that this yields
αi + · · ·+ αj = εi − εj+1 for every 1 ≤ i < j ≤ n. Also using [Hum78, Table 1, p.69] gives

λi =

i∑

r=1

εr −
i

n+ 1

n+1∑

r=1

εr,

from which one deduces that ρ = 1
2

∑n

r=0 (n− 2r)εr+1. For 1 ≤ i < j ≤ n, the element sεi−εj

exchanges εi and εj, leaving εk (k 6= i, j) unchanged. Thus the Weyl group W ∼= Sn+1 acts
by permuting the indices of the εi, 1 ≤ i ≤ n + 1. (Throughout this thesis, Sl denotes the
symmetric group on {1, . . . , l}.)

2.2.2 Φ = Bn (n ≥ 2)

Let Φ = Bn and let {ε1, . . . , εn} be an orthonormal basis of the Euclidean space E = Rn, with
standard inner product (−,−). We choose the labelling of the associated Dynkin diagram as
follows

❝ ❝ ❝ ❍✟ ❝

1 2 n−1 n

and denote by Π = {α1, . . . , αn} a corresponding base of Φ. Here the set Φ+ of positive roots
in Φ is given by Φ+ = {αi + · · ·+αj}1≤i≤j≤n ∪ {αi + · · ·+αj +2αj+1 + · · ·+ 2αn}1≤i≤j≤n−1.
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2.2 Bourbaki’s construction of irreducible root systems

Also Φ can be realized in E by setting αi = εi − εi+1 for 1 ≤ i ≤ n − 1, and αn = εn.
Adopting the convention εn+1 = 0, one checks that this yields

εi − εj+1 = αi + · · ·+ αj ,

εi + εj = αi + · · ·+ αj−1 + 2αj + · · ·+ 2αn,

for 1 ≤ i < j ≤ n. Also using [Hum78, Table 1, p.69] gives λi = ε1+· · ·+εi, for 1 ≤ i ≤ n−1,
and λn = 1

2
(ε1+ · · ·+ εn), from which one deduces that ρ = 1

2

∑n−1
r=0 (2(n− r)− 1)εr+1. Here

for 1 ≤ i < j ≤ n, the element sεi−εj exchanges εi and εj, leaving εk (k 6= i, j) invariant,
while for 1 ≤ i ≤ n, the element sεi sends εi to −εi, leaving εk (k 6= i) unchanged. Thus the
Weyl group W ∼= S2 ≀Sn = (S2)

n ·Sn acts by all permutations and sign changes of the εi,
1 ≤ i ≤ n.

2.2.3 Φ = Cn (n ≥ 3)

Let Φ = Cn and let {ε1, . . . , εn} be an orthonormal basis of the Euclidean space E = Rn, with
standard inner product (−,−). We choose the labelling of the associated Dynkin diagram as
follows

❝ ❝ ❝ ❍✟ ❝

1 2 n−1 n

and denote by Π = {α1, . . . , αn} a corresponding base of Φ. Here the set Φ+ of positive roots
in Φ corresponding to Π is given by

Φ+ = {αi + · · ·+ αj}1≤i≤j≤n ∪ {αi + · · ·+ αj + 2αj+1 + · · ·+ 2αn−1 + αn}1≤i≤j≤n−2

∪ {2αi + · · ·+ 2αn−1 + αn}1≤i≤n−1

and Φ can be realized in E by setting αi = εi − εi+1 for 1 ≤ i ≤ n− 1, and αn = 2εn. Again
one checks that this gives λi = ε1 + · · · + εi, for 1 ≤ i ≤ n, from which one deduces that
ρ =

∑n−1
r=0 (n− r)εr+1. Here the Weyl group W ∼= S2 ≀Sn = (S2)

n ·Sn acts on the basis of
E exactly as in the case Φ = Bn.

2.2.4 Φ = Dn (n ≥ 4)

Finally, let Φ = Dn and let {ε1, . . . , εn} be an orthonormal basis of the Euclidean space
E = Rn, with standard inner product (−,−). We choose the labelling of the associated
Dynkin diagram as follows

❝ ❝ ❝�
�
�

❝

❅
❅
❅ ❝

1 2

n−2

n−1

n
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and denote by Π = {α1, . . . , αn} a corresponding base of Φ. Here the set Φ+ of positive roots
in Φ corresponding to Π is given by

Φ+ = {αi + · · ·+ αn}1≤i≤n−2 ∪ {αi + · · ·+ αn−2 + αn}1≤i≤n−2 ∪ {αi + · · ·+ αj}1≤i≤j≤n−1

∪ {αi + · · ·+ αj + 2αj+1 + · · ·+ 2αn−2 + αn−1 + αn}1≤i≤j≤n−3

and Φ can be realized in E by setting αi = εi − εi+1 for 1 ≤ i ≤ n− 1, and αn = εn−1 + εn.
One checks that this gives

εi − εj = αi + · · ·+ αj−1,

εr + εs = αr + · · ·+ αs−1 + 2αs + · · ·+ 2αn−2 + αn−1 + αn,

εs + εn−1 = αs + · · ·+ αn,

εs + εn = αs + · · ·+ αn−2 + αn,

for every 1 ≤ i < j ≤ n and 1 ≤ r < s ≤ n − 2. Also using [Hum78, Table 1, p.69] yields
λi = ε1+· · ·+εi for 1 ≤ i ≤ n−2, while λn−1 =

1
2
(ε1+· · ·+εn−1−εn), and λn = 1

2
(ε1+· · ·+εn),

from which one deduces that ρ =
∑n

r=1 (n− r)εr. Here for 1 ≤ i < j ≤ n, the element sεi−εj

exchanges εi and εj, leaving εk (k 6= i, j) unchanged. Similarly, for 1 ≤ i < j ≤ n, the
element sεi−εjsεi+εj sends εi to −εi, εj to −εj, and leaves εk (k 6= i, j) unchanged. Thus the
Weyl group W ∼= (S2)

n−1 · Sn acts as the group of all permutations and even number of
sign changes of the εi, 1 ≤ i ≤ n.

2.3 Weights and multiplicities

Let G be a semisimple algebraic group defined over an algebraically closed field K of char-
acteristic p ≥ 0, B = BG = UT a Borel subgroup of G, where T = TG is a maximal torus
of G and U = UG is the unipotent radical of B, and let V denote a finite-dimensional ratio-
nal KG-module. (Throughout this thesis, we shall only consider finite-dimensional, rational
modules.) Unless specified otherwise, the results recorded in this section can be found in
[Hum75, Chapter XI, Section 31]. Recall first that V can be decomposed into a direct sum
of KT -modules

V =
⊕

µ∈X(T )

Vµ,

where for every µ ∈ X(T ),

Vµ = {v ∈ V : t · v = µ(t)v for every t ∈ T}.

A character µ ∈ X(T ) with Vµ 6= 0 is called a T -weight of V, and Vµ is said to be its
corresponding weight space. The dimension of Vµ is called the multiplicity of µ in V and
is denoted by mV (µ). Write Λ(V ) to denote the set of T -weights of V, and define a partial
order on the latter by saying that µ ∈ Λ(V ) is under λ ∈ Λ(V ) (written µ 4 λ) if and only
if there exist non-negative integers cα (α ∈ Π) such that µ = λ −

∑

α∈Π cαα. We also write
µ ≺ λ to indicate that µ is strictly under λ and set Λ+(V ) = Λ(V ) ∩X+(T ). Any weight in
Λ+(V ) is called dominant.
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2.3 Weights and multiplicities

The natural action of the Weyl group W of G on X(T ) induces an action on Λ(V ) and
we say that λ, µ ∈ X(T ) are conjugate under the action of W (or W -conjugate) if there
exists w ∈ W such that wλ = µ. It is well-known (see [Hum78, Section 13.2, Lemma A], for
example) that each weight in X(T ) is W -conjugate to a unique dominant weight. Also, if
λ ∈ X+(T ), then wλ 4 λ for every w ∈ W . Finally, Λ(V ) is a union of W -orbits and all
weights in a W -orbit have the same multiplicity.

Definition 2.3.1

Let G, B = UT and V be as above. A dominant T -weight λ ∈ Λ+(V ) is called a highest
weight of V if {µ ∈ Λ+(V ) : λ ≺ µ} = ∅.

Now by the Lie-Kolchin Theorem ([Hum75, Theorem 17.6]), there exists 0 6= v+ ∈ V
such that 〈v+〉K is invariant under the action of B. We call such a vector v+ a maximal
vector in V for B. Note that since 〈v+〉K is stabilized by any maximal torus of B, there
exists λ ∈ X(T ) such that v+ ∈ Vλ. In fact, one can show that λ ∈ Λ+(V ).

2.3.1 Irreducible modules

In general, an arbitrary finite-dimensional KG-module V can have many distinct highest
weights. However if V is irreducible and v+ ∈ Vλ is a maximal vector in V for B, then
V = Gv+, mV (λ) = 1, and every weight µ ∈ Λ(V ) can be obtained from λ by subtracting
positive roots, so that λ is the unique highest weight of V. Reciprocally, given a dominant
weight λ ∈ X+(T ), one can construct a finite-dimensional irreducible KG-module with
highest weight λ. This correspondence defines a bijection

X+(T )←→ {isomorphism classes of irreducible KG-modules}.

From now on, for λ ∈ X+(T ), we let LG(λ) denote the irreducible KG-module having
highest weight λ. In addition, we say that λ is p-restricted if p = 0 or 0 ≤ 〈λ, α〉 < p,
for every α ∈ Π. It is only natural to wonder whether a given irreducible KG-module
is tensor indecomposable or not (in characeristic zero, all irreducible modules are tensor
indecomposable) and a partial answer to this question is given by the following well-known
result, due to Steinberg (see [Ste63, Theorem 1] for a proof). Here F : G→ G is a standard
Frobenius morphism and for V a KG-module, V F i

is the KG-module on which G acts via
g · v = F i(g) · v, for every g ∈ G, v ∈ V.

Theorem 2.3.2 (The Steinberg Tensor Product Theorem)
Assume p > 0 and G is simply connected. Let λ ∈ X+(T ) be a dominant T -weight. Then
there exist k ∈ Z≥0 and p-restricted dominant T -weights µ0, µ1, . . . , µk ∈ X+(T ) such that
λ = µ0 + µ1p+ · · ·+ µkp

k and

LG(λ) ∼= LG(µ0)⊗ LG(µ1)
F ⊗ · · · ⊗ LG(µk)

F k

.
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In view of Theorem 2.3.2, in positive characteristic, the investigation of all irreducible
KG-modules is reduced to the study of the finitely many ones having p-restricted highest
weights, on which we focus our attention in the remainder of this section. Let then λ ∈ X+(T )
be such a weight and denote by VLC(G)(λ) the LC(G)-module over C having highest weight
λ. (Here LC(G) denotes the Lie algebra over C having same type as G.) Choosing a minimal
admissible lattice in VLC(G)(λ) allows one to “reduce modulo p”, providing the latter with
a structure of KG-module, denoted VG(λ). We refer to [Hum78, 26.4] for a proof of the
existence of such a lattice. In the literature, VG(λ) is referred to as the Weyl module of
G with highest weight λ and we recall that VG(λ) is generated by a maximal vector for B
of weight λ. It is indecomposable and has a unique maximal submodule rad(λ) (called the
radical of VG(λ)) such that LG(λ) ∼= VG(λ)/rad(λ).

Definition 2.3.3

A pair (G, p) is called special if G is simple and (Φ(G), p) ∈ {(Bn, 2), (Cn, 2), (F4, 2), (G2, 3)}.

It is well-known (see [Hum78, 21.3]) that the set of weights of VG(λ), written Λ(λ), is
saturated (i.e. µ − iα ∈ Λ(λ) for every µ ∈ Λ(λ), α ∈ Φ and 0 ≤ i ≤ 〈µ, α〉), containing
all dominant weights under λ (such weights are said to be subdominant to λ) together with
all their W -conjugates. Obviously Λ(LG(λ)) ⊆ Λ(λ) and it turns out that the converse also
holds if (G, p) is not special.

Theorem 2.3.4 (Premet, [Pre87])
Let λ ∈ X+(T ) be a p-restricted dominant weight for T, and assume (G, p) is simple but not
special. Then Λ(LG(λ)) = Λ(λ).

2.3.2 Parabolic embeddings

For α ∈ Φ, set Uα = {uα(c) : c ∈ K}, where uα : K → G is an injective morphism of
algebraic groups such that tuα(c)t

−1 = uα(α(t)c) for every t ∈ T and c ∈ K. Also for J ⊂ Π,
denote by Φ+

J the subset of Φ+ generated by the simple roots in J and define the opposite
of the standard parabolic subgroup of G corresponding to J to be PJ = QJLJ , where

LJ = 〈T, U±α : α ∈ J〉 , QJ =
〈
U−β : β ∈ Φ+ − Φ+

J

〉

respectively, denote a Levi factor of PJ with root system ΦJ , respectively the unipotent
radical of PJ . Finally, let V = LG(λ) be an irreducible KG-module having p-restricted
highest weight λ ∈ X+(T ).

Definition 2.3.5

Let µ be a T -weight of V, so µ = λ −
∑

α∈Π cαα, with cα ∈ Z≥0 for every α ∈ Π. Then the
QJ -level of µ is

∑

α∈Π−J cα.
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2.3 Weights and multiplicities

Following the ideas of [Sei87, Section 2], we define a series of KLJ -modules by setting
[V,Q0

J ] = V and [V,Qi
J ] = 〈qv − v : v ∈ [V,Qi−1

J ], q ∈ QJ〉, for every i ∈ Z>0. The flag

V ⊃ [V,QJ ] ⊃ [V,Q2
J ] ⊃ . . . ⊃ 0 (2.1)

is called the QJ -commutator series of V. Observe that for every i ∈ Z≥0, the KLJ -module
[V,Qi

J ] is QJ -stable as well, making (2.1) a series of KPJ -modules. We now record a few
results on this filtration, starting with a description of its first quotient V/[V,QJ ]. In the
remainder of this section, we let TL′

J
= T ∩ L′

J .

Lemma 2.3.6

The KL′
J -module V/[V,QJ ] is irreducible with highest TL′

J
-weight λ|TL′

J

.

Proof. See [Smi82] or [Sei87, Proposition 2.1].

The following consequence of Lemma 2.3.6 makes it easier to compute weight multiplic-
ities in certain situations. We leave the easy proof to the reader.

Lemma 2.3.7

Let J and V be as above, and consider µ = λ−
∑

j∈J cjαj ∈ Λ(V ). Then mV (µ) = mV ′(µ′),
where µ′ = µ|TL′

J

and V ′ = VL′

J
(λ|TL′

J

).

From Lemma 2.3.6, we know that the first quotient of (2.1) is irreducible as a KL′
J -

module. The next result gives a description of the remaining terms and successive quotients
of the QJ -commutator series of V using the notion of QJ -levels introduced above. We recall
that the pair (G, p) is special if (Φ(G), p) ∈ {(Bn, 2), (Cn, 2), (F4, 2), (G2, 3)}.

Proposition 2.3.8

Let i ∈ Z≥0 be a non-negative integer and suppose that (G, p) is not special. Then the
following assertions hold.

1. [V,Qi
J ] =

⊕
Vµ, the sum ranging over the weights µ ∈ X(T ) having QJ -level at least i.

2. [V,Qi
J ]/[V,Q

i+1
J ] ∼=

⊕
Vµ, the sum ranging over the weights µ ∈ X(T ) having QJ -level

exactly i.

Proof. See [Sei87, Proposition 2.3].

Now let Y be a simply connected simple algebraic group of classical type over K and
let X be a closed semisimple subgroup of Y acting irreducibly on W = VY (λ1). Assume
(Y, p) non-special and let PX = QXLX be a parabolic subgroup of X. One can use the QX-
commutator series of the natural KY -module W to construct a parabolic subgroup of Y
with some nice properties. This construction was initially introduced by Seitz.
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Lemma 2.3.9

The stabilizer in Y of the QX-commutator series of W is a parabolic subgroup PY = QY LY

of Y which satisfies the following properties.

1. PX ≤ PY and QX ≤ QY .

2. LY = CY (Z) is a Levi factor of PY containing LX , where Z = Z(LX)
◦.

3. If TY is a maximal torus of Y containing TX , then TY ≤ LY .

Proof. See [Sei87, Proposition 2.8] or[For96, 2.7].

Finally, let Y, X and PX be as above, with PY = QY LY the parabolic subgroup of Y
given by Lemma 2.3.9, and let V be an irreducible KY -module having p-restricted highest
weight. Recall that by Lemma 2.3.6, the KLY -module V/[V,QY ] is irreducible.

Lemma 2.3.10

If X has exactly two composition factors on V, then either LX acts irreducibly on V/[V,QY ]
or has exactly two composition factors on it.

Proof. By assumption, there exists an irreducible maximal KX-submodule M of V. We have
[V
/

M ,QX ] = ([V,QX ] +M)/M, which gives the isomorphism

V
/

([V,QX ] +M)
∼=

V
/

M
/

[
V
/

M ,QX

] . (2.2)

The latter being irreducible for LX by Lemma 2.3.6, we get that [V,QX ] +M is a maximal
KLX -submodule of V. Hence considering the series V ⊃ [V,QY ] + M ⊃ [V,QX ] + M ⊃ 0
gives either

[V,QY ] +M = V or [V,QY ] ⊂ [V,QX ] +M.

In the former case, observe that M 6⊂ [V,QY ] (since M ( V ), so that we immediately
get [M,QX ] ⊆ M ∩ [V,QX ] ⊆ M ∩ [V,QY ] ( M, and as M is irreducible as a KX-module,
Lemma 2.3.6 applies, yielding [M,QX ] = M ∩ [V,QY ]. Therefore since [V,QY ] +M = V, we
have

V
/

[V,QY ]
∼= M

/

(M ∩ [V,QY ]) = M
/

[M,QX ] ,

hence the irreducibility of V/[V,QY ] for LX .
In the case where [V,QY ] ⊂ [V,QX ] + M, first observe that if M ⊂ [V,QY ] (so that

[V,QY ] = [V,QX ] +M), then [V,QY ] is a maximal KLX -module of V by (2.2), so the result
holds in this situation. If on the other hand M 6⊂ [V,QY ], then consider the filtration of
KLX -modules

V
/

[V,QY ] ⊃ ([V,QX ] +M)
/

[V,QY ] ) 0.
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2.3 Weights and multiplicities

Using (2.2) shows that ([V,QX ] +M)
/

[V,QY ] is a maximal KLX -submodule of V/[V,QY ],

thus in order to complete the proof, we only need to show that ([V,QX ] +M)
/

[V,QY ] is
irreducible as a KLX -module. As above [M,QX ] = M ∩ [V,QY ], so that

([V,QX ] +M)
/

[V,QY ] = ([V,QY ] +M)
/

[V,QY ]
∼= M

/

[M,QX ] .

An application of Lemma 2.3.6 then yields the desired result.

2.3.3 Weight multiplicities

Since knowing the multiplicity of a given T -weight in VG(λ) is a first step in computing its
multiplicity in LG(λ), we introduce a way of calculating mVG(λ)(µ) for a weight µ subdominant
to a given λ ∈ X+(T ), using the well-known Freudenthal’s formula. Set

d(λ, µ) = 2(λ+ ρ, λ− µ)− (λ− µ, λ− µ), (2.3)

where ρ denotes the half-sum of all positive roots in Φ, or equivalently, the sum of all
fundamental weights, as defined in Section 2.2. The following formula gives a recursive way
to compute the multiplicity of µ in VG(λ). We refer the reader to [Hum78, Theorem 22.3]
for more details.

Theorem 2.3.11 (Freudenthal’s Formula)
Let λ be as above and let µ ∈ X(T ) be such that µ ≺ λ. Then the multiplicity of µ in VG(λ)
is given recursively by

mVG(λ)(µ) =
2

d(λ, µ)

∑

i>0

∑

α≻0

mVG(λ)(µ+ iα)(µ+ iα, α).

Assume rankG = n and consider λ =
∑n

r=1 arλr ∈ X+(T ). Write Λ+(λ) = Λ(λ)∩X+(T )
and let µ ∈ X(T ) be such that µ = λ −

∑n
r=1 crαr ∈ Λ+(λ) for some c1, . . . , cn ∈ Z≥0.

Adopting the notation λ0 = λn+1 = 0, we then define

µi,x =
i−1∑

r=0

arλr + xλi +
n+1∑

r=i+1

arλr −
n∑

r=1

crαr,

for every 1 ≤ i ≤ n and x ∈ Z>0. (Observe that λi,ai = λ and µi,ai = µ for every 1 ≤ i ≤ n.)
Finally, for 1 ≤ i ≤ n, write Si = {x ∈ Z : x ≥ ai}. Using Theorem 2.3.11, we study the
value of mVG(λi,x)(µi,x) for 1 ≤ i ≤ n and x ∈ Si satisfying a certain condition.

Proposition 2.3.12

Let K, G be as above and let λ =
∑n

r=1 arλr ∈ X+(T ). Also let µ ≺ λ be a dominant T -weight
and assume the existence of 1 ≤ i ≤ n such that

mVG(λi,x)(µi,x + jα) = mVG(λi,y)(µi,y + jα) (2.4)

for every α ∈ Φ+, x, y ∈ Si, and j ∈ Z>0. Then mVG(λi,x)(µi,x) = mVG(λ)(µ) for every x ∈ Si.
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Proof. Write µ = λ−
∑n

r=1 crαr. If ci = 0, then set J = Π−{αi} and adopting the notation
introduced in Section 2.3.2, consider the parabolic subgroup PJ = QJLJ of G. Denote by

H = L′
J = 〈U±αr

: 1 ≤ r ≤ n, r 6= i〉

the derived subgroup of the Levi subgroup of PJ , so H is semisimple and J is a base of the
root system of H. Hence (λi,x)|TH

= λ|TH
and (µi,x)|TH

= µ|TH
for every x ∈ Z≥0, so that an

application of Lemma 2.3.7 yields

mVG(λi,x)(µi,x) = mVH (λ|TH )(µ|TH
)

for every x ∈ Z≥0. Therefore mVG(λi,x)(µi,x) is independent of x if ci = 0 and the result holds
in this situation.

Assume ci 6= 0 for the remainder of the proof and denote by Z[X ]r (respectively, Z[X ]≤r)
the set of all polynomials in the indeterminate X with coefficients in Z and having degree r
(respectively, at most r). Writing ν = λi,x − µi,x, we get

d(λi,x, µi,x) = 2(λi,x + ρ, ν)− (ν, ν)

= 2ci(λi, αi)x+ 2

i−1∑

r=1

(arλr, ν) +

n∑

r=i+1

(arλr, ν)− (ν, ν)

for every x ∈ Z>0, and since ν =
∑n

r=1 crαr is independent of x, there exists f ∈ Z[X ]1 such
that d(λi,x, µi,x) = f(x) for every x ∈ Z>0 (and hence for every x ∈ Si as well). Also, one
easily checks that by (2.4), there exists g ∈ Z[X ]≤1 such that

mVG(λi,x)(µi,x) =
g(x)

f(x)

for every x ∈ Si. Now by Theorem 2.3.11, g(x)
f(x)
∈ Z>0 for every x ∈ Si, showing the existence

of h ∈ Z[X ] such that g = hf. Therefore deg(f) = deg(g) and we get that h ∈ Z, from which
the result follows.

We next use Theorem 2.3.11 together with Proposition 2.3.12 in order to determine
weight multiplicities in various Weyl modules for a simple algebraic group of type An over
K, starting with the following well-known result.

Lemma 2.3.13

Let G be a simple algebraic group of type An over K and fix a, b ∈ Z>0. Also consider the
T -weight λ = aλ1 + bλn and let µ = λ− (α1 + · · ·+ αn). Then

mVG(λ)(µ) = n.

28



2.3 Weights and multiplicities

Proof. Since (α, α) = 1 for every α ∈ Φ (as all roots in Φ are long in this situation), we have
〈α, β〉 = 1

2
(α, β) for every α, β ∈ Φ. Here Φ+ = {αr + · · · + αs : 1 ≤ r ≤ s ≤ n} and one

easily shows that
mVG(λ1,x)(µ1,x + jα) = δj,1 (2.5)

for every x, j ∈ Z>0 and α ∈ Φ+. On the other hand, a straightforward computation yields
the existence of k ∈ Z such that d(λ1,x, µ1,x) = x+ k for every x ∈ Z>0. Now using (2.5), we
successively get

∑

j>0

∑

α≻0

mVG(λ1,x)(µ1,x + jα)(µ1,x + jα, α) =
∑

α≻0

(µ1,x + α, α)

=
n∑

r=1

(µ1,x, α1) + l

=
1

2
nx+ l,

where l = |Φ+|+
∑n

r=2

∑n

s=r (µ1,x, αr + · · ·+ αs) ∈ Z is independent of x. Therefore an
application of Theorem 2.3.11 yields

mVG(λ1,x)(µ1,x) =
nx+2l
x+k

, (2.6)

for every x ∈ Z>0. Finally, notice that (2.5) holds for any x ∈ S1 (as S1 ⊂ Z>0) and hence
Proposition 2.3.12 applies, so that (2.6) translates to mVG(λ)(µ) =

nx+2l
x+k

for every x ∈ S1. As
mVG(λ)(µ) is independent of x, the result follows.

Lemma 2.3.14

Let G be a simple algebraic group of type An over K and fix a ∈ Z>1. Also consider the
T -weight λ = aλ1 + λn−1 ∈ X+(T ) and let µ = λ− (2α1 + · · ·+ 2αn−1 + αn). Then

mVG(λ)(µ) =
1

2
(n− 1)n.

Proof. Proceed exactly as in the proof of Lemma 2.3.13, first observing that thanks to the
latter, we have

mVG(λ1,x)(µ1,x + jα) =

{

1 if α = αn;

δj,1(n− 1) otherwise

for every x > 1, j ∈ Z>0 and α ∈ Φ+, so that Proposition 2.3.12 applies (with S1 = Z>1),
yielding mVG(λ)(µ) = mVG(λ1,x)(µ1,x) for every x ∈ S1. Again, one easily shows the existence
of k, l ∈ Z such that d(λ1,x, µ1,x) = 2x+ k for every x ∈ S1 and

∑

j>0

∑

α≻0

mVG(λ1,x)(µ1,x + jα)(µ1,x + jα, α) =
1

2
(n− 1)nx+ l.

Therefore an application of Theorem 2.3.11 yields mVG(λ)(µ) =
(n−1)nx+2l

2x+k
for every x ∈ S1,

and arguing exactly as in the proof of Lemma 2.3.13 completes the proof.

29



Finally, assume G is of type An and let λ =
∑n

r=1 arλr, where a1an 6= 0. Also let
Iλ = {r1, . . . , rNλ

} be maximal in {1, . . . , n} such that r1 < . . . < rNλ
and

∏

r∈Iλ
ar 6= 0.

Proposition 2.3.15

Let G be a simple algebraic group of type An over K and consider the dominant T -weight
λ =

∑n
r=1 arλr, where a1an 6= 0. Also let Iλ = {r1, . . . , rNλ

} be as above and consider
µ = λ− (α1 + · · ·+ αn). Then

mVG(λ)(µ) =

Nλ∏

i=2

(ri − ri−1 + 1).

Proof. First assume Nλ = 2, that is, Iλ = {1, n} and λ = a1λ1+ anλn for some a1, an ∈ Z>0.
Using Lemma 2.3.13, one gets mVG(λ)(µ) = n and hence the result holds in this situa-
tion. Moreover, since mVG(λ)(µ + α1 + · · · + αr) = 1 for every 1 ≤ r ≤ n one gets
∑n

r=1mVG(λ)(µ+ α1 + · · ·+ αr) = n = mVG(λ)(µ). Proceeding by induction on Nλ, we will
show that

mVG(λ)(µ) =
n∑

r=1

mVG(λ)(µ+ α1 + · · ·+ αr) =

Nλ∏

i=2

(ri − ri−1 + 1). (2.7)

Assume the existence of N0 ∈ Z>0 such that (2.7) holds for every λ′ =
∑n

r=1 a
′
rλr with

a′1a
′
n 6= 0 and 2 ≤ Nλ′ < N0, and let λ ∈ X+(T ) be such that Nλ = N0. An appropriate use

of Lemma 2.3.7 and our induction hypothesis shows that mVG(λ)(µ+α) = mVG(λ1,x)(µ1,x+α)
for every x ∈ Z>0 and α ∈ Φ+. Therefore

mVG(λ)(µ) = mVG(λ1,x)(µ1,x) (2.8)

for every x ∈ Z>0 by Proposition 2.3.12. Now a straightforward computation yields the
existence of k ∈ Z such that d(λ1,x, µ1,x) = x + k for every x ∈ Z>0, as well as l ∈ Z such
that

∑

α∈Φ+

mVG(λ1,x)(µ1,x + α)(µ1,x + α, α) =
1

2

n∑

r=1

mVG(λ)(µ+ α1 + · · ·+ αr)x+ l.

Arguing as in the proof of Lemma 2.3.13 (using Theorem 2.3.11 and (2.8)), one shows
that mVG(λ)(µ) =

∑n

r=1mVG(λ)(µ+ α1 + · · ·+ αr). Moreover, since Nµ+αr2
+···+αn

< Nλ and
µ+α1+ · · ·+αr is W -conjugate to µ+α1+ · · ·+αr2−1 for every 1 ≤ r ≤ r2−1, our induction
assumption applies and we have mVG(λ)(µ) = r2mVG(λ)(µ+α1+ · · ·+αr2−1). Finally, another
application of the induction hypotheses yields

mVG(λ)(µ+ α1 + · · ·+ αr2−1) =

Nλ∏

i=3

(ri − ri−1 + 1)

and thus mVG(λ)(µ) = r2
∏Nλ

i=3 (ri − ri−1 + 1) =
∏Nλ

i=2 (ri − ri−1 + 1) as desired, completing
the proof.
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2.3 Weights and multiplicities

Assuming G simple, we now record some preliminary results on weight multiplicities
in irreducible KG-modules. Let then V = LG(λ) be an irreducible KG-module having p-
restricted highest weight λ =

∑n
r=1 arλr. We refer the reader to [Tes88, Proposition 1.30] for

a proof of the next result, used implicitly in the remainder of the thesis.

Lemma 2.3.16

Let λ and V = LG(λ) be as above, with ai > 0. Then µ = λ − dαi ∈ Λ(V ) for every
1 ≤ d ≤ ai. Moreover mV (µ) = 1.

We saw above (see Theorem 2.3.4) that if (G, p) is not special, then the set of weights
Λ(V ) is saturated, yielding the following result. Again, we shall apply it without explicit
reference.

Lemma 2.3.17

Suppose that (G, p) is not special and let µ ∈ Λ(V ). Then µ − rα ∈ Λ(V ) for every α ∈ Φ+

and 0 ≤ r ≤ 〈µ, α〉.

Suppose that G is a simple algebraic group of classical type over K. In [Sei87, Section 6],
Seitz proved that if mV (µ) ≤ 1 for every µ ∈ X(T ), then G, λ and p are as in Table 2.1.

G p λ

An(n ≥ 1) any λi (1 ≤ i ≤ n)
aλ1, aλn (a > 1)

p | a+ b+ 1 aλi + bλi+1 (1 ≤ i ≤ n− 1)

Bn(n ≥ 2) any λ1, λn

Cn(n ≥ 3) any λ1, λn

p | 2a+ 1 aλn

p | 2a+ 3 λn−1 + aλn

Dn(n ≥ 4) any λ1, λn−1, λn

Table 2.1: Modules with 1-dimensional weight spaces.

Now it turns out that weight spaces of KG-modules as in Table 2.1 are indeed 1-
dimensional. We refer the reader to [ZS87], [ZS90], and [BOS14] for a proof of this result.

Theorem 2.3.18

Let G, λ, and p be as in Table 2.1. Then mV (µ) ≤ 1 for every µ ∈ X(T ).
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To conclude this section, we assume G is simple of type An (n ≥ 2) over K and consider
the T -weight λ = aλi+bλj, with ab 6= 0, and 1 ≤ i < j ≤ n. By Lemma 2.3.17, the character

µ = λ− (cαi + αi+1 + · · ·+ αj)

is a T -weight of V = LG(λ) for every 1 ≤ c ≤ a+1. Furthermore, its multiplicity is given by
the following lemma. We refer the reader to [Sei87, Proposition 8.6] or Proposition 4.1.3 for
a proof in the case c = 1. The proof for the general case is entirely similar, hence the details
are left to the reader.

Lemma 2.3.19

Let G, λ and µ be as above, with 2c ≤ a + 1. Then the T -weight µ is dominant and its
multiplicity in V = LG(λ) is given by

mV (µ) =

{

j − i if p | a+ b+ j − i;

j − i+ 1 otherwise.

2.4 Some dimension calculations

In this section, G denotes a simply connected simple algebraic group of rank n over K and
V = LG(λ) an irreducible KG-module having p-restricted highest weight λ ∈ X+(T ). In
general, the dimension of V is unknown, or at least there is no known formula holding for λ
arbitrary. Nevertheless, the dimension of VG(λ) is given by the well-known Weyl’s dimension
formula (or Weyl’s degree formula), whose proof can be found in [Hum78, Section 24.3].

Theorem 2.4.1 (Weyl’s Degree Formula)
The dimension of the Weyl module VG(λ) corresponding to λ ∈ X+(T ) is given by

dimVG(λ) =
∏

α∈Φ+

〈λ+ ρ, α〉

〈ρ, α〉
.

Let G = CLn(K) ∈ {An, Bn, Cn, Dn} be a classical algebraic group over K having rank n,
and for 0 ≤ i ≤ 2, set Φ+

i = {α = a1α1+· · ·+anαn ∈ Φ+ : a1 = i}. Clearly Φ+ = Φ+
0 ⊔Φ

+
1 ⊔Φ

+
2

thanks to the description of Φ+ given in Section 2.2, and using Theorem 2.4.1, one easily
sees that

dim VG(λ) =




∏

α∈Φ+

1
⊔Φ+

2

〈λ+ ρ, α〉

〈ρ, α〉



 dimVG̃(λ̃), (2.9)

where G̃ is a simple algebraic group of type CLn−1(K) over K and λ̃ =
∑n−1

i=1 〈λ, αi+1〉λi+1.
In [Hum78, Section 24.3], explicit formulas are given for dimVG(λ) for G of type A2, B2,
G2, and λ arbitrary, and using (2.9), one checks that the following result holds. (Note that
similar expressions can be found for every type of irreducible root system.)
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2.4 Some dimension calculations

Proposition 2.4.2

Assume G has type An over K and let λ =
∑n

r=1 arλr be a dominant T -weight. Then the
dimension of VG(λ) is given by

dimVG(λ) =

( n∏

l=1

1

l!

)
∏

1≤i≤j≤n

( j
∑

k=i

(ak + 1)

)

.

The following result gives a way to efficiently compute the dimension of a given irreducible
KG-module V, provided that the multiplicity of every weight in Λ+(V ) is known. Its proof
directly follows from [Sei87, Theorem 1.10].

Proposition 2.4.3

Let V be as above and for a dominant weight µ ∈ X+(T ), consider the subgroup Wµ of W

defined by Wµ = 〈sα : α ∈ Π with 〈µ, α〉 = 0〉. Then

dimV =
∑

µ∈X+(T )

[W : Wµ] mV (µ).

We now record some information on the dimension of various irreducible KG-modules,
starting with the following result on the symmetric powers of the natural KG-module for G
of type An over K. We refer the reader to [Sei87, Lemma 1.14] for a proof.

Lemma 2.4.4

Let G be a simple algebraic group of type An over K and consider an irreducible KG-module
V = LG(λ) having p-restricted highest weight λ = aλ1, where a ∈ Z≥0. Then V ∼= Syma W,
where Syma W denotes the ath symmetric power of the natural KG-module W. In particular,
we have

dimV =

(
a+ n
a

)

.

The dimension of the exterior powers of the natural KG-module for G of type An can
easily be determined as well, using Proposition 2.4.3 and the fact that Λ+(VG(λi)) = {λi},
this for every 1 ≤ i ≤ n. The details are left to the reader.

Lemma 2.4.5

Let G be a simple algebraic group of type An over K and consider an irreducible KG-module
V = LG(λ) having highest weight λ = λi, where 1 ≤ i ≤ n. Then V = VG(λ) ∼=

∧i W, where
∧i W denotes the ith exterior power of the natural KG-module W. In particular, we have

dimV =

(
n+ 1
i

)

.
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Assume p 6= 2, fix 1 ≤ i ≤ n− 1 and let G be a simple algebraic group of type Dn over
K. Then by [Sei87, Theorem 1, Table 1 (I4, I5)], we get that LG(λi + δi,n−1λn) is isomorphic
to the restriction to G of the ith exterior power of the natural module for G′ of type A2n−1

over K. Using this observation together with Lemma 2.4.5, one shows the following result.

Lemma 2.4.6

Assume p 6= 2, let G be a simple algebraic group of type Dn over K and consider an irreducible
KG-module V = LG(λ) having p-restricted highest weight λ = λi+δi,n−1λn, where 1 ≤ i < n.
Then V = VG(λ) and

dimV =

(
2n
i

)

.

A proof of the next Lemma, concerning the dimension of the irreducible KG-module
LG(2λn−1) for G of type Dn, can be found in [BGT15, Lemma 2.3.6].

Lemma 2.4.7

Let G be a simple algebraic group of type Dn over K and consider an irreducible KG-module
V = LG(λ) having highest weight λ = 2λn−1. Then

dimLG(λ) =

{

2n−1 if p = 2;
1
2
( 2n

n ) otherwise.

Using Lemma 2.3.19 together with Proposition 2.4.3, we now determine the dimension
of LG(λ1 + λj), where 2 ≤ j ≤ n. We introduce the following notation: for l ∈ Z≥0 a prime,
let ǫl : Z≥0 → {0, 1} be the map defined by

ǫl(z) =

{

1 if l | z;

0 otherwise.

Lemma 2.4.8

Let G be a simple algebraic group of type An over K, fix 1 < j ≤ n and consider an irreducible
KG-module V = LG(λ) having highest weight λ = λ1 + λj. Then

dim V = j

(
n + 2
j + 1

)

− ǫp(j + 1)

(
n + 1
j + 1

)

.

Proof. First observe that Λ+(λ) = {λ, λj+1}, where we adopt the notation λn+1 = 0. An
application of Proposition 2.4.3 and Lemma 2.3.19 thus yields

dimV = [Sn+1 : Sj−1 ×Sn−j+1] + [Sn+1 : Sj+1 ×Sn−j] mV (λj+1),

where mV (λj+1) = j − ǫp(j + 1). An elementary computation then completes the proof.
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2.5 Lie algebras

Finally, let G be a simple algebraic group of type An over K and consider the dominant
T -weight λ = 2λ1+λn. Again, one easily checks that Λ+(λ) = {λ, λ2+λn, λ1}, and proceeding
exactly as in the proof of Lemma 2.4.8 yields the following result. We leave the details to
the reader.

Lemma 2.4.9

Assume p 6= 2, let G be a simple algebraic group of type An over K and consider an irreducible
KG-module V = LG(λ) having highest weight λ = 2λ1 + λn. Then

dimV =
1

2
(n+ 1)(n(n+ 3)− 2ǫp(n+ 2)).

2.5 Lie algebras

In this section, we recall some elementary facts on Lie algebras, their representations, as well
as their relation with algebraic groups. Most of the results presented here can be found in
[Hum78, Chapter VII] or [Car89, Chapter 4].

2.5.1 Structure constants and Chevalley basis

Let K be an algebraically closed field having characteristic zero and let L be a finite-
dimensional simple Lie algebra over K. Fix a Borel subalgebra b = bL of L containing a
Cartan subalgebra h = hL of L , and let Π = {α1, . . . , αn} denote a corresponding base of
the root system Φ of L . Recall the existence of a standard Chevalley basis

B = {eα, fα = e−α, hαi
: α ∈ Φ+, 1 ≤ i ≤ n}

of L , whose elements satisfy the usual relations (see [Car89, Theorem 4.2.1]). For all α, β ∈ Φ
such that α + β ∈ Φ, we have

[eα, eβ] = N(α,β)eα+β = ±(q + 1)eα+β, (2.10)

where q is the greatest integer for which α − qβ ∈ Φ. The N(α,β) are called the structure
constants. Now one can easily check that for any pair of roots (α, β), we have

N(β,α) = −N(α,β) = N(−α,−β), (2.11)

and using the Jacobi identity of L , one can prove that for every α, β, γ ∈ Φ satisfying
α + β + γ = 0, we have

N(α,β)

(γ, γ)
=

N(β,γ)

(α, α)
=

N(γ,α)

(β, β)
. (2.12)

Finally, one can show (see the proof of [Car89, Theorem 4.1.2]) that for every α, β, γ, δ ∈ Φ
such that α + β + γ + δ = 0 and no pair are opposites, we have

N(α,β)N(γ,δ)

(α + β, α+ β)
+

N(γ,α)N(β,δ)

(γ + α, γ + α)
+

N(β,γ)N(α,δ)

(β + γ, β + γ)
= 0. (2.13)
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Following the ideas in [Car89, Section 2.1], we fix an ordering on Φ+ by saying that α 4 β
if either α = β or β − α =

∑n
i=1 ciαi with the last non-zero coefficient ci positive. We shall

also write α ≺ β if α 4 β but α 6= β.

Definition 2.5.1

An ordered pair of roots (α, β) is special if α + β ∈ Φ and 0 ≺ α ≺ β. Also, such a pair is
extraspecial if for all special pairs (γ, δ) satisfying γ + δ = α + β, we have α 4 γ.

Remark 2.5.2

In view of Definition 2.5.1, one immediately notices that if γ ∈ Φ+, then either γ ∈ Π or
there exist unique α, β ∈ Φ+ such that α + β = γ and (α, β) is extraspecial.

Now by [Car89, Proposition 4.2.2], the structure constants of a simple Lie algebra L

are uniquely determined by their values on the set of extraspecial pairs, for which we can
arbitrarily choose the sign in (2.10). Throughout this thesis, we shall always assume that
N(α,β) > 0 for any extraspecial pair (α, β).

Lemma 2.5.3

Let L be a simple Lie algebra of type An over K, Φ the corresponding root system and
Π = {α1, . . . , αn} a base of Φ. Then the extraspecial pairs are (αi, αi+1 + · · · + αj), where
1 ≤ i < j ≤ n. Moreover N(αi+···+αr ,αr+1+···+αj) = 1 for every 1 ≤ i ≤ r < j ≤ n.

Proof. We first show that the extraspecial pairs are as mentioned, starting by considering
γ ∈ Φ+ such that γ /∈ Π. By the description of Φ+ recorded in Section 2.2.1, there exist
unique 1 ≤ i < j ≤ n such that γ = αi + · · ·+ αj and one easily sees that the special pairs
(α, β) satisfying α + β = γ are (αi + · · · + αr, αr+1 + · · · + αj), where i ≤ r ≤ j − 1. The
assertion on extraspecial pairs then immediately follows from remark 2.5.2 and hence in the
remaining of the proof, we shall assume N(αi,αi+1+···+αj) = 1 for every 1 ≤ i < j ≤ n thanks
to (2.10) and our assumption on the positivity of structure constants.

We next suppose that 1 ≤ i < r < j, in which case applying (2.13) to the roots α = αi,
β = −(αi + · · ·+ αr), γ = −(αr+1 + · · ·+ αj) and δ = αi+1 + · · ·+ αj yields

0 = N(α,β)N(γ,δ) +N(β,γ)N(α,δ).

Now by (2.11), N(αi+···+αr ,αr+1+···+αj) = −N(β,γ). Also, by the r = i case, we know that
N(α,δ) = 1. Finally, by (2.11), (2.12) and the r = i case again, we get N(α,β) = −1 and
N(γ,δ) = N(αr+1+···+αj ,αi+1+···+αr), so that

N(αi+···+αr ,αr+1+···+αj) = N(αi+1+···+αr,αr+1+···+αj).

The result then follows by induction.
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2.5 Lie algebras

We next deal with the case of a simple Lie algebra of type Bn over K. Here we leave to
the reader to check that the extraspecial pairs (α, β) are as in Table 2.2.

α β Conditions

αi αi+1 + · · ·+ αj 1 ≤ i < j ≤ n
αi αi+1 + · · ·+ αk + 2αk+1 + · · ·+ 2αn i < k < n
αi+1 αi + αi+1 + 2αi+2 · · ·+ 2αn i < k < n

Table 2.2: Extraspecial pairs (α, β) for Φ of type Bn over K.

Lemma 2.5.4

Let L be a simple Lie algebra of type Bn over K, Φ the corresponding root system and
Π = {α1, . . . , αn} a base of Φ. Then

1. N(αi+···+αr ,αr+1+···+αj) = 1, 1 ≤ i ≤ r < j ≤ n.

2. N(αj ,αr+···+αj+2αj+1+···+2αn) = 1, 1 ≤ r < j < n.

3. N(αi+···+αr ,αr+1+···+αj+2αj+1+···+2αn) = 1, 1 ≤ i ≤ r < j < n.

4. N(αj+···+αn,αr+···+αn) = 2, 1 ≤ r < j ≤ n.

5. N(αs+···+αj ,αr+···+αj+2αj+1+···+2αn) = 1, 1 ≤ r < s ≤ j < n.

6. N(αi+···+αj ,αr+1+···+αj+2αj+1+···+2αn) = −1, 1 ≤ i ≤ r < j < n.

Proof. Proceed exactly as in the proof of Lemma 2.5.3. The details are left to the reader.

Finally, we consider the case of a simple Lie algebra of type Dn (n ≥ 4) over K. Again,
we leave to the reader to check that the extraspecial pairs (α, β) are as in Table 2.3.

α β Conditions

αi αi+1 + · · ·+ αj 1 ≤ i < n− 1, i < j ≤ n− 1
αn−2 αn

αi αi+1 + · · ·+ αn−2 + αn 1 ≤ i < n− 2
αi αi+1 + · · ·+ αn 1 ≤ i < n− 2

αn−1 αn−2 + αn

αi αi+1 + · · ·+ αj + 2αj+1 + · · ·+ 2αn−2 + αn−1 + αn 1 ≤ i < j < n− 2
αi+1 αi + αi+1 + 2αi+2 + · · ·+ 2αn−2 + αn−1 + αn 1 ≤ i < n− 3
αn−2 αn−1 + αn−3 + αn−2 + αn−1 + αn

Table 2.3: Extraspecial pairs for Φ of type Dn over K.
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Lemma 2.5.5

Let L be a simple Lie algebra of type Dn over K, Φ the corresponding root system and
Π = {α1, . . . , αn} a base of Φ. Also let 1 ≤ i ≤ r < s ≤ j ≤ n. Then

1. N(αi+···+αr ,αr+1+···+αj) = 1, for every 1 ≤ i ≤ r < j ≤ n− 1.

2. N(αi+···+αj ,αj+1+···+αn−2+αn) = 1 for every 1 ≤ i ≤ j ≤ n− 3.

3. N(αi+···+αj ,αj+1+···+αn) = 1 for every 1 ≤ i ≤ j ≤ n− 3.

4. N(αi+···+αn−1,αn) = −1 for every 1 ≤ i ≤ n− 2.

5. N(αi+···+αn−1,αn−2+αn) = −1 for every 1 ≤ i ≤ n− 3.

6. N(αi+···+αn−1,αn) = −1.

7. N(αj+···+αn−1,αi+···+αn−2+αn) = 1 for every 1 ≤ i < j ≤ n− 1.

8. N(αj+···+αn−2,αi+···+αn) = 1 for every 1 ≤ i < j ≤ n− 3.

9. N(αj+···+αk,αi+···+αk+2αk+1+···+2αn−2+αn−1+αn) = 1, 1 ≤ i < j ≤ k ≤ n− 3.

2.5.2 Relations with algebraic groups

Let K be an algebraically closed field having characteristic p ≥ 0 and let G be a simple
algebraic group of classical type over K. Following the ideas in [Hum75, III.9], one sees
that the space of left-invariant derivations of K[G] is a Lie algebra over K (having same
type as G), which we denote by L (G), and that L (G) is isomorphic to the tangent space
T (G)1G. Given a morphism of algebraic groups f : G → G̃, we obtain a morphism of Lie
algebras df : L (G)→ L (G̃) by differentiating at 1G. Finally, if φ : G→ GL(V ) is a rational
representation of G, then dφ1G : L (G)→ gl(V ) is a representation of L (G). We recall the
following well-known result, recorded here without proof.

Lemma 2.5.6

Let φ : G → GL(V ) be as above, and suppose that U ⊂ V is invariant under the action of
G. Then U is L (G)-invariant as well.

Let VG(λ) be the Weyl module corresponding to a p-restricted weight λ ∈ X+(T ) and
consider µ = λ −

∑n
r=1 crαr ≺ λ. If B = {eα, fα, hαi

: α ∈ Φ+, 1 ≤ i ≤ n} is a standard
Chevalley basis of L (G), then it is well-known (see [BCC70, Lemma 6.2]) that

VG(λ)µ =

〈

fk1
β1

k1!
· · ·

fkr
βr

kr!
vλ : β1 ≺ . . . ≺ βr ∈ Φ+, µ+

r∑

i=1

kiβi = λ

〉

K

, (2.14)

where vλ ∈ VG(λ) denotes a maximal vector for B and ≺ is the ordering on Φ+ introduced
before Definition 2.5.1.
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2.5 Lie algebras

Lemma 2.5.7

Let λ, µ be as above and let β1 ≺ β2 4 . . . 4 βr ∈ Φ+ be such that λ − β1 /∈ Λ(λ). Then
fk
β1
fβ2
· · · fβr

vλ ∈ 〈fγ1fγ2 · · · fγsv
λ : β1 ≺ γ1 4 γ2 4 . . . 4 γs ∈ Φ+〉K , for every k ∈ Z>0.

Proof. We first show the result for k = 1, proceeding by induction on r. Starting with the
case where r = 2, we have fβ1

fβ2
vλ = −N(β1,β2)fβ1+β2

vλ + fβ2
fβ1

vλ, where N(β1,β2) = 0 if
β1+β2 /∈ Φ. Also, since λ−β1 /∈ Λ(λ), we get fβ2

fβ1
vλ = 0 and hence fβ1

fβ2
vλ ∈ 〈fβ1+β2

vλ〉K
as desired. Next let r0 > 2 be such that the Lemma holds for every 2 ≤ r < r0 and consider
β1 ≺ β2 4 . . . 4 βr0 ∈ Φ+, where λ− β1 /∈ Λ(λ). Then

fβ1
· · · fβr0

vλ = −N(β1,β2)fβ1+β2
fβ3
· · · fβr0

vλ + fβ2
fβ1

fβ3
· · ·+ fβr0

vλ,

where again N(β1,β2) = 0 if β1 + β2 /∈ Φ+, and the result for k = 1 then easily follows from
our inductive hypothesis. Now in the case of k ∈ Z>0 arbitrary, proceeding by induction
again completes the proof.

Thanks to Lemma 2.5.7, we are now able to determine a smaller set of generating elements
for VG(λ)µ in certain situations. We shall even see that in some cases, the newly obtained
set consists of a basis of VG(λ)µ (see Proposition 4.1.1, for example).

Proposition 2.5.8

Let λ, µ be as above and set Φ+
λ = {β ∈ Φ+ : λ− β ∈ Λ(λ)}. Then

VG(λ)µ =

〈

fk1
β1

k1!
· · ·

fkr
βr

kr!
vλ : β1 ≺ . . . ≺ βr ∈ Φ+

λ , µ+

r∑

i=1

kiβi = λ

〉

K

.

Proof. We proceed by induction on s = |Φ+|−|Φ+
λ |. If s = 0, then there is nothing to do,

while by Lemma 2.5.7, the result holds in the case where s = 1. Hence let s0 > 1 be such
that the proposition holds for every 0 ≤ s < s0 and assume Φ+ − Φ+

λ = {γ1, . . . , γs0}, where
γ1 ≺ γ2 ≺ . . . ≺ γs0. Also let δ1 ≺ . . . ≺ δt ∈ Φ+ be such that

f l1
δ1

l1!
· · ·

f lt
δt

lt!
vλ ∈ VG(λ)µ

and assume the existence of 1 ≤ t1 < . . . < ts0 ≤ t with δti = γi for every 1 ≤ i ≤ s0.
Without any loss of generality, we can suppose t1 = 1, in which case an inductive argument
(considering the weight µ+ l1δ1) completes the proof.

Clearly, if v+ denotes the image of vλ in VG(λ)/rad(λ), then replacing vλ by v+ in (2.14)
gives a generating set for LG(λ)µ. Concretely, we get

LG(λ)µ =

〈

fβ1
· · · fβr

v+ : β1 4 . . . 4 βr ∈ Φ+, µ+
r∑

i=1

βi = λ

〉

K

. (2.15)
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We conclude this section with a result showing that irreducible KG-modules with p-
restricted highest weights behave well with respect to the differential. We refer the reader
to [Cur60, Theorem 1] for a proof of the following.

Theorem 2.5.9 (Curtis)
Let G, L (G) be as above and consider an irreducible KG-module LG(λ) having p-restricted
highest weight λ ∈ X+(T ). Then LG(λ) is irreducible as a module for L (G) as well.

2.6 Filtrations and extensions of modules

Let G be a simple algebraic group over an algebraically closed field K having characteristic
p ≥ 0. In this section, we introduce some notation and recall a few basic results concerning
filtrations and extensions of KG-modules.

2.6.1 Filtrations of modules

Let V be a KG-module and recall that a filtration of V is a sequence of KG-submodules
V = V 0 ⊃ V 1 ⊃ . . . ⊃ V r ⊃ V r+1 = 0, with r ∈ Z≥0. Such a filtration is called a composition
series of V if for every 0 ≤ i ≤ r, the quotient Si = V i/V i+1 is irreducible. Let then
{µ1, . . . , µs} ⊂ X+(T ) be of minimal cardinality such that for every 0 ≤ i ≤ r, there exists
1 ≤ ji ≤ s with Si ∼= LG(µji). The irreducibles LG(µ1), . . . , LG(µs) are the KG-composition
factors of V and we say that an irreducible KG-module LG(µ) occurs with multiplicity mµ

in V if |{1 ≤ i ≤ r : Si ∼= LG(µ)}|= mµ, in which case we write [V, LG(µ)] = mµ. We then
adopt the notation

V = µm1

1 /µm2

2 /. . . /µms
s (2.16)

to indicate that V is a KG-module with composition factors LG(µ1), . . . , LG(µs), LG(µi)
occurring with multiplicity mi, 1 ≤ i ≤ s. The following well-known result guarantees that
the notion of composition factors of V is independent of the choice of a composition series
for V.

Theorem 2.6.1 (The Jordan-Hölder Theorem)
Consider two distinct composition series V = U0 ) U1 ) . . . ) U r ) U r+1 = 0 and
V = V 0 ) V 1 ) . . . ) V s ) V s+1 = 0 of V. Then r = s and the list {U i/U i+1}ri=0 is a
rearrangement of the list {V i/V i+1}ri=0, up to isomorphisms.

Fix B = UT a Borel subgroup of G containing a maximal torus T and let λ ∈ X(T ).
Clearly λ determines a 1-dimensional KT -module Kλ on which t ∈ T acts as multiplication
by λ(t) and one observes that we get a KB-module structure on Kλ, given by (ut)x = λ(t)x,
for every ut ∈ B and x ∈ Kλ.
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2.6 Filtrations and extensions of modules

For r ≥ 0, we let Hr(−) = Hr(G/B,−) denote the rth derived functor of the left exact
functor indG

B(−) and write Hr(λ) = Hr(Kλ). It turns out (see [Jan03, II, 2.13]) that if
λ ∈ X+(T ), then H0(λ) ∼= VG(−w0λ)

∗, where w0 denotes the longest element in the Weyl
group W of G. Consequently LG(λ) ∼= LG(−w0)

∗ is the unique irreducible submodule of
H0(λ) and hence is the socle of H0(λ), written soc(λ). Since we only work with H0(λ) in
this thesis, we omit the details here and refer the reader to [Jan03, Section 2.1].

Definition 2.6.2

A filtration V = V 0 ⊇ V 1 ⊇ . . . ⊇ V r ⊇ V r+1 = 0 of V is called a Weyl filtration if for
every 0 ≤ i ≤ r, there exists a weight µi ∈ X+(T ) with V i/V i+1 ∼= VG(µi). Similarly, such a
filtration is called a good filtration if for every 0 ≤ i ≤ r, there exists a weight µi ∈ X+(T )
with V i/V i+1 ∼= H0(µi). Finally, we call a KG-module tilting if it admits both a good and
a Weyl filtration.

It turns out that modules with filtrations as above behave nicely with respect to tensor
products and exterior (respectively, symmetric) powers, as recorded in the following.

Proposition 2.6.3

If U, V are two KG-modules admitting a good (respectively, Weyl) filtration then U ⊗V also
admits a good (respectively, Weyl) filtration. In addition, W is a KG-module affording a good
(respectively, Weyl) filtration, then each of Symr W and

∧r W admits a good (respectively,
Weyl) filtration as well, for r ∈ Z>0.

Proof. The first general proof of the result on the tensor product was given in [Mat90], but
it had already been proven in most cases in [Don85]. We refer to [HM13, Proposition 2.2.5]
for a proof of the second assertion.

Let µ, ν ∈ X+(T ) be two dominant weights. By Proposition 2.6.3, the tensor product
VG(µ)⊗VG(ν) admits a Weyl filtration and the following result gives further useful properties.

Proposition 2.6.4

Let µ, ν be as above, set λ = µ + ν, and consider V = VG(µ) ⊗ VG(ν). Then the following
assertions hold.

1. Any dominant weight σ ∈ Λ+(V ) satisfies σ 4 λ, and mV (λ) = 1. In other words, λ is
the unique highest weight of V.

2. There is an injective morphism of KG-modules ι : VG(λ) →֒ V.

3. If in addition VG(µ) and VG(ν) are irreducible, then V is tilting and there is a surjective
morphism of KG-modules φ : V ։ H0(λ), with ι(rad(λ)) ⊂ ker(φ).

41



Proof. We refer the reader to [McN98, Proposition 4.6.2] for a proof of 1, 2 and the existence
of a surjective morphism of KG-modules V ։ H0(λ) under the hypotheses of 3. Now
let φ ∈ HomG(V,H

0(λ)) and identify VG(λ) with ι(VG(λ)), where ι is as in 2. Also write
N = ker(φ) ∩ VG(λ), and denote by φ̄ : VG(λ)/N →֒ H0(λ) the injective morphism of KG-
modules induced by φ ◦ ι. As rad(λ) is the unique maximal submodule of VG(λ), we have
N ⊂ rad(λ), and if N  rad(λ), we get 0  φ̄(rad(λ)/N) ⊂ Im(φ̄) ⊂ H0(λ), a contradiction
with soc(H0(λ)) = LG(λ), as λ /∈ Λ(rad(λ)). Therefore N = rad(λ) and so 3 holds.

2.6.2 Extensions of modules

Following [Jan03, II, 2.12-2.14], we now record some information on extensions of KG-
modules. Let V1, V2 be two KG-modules and identify Ext1G(V2, V1) with the set of equivalence
classes of all short exact sequences 0 → V1 → V → V2 → 0 of KG-modules. One can then
show that for any dominant T -weight λ ∈ X+(T ), we have

Ext1G(LG(λ), LG(λ)) = 0.

In other words, any short exact sequence 0 → LG(λ) → V → LG(λ) → 0 splits. Also, one
can prove that

Ext1G(LG(λ), LG(µ)) ∼= Ext1G(LG(µ), LG(λ)),

this for any dominant T -weights λ, µ ∈ X+(T ). Finally, the following result shall prove useful
later on.

Proposition 2.6.5

Let λ, µ ∈ X+(T ), with µ ≺ λ, and suppose that [VG(λ), LG(µ)] = 0. Then

Ext1G(LG(λ), LG(µ)) = 0.

Proof. This follows from [Jan03, II, 2.14].

2.7 On the structure of Weyl modules

Let G be a simple algebraic group over K, with B = UT a Borel subgroup of G, Π a
corresponding base of the root system Φ = Φ+ ∪ Φ− of G, and W the Weyl group of G,
as usual. In this section, we introduce a few tools which shall be of use in order to better
understand the composition factors of a given Weyl module for G. So far we know that
[VG(λ), LG(λ)] = 1 for any λ ∈ X+(T ) and that if µ ∈ X+(T ), then [VG(λ), LG(µ)] 6= 0
implies µ 4 λ. Most of the results presented here can be found in [Jan03, II, Sections 4,5,8],
to which we refer the reader for more details.
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2.7 On the structure of Weyl modules

2.7.1 The dot action and linkage principle

Let ρ denote the half-sum of all positive roots in Φ, or equivalently, the sum of all fundamental
weights, as in Section 2.2. The dot action of W on X(T ) is given by the formula

w · λ = w(λ+ ρ)− ρ, for w ∈ W and λ ∈ X(T ).

Also define the support of an element z ∈ ZΦ to be the subset I ⊂ Π consisting of those
simple roots α such that cα 6= 0 in the decomposition z =

∑
cαα. We refer the reader to

[McN98, Lemma 4.5.6] for a proof of the following technical result, originally due to Jantzen.

Lemma 2.7.1

Let µ be a T -weight subdominant to λ ∈ X+(T ). If α ∈ Φ+ is such that λ− rα ∈ W · µ for
some 1 < r < 〈λ+ ρ, α〉, then α and λ− µ have the same support.

For r ∈ Z and α ∈ Φ, we denote by sα,r : X(T ) → X(T ) the affine reflection on X(T )
defined by

sα,r(λ) = sα(λ) + rα, λ ∈ X(T ).

Also for l a prime, set Wl equal to the subgroup of Aff(X(T )) generated by all sα,nl, with
α ∈ Φ, n ∈ Z, and call Wl the affine Weyl group associated to G and l. The dot action
introduced above can be extended to an action of Wl on X(T ) and X(T )R in the obvious
way, setting w · λ = w(λ + ρ) − ρ, w ∈ Wl, λ ∈ X(T ). The following result gives us some
information on possible non-trivial extensions between two irreducible KG-modules.

Proposition 2.7.2 (The Linkage Principle)
Let G be as above and suppose that λ, µ ∈ X+(T ) are such that Ext1G(LG(λ), LG(µ)) 6= 0.
Then λ ∈ Wp · µ.

Proof. See [And80].

Finally, let λ, µ ∈ X+(T ) be such that µ ≺ λ and let d(λ, µ) = 2(λ+ρ, λ−µ)−(λ−µ, λ−µ)
be as in (2.3). The following corollary to Proposition 2.7.2 gives a necessary condition for µ
to afford the highest weight of a KG-composition factor of VG(λ), in the case where G is of
classical type and p > 2. We refer the reader to [Sei87, Proposition 6.2] for a proof.

Corollary 2.7.3

Let G, λ and µ be as above, with G classical and p > 2. Also assume the inner product on ZΦ
is normalized so that long roots have length 1 and let d(λ, µ) be as above. If µ ≺ λ affords
the highest weight of a composition factor of VG(λ), then

2 d(λ, µ) ∈ pZ.
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2.7.2 The Jantzen p-sum formula

Let V be a KG-module and let {eµ}µ∈X(T ) denote the standard basis of the group ring
Z[X(T )] over Z. The Weyl group W of G acts on Z[X(T )] by weµ = ewµ, w ∈ W , µ ∈ X(T ),
and we write Z[X(T )]W to denote the set of fixed points. The formal character of V is the
linear polynomial chV ∈ Z[X(T )]W defined by

chV =
∑

µ∈X(T )

mV (µ)e
µ.

Following the ideas in [Jan03, II, 5.5], we also associate to every T -weight λ ∈ X(T ) the
linear polynomial

χ(λ) =
∑

r≥0

(−1)r chHr(λ).

If λ ∈ X+(T ), Kempf’s vanishing Theorem [Jan03, II, 4.5] shows that Hr(λ) = 0 for r > 0
and hence χ(λ) = chH0(λ) in this situation. Recall from [Jan03, II, 2.13] that if λ ∈ X+(T ),
then χ(λ) = chVG(λ) as well. One shows (see [Jan03, II, 5.8]) that each of {χ(λ)}λ∈X+(T )

and {chLG(λ)}λ∈X+(T ) forms a Z-basis of Z[X(T )]W . In addition for µ ∈ X+(T ), we denote
by χµ(λ) the truncated sum

χµ(λ) =
∑

µ4ν4λ

[VG(λ), LG(ν)] chLG(ν). (2.17)

Finally, for l a prime number and n ∈ Z, we write νl(n) to denote the greatest integer r
such that lr divides n (adopting the notation ν0(n) = 0 for every n ∈ Z as well). The following
result, known as the Jantzen p-sum formula, provides a powerful tool for understanding Weyl
modules.

Proposition 2.7.4 (The Jantzen p-sum Formula)
Let K, G be as above and let λ ∈ X+(T ) be a dominant weight. Then there exists a filtration
of KG-modules VG(λ) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 of VG(λ) such that V 0/V 1 ∼= LG(λ) and

k∑

i=1

chV i =
∑

α∈Φ+

〈λ+ρ,α〉−1
∑

r=2

νp(r)χ(sα,r · λ). (2.18)

Proof. See [Jan03, II, 8.19].

We adopt the notation of [Jan03, II, 8.14], writing νc(Tλ) to denote the expression (2.18).
Since νc(Tλ) is the character of the KG-module V 1⊕ · · · ⊕ V k and {chLG(λ)}λ∈X+(T ) forms
a Z-basis of Z[X(T )]W , there exist unique aν ∈ Z≥0 (ν ≺ λ) such that

νc(Tλ) =
∑

ν≺λ

aν chLG(ν). (2.19)
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2.7 On the structure of Weyl modules

Proposition 2.7.5

Let λ ∈ X+(T ) and consider a dominant T -weight µ ≺ λ. Then µ affords the highest weight
of a composition factor of VG(λ) if and only if aµ 6= 0 in (2.19).

Proof. Let µ ≺ λ be such that aµ 6= 0 in (2.19). Then there exists 1 ≤ i ≤ k such that
[V i, LG(µ)] 6= 0, hence [VG(λ), LG(µ)] 6= 0 as well. Reciprocally, if µ ≺ λ affords the highest
weight of a composition factor of VG(λ), there exists 1 ≤ i ≤ k such that [V i, LG(µ)] 6= 0,
since VG(λ)/V

1 ∼= LG(λ). The result then follows.

Although (2.18) can be evaluated (for fixed and small ranks) using a computer imple-
mentation of an algorithm (see [McN98, Remark 4.5.8] for a description of the latter), it is
not convenient for large ranks. Hence we aim at finding an alternative expression to (2.18).

First let

D = {λ ∈ X(T ) : 〈λ+ ρ, α〉 ≥ 0 for every α ∈ Φ+}.

Then one easily sees that D is a fundamental domain for the dot action of W on X(T ), that
is, for every µ ∈ X(T ), there exist w ∈ W and a unique λ ∈ D such that w · µ = λ. This
observation, together with the next result, provide the necessary tools to compute χ(λ) for
any given λ ∈ X(T ). For w ∈ W , we write det(w) for the determinant of w as an invertible
linear transformation of X(T )R.

Lemma 2.7.6

Let λ ∈ X(T ) and w ∈ W . Then χ(w · λ) = det(w)χ(λ). Moreover, if λ ∈ D is not in
X+(T ), then χ(λ) = 0.

Proof. The first assertion immediately follows from [Jan03, II, 5.9 (1)] and we refer the
reader to [Jan03, II, 5.5] for a proof of the second.

We now give another formulation for (2.18) in Proposition 2.7.4, using Lemma 2.7.6 and
the fact that D is a fundamental domain for the dot action.

Corollary 2.7.7

Let λ ∈ X+(T ) and let VG(λ) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 be the filtration of VG(λ) given by
Proposition 2.7.4. Then

νc(Tλ) = −
∑

α∈Φ+

〈λ+ρ,α〉−1
∑

r=2

νp(r) det(wα,r)χ(µα,r), (2.20)

where for α ∈ Φ+ and 1 < r < 〈λ+ ρ, α〉, µα,r denotes the unique weight in W · (λ− rα)∩D

and wα,r an element in W satisfying wα,r · µα,r = λ− rα.
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Proof. For any α ∈ Φ+ and r ∈ Z, we have (by definition of the dot action)

sα,r · λ = sα,r(λ+ ρ)− ρ

= sα(λ+ ρ) + rα− ρ

= sα(λ− rα+ ρ)− ρ

= sα · (λ− rα),

and thus χ(sα,r · λ) = −χ(λ− rα) by Lemma 2.7.6. The Jantzen p-sum formula (2.18) can
then be rewritten as

νc(Tλ) = −
∑

α∈Φ+

〈λ+ρ,α〉−1
∑

r=2

νp(r)χ(λ− rα).

Now by the previous remark, for every r ∈ Z, α ∈ Φ+, there exist wα,r ∈ W and a unique
µα,r ∈ D such that wα,r · µα,r = λ− rα. An application of Lemma 2.7.6 then completes the
proof.

To conclude this section, we give a “truncated version” of Proposition 2.7.5 and an imme-
diate consequence. Let λ ∈ X+(T ) and consider the series VG(λ) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0
of VG(λ) given by Proposition 2.7.4. Also let µ ∈ X+(T ) be a dominant T -weight and write
νµ
c (Tλ) to designate the truncated sum

νµ
c (Tλ) = −

∑

(α,r)∈Iµ

νp(r) det(wα,r)χ
µ(µα,r), (2.21)

where
Iµ = {(α, r) ∈ Φ+ × [2, 〈λ+ ρ, α〉 − 1] : µα,r ∈ X+(T ), µ 4 µα,r ≺ λ}.

(Here [i, j] = {i, i + 1, . . . , j} for i < j ∈ Z≥0.) Since {chLG(λ)}λ∈X+(T ) forms a Z-basis of
Z[X(T )]W , there exist bν ∈ Z (µ 4 ν ≺ λ) such that

νµ
c (Tλ) =

∑

µ4ν≺λ

bν chLG(ν), (2.22)

and one easily sees (using the fact that [VG(ν1), LG(ν2)] = 0 if ν1, ν2 ∈ X+(T ) are such that
ν2 ⊀ ν1) that bν = aν for every µ 4 ν ≺ λ, with {aν}ν≺λ as in (2.19). Therefore bν ∈ Z≥0

and the following Proposition holds.

Proposition 2.7.8

Let λ, µ be as above, and let µ 4 ν ≺ λ be a dominant T -weight. Then ν affords the highest
weight of a composition factor of VG(λ) if and only if bν 6= 0 in (2.22).

Since not all the coefficients in νµ
c (Tλ) need be non-negative, there can exist ν ∈ X+(T )

such that χµ(ν) appears in νµ
c (Tλ), but [VG(λ), LG(ν)] = 0. However, this cannot happen if

ν is “maximal”, as recorded in the following result. The details are left to the reader.
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2.7 On the structure of Weyl modules

Corollary 2.7.9

Let λ, µ and ν be as in Proposition 2.7.8, with ν maximal (with respect to the partial order on
X(T ) introduced in Section 2.3) such that χµ(ν) appears as a summand of νµ

c (Tλ) in (2.20).
Then ν affords the highest weight of a composition factor of VG(λ). In particular if (G, p) is
not special and ν ≺ λ is such that mVG(λ)(ν) = 1, then χµ(ν) cannot appear in νc(Tλ).

2.7.3 Weight multiplicities using Corollary 2.7.7

Let G be a classical algebraic group of rank n defined over K, B = UT a Borel subgroup of
G, with T a maximal torus of G and U the unipotent radical of B. Also set

dG =

{

n+ 1 if G = An;

n otherwise.

and for l ∈ Z>0 and A = (aj)
l
j=1 ∈ Q

l, we write |A|= (|aj |)
l
j=1 and consider the usual action

of Sl on Ql given by (σ · A) = (aσ(j))
l
j=1.

Definition 2.7.10

Let A = (aj)
dG
j=1, B = (bj)

dG
j=1 ∈ Q

dG . We say that A and B are G-conjugate (and write
A ∼G B) if one of the following holds.

1. G = An and there exists σ ∈ Sn+1 such that σ · A = B.

2. G = Bn or Cn and there exists σ ∈ Sn such that σ · |A|= |B|.

3. G = Dn, there exists σ ∈ Sn such that σ · |A|= |B| and

|{1 ≤ j ≤ n : aj < 0}|+|{1 ≤ j ≤ n : bj < 0}|∈ 2Z.

In other words, A ∼G B if and only if there exists σ ∈ Sn such that σ · |A|= |B| and
the minimal number of necessary sign changes to get {bj}

n
j=1 from {aj}

n
j=1 is even.

Let λ ∈ X+(T ) be a dominant T -weight and recall from Section 2.2 the description of the
simple roots and fundamental weights for T in terms of a basis {ε1, . . . , εdG} for a Euclidean
space E. Following the ideas of [McN98, Lemma 4.5.7] , for α ∈ Φ+ and r ∈ Z≥0 such that
1 < r < 〈λ+ ρ, α〉, we write λ+ ρ− rα = a1ε1 + · · ·+ adGεdG and set Aα,r = (aj)

dG
j=1 ∈ Q

dG .

Also for µ ∈ X+(T ), write µ+ρ = b1ε1+ · · ·+ bdGεdG and set Bµ = (bj)
dG
j=1 ∈ Q

dG . The proof
of the next result directly follows from the description of the action of W on Φ in terms of
the εi given in Section 2.2, together with Lemma 2.7.1.

Lemma 2.7.11

Let λ be as above and let µ ∈ X+(T ), α ∈ Φ+(G), and r ∈ Z≥0 be such that 1 < r < 〈λ+ρ, α〉.
Then µ ∈ W · (λ − rα) if and only if Aα,r ∼G Bµ, in which case α and λ − µ have equal
support.
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Proof. We show the result in the case where G is of type Dn over K and leave the other
cases to the reader, as they can be dealt with in a similar fashion. First assume the existence
of w ∈ W such that w · (λ − rα) = µ and let Ar,α and Bµ be as above. As seen in Section
2.2.3, the Weyl group W of G acts as the group of all permutations and even number of
sign changes of the εi for 1 ≤ i ≤ n + 1, which by Definition 2.7.10 (Part 3) translates to
Aα,r ∼G Bµ as desired. Conversely, if Aα,r ∼G Bµ, then using the description of the action of
W in terms of the εi again, one easily finds w ∈ W such that w ·(λ−rα) = µ. Finally, observe
that the assertion on the support immediately follows from Lemma 2.7.1, thus completing
the proof.

Let VG(λ) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 be the filtration of VG(λ) given by Proposition
2.7.4 and let µ ∈ X+(T ) be a dominant T -weight. We can now describe an algorithm for
finding an upper bound for mLG(λ)(µ), provided that the decomposition (2.17) of χµ(ν) is
known for every µ 4 ν ≺ λ.

1. For every µ 4 ν ≺ λ, we first find every α ∈ Φ+ and 1 < r < 〈λ+ ρ, α〉 for which there
exists wα,r ∈ W such that ν = µα,r = wα,r · (λ − rα), using Lemma 2.7.11. We then
determine such wα,r and an application of Lemma 2.7.6 yields the coefficients in the
truncated sum (2.21).

2. Substituting χµ(ν) by its decomposition in terms of characters of irreducibles (known
by assumption) for every µ 4 ν ≺ λ then gives {bν}µ4ν≺λ ⊂ Z≥0 as in (2.22).

3. By Proposition 2.7.8, every µ 4 ν ≺ λ such that bν 6= 0 in (2.22) affords the highest
weight of a composition factor of VG(λ). Therefore since LG(λ) ∼= VG(λ)/rad(λ), we
have

mLG(λ)(µ) = mVG(λ)(µ)−
∑

µ4ν≺λ

[VG(λ), LG(ν)]mLG(ν)(µ)

≤ mVG(λ)(µ)−
∑

µ4ν≺λ
bν 6=0

mLG(ν)(µ).

To conclude this chapter, we refer the reader to Lemmas 5.1.2 and 7.2.6 for detailed
applications of the above algorithm.
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CHAPTER 3

Parabolic Subgroups

Let K be an algebraically closed field having characteristic p ≥ 0 and let Y = CLn(K)
be a simple algebraic group of classical type over K having rank n. Fix a Borel subgroup
BY = UY TY of Y, where TY is a maximal torus of Y and UY is the unipotent radical of BY ,
let Π(Y ) = {α1, . . . , αn} denote a corresponding base of the root system Φ(Y ) of Y, and
let {λ1, . . . , λn} be the set of fundamental dominant weights for TY corresponding to our
choice of base Π(Y ). The following well-known result gives constitutes the key to the proof
of Theorem 1, to which this chapter is devoted.

Lemma 3.1

Let G be a simple algebraic group of classical type over K and consider a non-trivial irre-
ducible KG-module V = LG(λ) having p-restricted highest weight λ ∈ X+(TG). If P is a
proper parabolic subgroup of G, then V |P is reducible.

Proof. Write P = QL, where L is a Levi subgroup of P and Q 6= 1 is the unipotent radical
of P. Then the fixed point space V Q ( V of Q is a proper non-zero KP -submodule of V,
from which the result follows.

Keeping the notation introduced in Section 2.3.2, set Pr = PΠ(Y )−{αr} for 1 ≤ r ≤ n.
In other words, Pr is the opposite of the standard parabolic subgroup of Y obtained by
removing the rth node in the corresponding Dynkin diagram of Y. Write X to denote the
derived subgroup of Lr = 〈TY , U±αi

: 1 ≤ i ≤ n, i 6= r〉 and fix BX = TXUX , where
TX = TY ∩ X is a maximal torus of X and UX = UY ∩ X the unipotent radical of BX .
Clearly X is semisimple (unless Y = SL2(K)) and before going further, we describe the
restriction to TX of the fundamental weights for TY . Three situations may occur.
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If r = 1, then X is simple of type CLn−1(K) and Π(X) = {β1, . . . , βn−1}, where βi = αi+1,
for every 1 ≤ i ≤ n − 1. Here if {ω1, . . . , ωn−1} denotes the set of fundamental weights for
TX corresponding to our choice of base, then one easily checks that

λ1|TX
= 0, λi|TX

= ωi−1, for every 1 < i ≤ n. (3.1)

If 1 < r < n (without loss of generality, we may and will assume Y 6= Dn if r = n − 1,
thanks to the graph automorphism of Dn), then X is a semisimple subgroup of Y of type
Ar−1 × CLn−r(K) and Π(X) = {β1, . . . , βr−1} ∪ {γ1, . . . , γn−r}, where βi = αi for every
1 ≤ i < r, and γj = αj+r, for every 1 ≤ j ≤ n− r. Here again, if

{ω1,i : 1 ≤ i ≤ r − 1} ∪ {ω2,j : 1 ≤ j ≤ n− r}

denotes the set of fundamental weights for TX corresponding to our choice of base Π(X),
one easily sees that for every 1 ≤ i < r and r < j ≤ n, we have

λi|TX
= ω1,i, λr|TX

= 0, and λj|TX
= ω2,j−r. (3.2)

Finally if r = n, then X is simple of type An−1 and Π(X) = {β1, . . . , βn−1}, where
βi = αi, for every 1 ≤ i < n. As above, if ω1, . . . , ωn−1 are the fundamental weights for TX

corresponding to our choice of base, then we leave to the reader to check that

λi|TX
= ωi, λn|TX

= 0, for every 1 ≤ i < n. (3.3)

In Section 3.1, we let X be as above (that is, X = L′
r, where Pr = QrLr for some

1 ≤ r ≤ n), and consider an irreducible KY -module V = LY (λ) having p-restricted highest
weight λ ∈ X+(TY ). By studying the Qr-commutator series of V

V ⊃ [V,Qr] ⊃ [V,Q2
r ] ⊃ . . . ⊃ [V,Qk

r ] ) 0

introduced in Section 2.3.2, we then show that in general, Lr acts with more than two
composition factors on V, unless λ = λi for some 1 ≤ i ≤ n. We then determine every triple
(Y,X, V ) such that the Qr-commutator series of V is of the form

V ⊃ [V,Qr] ⊃ 0.

Since V/[V,Qr] is irreducible as a KX-module (see Lemma 2.3.6), it remains to determine
whether the KX-module [V,Qr] is irreducible or not, which can be done by a dimension
argument, yielding the following result. Notice that since Lr normalizes Qr, each triple
(Y,X, λ) recorded in Table 3.1 is such that Pr acts with exactly two composition factors
on V = LY (λ) as well. Also observe that in general, BY is not maximal among parabolic
subgroups of Y, except if Y = SL2(K), in which case BY acts with exactly two composition
factors on V if and only if dim V = 2.
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3.1 A first reduction

Theorem 3.2

Let X, Y be as above and consider an irreducible KY -module V = LY (λ) having p-restricted
highest weight λ ∈ X+(TY ). Then X has exactly two composition factors on V if and only if
Y, X, and λ are as in Table 3.1, where we give λ up to graph automorphisms. Furthermore,
if (Y,X, λ) is recorded in Table 3.1, then V |X is completely reducible.

Y X λ V |X Dimensions

An(n ≥ 2) L′
1 λ1 0/ω1 1, n

L′
r (1 < r < n) λ1 ω1,1/ω2,1 r, n− r + 1

L′
n λ1 ω1/0 n, 1

L′
1 λi(1 < i < d) ωi−1/ωi ( n

i−1 ) , (
n
i )

Bn(n ≥ 2) L′
1 λn ωn−1/ωn−1 2n−1, 2n−1

Cn(n ≥ 3) L′
n λ1 ω1/ωn n, n

Dn(n ≥ 4) L′
n λ1 ω1/ωn−1 n, n

L′
1 λn ωn−1/ωn−2 2n−2, 2n−2

Table 3.1: The parabolic case. Here d =
[
n+1
2

]
denotes the integer part of (n+ 1)/2.

Finally, we establish as well the following Proposition, which together with Theorem 3.2
constitute a proof of Theorem 1.

Proposition 3.3

Let Y be as above and consider an irreducible KY -module V = LY (λ) having p-restricted
highest weight λ ∈ X+(TY ). If P is a proper parabolic of Y acting with exactly two composi-
tion factors on Y, then P is maximal among all proper parabolic subgroups of Y.

3.1 A first reduction

Let K, Y,X be as in the statement of Theorem 3.2 and consider an irreducible KY -module
V = LY (λ) having p-restricted highest weight λ ∈ X+(TY ). Also for 1 ≤ r ≤ n, denote by
Qr the unipotent radical of Pr and recall the existence of the Qr-commutator series of V

V ⊃ [V,Qr] ⊃ [V,Q2
r ] ⊃ . . . ⊃ [V,Qk

r ] ) 0, (3.4)

where k ∈ Z≥0. (Properties of this series were discussed in Section 2.3.2.) Notice that in such
a situation X has at least k+1 composition factors on V (including multiplicities) and using
this observation, we first tackle the case where (Y, p) is not special (see Definition 2.3.3).
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Lemma 3.1.1

Assume (Y, p) is not special and consider an irreducible KY -module V = LY (λ) having p-
restricted highest weight λ ∈ X+(TY ). If X has exactly two composition factors on V, then
λ = λi for some 1 ≤ i ≤ n.

Proof. The remark made above forces k = 1 in (3.4), that is, the Qr-commutator series of
V is of the form V ⊃ [V,Qr] ⊃ 0, which by Proposition 2.3.8 means that every TY -weight
µ ∈ Λ(V ) has Qr-level at most 1. We first claim that ai ≤ 1 for every 1 ≤ i ≤ n, since
otherwise λ − 2(α1 + . . . + αn) is a TY -weight having Qr-level 2 for every 1 ≤ r ≤ n, a
contradiction. Also, if aiaj 6= 0 for some 1 ≤ i < j ≤ n, then again λ− 2(α1 + . . .+ αn) is a
TY -weight having Qr-level 2 for every 1 ≤ r ≤ n, thus completing the proof.

In the next result, we extend Lemma 3.1.1 to the case where (Y, p) is special, which in
our situation forces Y to be of type Bn or Cn and p = 2. The existence of isogenies between
Bn and Cn allows us to only consider the case where Y is of type Cn over K.

Lemma 3.1.2

Assume p = 2 and Y is of type Cn. Also consider an irreducible KY -module V = LY (λ)
having 2-restricted highest weight λ ∈ X+(TY ). If X has exactly two composition factors on
V, then λ = λi for some 1 ≤ i ≤ n.

Proof. Here again, the strategy is to argue on the existence of TY -weights in V having certain
Qr-levels. Indeed for every i ∈ Z>0, the subspace V i = ⊕Vµ (the sum ranging over those
weights µ ∈ X(TY ) having Qr-level at least i) is a KX-module. However, Proposition 2.3.8
cannot by applied in this situation (as p = 2) and hence showing the existence of a TY -weight
having Qr-level 2 is not enough, since it does not imply the existence of a TY -weight having
Qr-level 1.

First consider the case where 〈λ, αn〉 = 0 and assume the existence of 1 ≤ i < j < n such
that aiaj 6= 0. Here λ−(α1+· · ·+αn) ∈ Λ(V ), since it is WY -conjugate to λ−(αi+· · ·+αj) and
the latter is obviously a TY -weight in V. (In fact, we even have λ− (αi+ · · ·+αj) ∈ Λ+(V ).)
Similarly λ− 2(α1 + · · ·+ αn) ∈ Λ(V ), contradicting our initial assumption.

Finally, consider the case where 〈λ, αn〉 = 1 and suppose that there exists 1 ≤ i < n such
that ai 6= 0. By [Sei87, Proposition 1.6], we have

V ∼= LG(λi)⊗ LG(λn),

from which one easily sees that Vλ−(αi+···+αn) 6= 0. Therefore both λ − (α1 + · · · + αn) and
λ − 2(α1 + · · · + αn) (the latter being WY -conjugate to the former) are TY -weights of V, a
contradiction. The proof is thus complete.
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3.2 Conclusion

3.2 Conclusion

Let K, Y, X be as in the statement of Theorem 3.2 and consider an irreducible KY -module
V = LY (λ) having p-restricted highest weight λ ∈ X+(TY ). In this section, we give a
complete proof of Theorem 3.2, starting with the case where Y is of type An over K.

Lemma 3.2.1

Let Y be a simple algebraic group of type An over K and suppose that X has exactly two
composition factors on V. Then Y, X and λ appear in Table 3.1, up to graph automorphisms.

Proof. By Lemma 3.1.1, we can assume λ = λi for some 1 ≤ i ≤ n. If i = 1, observe that
all TY -weights of V have Qr-levels smaller or equal to 1, this for every 1 ≤ r ≤ n. The same
holds in the case where i = n, while if 1 < i < n, then λ− (α1 + 2α2 + · · ·+ 2αn−1 + αn) is
a TY -weight having Qr-level 2, for every 1 < r < n, so that X = L′

1 or L′
n as desired.

We now prove that the candidates for Y,X and λ obtained in Lemma 3.2.1 indeed satisfy
the desired property.

Lemma 3.2.2

Let Y be a simple algebraic group of type An over K and suppose that X and V = LY (λ) are
such that (Y,X, λ) appears in Table 3.1. Then X has exactly two composition factors on V.

Proof. First consider the case where λ = λ1 and X = L′
1. By Lemma 2.3.6 the restriction of

λ to TX affords the highest weight of a first composition factor of V, isomorphic to V/[V,Q1].
Also, every TX-weight of V having Q1-level equal to 1 is under the restriction of λ − α1,
which thus affords the highest weight of a second KX-composition factor of V. Applying
(3.1) then yields V/[V,Q1] ∼= K as well as (λ− α1)|TX

= ω1. Since

dimK + dimLX(ω1) = 1 + n− 1 = n = dimV,

the result holds in this situation. The case where λ = λ1 and X = L′
n can be dealt with in

a similar fashion and hence is left to the reader.

Next consider the situation where λ = λ1 and X = L′
r for some 1 < r < n. Arguing as

above, one gets that each of λ|TX
and (λ− (α1 + · · ·+ αr))|TX

affords the highest weight of
a composition factor of V for X. An application of (3.2) then yields λ|TX

= ω1,1 as well as
(λ− (α1 + · · ·+αr))|TX

= ω2,1. Again, since dimLX(ω1,1) + dimLX(ω2,1) = dim V, the result
follows.

Finally, assume λ = λi for some 1 < i < d (where d denotes the integer part of (n+1)/2)
and X = L′

1. Arguing as in the previous cases shows that each of ω = λ|TX
and ω′ =

(λ− (α1+ · · ·+αi))|TX
affords the highest weight of a composition factor of V for X. Lemma

2.4.5 yields dimV = dimV/[V,Q1] + dimLX(ω
′), thus completing the proof.
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Let Y be a simple algebraic group of type An over K and let X denote the derived
subgroup of a Levi subgroup of a maximal proper parabolic subgroup of Y. Also consider
an irreducible KY -module V = LY (λ) having p-restricted highest weight λ ∈ X+(TY ) and
assume X acts with exactly two composition factors on V. Then X and λ are as in Table 3.1
by Lemma 3.2.1. Conversely, if X and λ are recorded in Table 3.1, then X has exactly two
composition factors on V by Lemma 3.2.2. In other words, both lemmas provide a proof of
Theorem 3.2 in the case where Y is of type An over K.

Next assume p 6= 2 and suppose that Y is of type Bn over K. We proceed as in the
previous case, starting by showing a first direction of Theorem 3.2.

Lemma 3.2.3

Assume p 6= 2 and let Y be a simple algebraic group of type Bn over K. Also suppose that
X acts with at most two composition factors on V. Then Y, X and λ appear in Table 3.1.

Proof. By Lemma 3.1.1 again, we can assume λ = λi for some 1 ≤ i ≤ n. Now if 1 ≤ i < n,
then λ− (2α1 + · · ·+2αn) is a TY -weight having Qr-level 2, this for every 1 ≤ r ≤ n, forcing
λ = λn. Therefore λ − (α1 + 2α2 + · · · + 2αn) is a TY -weight of V, yielding X = L′

1 as
desired.

It remains to show that X = L′
1 has exactly two composition factors on V = LY (λn),

which can be done exactly as in the first part of Lemma 3.2.2 (replacing Lemma 2.4.5 by
[BGT15, Lemma 2.3.2], for example). Notice that here both λ and λ−(α1+ · · ·+αn) restrict
to ωn−1 by (3.1).

Lemma 3.2.4

Let Y be a simple algebraic group of type Cn over K and suppose that X acts with at most
two composition factors on V. Then Y, X and λ appear in Table 3.1.

Proof. First assume p 6= 2, in which case Lemma 3.1.1 yields λ = λi for some 1 ≤ i ≤ n. Now
if i = n, then λ− 2(α1 + · · ·+ αn) is a TY -weight of V having Qr-level 2, for any 1 ≤ r ≤ n.
Similarly, if 1 < i < n, then λ− (2α1 + · · ·+ 2αi−1 +3αi + 2αi+1 + · · ·+ 2αn) is a TY -weight
of V , forcing λ = λ1, in which case λ − (2α1 + · · · + 2αn−1 + αn) is a TY -weight and thus
X = L′

n as desired. Now if p = 2, Lemma 3.1.2 also yields λ = λi for some 1 ≤ i ≤ n. In
addition, observe that if i 6= n, then λ− (α1+ · · ·+αn), λ− (2α1+ · · ·+2αn−1+αn) ∈ Λ(V ),
since both are WY -conjugate to λ, forcing i = 1 and X = L′

n as desired.

Proceeding as in the proof of Lemma 3.2.2 shows that X = L′
n acts with exactly two

composition factors on LY (λ1). Here λ1 restricts to ω1, while λ1 − (α1 + · · ·+ αn) restricts
to ωn−1 by (3.3). Again the details are left to the reader. Finally, suppose that Y has type
Dn over K (n ≥ 4), in which case we shall assume r 6= n− 1.
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3.2 Conclusion

Lemma 3.2.5

Let Y be a simple algebraic group of type Dn over K and suppose that X acts with at most two
composition factors on V. Then Y, X and λ appear in Table 3.1, up to graph automorphisms.

Proof. By Lemma 3.1.1 we have λ = λi for some 1 ≤ i ≤ n. If i = 1, observe that λ− (2α1+
· · ·+ 2αn−2 + αn−1 + αn) is a TY -weight having Qr-level greater than or equal to 2 for every
1 ≤ r ≤ n − 2, forcing X = L′

n−1 or L′
n as desired. If on the other hand 1 < i < n − 1,

then λ − (2α1 + 3α2 + · · · + 3αn−2 + 2αn−1 + 2αn) is a TY -weight having Qr level greater
than or equal to 2 for every 1 ≤ r ≤ n, a contradiction. Finally, assume i = n (or n − 1)
and X 6= L′

1. Then the TY -weight λ− (α1 + 2α2 + · · ·+ 2αn−3 + 3αn−2 + 2αn−1 + 2αn) has
Qr-level greater than or equal to 2, from which the result follows.

In order to complete the proof of Theorem 3.2, it remains to first show that X = L′
n,

λ = λ1 and X = L′
1, λ = λn are indeed examples, which can be done exactly as in the proof

of Lemma 3.2.2. Using (3.1) and (3.3), one also checks that we have the desired restrictions,
and then concludes using the fact that in each case, the KX-composition factors are KPr-
modules as well by construction. Finally, we give a proof of Proposition 3.3, which together
with Theorem 3.2 yield Theorem 1.

Proof of Proposition 3.3: Let P = QJLJ , Y and V = LY (λ) be as in the statement of
the proposition. Also let 1 ≤ r ≤ n such that P ⊆ Pr = QrLr and observe that Pr must act
with at most two composition factors on V. By Lemma 3.1, Pr has exactly two composition
factors on V and hence an application of Theorem 3.2 shows that (Y, λ) appears in Table
3.1. Consequently, we may assume p 6= 2, in which case one easily concludes that P has to
be maximal using Proposition 2.3.8.
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CHAPTER 4

The case Spin2n(K) ⊂ Spin2n+1(K)

Let Y = Spin2n+1(K) be a simply connected simple algebraic group of type Bn (n ≥ 3) over
K and consider the subgroup X of type Dn, embedded in Y in the usual way, as the derived
subgroup of the stabilizer of a non-singular one-dimensional subspace of the natural module
for Y. Fix a Borel subgroup BY = UY TY of Y, where TY is a maximal torus of Y and UY the
unipotent radical of BY , let Π(Y ) = {α1 . . . , αn} denote a corresponding base of the root
system Φ(Y ) of Y, and let {λ1, . . . , λn} be the set of fundamental dominant weights for TY

corresponding to our choice of base Π(Y ). Here we have

X = 〈Uα : α ∈ Φ(Y ) is a long root〉.

Let BX = UXTX be a Borel subgroup of X, where TX = TY ∩ X is a maximal torus of
X and UX = UY ∩ X the unipotent radical of BX , and denote by Π(X) = {β1, . . . , βn}
the corresponding base of the root system Φ(X) of X. Here βi = αi for every 1 ≤ i < n,
βn = αn−1 + 2αn, while the corresponding fundamental dominant TX -weights ω1, . . . , ωn

satisfy the restrictions

λi|TX
= ωi, for 1 ≤ i < n− 1, λn−1|TX

= ωn−1 + ωn, and λn|TX
= ωn. (4.1)

Finally, let θ denote the graph automorphism of X and consider an irreducible KY -module
V = LY (λ) having p-restricted highest weight λ ∈ X+(TY ). In [For96, Section 3], Ford
determined the pairs (λ, p) such that V |X〈θ〉 is irreducible and V |X is reducible. He observed
that in this situation, X acts with exactly two composition factors on V, interchanged by
θ. He proceeded by first finding two maximal vectors in V for BX , say v+, w+, and then
determined under which conditions V could be decomposed as a direct sum of V1 = L (X)v+

and V2 = L (X)w+. (Here L (X) denotes the Lie algebra of X.) Finally, he showed that
both V1, V2 are irreducible as KX-modules and that V2 = V θ

1 . The aim of this chapter is to
extend [For96, Theorem 3.3] to the following more general result.
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Theorem 4.1

Let K, Y and X be as above, and consider an irreducible non-trivial KY -module V = LY (λ)
having p-restricted highest weight λ =

∑n
r=1 arλr ∈ X+(TY ). Also if λ 6= anλn, let 1 ≤ k < n

be maximal such that 〈λ, αk〉 6= 0. Then X has exactly two composition factors on V if and
only if 〈λ, αn〉 ≤ 1 and one of the following holds.

1. λ = λk and p 6= 2.

2. λ = λn.

3. λ is neither as in 1 nor 2, p 6= 2 and the following divisibility conditions are satisfied.

(a) p | ai + aj + j − i for every 1 ≤ i < j < n such that aiaj 6= 0 and ar = 0 for
i < r < j.

(b) p | 2(an + ak + n− k)− 1.

Furthermore, if (λ, p) is as in 1, 2 or 3, then LY (λ)|X is completely reducible.

In Sections 4.1 and 4.2, we investigate various weight spaces that shall play a role in
the proof of Theorem 4.1. Both sections being very technical, we advise the reader to skip
them in the first place and then come back to them when needed. Even though we are
only interested in a Lie algebra of type Bn over K, we start by investigating certain weight
multiplicities for a Lie algebra of type An. Indeed, this helps us in determining bases for
weight spaces for L (Y ) by considering a suitable Levi subalgebra of the latter.

Let v+ denote a maximal vector in V for BY and observe that since BX ⊂ BY , then
v+ is a maximal vector for BX as well. As in the proof of [For96, Theorem 3.3], we find
another maximal vector w+ in V for BX and first aim at showing (see Section 4.3.2) that
if X has exactly two composition factors on V, then 〈λ, αn〉 ≤ 1 and one of 1, 2 or 3
is satisfied. We start by observing that both 〈Xv+〉 and 〈Xw+〉 are irreducible p-restricted
KX-modules and hence are irreducible as modules for the Lie algebra L (X) of X. Therefore
V = 〈Xv+〉 ⊕ 〈Xw+〉 = L (X)v+ ⊕L (X)w+ and thus we obviously get

fαr+···+αn
v+, fαr+···+αn

w+ ∈ L (X)v+ ⊕L (X)w+ (4.2)

for every 1 ≤ r ≤ n. Finally, a generalization of [For96, Proposition 3.1] (namely, Proposition
4.3.7) leads us to carefully investigate certain weight spaces of V.

Reciprocally, in Section 4.3.3, we suppose that one of 1, 2 or 3 holds and aim at showing
that V = L (X)v+ ⊕ L (X)w+. Now we know that V can be written as a direct sum of
TY -weight spaces, which by (2.15) are spanned by vectors of the form fγ1 · · · fγrv

+, where
γ1, . . . , γr ∈ Φ+(Y ) are such that γ1 4 γ2 4 . . . 4 γr. Therefore, it suffices to show that
any such element belongs to L (X)v+⊕L (X)w+, or equivalently (thanks to an analogue of
[For96, Lemma 3.4], namely Proposition 4.3.2), that (4.2) holds. Again, a study of certain
weight spaces of V then allows us to conclude.
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4.1 Weight spaces for G of type An

4.1 Weight spaces for G of type An

Let G be a simple algebraic group of type An (n ≥ 2) over K, fix a Borel subgroup B = UT
of G as usual, and let Π = {γ1, . . . , γn} be a corresponding base of the root system Φ of G.
Let {σ1, . . . , σn} be the set of fundamental weights corresponding to our choice of base Π
and denote by L the Lie algebra of G. Also let h be the Lie algebra of T and let b be the
Borel subalgebra of L corresponding to Π, so that

L = L (T )⊕

(
⊕

γ∈Φ

L (Uγ)

)

.

Consider a standard Chevalley basis

B = {eγ , fγ, hγr : γ ∈ Φ+, 1 ≤ r ≤ n}

of L , as in Section 2.5.1, and for σ ∈ X+(T ), simply write V (σ) (respectively, L(σ)) to
denote the Weyl module for G corresponding to σ (respectively, the irreducible KG-module
having highest weight σ). In this section, we consider the p-restricted dominant T -weight
σ = aσ1 + bσn, where a, b ∈ Z>0, and set

µ = σ − (γ1 + · · ·+ γn).

Also for 1 ≤ r ≤ s ≤ n, we adopt the notation

fr,s = fγr+···+γs .

By (2.14) and our choice of ordering 4 on Φ+, the weight space V (σ)µ is spanned by f1,nv
σ

and elements of the form f1,r1fr1+1,r2 · · · frm+1,nv
σ, where vσ ∈ V (σ)σ denotes a maximal

vector in V (σ) for B, 1 ≤ m ≤ n and 1 ≤ r1 < r2 < . . . rm < n. Now observe that
σ − αr + · · ·+ αs is a T -weight of V (σ) if and only if either r = 1 or s = n. Therefore the
list

{f1,rfr+1,nv
σ}1≤r≤n−1 ∪ {f1,nv

σ} (4.3)

forms a generating set for V (σ) by Proposition 2.5.8. Furthermore, an application of Lemma
2.3.13 yields dimV (σ)µ = n, forcing the generating elements of (4.3) to be linearly indepen-
dent, so that the following holds.

Proposition 4.1.1

Let σ = aσ1 + bσn, where a, b ∈ Z>0, and set µ = σ − (γ1 + · · ·+ γn). Then µ is dominant
and the set (4.3) forms a basis of the weight space V (σ)µ.

We now study the relation between the quadruple (a, b, n, p) and the existence of a max-
imal vector in V (σ)µ for b. For A = (Ar)1≤r≤n ∈ Kn, we set

u(A) =
n−1∑

r=1

Arf1,rfr+1,nv
σ + Anf1,nv

σ ∈ V (σ)µ. (4.4)
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Lemma 4.1.2

Let σ, µ be as above, and adopt the notation of (4.4). Then the following assertions are
equivalent.

1. There exists 0 6= A ∈ Kn such that eγu(A) = 0 for every γ ∈ Π.

2. There exists A ∈ Kn−1 ×K∗ such that eγu(A) = 0 for every γ ∈ Π.

3. The divisibility condition p | a+ b+ n− 1 is satisfied.

Proof. Let A = (Ar)1≤r≤n ∈ Kn and set u = u(A). Then applying Lemma 2.5.3 successively
yields

eγ1u =
n−1∑

r=1

Areγ1f1,rfr+1,nv
σ + Aneγ1f1,nv

σ

= (a + 1)A1f2,nv
σ −

n−1∑

r=2

Arf2,rfr+1,nv
σ − Anf2,nv

σ

=

(

(a + 1)A1 +
n−1∑

r=2

Ar −An

)

f2,nv
σ,

eγru = (Ar −Ar−1)f1,r−1fr+1,nv
σ,

eγnu = (An + bAn−1)f1,n−1v
σ,

where 1 < r < n. Now eγn−1
· · · eγ2f2,nv

σ = ±fγnv
σ 6= 0, showing that f2,nv

σ 6= 0. Similarly,
one checks that each of the vectors fγ1f3,nv

σ, . . . , f2,n−2fγnv
σ, f2,nv

σ is non-zero, so that
eγu(A) = 0 for every γ ∈ Π if and only if A is a solution to the system of equations







An = (a + 1)A1 +
∑n−1

r=2 Ar

Ar−1 = Ar for every 1 < r < n
An = −bAn−1.

(4.5)

Now one easily sees that (4.5) admits a non-trivial solution A if and only if p | a+b+n−1
(showing that 1 and 3 are equivalent), in which case A ∈ 〈(1, . . . , 1,−b)〉K (so that 1 and 2
are equivalent), completing the proof.

Let σ, µ be as above and consider an irreducible KG-module V = L(σ) having highest
weight σ. Take V = V (σ)/rad(σ) and write v+ to denote the image of vσ in V, that is, v+ is
a maximal vector in V for B. By Proposition 4.1.1, the weight space Vµ is spanned by

{
f1,rfr+1,nv

+
}

1≤r≤n−1
∪
{
f1,nv

+
}
. (4.6)

We write V1,n to denote the span of all the generators in (4.6) except for f1,nv
+. The

following result gives a precise description of the weight space Vµ, as well as a characterization
for [V (σ), L(µ)] to be non-zero.
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4.2 Weight spaces for G of type Bn

Proposition 4.1.3

Let G be a simple algebraic group of type An and fix a, b ∈ Z>0. Also consider an irreducible
KG-module V = L(σ) having p-restricted highest weight σ = aσ1 + bσn ∈ X+(T ) and let
µ = σ − (γ1 + · · ·+ γn) ∈ Λ+(σ). Then the following assertions are equivalent.

1. The weight µ affords the highest weight of a composition factor of V (σ).

2. The generators in (4.6) are linearly dependent.

3. The element f1,nv+ lies inside V1,n.

4. The divisibility condition p | a+ b+ n− 1 is satisfied.

Proof. Clearly both 1 and 3 imply 2. Also if 2 holds, then rad(σ)∩V (σ)µ 6= 0, so L(ν) occurs
as a composition factor of V (σ) for some ν ∈ Λ+(σ) such that µ 4 ν ≺ σ. Now one easily sees
that mV (σ)(ν) = 1 for every µ ≺ ν ≺ σ, hence 1 holds by Theorem 2.3.4. Still assuming 2,
this also shows that there exists 0 6= A ∈ Kn such that u(A) ∈ rad(σ) ∩ V (σ)µ is a maximal
vector in V (σ) for L , where we adopt the notation of (4.4). Therefore 2 implies 4 as well by
Lemma 4.1.2. Finally, suppose that 4 holds. By Lemma 4.1.2, there exists A ∈ Kn−1 ×K∗

such that eγu(A) = 0 for every γ ∈ Π. Consequently, we also get eγ(u(A) + rad(σ)) = 0 for
every γ ∈ Π, that is, u(A) + rad(σ) ∈ 〈v+〉K ∩ Vµ = 0 and so 3 holds.

To conclude this section, let σ, µ be as above and assume p | a+b+n−1. By Proposition
4.1.3, µ affords the highest weight of a composition factor of V (σ), and f1,nv

+ ∈ V1,n.
Moreover, the proof of Lemma 4.1.2 showed that

u+ = f1,nv
σ − b−1

n−1∑

r=1

f1,rfr+1,nv
σ (4.7)

is a maximal vector in V (σ)µ for b, leading to a precise description of f1,nv
+ in terms of a

basis of V1,n.

4.2 Weight spaces for G of type Bn

Let G be a simple algebraic group of type Bn (n ≥ 2) over K, fix a Borel subgroup B = UT
of G as usual, and let Π = {α1, . . . , αn} be a corresponding base of the root system Φ of G.
Let {λ1, . . . , λn} be the set of fundamental weights corresponding to our choice of base Π
and denote by L the Lie algebra of G. Also let h be the Lie algebra of T and let b be the
Borel subalgebra of L corresponding to Π, so that

L = L (T )⊕

(
⊕

α∈Φ

L (Uα)

)

.
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Consider a standard Chevalley basis

B = {eα, fα, hαr
: α ∈ Φ+, 1 ≤ r ≤ n}

of L , as in Section 2.5.1, and for σ ∈ X+(T ), simply write V (σ) (respectively, L(σ)) to
denote the Weyl module for G corresponding to σ (respectively, the irreducible KG-module
having highest weight σ). Although most of the results presented here hold for K having
arbitrary characteristic, we shall assume p 6= 2 throughout this section for simplicity. Indeed,
Theorem 4.1 is an immediate consequence of [Sei87, Theorem 1, Table 1 (MR4)] together
with [For96, Theorem 3.3] in the case where p = 2, hence there is no harm in ruling out this
possibility here. Finally, adopt the notation

fi,j = fαi+···+αj
,

for every 1 ≤ i ≤ j ≤ n, as well as

Fr,s = fαr+···+αs−1+2αs+···+2αn
,

for every 1 ≤ r < s ≤ n.

4.2.1 Study of L(aλ1) (a ∈ Z>0)

Let a ∈ Z>0 and consider the p-restricted dominant weight λ = aλ1 ∈ X+(T ). Also write
µ = λ− 2(α1 + · · ·+αn). By Proposition 2.5.8 and our choice of ordering 4 on Φ+, one sees
that

V (σ)µ =
〈
1
2
(f1,n)

2vλ, f1,jF1,j+1v
λ : 1 ≤ j < n

〉

K
,

where vλ ∈ V (λ)λ denotes a maximal vector in V (λ) for B. Since we are assuming p 6= 2, we
get that 1

2
(f1,n)

2vλ ∈ V (λ)µ if and only if (f1,n)
2vλ ∈ V (λ)µ, so that the weight space V (λ)µ

is spanned by
{
f1,jF1,j+1v

λ
}

1≤j<n
∪
{
(f1,n)

2vλ
}
, (4.8)

Now if a = 1, then µ is W -conjugate to λ, which has multiplicity 1 in V (λ). Furthermore,
successively applying eα1

, . . . , eαn
to the element fα1

F1,2v
λ shows that it is non-zero, hence

V (λ)µ = 〈fα1
F1,2v

λ〉K . Finally, we leave to the reader to check (using Lemma 2.5.4 together
with the fact that V (λ)λ−(2α1+α2+···+αn) = 0) that the following result holds.

Proposition 4.2.1

Let λ = λ1 and consider µ = λ− 2(α1 + · · ·+ αn) ∈ Λ(λ). Then V (λ)µ = 〈fα1
F1,2v

λ〉K and
the following assertions hold.

1. f1,jF1,j+1v
λ = fα1

F1,2v
λ for every 1 ≤ j < n.

2. (f1,n)
2vλ = 2fα1

F1,2v
λ.
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4.2 Weight spaces for G of type Bn

For the remainder of this section, we assume a > 1, in which case the weight µ is
dominant. An application of Theorem 2.3.11 gives dimV (λ)µ = n, so that the generating
elements of (4.8) are linearly independent, leading to the following result.

Proposition 4.2.2

Let a ∈ Z>1, set λ = aλ1, and consider µ = λ− 2(α1+ · · ·+αn) ∈ Λ+(λ). Then the set (4.8)
forms a basis of the weight space V (λ)µ.

We now study the relation between the triple (a, n, p) and the existence of a maximal
vector in V (λ)µ for b. For A = (Ar)1≤r≤n ∈ Kn, we set

w(A) =

n−1∑

j=1

Ajf1,jF1,j+1v
λ + An(f1,n)

2vλ. (4.9)

Lemma 4.2.3

Let λ, µ be as above and adopt the notation of (4.9). Then the following assertions are
equivalent.

1. There exists 0 6= A ∈ Kn such that eαw(A) = 0 for every α ∈ Π.

2. There exists A ∈ Kn−1 ×K∗ such that eαw(A) = 0 for every α ∈ Π.

3. The divisibility condition p | 2(a+ n)− 3 is satisfied.

Proof. Let A = (Ar)1≤r≤n ∈ Kn and set w = w(A). Then Lemma 2.5.4 yields

eα1
w = aA1F1,2v

λ −
n−1∑

j=2

Ajf2,jF1,j+1v
λ − Anf2,nf1,nv

λ

=

(

aA1 +

n−1∑

j=2

Aj + 2An

)

F1,2v
λ,

as well as eαr
w = (Ar − Ar−1)f1,r−1F1,r+1v

λ, for every 1 < r < n. Finally, one checks that
eαn

w = (4An − An−1)f1,n−1f1,nv
λ. As in the proof of Lemma 4.1.2, one checks that each of

the vectors F1,2v
λ, fα1

F1,3v
λ, . . . , f1,n−2F1,nv

λ, f1,n−1f1,nv
λ is non-zero, so that eαw(A) = 0

for every α ∈ Π if and only if A ∈ Kn is a solution to the system of equations






2An + aA1 = −
∑n−1

r=2 Ar

Ar−1 = Ar for every 1 < r < n
An−1 = 4An.

(4.10)

Now one easily sees that (4.10) admits a non-trivial solution A ∈ Kn if and only if
p | 2(a+ n)− 3 (showing that 1 and 3 are equivalent), in which case A ∈ 〈(4, . . . , 4, 1)〉K (so
that 1 and 2 are equivalent), completing the proof.

63



Let λ, µ be as above and consider an irreducible KG-module V = L(λ) having highest
weight λ. Assume V = L(λ)/rad(λ) and write v+ to denote the image of vλ in V = L(λ),
that is, v+ is a maximal vector in V for B. By (4.8) and our choice of ordering 4 on Φ+, the
weight space Vµ is spanned by

{
f1,jF1,j+1v

+
}

1≤j<n
∪
{
(f1,n)

2v+
}
. (4.11)

We write V 2
1,n to denote the span of all the generators in (4.11) except for (f1,n)

2v+. The
following result gives a precise description of the weight space Vµ, as well as a characterization
for [V (λ), L(µ)] to be non-zero.

Proposition 4.2.4

Let G be a simple algebraic group of type Bn over K and fix a ∈ Z>1. Also consider an
irreducible KG-module V = L(λ) having p-restricted highest weight λ = aλ1 ∈ X+(T ) and
let µ = λ− 2(α1 + · · ·+ αn) ∈ Λ+(λ). Then the following assertions are equivalent.

1. The weight µ affords the highest weight of a composition factor of V (λ).

2. The generators in (4.11) are linearly dependent.

3. The element (f1,n)2v+ lies inside V 2
1,n.

4. The divisibility condition p | 2(a+ n)− 3 is satisfied.

Proof. First observe that the weights ν ∈ Λ+(λ) such that µ ≺ ν ≺ λ are λ−α1, λ−2α1−α2

(if a > 2), λ − (α1 + · · · + αn) and λ − (2α1 + α2 + · · · + αn) (if a > 2), which all satisfy
mV (λ)(ν) = 1. Proceeding exactly as in the proof of Proposition 4.1.3, using Lemma 4.2.3
instead of Lemma 4.1.2 then yields the desired result. We leave the details to the reader.

4.2.2 Study of L(λi) (1 < i < n)

Next let λ = λ2 and write µ = λ−(α1+2α2+ · · ·+2αn). (Observe that µ is the zero weight.)
By (2.14), our choice of ordering 4 on Φ+, and Proposition 4.2.1, one checks that the weight
space V (λ)µ is spanned by

{
F1,2v

λ
}
∪
{
fα1

fα2
F2,3v

λ
}

∪
{
f1,jF2,j+1v

λ
}

2≤j<n

∪
{
f2,jF1,j+1v

λ
}

2≤j<n

∪
{
f2,nf1,nv

λ
}
.
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4.2 Weight spaces for G of type Bn

Proposition 4.2.5

Let λ = λ2 and set µ = λ− (α1 + 2α2 + · · ·+ 2αn) ∈ Λ+(λ). Then mV (λ)(µ) = n and a basis
of V (λ)µ is given by

{
F1,2v

λ
}
∪
{
fα1

fα2
F2,3v

λ
}

∪
{
f2,jF1,j+1v

λ
}

2≤j<n
. (4.12)

Proof. By Theorem 2.3.11, the assertion on the dimension holds, so it remains to show that
f1,jF2,j+1v

λ (2 ≤ j < n) and f2,nf1,nv
λ can be expressed as linear combinations of elements

of (4.12). Let then 2 ≤ j < n be fixed. By Lemma 2.5.4 and Proposition 4.2.1 (part 1)
applied to the Bn−1-Levi subalgebra corresponding to the simple roots α2, . . . , αn (noticing
that the constant structures have were chosen in a compatible way in Section 2.5.1), we have

f1,jF2,j+1v
λ = f2,jfα1

F2,j+1v
λ − fα1

f2,jF2,j+1v
λ

= −f2,jF1,j+1v
λ − fα1

fα2
F2,3v

λ,

that is, f1,jF2,j+1v
λ ∈

〈
f2,jF1,j+1v

λ, fα1
fα2

F2,3v
λ
〉

K
. On the other hand, Lemma 2.5.4 and

Proposition 4.2.1 (part 2) applied to the Bn−1-Levi subalgebra corresponding to the simple
roots α2, . . . , αn yield

f2,nf1,nv
λ = −2F1,2v

λ + f1,nf2,nv
λ

= −2F1,2v
λ − fα1

(f2,n)
2vλ + f2,nfα1

f2,nv
λ

= −2F1,2v
λ − 2fα1

fα2
F2,3v

λ − f2,nf1,nv
λ,

so that f2,nf1,nv
λ = −F1,2v

λ−fα1
fα2

F2,3v
λ. Therefore f2,nf1,nv

λ lies in the subspace of V (λ)µ
generated by F1,2v

λ and fα1
fα2

F2,3v
λ, as desired.

Let λ, µ be as above and consider an irreducible KG-module V = L(λ) having highest
weight λ. As usual, take V = V (λ)/rad(λ) and write v+ to denote the image of vλ in V, that
is, v+ is a maximal vector in V for B. By Proposition 4.2.5, the weight space Vµ is spanned
by

{
F1,2v

+
}
∪
{
fα1

fα2
F2,3v

+
}

∪
{
f2,jF1,j+1v

+
}

2≤j<n
. (4.13)

Now by [Lüb01, Theorems 4.4, 5.1], the KG-module V (λ) is irreducible (since p 6= 2), which
in particular yields the following result.

Proposition 4.2.6

Consider an irreducible KG-module V = L(λ) having highest weight λ = λ2. Then V = V (λ)
and the T -weight µ = λ− (α1 + 2α2 + · · ·+ 2αn) is dominant. Also mV (µ) = n and the set
(4.13) forms a basis of Vµ.
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Finally, consider an irreducible KG-module V = L(λ) having highest weight λ = λi,
where 1 < i < n. Also set µ = λ− (α1 + · · ·+ αi−1 + 2αi + · · ·+ 2αn). Proceeding as in the
proof of Proposition 4.2.5, one easily deduces that the weight space Vµ is spanned by

{
F1,iv

+
}
∪
{
f1,i−1fαi

Fi,i+1v
+
}

∪
{
fi,jF1,j+1v

+
}

i≤j<n
. (4.14)

Hence applying Lemma 2.3.7 to the Bn−i+2-Levi subgroup of G corresponding to the
simple roots αi−1, . . . , αn together with Proposition 4.2.6 yields the following result. The
details are left to the reader.

Proposition 4.2.7

Consider an irreducible KG-module V = L(λ) having highest weight λ = λi, where 1 < i < n.
Then the T -weight µ = λ− (α1+ · · ·+αi−1+2αi+ · · ·+2αn) is dominant, mV (µ) = n− i+2
and the set (4.14) forms a basis of Vµ.

4.2.3 Study of L(aλ1 + λ2) (a ∈ Z>0)

Assume p 6= 2 and consider the p-restricted dominant weight λ = aλ1 + λ2, where a ∈ Z>0.
Also write µ1,2 = λ− α1 −α2 and µ = λ− (α1 + 2α2 + · · ·+ 2αn). By Proposition 2.5.8, our
choice of ordering 4 on Φ+ and Proposition 4.2.1, one sees that the weight space V (λ)µ is
spanned by

{
F1,2v

λ
}
∪
{
fα1

fα2
F2,3v

λ
}

∪
{
f1,jF2,j+1v

λ
}

1<j<n

∪
{
f2,jF1,j+1v

λ
}

1<j<n

∪
{
f2,nf1,nv

λ
}
, (4.15)

where vλ ∈ V (λ)λ denotes a maximal vector in V (λ) for B. As usual, an application of
Theorem 2.3.11 gives dim V (λ)µ = 2n − 1, so that the generating elements of (4.15) are
linearly independent. The following assertion then holds.

Proposition 4.2.8

Let λ = aλ1 + λ2, where a ∈ Z>0, and set µ = λ− (α1 +2α2 + · · ·+2αn) ∈ Λ+(λ). Then the
set (4.15) forms a basis of the weight space V (λ)µ.

Suppose for the remainder of this section that p | a + 2, so that µ1,2 affords the highest
weight of a composition factor of V (λ) for B by Proposition 4.1.3. Also denote by u+ the
corresponding maximal vector in V (λ)µ1,2

for B given by (4.7), and set V (λ) = V (λ)/〈Gu+〉K .
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4.2 Weight spaces for G of type Bn

Lemma 4.2.9

Let λ, µ, u+, and V (λ) be as above, with p | a + 2. Then [〈Gu+〉K , L(µ)] = 0. In particular
[V (λ), L(µ)] = [V (λ), L(µ)].

Proof. The result follows from the fact that 〈Gu+〉K is an image of V (µ1,2), in which L(µ)
cannot occur as a composition factor by Proposition 4.2.6.

In view of Lemma 4.2.9, we are led to investigate the structure of the quotient V (λ).
Write v̄λ for the image of vλ in V (λ). By Lemma 2.5.4 and (4.7), we successively get

f1,rv̄
λ = f3,rf1,2v̄

λ = f3,rfα1
fα2

v̄λ = fα1
f3,rfα2

v̄λ = fα1
f2,rv̄

λ, (4.16)

for every 2 < r ≤ n. Also, since 〈Gu+〉K is an image of V (µ1,2) and mL(µ1,2)(µ) = n − 1 by

Proposition 4.2.6, we have dimV (λ)µ = n. Those observations can be used to determine a

basis of the weight space V (λ)µ, as the following result shows.

Proposition 4.2.10

Let a ∈ Z>0 be such that p | a+2 and let λ = aλ1+λ2. Also write µ = λ−(α1+2α2+· · ·+2αn)
and let u+ be the maximal vector in V (λ)µ1,2

for B given by (4.7). Finally, write v̄λ for the
image of vλ in V (λ) = V (λ)/〈Gu+〉K . Then a basis of the weight space V (λ)µ is given by

{
F1,2v̄

λ
}
∪
{
f2,jF1,j+1v̄

λ
}

1<j<n
∪
{
f2,nf1,nv̄

λ
}
. (4.17)

Proof. We start by showing that each of fα1
fα2

F2,3v̄
λ, f1,jF2,j+1v̄

λ (1 < j < n) can be written
as a linear combination of elements of (4.17). Fix 1 < j < n. By Lemmas 2.5.4, 4.2.1 (part
1), and (4.16), we successively get

f1,jF2,j+1v̄
λ = F1,2v̄

λ + F2,j+1fα1
f2,j v̄

λ

= F1,2v̄
λ + F1,j+1f2,j v̄

λ + fα1
f2,jF2,j+1v̄

λ

= 2F1,2v̄
λ + f2,jF1,j+1v̄

λ + fα1
fα2

F2,3v̄
λ,

so that f1,jF2,j+1v̄
λ ∈

〈
F1,2v̄

λ, fα1
fα2

F2,3v̄
λ, f2,jF1,j+1v̄

λ
〉

K
. It then remains to show that

fα1
fα2

F2,3v̄
λ is a linear combination of elements of (4.17). By Lemmas 2.5.4, 4.2.1 (part 2),

and (4.16), we have

fα1
fα2

F2,3v̄
λ = 1

2
fα1

(f2,n)
2v̄λ

= 1
2
(f2,nfα1

f2,nv̄
λ − f1,nf2,nv̄

λ)

= 1
2
(f2,nf1,nv̄

λ − f1,nf2,nv̄
λ)

= −F1,2v̄
λ,

hence fα1
fα2

F2,3v̄
λ ∈ 〈F1,2v̄

λ〉K , showing that V (λ)µ is spanned by the set of vectors in (4.17).

Therefore the assertion on dim V (λ)µ given above allows us to conclude.
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We now study the relation between the pair (n, p) and the existence of a maximal vector
in V (λ)µ for b. For A = (Ar)1≤r≤n ∈ Kn, we set

w̄(A) = A1F1,2v̄
λ +

n−1∑

j=2

Ajf2,jF1,j+1v̄
λ + Anf2,nf1,nv̄

λ. (4.18)

Lemma 4.2.11

Let λ, µ be as above, with p | a + 2, and adopt the notation of (4.18). Then the following
assertions are equivalent.

1. There exists 0 6= A ∈ Kn such that eαw̄(A) = 0 for every α ∈ Π.

2. There exist A ∈ Kn−1 ×K∗ such that eαw̄(A) = 0 for every α ∈ Π.

3. The divisibility condition p | 2n− 3 is satisfied.

Proof. Let A = (Ar)1≤r≤n ∈ Kn and set w̄ = w̄(A). Starting by using Lemmas 2.5.4 and
4.2.1 (parts 1 and 2), we get

eα1
w̄ = −

n−1∑

i=2

Aif2,iF2,i+1v̄
λ −An(f2,n)

2v̄λ

= −

(
n−1∑

i=2

Ai + 2An

)

fα2
F2,3v̄

λ,

while Lemma 2.5.4 yields

eα2
w̄ = −A1F1,3v̄

λ + A2hα2
F1,3v̄

λ −
n−1∑

i=3

Aif3,iF1,i+1v̄
λ − Anf3,nf1,nv̄

λ

=

(

−A1 + 2A2 +

n−1∑

r=3

Ar + 2An

)

F1,3v̄
λ.

Similarly, one easily checks that eαr
w̄ = (Ar −Ar−1)f2,r−1F1,r+1v̄

λ, for every 2 < r < n, and
finally, we have

eαn
w̄ = 2An(f2,n−1f1,nv̄

λ + f2,nf1,n−1v̄
λ)− An−1f2,n−1f1,nv̄

λ

= (4An −An−1)f2,n−1f1,nv̄
λ,

where the last equality comes from the fact that V (λ)λ−(2α2+···+2αn−1+αn) = 0 and (4.16)
applied to f2,nf1,n−1v̄

λ.
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4.2 Weight spaces for G of type Bn

As usual, one checks that each of the vectors fα2
F2,3v̄

λ, F1,3v̄
λ, fα2

F1,4v̄
λ, . . . , f2,n−2F1,nv̄

λ,
and f2,n−1f1,nv̄

λ is non-zero. Consequently, eαw̄(A) = 0 for every α ∈ Π if and only if A ∈ Kn

is a solution to the system of equations







2An = −
∑n−1

j=2 Aj

A1 = 2(A2 + An) +
∑n−1

j=3 Aj

Ar−1 = Ar for every 2 < r ≤ n− 1
An−1 = 4An.

(4.19)

Now one easily sees that (4.19) admits a non-trivial solution A if and only if p | 2n − 3
(showing that 1 and 3 are equivalent), in which case A ∈ 〈(4, . . . , 4, 1)〉K (so that 1 and 2
are equivalent), completing the proof.

Let λ and µ be as above, with p | a+2, and consider an irreducible L -module V = L(λ)
having highest weight λ. As usual, take V = V (λ)/rad(λ), so that

V ∼= V (λ)
/

rad(λ) ,

where rad(λ) = rad(λ)/〈Gu+〉K . Also write v+ to denote the image of v̄λ in V, that is, v+ is
a maximal vector in V for B. By Proposition 4.2.10, the weight space Vµ is spanned by

{
F1,2v

+
}
∪
{
f2,jF1,j+1v

+
}

1<j<n

∪
{
f2,nf1,nv

+
}
.

(4.20)

We write V1,2,n to denote the span of all the generators in (4.20) except for f2,nf1,nv
+.

As usual, the following result consists of a precise description of the weight space Vµ, as well
as a characterization for [V (λ), L(µ)] to be non-zero.

Proposition 4.2.12

Let G be a simple algebraic group of type Bn over K and consider an irreducible KG-module
V = L(λ) having p-restricted highest weight λ = aλ1 + λ2, where a ∈ Z>0 is such that
p | a+ 2. Also write µ = λ− (α1 + 2α2 + · · ·+ 2αn) ∈ Λ+(λ). Then the following assertions
are equivalent.

1. The weight µ affords the highest weight of a composition factor of V (λ).

2. The generators in (4.20) are linearly dependent.

3. The element f2,nf1,nv+ lies inside V1,2,n.

4. The divisibility condition p | 2n− 3 is satisfied.
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Proof. Clearly 3 implies 2, while if 1 holds, then Lemma 4.2.9 yields [V (λ), L(µ)] 6= 0, so
that 2 holds. Now if 2 is satisfied, then L(ν) occurs as a composition factor of V (λ) for
some ν ∈ Λ+(λ) such that µ 4 ν ≺ λ by Proposition 4.2.10. Since only µ can afford the
highest weight of such a composition factor, 1 holds by Lemma 4.2.9 again. This also shows
the existence of 0 6= A ∈ Kn such that w̄(A) is a maximal vector in V (λ) for b, where
we adopt the notation of (4.18). Therefore 2 implies 4 by Lemma 4.2.11. Finally suppose
that 4 holds. By Lemma 4.2.11, there exists A ∈ Kn−1 × K∗ such that eαw̄(A) = 0 for
every α ∈ Π. Consequently, we also get eα(w̄(A) + rad(λ)) = 0 for every α ∈ Π, that is,
w̄(A) + rad(λ) ∈ 〈v+〉K ∩ V (λ)µ = 0 by Theorem 2.5.9. Therefore 3 holds and the proof is
complete.

4.2.4 Study of L(aλ1 + λk) (2 < k < n and p 6= 2)

Let λ = aλ1 + λk, where a ∈ Z>0, and 2 < k < n. Also write µ1,k = λ− (α1 + · · ·+ αk) and
µ = λ− (α1 + · · ·+ αk−1 + 2αk + · · ·+ 2αn). By Proposition 2.5.8, our choice of ordering 4

on Φ+, and Proposition 4.2.5, one checks that the weight space V (λ)µ is spanned by

{
F1,kv

λ
}
∪
{
f1,k−1fαk

Fk,k+1v
λ
}

∪
{
f1,iFi+1,kv

λ
}

1≤i≤k−2

∪
{
f1,jFk,j+1v

λ
}

k≤j<n

∪
{
f1,ifi+1,k−1fαk

Fk,k+1v
λ
}

1≤i≤k−2

∪
{
f1,ifk,jFi+1,j+1v

λ
}

1≤i≤k−2,k≤j<n

∪
{
fk,jF1,j+1v

λ
}

k≤j<n

∪
{
fk,nf1,nv

λ
}
, (4.21)

where vλ ∈ V (λ)λ is a maximal vector in V (λ) for B. As usual, an application of Theorem
2.3.11 yields mV (λ)(µ) = k(n − k + 2) − 1, forcing the generating elements of (4.21) to be
linearly independent. The following result thus holds.

Proposition 4.2.13

Fix a ∈ Z>0 and 2 < k < n. Also let λ = aλ1 + λk ∈ X+(T ) and consider the dominant
T -weight µ = λ− (α1 + · · ·+ αk−1 + 2αk + · · ·+ 2αn) ∈ Λ+(λ). Then the set (4.21) forms a
basis of V (λ)µ.

Suppose for the remainder of this section that p | a + k, so that µ1,k affords the highest
weight of a composition factor of V (λ) for B by Proposition 4.1.3. Also denote by u+ the
corresponding maximal vector in V (λ)µ1,k

for b given by (4.7), and set V (λ) = V (λ)/〈Gu+〉K .
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4.2 Weight spaces for G of type Bn

Lemma 4.2.14

Let λ, µ, u+, and V (λ) be as above, with p | a + k. Then [〈Gu+〉K , L(µ)] = 0. In particular
[V (λ), L(µ)] = [V (λ), L(µ)].

Proof. The result follows from the fact that 〈Gu+〉K is an image of V (µ1,k), in which L(µ)
cannot occur as a composition factor by Proposition 4.2.6.

In view of Lemma 4.2.14, it is only natural to investigate the structure of the quotient
V (λ). Write v̄λ for the class of vλ in V (λ). By Lemma 2.5.4 and (4.7), we successively get

f1,rv̄
λ = fk+1,rf1,kv̄

λ =

k−1∑

s=1

fk+1,rf1,sfs+1,kv̄
λ =

k−1∑

s=1

f1,sfs+1,rv̄
λ, (4.22)

for every k < r ≤ n. Also, since 〈Gu+〉K is an image of V (µ1,k) and mL(µ1,k)(µ) = n− k + 1

by Proposition 4.2.7, we have dimV (λ)µ = (k − 1)(n − k + 2). Those observations can be

used to determine a basis of the weight space V (λ)µ, as the following result shows.

Proposition 4.2.15

Let a ∈ Z>0 and 2 < k < n be such that p | a + k and consider the dominant T -weight
λ = aλ1 + λk. Also set µ = λ − (α1 + · · ·+ αk−1 + 2αk + · · ·+ 2αn) ∈ Λ+(λ) and let u+ be
the maximal vector in V (λ)µ1,k

for B given by (4.7). Finally, set V (λ) = V (λ)/〈Gu+〉K , and

write v̄λ for the class of vλ in V (λ). Then a basis of the weight space V (λ)µ is given by

{
F1,kv̄

λ
}
∪
{
f1,iFi+1,kv̄

λ
}

1≤i≤k−2

∪
{
f1,ifi+1,k−1fαk

Fk,k+1v̄
λ
}

1≤i≤k−2

∪
{
f1,ifk,jFi+1,j+1v̄

λ
}

1≤i≤k−2,k≤j<n

∪
{
fk,jF1,j+1v̄

λ
}

k≤j<n

∪
{
fk,nf1,nv̄

λ
}
. (4.23)

Proof. We first show that f1,k−1fαk
Fk,k+1v̄

λ lies inside the subspace of V (λ) generated by
the elements F1,kv̄

λ, f1,iFi+1,kv̄
λ, f1,ifi+1,k−1fαk

Fk,k+1v̄
λ, and f1,ifk,jFi+1,j+1v̄

λ, where 1 ≤ i ≤
k − 2 and k ≤ j < n. By Lemma 2.5.4 and Proposition 4.2.1 (part 2), we have

f1,k−1fαk
Fk,k+1v̄

λ = 1
2
f1,k−1(fk,n)

2v̄λ

= 1
2
(fk,nf1,k−1fk,nv̄

λ − f1,nfk,nv̄
λ)

= 1
2
(fk,nf1,k−1fk,nv̄

λ − 2F1,kv̄
λ − fk,nf1,nv̄

λ),

and by (4.22), we get fk,nf1,k−1fk,nv̄
λ = fk,nf1,nv̄

λ−
∑k−2

r=1 f1,rfk,nfr+1,nv̄
λ. An application of

Proposition 4.2.7 then yields the desired result in this case.
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Finally, let k ≤ j < n, and first observe that by Lemma 2.5.4 and (4.22), we have

f1,jFk,j+1v̄
λ = F1,kv̄

λ + Fk,j+1f1,j v̄
λ

= F1,kv̄
λ +

k−2∑

r=1

f1,rFk,j+1fr+1,j v̄
λ + Fk,j+1f1,k−1fk,jv̄

λ.

Applying Proposition 4.2.7 shows that f1,rFk,j+1fr+1,j v̄
λ lies inside the subspace of V (λ)

generated by the elements of (4.23) as desired, while an application of Proposition 4.2.1
(part 1) yields

Fk,j+1f1,k−1fk,j v̄
λ = F1,j+1fk,j v̄

λ + f1,k−1Fk,j+1fk,jv̄
λ

= F1,kv̄
λ + fk,jF1,j+1v̄

λ + f1,k−1fαk
Fk,k+1v̄

λ.

Therefore V (λ)µ is spanned by the elements of (4.23) and the assertion on dimV (λ)µ
given above allows us to conclude.

In order to investigate the existence of a maximal vector in V (λ)µ for b as in Lemma
4.2.11, we require the following technical result.

Lemma 4.2.16

Let λ, and µ be as above, with p | a + k. Then the following assertions hold.

1. fk,nf2,nv̄
λ = −F2,kv̄

λ − f2,k−1fαk
Fk,k+1v̄

λ.

2. fk,n−1f1,nv̄
λ = −

∑k−2
r=1 f1,rfr+1,n−1fk,nv̄

λ + f1,n−1fk,nv̄
λ.

3. fk,n−1fr+1,nv̄
λ = −fr+1,n−1fk,nv̄

λ, for every 1 ≤ r < k − 1.

Proof. By Lemma 2.5.4 and Proposition 4.2.1 (part 2), we get

fk,nf2,nv̄
λ = −f2,nfk,nv̄

λ − f2,k−1(fk,n)
2v̄λ

= −2F2,kv̄
λ − fk,nf2,nv̄

λ − f2,k−1(fk,n)
2v̄λ

= −2F2,kv̄
λ − fk,nf2,nv̄

λ − 2f2,k−1fαk
Fk,k+1v̄

λ,

from which 1 immediately follows. Finally, by Lemma 2.5.4 and (4.22), we have

fk,n−1f1,nv̄
λ =

k−2∑

r=1

f1,rfk,n−1fr+1,nv̄
λ + fk,n−1f1,k−1fk,nv̄

λ

=

k−2∑

r=1

f1,rfk,n−1fr+1,nv̄
λ + f1,n−1fk,nv̄

λ.

Noticing that fk,n−1fr+1,nv̄
λ = −fk,n−1fr+1,k−1fk,nv̄

λ = −fr+1,n−1fk,nv̄
λ for 1 ≤ r ≤ k − 1

then yields 2 and 3, completing the proof.
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4.2 Weight spaces for G of type Bn

We now study the relation between the triple (n, k, p) and the existence of a maximal
vector in V (λ)µ for b, assuming p | a + k. For X = (A,Bi, Ci, Dij, Ej , F ) ∈ K(k−1)(n−k+2)

(1 ≤ i ≤ k − 2 and k ≤ j ≤ n− 1), we set

w̄(X) = AF1,kv̄
λ +

k−2∑

i=1

Bif1,iFi+1,kv̄
λ +

k−2∑

i=1

Cif1,ifi+1,k−1fαk
Fk,k+1v̄

λ

+
k−2∑

i=1

n−1∑

j=k

Dijf1,ifk,jFi+1,j+1v̄
λ +

n−1∑

j=k

Ejfk,jF1,j+1v̄
λ

+ Ffk,nf1,nv̄
λ.

(4.24)

Lemma 4.2.17

Let λ, µ be as above, with p | a + k, and adopt the notation of (4.24). Then the following
assertions are equivalent.

1. There exists 0 6= X = (A,Bi, Ci, Dij, Ej, F ) ∈ K(k−1)(n−k+2) (1 ≤ i ≤ k − 2 and
k ≤ j ≤ n− 1) such that eαw̄(X) = 0 for every α ∈ Π.

2. There exists X = (A,Bi, Ci, Dij , Ej, F ) ∈ K(k−1)(n−k+2)−1 × K∗ (1 ≤ i ≤ k − 2 and
k ≤ j ≤ n− 1) such that eαw̄(X) = 0 for every α ∈ Π.

3. The divisibility condition p | 2(n− k) + 1 is satisfied.

Proof. We start by assuming k = 3, respectively write B,C and Dj for B1, C1 and D1,j

(3 ≤ j ≤ n − 1), and let X = (A,B,C,Dj, Ej , F ) ∈ K2(n−1). With these simplifications,
w̄ = w̄(X) can be rewritten as

w̄ = AF1,3v̄
λ +Bfα1

F2,3v̄
λ + Cfα1

fα2
fα3

F3,4v̄
λ

+

n−1∑

j=3

Djfα1
f3,jF2,j+1v̄

λ +

n−1∑

j=3

Ejf3,jF1,j+1v̄
λ

+ Ff3,nf1,nv̄
λ.

Lemma 2.5.4 then yields

eα1
w̄ = (−A+ (a + 1)B)F2,3v̄

λ + (a+ 1)Cfα2
fα3

F3,4v̄
λ

+

n−1∑

j=3

((a+ 1)Dj −Ej)f3,jF2,j+1v̄
λ − Ff3,nf2,nv̄

λ

= (−A+ (a + 1)B + F )F2,3v̄
λ + ((a+ 1)C + F )fα2

fα3
F3,4v̄

λ

+

n−1∑

j=3

((a+ 1)Dj −Ej)f3,jF2,j+1v̄
λ,
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where the last equality follows from Lemma 4.2.16 (part 1). Similarly, Lemma 2.5.4 yields

eα2
w̄ = (2C −D3)fα1

fα3
F3,4v̄

λ −
n−1∑

j=4

Djfα1
f3,jF3,j+1v̄

λ

=

(

2C −
n−1∑

j=3

Dj

)

fα1
fα3

F3,4v̄
λ,

where the last equality follows from Proposition 4.2.1 (part 1). Again, applying Lemma 2.5.4
gives

eα3
w̄ = (2E3 − A)F1,4v̄

λ −
n−1∑

j=4

Djfα1
f4,jF2,j+1v̄

λ

+ (2D3 −B − C)fα1
F2,4v̄

λ −
n−1∑

j=4

Ejf4,jF1,j+1v̄
λ

− Ff4,nf1,nv̄
λ

=

(

2E3 +

n−1∑

j=4

Ej −A + 2F

)

F1,4v̄
λ

+

(

2D3 +

n−1∑

j=4

Dj − B − C

)

fα1
F2,4v̄

λ,

while for every 4 ≤ r ≤ n− 1 one checks that

eαr
w̄ = (Dr −Dr−1)fα1

f3,r−1F2,r+1v̄
λ + (Er − Er−1)f3,r−1F1,r+1v̄

λ.

Finally, we leave to the reader to check (using Lemma 4.2.16 (part 2) and (4.22)) that

fα1
f3,n−1f2,nv̄

λ = f3,n−1f1,nv̄
λ − f3,n−1f1,2f3,nv̄

λ

= f3,n−1f1,nv̄
λ − f1,n−1f3,nv̄

λ

= −fα1
f2,n−1f3,nv̄

λ

and hence

eαn
w̄ = −Dn−1fα1

f3,n−1f2,nv̄
λ + (2F −En−1)f3,n−1f1,nv̄

λ + 2Ff1,n−1f3,nv̄
λ

= (2F −Dn−1 −En−1)fα1
f2,n−1f3,nv̄

λ + (4F −En−1)f1,n−1f3,nv̄
λ.
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4.2 Weight spaces for G of type Bn

As usual, one then checks that the vector fα1
fα3

F3,4v̄
λ is non-zero. Also by Lemma 4.2.7,

the list {F2,3v̄
λ, fα2

fα3
F3,4v̄

λ, f3,jF2,j+1v̄
λ : 3 ≤ j < n} is linearly independent. Similarly,

one sees that each of the lists {F1,4v̄
λ, fα1

F2,4v̄
λ}, {fα1

f3,jF2,j+2v̄
λ, f3,jF1,j+2v̄

λ} (for every
3 ≤ j ≤ n− 2), {fα1

f2,n−1f3,nv̄
λ, f1,n−1f3,nv̄

λ} is linearly independent as well. Consequently,
eαw̄(X) = 0 for every α ∈ Π if and only if X is a solution to the system of equations







A = (a + 1)B + F
F = −(a + 1)C
Ej = (a + 1)Dj for every 3 ≤ j < n

2C =
∑n−1

j=3 Dj

2E3 = A−
∑n−1

j=4 Ej − 2F

2D3 = B + C −
∑n−1

j=4 Dj

Dr−1 = Dr for every 3 < r < n
Er−1 = Er for every 3 < r < n
Dn−1 = 2F −En−1

En−1 = 4F.

(4.25)

Now one easily sees that (4.25) admits a non-trivial solution X if and only if p | 2n − 5
(showing that 1 and 3 are equivalent), in which case

X ∈ 〈(4, 1− n, 3− n,−2, . . . ,−2
︸ ︷︷ ︸

n−3

, 4, . . . , 4
︸ ︷︷ ︸

n−3

, 1)〉K

(so that 1 and 2 are equivalent). The result follows in this situation and assume 3 < k < n
for the remainder of the proof. Let then X = (A,Bi, Ci, Dij, Ej , F ) ∈ K(k−1)(n−k+2), where
1 ≤ i ≤ k − 2 and k ≤ j ≤ n− 1. By Lemma 2.5.4 and Lemma 4.2.16, we have

eα1
w̄ =

(

(a+ 1)B1 +
k−2∑

i=2

Bi − A

)

F2,kv̄
λ

+

(

(a+ 1)C1 +
k−2∑

i=2

Ci

)

f2,k−1fαk
Fk,k+1v̄

λ

+
n−1∑

j=k

(

(a+ 1)D1j +
k−2∑

i=2

Dij − Ej

)

fk,jF2,j+1v̄
λ

− Ffk,nf2,nv̄
λ

=

(

(a+ 1)B1 +
k−2∑

i=2

Bi − A+ F

)

F2,kv̄
λ

+

(

(a+ 1)C1 +
k−2∑

i=2

Ci + F

)

f2,k−1fαk
Fk,k+1v̄

λ

+
n−1∑

j=k

(

(a+ 1)D1j +
k−2∑

i=2

Dij − Ej

)

fk,jF2,j+1v̄
λ,
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where the last equality can be deduced from Lemma 4.2.16 (part 1) Also, for 1 < r < k− 1,
we get

eαr
w̄ = (Br −Br−1)f1,r−1Fr+1,kv̄

λ + (Cr − Cr−1)f1,r−1fr+1,k−1fαk
Fk,k+1v̄

λ

+
n−1∑

j=k

(Drj −Dr−1,j)f1,r−1fk,jFr+1,j+1v̄
λ,

while Proposition 4.2.1 (part 1) yields

eαk−1
w̄ = (2Ck−2 −Dk−2,k)f1,k−2fαk

Fk,k+1v̄
λ −

n−1∑

j=k+1

Dk−2,jf1,k−2fk,jFk,j+1v̄
λ

=

(

2Ck−2 −
n−1∑

j=k

Dk−2,j

)

f1,k−2fαk
Fk,k+1v̄

λ.

Also

eαk
w̄ =

(

− A+ 2Ek +
n−1∑

j=k+1

Ej + 2F

)

F1,k+1v̄
λ

−
k−2∑

i=1

(

Bi + Ci − 2Di,k −
n−1∑

j=k+1

Di,j

)

f1,iFi+1,k+1v̄
λ,

while for k < s < n, we have

eαs
w̄ =

k−2∑

i=1

(Dis −Di,s−1)f1,ifk,s−1Fi+1,s+1v̄
λ + (Es −Es−1)fk,s−1F1,s+1v̄

λ.

Finally, thanks to Lemma 4.2.16 (part 3), we see that

eαn
w̄ =

k−2∑

i=1

Di,n−1f1,ifi+1,n−1fk,nv̄
λ + (2F − En−1)fk,n−1f1,nv̄

λ

+ 2Ff1,n−1fk,nv̄
λ

=
k−2∑

i=1

(Di,n−1 + En−1 − 2F )f1,ifi+1,n−1fk,nv̄
λ

+ (4F − En−1)f1,n−1fk,nv̄
λ,
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4.2 Weight spaces for G of type Bn

where the last equality follows from Lemma 4.2.16 (part 2). One checks that f1,k−2fαk
Fk,k+1v̄

λ

is non-zero and that each of the lists {F2,kv̄
λ, f2,k−1fαk

Fk,k+1, fk,jF2,j+1v̄
λ : k ≤ j ≤ n − 1},

{f1,r−1Fr+1,kv̄
λ, f1,r−1fr+1,k−1fαk

Fk,k+1v̄
λ, f1,r−1fk,jFr+1,j+1v̄

λ} (for every 1 < r < k − 1),
{f1,ifk,s−1Fi+1,s+1v̄

λ, fk,s−1F1,s+1v̄
λ} (for k < s < n), {F1,k+1v̄

λ, f1,iFi+1,k+1v̄
λ} as well as

{f1,ifi+1,n−1fk,nv̄
λ, f1,n−1fk,nv̄

λ} is linearly independent. Consequently, eαw̄(X) = 0 for every
α ∈ Π if and only if X is a solution to the system of equations







F = A− (a+ 1)B1 −
∑k−2

i=2 Bi

F = −(a + 1)C1 −
∑k−2

i=2 Ci

Ej = (a+ 1)D1j +
∑k−2

i=2 Dij for every k ≤ j ≤ n− 1
Br−1 = Br for every 1 < r < k − 1
Cr−1 = Cr for every 1 < r < k − 1
Dr−1,j = Drj for every 1 < r < k − 1, k ≤ j ≤ n− 1

2Ck−2 =
∑n−1

j=k Dk−2,j

2F = A− 2Ek −
∑n−1

j=k+1Ej

Bi + Ci = 2Dik +
∑n−1

j=k+1Dij for every 1 ≤ i ≤ k − 2

Di,r−1 = Dir for every 1 ≤ i ≤ k − 2, k < r < n
Er−1 = Er for every k < r < n
En−1 = 4F
Di,n−1 = 2F − En−1 for every 1 ≤ i ≤ k − 2.

(4.26)

Now one easily sees that (4.26) admits a non-trivial solution if and only if p | 2(n−k)+1
(showing that 1 and 3 are equivalent), in which case

X ∈ 〈(4, n− k − 1, . . . , n− k − 1
︸ ︷︷ ︸

k−2

, k − n, . . . , k − n
︸ ︷︷ ︸

k−2

,−2, . . . ,−2
︸ ︷︷ ︸

(n−k)(k−2)

, 4, . . . , 4
︸ ︷︷ ︸

n−k

, 1)〉K,

thus completing the proof.

Let λ, and µ be as above, with p | a+k, and consider an irreducible KG-module V = L(λ)
having highest weight λ. As in the case where k = 2, set V = V (λ)/rad(λ), so that

V ∼= V (λ)
/

rad(λ) ,

where rad(λ) = rad(λ)/〈Gu+〉K . Also write v+ to denote the image of v̄λ in V, that is, v+ is
a maximal vector in V for B. By Proposition 4.2.15, the weight space Vµ is spanned by

{
F1,kv

+
}
∪
{
f1,iFi+1,kv

+
}

1≤i≤k−2

∪
{
f1,ifi+1,k−1fαk

Fk,k+1v
+
}

1≤i≤k−2

∪
{
f1,ifk,jFi+1,j+1v

+
}

1≤i≤k−2,k≤j<n

∪
{
fk,jF1,j+1v

+
}

k≤j<n

∪
{
fk,nf1,nv

+
}
.

(4.27)
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We write V1,k,n to denote the span of all the generators in (4.27) except for fk,nf1,nv
+. As

usual, the following result consists of a precise description of the weight space Vµ, as well as
a characterization for [V (λ), L(µ)] to be non-zero.

Proposition 4.2.18

Let G be a simple algebraic group of type Bn over K and consider an irreducible KG-module
V = L(λ) having p-restricted highest weight λ = aλ1 + λk, where a ∈ Z>0, and 2 < k < n.
Also let µ = λ− (α1+ · · ·+αk−1+2αk + · · ·+2αn) ∈ Λ+(λ) and assume p | a+ k. Then the
following assertions are equivalent.

1. The weight µ affords the highest weight of a composition factor of V (λ).

2. The generators in (4.27) are linearly dependent.

3. The element fk,nf1,nv+ lies inside V1,k,n.

4. The divisibility condition p | 2(n− k) + 1 is satisfied.

Proof. Proceed exactly as in the proof of Proposition 4.2.12, replacing µ1,2 by µ1,k, Lemma
4.2.9 by Lemma 4.2.14, and Lemma 4.2.11 by Lemma 4.2.17.

4.3 Proof of Theorem 4.1

Let K be an algebraically closed field of characteristic p ≥ 0, Y a simply connected simple
algebraic group of type Bn (n ≥ 2) over K, and X the subgroup of Y of type Dn generated by
the root subgroups of Y corresponding to long roots, as in the introduction of this chapter.
Also consider an irreducible KY -module V = LY (λ) having p-restricted highest weight
λ ∈ X+(TY ). In this section, we finally give a proof of Theorem 4.1, starting by a reduction
to the case where 〈λ, αn〉 = 0 (relying on a result of Ford [For96, Theorem 3.3]), as well as
a few technical results.

4.3.1 Preliminary considerations

Let V = LY (λ) be as above and suppose first that 〈λ, αn〉 6= 0. Write ω = λ|TX
and let

v+ ∈ Vλ denote a maximal vector in V for BY . Since BX ⊂ BY , the latter is a maximal
vector for BX as well, showing that ω affords the highest weight of a KX-composition factor
of V. Also observe that the element fαn

v+ is non-zero and satisfies uβ(c)fαn
v+ = fαn

v+ for
every β ∈ Π(X), c ∈ K, that is, fαn

v+ is a maximal vector in V for BX . Therefore the
TX -weight ω′ = (λ − αn)|TX

affords the highest weight of a second KX-composition factor
of V, and one easily sees that ω and ω′ are p-restricted TX -weights interchanged by a graph
automorphism of the Dynkin diagram corresponding to X, and that

Λ(ω) ∩ Λ(ω′) = ∅. (4.28)
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4.3 Proof of Theorem 4.1

Theorem 4.3.1 (The case 〈λ, αn〉 6= 0)
Let λ, V be as above, with 〈λ, αn〉 6= 0 and let 1 ≤ k < n be maximal such that 〈λ, αk〉 6= 0.
Then X has exactly two composition factors on V if and only if one of the following holds

1. λ = λn.

2. 〈λ, αn〉 = 1, p | 2(ak + n− k) + 1 and p | ai + aj + j − i for every 1 ≤ i < j < n such
that aiaj 6= 0, but ar = 0 for every i < r < j.

Moreover, if X has exactly two composition factors on V, then V |X is completely reducible.

Proof. First suppose that X has exactly two composition factors on V and assume an > 1.
Here (λ − 2αn)|TX

∈ Λ(V |X) is neither in Λ(ω) nor Λ(ω′), giving the existence of a third
KX-composition factor of V, a contradiction. Therefore an = 1, in which case LX(ω) and
LX(ω

′) are interchanged by θ and [For96, Theorem 3.3] applies, yielding the first assertion.
Finally, the complete reducibility of V |X immediately follows from (4.28).

From now on, assume 〈λ, αn〉 = 0 and p 6= 2, since otherwise X acts irreducibly on V by
[Sei87, Theorem 1, Table 1 (MR4)]. As above, write ω = λ|TX

and let v+ denote a maximal
vector in V for BY . Since BX ⊂ BY , the latter is a maximal vector for BX as well, showing
that ω affords the highest weight of a KX-composition factor of V. Also define

k = max{1 ≤ r < n : 〈λ, αr〉 6= 0}.

Since p 6= 2, the element fk,nv
+ is non-zero and one easily sees that uβ(c)fk,nv

+ = fk,nv
+

for every β ∈ Π(X), c ∈ K, that is, fk,nv
+ is a maximal vector in V for BX . Therefore the TX-

weight ω′ = (λ− (αk + · · ·+αn))|TX
affords the highest weight of a second KX-composition

factor of V and as above, we observe that

Λ(ω) ∩ Λ(ω′) = ∅. (4.29)

Now by Theorem 2.5.9, the KY -module V is irreducible as an L (Y )-module as well,
where L (Y ) denotes the Lie algebra of Y. Let then

B = {eα, fα, hαr
: α ∈ Φ+(Y ), 1 ≤ r ≤ n}

be a Chevalley basis of L (Y ) as in Section 2.5.1, and for 1 ≤ r ≤ s ≤ n, adopt the notation

µr,s = λ− (αr + · · ·+ αs).

The key to the proof of Theorem 4.1 lies in the following result, whose proof is similar to
that of [For99, Lemma 3.4]. Here L (X) denotes the Lie algebra of X.
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Proposition 4.3.2

Let L (X), V and v+ be as above. Then V = L (X)fk,nv
+ ⊕ L (X)v+ if and only if

fi,nv
+ ∈ L (X)fk,nv

+ and fi,nfk,nv
+ ∈ L (X)v+ for every 1 ≤ i ≤ k.

Proof. Assume first that V = L (X)fk,nv
+ ⊕L (X)v+. Also fix 1 ≤ i ≤ k and denote by

u ∈ L (X)fk,nv
+ and w ∈ L (X)v+ the unique elements in V such that fi,nv

+ = u + w.
Moreover, as fi,nv

+ lies in the weight space Vµi,n
, so do u and w. Observe however that

L (X)v+ ∩ Vµi,n
= 0 by (4.29), forcing w = 0 and thus fi,nv

+ = u ∈ L (X)fk,nv
+. A similar

argument shows that fi,nfk,nv
+ ∈ L (X)v+, thus the desired result.

Conversely, suppose that fi,nv
+ ∈ L (X)fk,nv

+ and fi,nfk,nv
+ ∈ L (X)v+ for every

1 ≤ i ≤ k, and write U = L (X)fk,nv
+ ⊕L (X)v+ ⊆ V. We first show that

fγ1 · · · fγs(fk,n)
ǫv+ ∈ U,

for every ǫ ∈ {0, 1}, γ1 ∈ Φ+(Y ) short and γ2, . . . , γs ∈ Φ+(Y ) long. Ab absurdo, suppose
that it is not the case and let 2 ≤ m be the smallest integer for which there exist γ1, . . . , γm
as above such that fγ1 · · ·fγmv

+ /∈ U (the case where ǫ = 1 can be dealt with in an identical
fashion). Then

fγ1 · · · fγmv
+ = fγ2fγ1fγ3 · · · fγmv

+ +N(γ1,γ2)fγ1+γ2fγ3 · · · fγmv
+,

and by minimality of m, both fγ1fγ3 · · · fγmv
+ and fγ1+γ2fγ3 · · · fγmv

+ lie inside U. However,
since γ2 is long, we get fγ1 · · · fγmv

+ ∈ U, contradicting our initial assumption.
Finally, let r1, . . . , rm ∈ Φ+(Y ) be such that fr1 · · · frmv

+ /∈ U, with m minimal with
respect to this property. By minimality, we can rewrite fr1 · · · frmv

+ as

fr1 · · · frmv
+ = fr1

(
∑

aγ1,...,γsfγ1 · · · fγsv
+ +

∑

bδ1,...,δtfδ1 · · · fδtfk,nv
+

)

,

where each sum ranges over n-tuples (n ∈ Z>0) of long roots in Φ(Y ). Two situations can
occur: either r1 is long or short. If the former holds, then fr1 · · · frmv

+ ∈ U, a contradiction.
Therefore r1 is short, which by above also yields fr1 · · · frmv

+ ∈ U. Consequently U = V as
desired.

For 1 ≤ i < j ≤ n, set P (i, j) = {(mr)
s
r=1 : s > 0, i ≤ m1 < . . . < ms < j} and for

(m) = (mr)
s
r=1 ∈ P (i, j), write

f(m) = fi,m1
fm1+1,m2

· · · fms+1,j.

By (2.15) and our choice of ordering 4 on Φ+(Y ), we get that the weight space Vµi,j
is

spanned by
{f(m)v

+ : (m) ∈ P (i, j)}. (4.30)

We let Vi,j denote the span of all the above terms except for fi,jv
+. In order to apply

Proposition 4.3.2, it is convenient to relate the subspace L (X)fk,nv
+ to the family of sub-

spaces {Vr,n}1≤r<k. The following result provides us with an alternative to [For96, Lemma
3.5], slightly modified to fit our situation.
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4.3 Proof of Theorem 4.1

Lemma 4.3.3

Let λ, V be as above, and let 1 ≤ i < k < n. Then fr,nv
+ ∈ Vr,n for every i ≤ r < k if and

only if fr,nv+ ∈ L (X)fk,nv
+ for every i ≤ r < k.

Proof. First observe that L (X)fk,nv
+ ∩ Vµr,n

⊂ Vr,n for every i ≤ r < k. Therefore, if
fr,nv

+ ∈ L (X)fk,nv
+ for some i ≤ r < k, then clearly fr,nv

+ ∈ Vr,n. Conversely, assume
fr,nv

+ ∈ Vr,n for every i ≤ r < k. We shall proceed by induction on k − i. If k − i = 1,
then r = k − 1 and Vk−1,n is at most 1-dimensional, thus the result is immediate. Let then
1 ≤ i0 < k−1 be such that fr,nv

+ ∈ Vr,n for every i0 ≤ r < k and suppose that the assertion
holds for every i0 < i < k. By assumption fi0,nv

+ ∈ Vi0,n, so there exist ηi0, . . . , ηk−1 ∈ K
such that

fi0,nv
+ =

k−1∑

s=i0

ηsfi0,sfs+1,nv
+.

By the inductive hypothesis, fs+1,nv
+ ∈ L (X)fk,nv

+ for every i0 ≤ s < k − 1 (obviously
fk,nv

+ ∈ L (X)fk,nv
+ as well) and since αi0 + · · ·+ αs is long for every i0 ≤ s < k, we get

the desired result.

Next assume 〈λ, αk〉 > 1 and let µ = λ − 2(αk + · · · + αn) ∈ Λ+(λ). Using (4.11)
together with Lemma 2.3.7 (applied to the Bn−k+1-parabolic corresponding to the simple
roots αk, . . . , αn) shows that the weight space Vµ is spanned by

{
(fk,n)

2v+
}
∪
{
fk,jFk,j+1v

+
}

k≤j<n
. (4.31)

As in Section 4.2, we write V 2
k,n to designate the span of all the generators in (4.31)

except for (fk,n)
2v+. Clearly, we have V 2

k,n ⊂ L (X)v+, since the elements of V 2
k,n are of the

form fγ1fγ2v
+, with both γ1 and γ2 long roots in Φ+(Y ). Conversely, one easily sees that

L (X)v+ ∩ Vµ ⊂ V 2
k,n, leading to the following result.

Lemma 4.3.4

Let λ and V be as above and assume 〈λ, αk〉 > 1. Then (fk,n)
2v+ ∈ V 2

k,n if and only if
(fk,n)

2v+ ∈ L (X)v+.

Finally, assume 〈λ, αk〉 = 1 and the existence of 1 ≤ l < k such that 〈λ, αl〉 6= 0,
but 〈λ, αr〉 = 0 for every l < r < k. Also suppose that p | al + k − l + 1 and write
µ = λ− (αl + · · ·+ αk−1 + 2αk + · · ·+ 2αn). Using Proposition 4.2.15 together with Lemma
2.3.7 (applied to the Bn−l+1-parabolic corresponding to the simple roots αl, . . . , αn) shows
that the weight space Vµ is spanned by

{
Fl,kv

+
}
∪
{
fl,iFi+1,kv

+
}

l≤i≤k−2
∪
{
fl,ifi+1,k−1fαk

Fk,k+1v
+
}

l≤i≤k−2

∪
{
fl,ifk,jFi+1,j+1v

+
}

l≤i≤k−2,k≤j<n
∪
{
fk,jFl,j+1v

+
}

k≤j<n

∪
{
fk,nfl,nv

+
}
.

(4.32)
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As in Section 4.2, we write Vl,k,n to designate the span of all the generators in (4.32)
except for fk,nfl,nv

+. Clearly, we have Vl,k,n ⊂ L (X)v+, since the elements of Vl,k,n are of
the form fγ1 · · · fγrv

+, with γ1, . . . , γr long roots in Φ+(Y ). Conversely, one easily sees that
L (X)v+ ∩ Vµ ⊂ Vl,k,n, leading to the following result.

Lemma 4.3.5

Let λ and V be as above and assume 〈λ, αk〉 = 1. Then fk,nfl,nv
+ ∈ Vl,k,n if and only if

fk,nfl,nv
+ ∈ L (X)v+.

4.3.2 Tackling a first direction

Assume p 6= 2 and let Y and X be as in the statement of Theorem 4.1. Also consider an
irreducible KY -module V = LY (λ) having p-restricted highest weight λ ∈ X+(TY ) such that
〈λ, αn〉 = 0. In this section we show that if X acts with exactly two composition factors on
V, then one of 1, 2 or 3 in Theorem 4.1 holds.

Suppose then that X has exactly two composition factors on V, write v+ to denote a
maximal vector in V for BY and let 1 ≤ k < n be maximal such that 〈λ, αk〉 6= 0. Recall
then that both v+ and fk,nv

+ are maximal vectors in V for BX , so that each of ω = λ|TX

and ω′ = (λ− (αk + · · ·+ αn))|TX
affords the highest weight of a KX-composition factor of

V. Since we are assuming that X has exactly two composition factors on V, one immediately
deduces that the KX-submodules 〈Xv+〉 and 〈Xfk,nv

+〉 of V are isomorphic to LX(ω) and
LX(ω

′) respectively, and (4.29) yields

V = 〈Xv+〉 ⊕ 〈Xfk,nv
+〉 ∼= LX(ω)⊕ LX(ω

′). (4.33)

Now ω is p-restricted by (4.1), and in order to be able to apply Theorem 2.5.9, we need
ω′ to be p-restricted as well, which in fact follows from our assumption that X has exactly
two composition factors on V, as the next result shows.

Lemma 4.3.6

Let λ be as above and suppose that X has exactly two composition factors on V = LY (λ),
having highest weights ω and ω′ respectively. Then ω and ω′ are p-restricted and

V = L (X)v+ ⊕L (X)fk,nv
+.

Proof. Ab absurdo, assume ω′ is not p-restricted. Then (4.1) yields p | ak−1 + 1, so that
µk−1,n|TX

/∈ Λ(ω) ∪ Λ(ω′) by Theorem 2.3.2. Consequently µk−1,n|TX
occurs in a third KX-

composition factor of V, a contradiction. We then get that LX(ω) and LX(ω
′) are irreducible

as L (X)-modules by Theorem 2.5.9 and so (4.33) completes the proof.

Before being able to apply Proposition 4.3.2 to its full potential, we need the following
technical result, inspired by [For96, Proposition 3.1].
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4.3 Proof of Theorem 4.1

Proposition 4.3.7

Let λ be as above and let 1 ≤ i < m ≤ k be such that aiam 6= 0. If fr,mv+ ∈ Vr,m for all
i ≤ r < m, then fi,jv

+ ∈ Vi,j, where i < j ≤ m is minimal such that aj 6= 0. Also, if
fr,nv

+ ∈ Vr,n for some 1 ≤ r < k, then fr,kv
+ ∈ Vr,k.

Proof. We refer the reader to [For96, Proposition 3.1] for a proof of the first assertion and
then consider 1 ≤ r < k be such that fr,nv

+ ∈ Vr,n. By (2.15), for every r ≤ s < k, there
exists {a(m)}(m)∈P (r,s) ⊂ K such that

fr,nv
+ =

k−1∑

s=r

∑

(m)∈P (r,s)

a(m)f(m)fs+1,nv
+.

Now applying successively eαn
, eαn−1

, . . . , eαk+1
gives a non-zero multiple of fr,kv

+ on the
left-hand side and elements lying inside Vr,k on the right-hand side, yielding the desired
result.

As a consequence of Lemma 4.3.6 and Proposition 4.3.7, we now show that if X has
exactly two composition factors on V, then the divisibility conditions 3a in Theorem 4.1 are
satisfied.

Corollary 4.3.8

Let V = LY (λ) be an irreducible KY -module having p-restricted highest weight λ ∈ X+(TY ),
with 〈λ, αn〉 = 0. Assume in addition that X has exactly two composition factors on V. Then
p | ai + aj + j − i for every 1 ≤ i < j < n such that aiaj 6= 0, and ar = 0 for i < r < j.

Proof. Let 1 ≤ k < n be maximal such that 〈λ, αk〉 6= 0, 1 ≤ i < j < n be such that aiaj 6= 0
and ar = 0 for every i < r < j. By Lemma 4.3.6, we have V = L (X)v+ ⊕ L (X)fk,nv

+,
where v+ denotes a maximal vector in V for BY , and so we may apply Proposition 4.3.2,
from which we get that fr,nv

+ ∈ L (X)fk,nv
+ for every i ≤ r < k. Therefore fr,nv

+ ∈ Vr,n

for every i ≤ r < k by Lemma 4.3.3, and thus Proposition 4.3.7 gives fi,jv
+ ∈ Vi,j. Applying

Proposition 4.1.3 then yields p | ai + aj + j − i, completing the proof.

Finally, assume that λ 6= λk, and suppose that X has exactly two composition factors
on V. By Corollary 4.3.8, the divisibility conditions 3a in Theorem 4.1 are satisfied, and the
following result shows that the remaining divisibility condition 3b in Theorem 4.1 holds as
well.

Corollary 4.3.9

Let λ =
∑l

r=1 arλr + akλk, with al 6= 0 if ak = 1, and consider an irreducible KY -module
V = LY (λ) having p-restricted highest weight λ. Assume in addition that X has exactly two
composition factors on V. Then p | 2(ak + n− k)− 1.
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Proof. First assume ak > 1. Then (fk,n)
2v+ ∈ L (X)v+ by Proposition 4.3.2, which by

Lemma 4.3.4 translates to (fk,n)v
+ ∈ V 2

k,n. Therefore p | 2(ak + n − k) − 1 by Proposition
4.2.4, yielding the result in this situation. Finally, assume 〈λ, αk〉 = 1 (i.e. ak = 1) and let
1 ≤ l < k be as above. By Corollary 4.3.8, the divisibility condition p | al+l−k+1 is satisfied,
hence Proposition 4.3.2 yields fk,nfl,nv

+ ∈ L (X)v+, which by Lemma 4.3.5 translates to
fk,nfl,nv

+ ∈ Vl,k,n. Therefore p | 2(n− k) + 1 by Propositions 4.2.12 (if l = k − 1), or 4.2.18
(if l < k − 1), completing the proof.

4.3.3 Other direction and conclusion

Assume p 6= 2 and let Y and X be as in the statement of Theorem 4.1. Also adopt the
notation introduced in the previous section and let V = LY (λ) be an irreducible KY -module
having p-restricted highest weight λ, with (λ, p) as in 1 or 3 of Theorem 4.1. By Theorem
2.5.9, the KY -module V is irreducible when viewed as an L (Y )-module as well, where L (Y )
denotes the Lie algebra of Y. We first aim at showing that V = L (X)v+ ⊕ L (X)fk,nv

+,
using Proposition 4.3.2, starting by investigating whether or not fr,nv

+ ∈ L (X)fk,nv
+, for

1 ≤ r ≤ k.

Lemma 4.3.10

Let (λ, p) be as in 1 or 3 in Theorem 4.1. Then fi,jv
+ ∈ Vi,j for every 1 ≤ i < j ≤ k such

that aiaj 6= 0.

Proof. For every 1 ≤ i < j ≤ k such that aiaj 6= 0, set N(i, j) = |{i ≤ r ≤ j : ar 6= 0}|. We
proceed by induction on N(i, j), observing that the case N(i, j) = 2 directly follows from
Proposition 4.1.3. Suppose the result proven for every 1 ≤ i < j ≤ k such that aiaj 6= 0 and
2 ≤ N(i, j) < N0, and let 1 ≤ i0 < j0 ≤ k be such that ai0aj0 6= 0 and N(i0, j0) = N0. If
i0 < s < j0 is maximal such that as 6= 0, then Lemma 2.5.4 yields

fi0,j0v
+ = fs+1,j0fi0,sv

+ − fi0,sfs+1,j0v
+,

and thus fi0,j0v
+ ∈ Vi0,j0 if and only if fs+1,j0fi0,sv

+ ∈ Vi0,j0. Now fi0,sv
+ ∈ Vi0,s by our

inductive assumption and thus is a sum of terms of type (4.30) with more than one fα. It is
clear that fs+1,j0 commutes with all but the last fα, from which the result follows.

We can now show that under the divisibility conditions 3a of Theorem 4.1, we have
fr,nv

+ ∈ L (X)fk,nv
+ for every 1 ≤ r ≤ k.

Proposition 4.3.11

Assume p 6= 2 and consider a non-trivial irreducible KY -module V = LY (λ) having p-
restricted highest weight λ, with 〈λ, αn〉 = 0. Also let 1 ≤ k < n be maximal such that
〈λ, αk〉 6= 0, and assume either λ = λk or the divisibility conditions 3a of Theorem 4.1 hold.
Then fi,nv

+ ∈ L (X)fk,nv
+ for every 1 ≤ i ≤ k.
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4.3 Proof of Theorem 4.1

Proof. The result obviously holds for i = k, so we may assume 1 ≤ i < k, in which case
it suffices to show that fi,nv

+ ∈ Vi,n for every 1 ≤ i < k by Lemma 4.3.3. Observe that if
ai = 0, then fi,nv

+ ∈ Vi,n if and only if fi+1,n ∈ Vi+1,n, since fi,nv
+ = −fαi

fi+1,nv
+ (which in

particular yields the result in the case where λ = λk for some 1 ≤ k < n). If on the other
hand ai 6= 0, observe that fi,kv

+ ∈ Vi,k by Lemma 4.3.10, so that

fi,nv
+ = fk+1,nfi,kv

+ =
k−1∑

s=i

∑

(m)∈P (i,s)

a(m)f(m)fk+1,nfs+1,kv
+

for some {a(m)}(m)∈P (i,s) ⊂ K (i ≤ s ≤ k − 1). As fk+1,nfs+1,kv
+ = fs+1,nv

+ for every
i ≤ s ≤ k − 1, the result follows by induction on s.

In order to apply Proposition 4.3.2, we still need to show that fk,nfr,nv
+ ∈ L (X)v+ for

every 1 ≤ r ≤ k. For the remainder of this chapter, we define

l = max{1 ≤ r < k : 〈λ, αr〉 6= 0}

and start by proving that fk,nfr,nv
+ ∈ L (X)v+ for every l < r ≤ k, in which case no

fundamental distinction needs to be made between the situations ak > 1 and ak = 1.

Lemma 4.3.12

Let λ be as above and assume p | 2(ak +n− k)− 1 if ak > 1. Then fk,nfr,nv
+ ∈ L (X)v+ for

every l < r ≤ k.

Proof. We first show that the assertion holds in the case where r = k. If ak = 1, then this is
immediate by Proposition 4.2.1, while if ak > 1, then (fk,n)

2v+ ∈ V 2
k,n by Proposition 4.2.4,

and the result then follows from Proposition 4.3.4. Now consider l < r < k. By Lemma
2.5.4, we have

fk,nfr,nv
+ = −fk,nfr,k−1fk,nv

+

= −fr,nfk,nv
+ − fr,k−1(fk,n)

2v+

= −2Fr,kv
+ − fk,nfr,nv

+ − fr,k−1(fk,n)
2v+,

so that

fk,nfr,nv
+ = −Fr,kv

+ −
1

2
fr,k−1(fk,n)

2v+.

Clearly Fr,kv
+ ∈ L (X)v+ for every l < r < k and the same holds for (fk,n)

2v+ by what we
saw above, completing the proof.

Now if ak = 1, then fk,nfl,nv
+ ∈ Vl,k,n by Proposition 4.2.12 or 4.2.18 (depending on

whether l = k − 1 or not), which by Proposition 4.3.5 implies that fk,nfl,nv
+ ∈ L (X)v+.

This assertion also holds in the case where ak > 1, but is not that immediate.
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Lemma 4.3.13

Let λ be as above and assume p | 2(ak + n− k)− 1 if ak > 1. Then fk,nfl,nv
+ ∈ L (X)v+.

Proof. We refer to the remark above in the case where ak = 1 and assume ak > 1 for the
remainder of the proof. By Lemma 2.5.4 and (4.22), one easily shows that

akfk,nfl,nv
+ =

k−2∑

i=l

fl,ifk,nfi+1,nv
+ + fk,nfl,k−1fk,nv

+

=

k−2∑

i=l

fl,ifk,nfi+1,nv
+ + fl,nfk,nv

+ + fl,k−1(fk,n)
2v+

=

k−2∑

i=l

fl,ifk,nfi+1,nv
+ + 2Fl,kv

+ + fk,nfl,nv
+ + fl,k−1(fk,n)

2v+,

and since ak > 1, we finally obtain

fk,nfl,nv
+ = (ak − 1)−1

( k−2∑

i=l

fl,ifk,nfi+1,nv
+ + 2Fl,kv

+ + fl,k−1(fk,n)
2v+
)

.

Now by Lemma 4.3.12 , we have fl,k−1(fk,n)
2v+ ∈ L (X)v+, as well as fl,ifk,nfi+1,nv

+, for
every l ≤ i ≤ k − 2, so that fk,nfl,nv

+ ∈ L (X)v+ as desired.

We are finally ready to show that under the divisibility conditions of Theorem 4.1, the
element fk,nfr,nv

+ lies in L (X)v+ for every 1 ≤ r ≤ k.

Proposition 4.3.14

Assume p 6= 2 and let V = LY (λ) be an irreducible KY -module having p-restricted highest
weight λ =

∑l
r=1 arλr + akλk, where 1 ≤ l ≤ k < n, and ak 6= 0. Assume either λ = λk or

the divisibility conditions 3a and 3b of Theorem 4.1 hold. Then fk,nfr,nv
+ ∈ L (X)v+ for

every 1 ≤ r ≤ k.

Proof. We proceed by induction on k− r, the cases l ≤ r ≤ k following from Lemmas 4.3.12
and 4.3.13. Let then 1 ≤ r < l. By Proposition 4.3.11 and Lemma 4.3.3, we immediatget
that fr,nv

+ ∈ Vr,n, hence the existence of {a(m)}(m)∈P (r,s) ⊂ K for every r ≤ s ≤ k − 1 such
that

fk,nfr,n =
k−1∑

s=r

∑

(m)∈P (r,s)

a(m)f(m)fk,nfs+1,nv
+.

The result then easily follows by induction, so we leave the details to the reader.
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4.3 Proof of Theorem 4.1

Corollary 4.3.15

Assume p 6= 2 and let V = LY (λ) be an irreducible KY -module having p-restricted highest
weight λ ∈ X+(TY ), where 1 ≤ k < n is maximal such that 〈λ, αk〉 6= 0. Assume either
λ = λk or the divisibility conditions 3a and 3b of Theorem 4.1 hold. Then

V = L (X)v+ ⊕L (X)fk,nv
+.

Proof. By Propositions 4.3.11 and 4.3.14, we immediately get that fr,nv
+ ∈ L (X)fk,nv

+

and fr,nfk,nv
+ ∈ L (X)v+, for every 1 ≤ r ≤ k. An application of Proposition 4.3.2 then

completes the proof.

Proof of Theorem 4.1: Adopt the notation of Theorem 4.1 and start by supposing that X
has exactly two composition factors on V = LY (λ). If 〈λ, αn〉 6= 0, then Theorem 4.3.1 yields
the result, so we may assume 〈λ, αn〉 = 0 for the remainder of the proof. Also if p = 2, then
V is irreducible as a KX-module by [Sei87, Theorem 1, Table 1 (MR4)], a contradiction.
We may thus assume p 6= 2 as well, in which case Corollaries 4.3.8 and 4.3.9 then yield the
desired divisibility conditions.

Conversely, assume (λ, p) as in 1 or 3 of Theorem 4.1, in which case an application of
Corollary 4.3.15 yields V = L (X)v+⊕L (X)fk,nv

+. Therefore V has a quotient isomorphic
to LX(ω) and since V ∼= V ∗ as a KY -module (and thus as a KX-module as well), we can
assume the existence of a submodule U of V, isomorphic to LX(ω). Since Vλ = 〈v+〉K , we get
v+ ∈ U and thus L (X)v+ ⊂ 〈Xv+〉K ⊂ U, so that L (X)v+ ∼= LX(ω). A similar argument
shows that L (X)fk,nv

+ ∼= LX(ω
′), hence V ∼= LX(ω)⊕LX(ω

′) as KX-modules, completing
the proof.

87





CHAPTER 5

The case SO6(K) ⊂ SL6(K)

Let Y be a simply connected simple algebraic group of type A5 over K and consider the
subgroup X of type D3, embedded in Y in the usual way, as the stabilizer of a non-degenerate
quadratic form on the natural module for Y. Fix a Borel subgroup BY = UY TY of Y, where TY

is a maximal torus of Y and UY is the unipotent radical of BY , let Π(Y ) = {α1, α2, α3, α4, α5}
denote a corresponding base of the root system Φ(Y ) of Y, and let {λ1, λ2, λ3, λ4, λ5} be the
set of fundamental dominant TY -weights corresponding to Π(Y ). Also let BX = UXTX ,
where UX = UY ∩X, TX = TY ∩X, let Π(X) = {β1, β2, β3} be a corresponding set of simple
TX -roots and let {ω1, ω2, ω3} be the corresponding set of fundamental dominant TX -weights.

❝�
�
�

❝

❅
❅
❅ ❝

1

2

3

The A2-parabolic subgroup of X corresponding to the simple roots {β1, β2} embeds in
an A2 × A2-parabolic subgroup of Y, and up to conjugacy, we may assume that this gives
α1|TX

= α5|TX
= β1, and α2|TX

= α4|TX
= β2. By considering the action of the Levi factors of

these parabolics on the natural KY -module LY (λ1), we can deduce that α3|TX
= β3 − β2.

Finally, using [Hum78, Table 1, p.69] and the fact that λ1|TX
= ω1 yields

λ5|TX
= ω1, λ2|TX

= λ4|TX
= ω2 + ω3, λ3|TX

= 2ω3. (5.1)

In [Sei87], Seitz showed that if V = is an irreducible KY -module having p-restricted
highest weight, then V |X is reducible except when V = LY (λi) for some 1 ≤ i ≤ 2n− 1 such
that i 6= n (see [Sei87, Theorem 1, Table 1 (I4, I5)]). In this chapter, we determine the pairs
(V, p) such that X has exactly two composition factors on V. In other words, we give a proof
that Conjecture 4 (recorded here as Theorem 5.1) holds in the case where n = 3.
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Theorem 5.1

Let K, Y,X be as above and consider an irreducible KY -module V = LY (λ) having p-
restricted highest weight λ ∈ X+(TY ). Then X has exactly two composition factors on V
if and only if λ and p are as in Table 5.1, where we give λ up to graph automorphisms.
Moreover, if (λ, p) is recorded in Table 5.1, then V |X is completely reducible if and only if
(λ, p) 6= (λ2, 2).

λ p V |X Dimensions

λ1 + λ2 6= 5 ω1 + ω2 + ω3/ω1 64− 20δp,3, 6
λ1 + λ5 6= 2 2ω1/ω2 + ω3 20− δp,3, 15
2λ1 6= 2, 3 2ω1/0 20, 1
2λ1 + λ5 = 7 3ω1/ω1 + ω2 + ω3 50, 64
3λ1 6= 2, 3 3ω1/ω1 50, 6
λ2 = 2 ω2 + ω3/0 15, 1
λ3 6= 2 2ω2/2ω3 10, 10

Table 5.1: The case SO6(K) ⊂ SL6(K).

Here we say a few words about the method of the proof. Let V = LY (λ) be an irreducible
KY -module having p-restricted highest weight λ and let v+ ∈ Vλ denote a maximal vector
in V for BY . Since BX ⊂ BY , v

+ is a maximal vector in V for BX as well and the TX-
weight ω = λ|TX

affords the highest weight of a KX-composition factor of V. Furthermore,
it turns out (see Lemma 3.1.1) that in general, every TX-weight ν ∈ Λ(V |X) satisfies ν 4 ω
and thus if ω′ ∈ Λ(ω) is maximal such that mV |X(ω

′) > mLX(ω)(ω
′), then ω′ affords the

highest weight of a second KX-composition factor of V. Finally, finding ω′′ ∈ Λ(ω) such
that mV |X (ω

′′) > mLX(ω)(ω
′′)+mLX(ω′)(ω

′′) translates to the existence of a third composition
factor of V for X. Therefore determining the pairs (λ, p) such that X acts with exactly two
composition factors on V requires a good knowledge of weight multiplicities in V, LX(ω) and
LX(ω

′).

In section 5.1, we investigate such weight multiplicities in certain irreducible modules for
a simple group of type D3 over K. To do so, we proceed as explained in Section 2.7.3, using
the Jantzen p-sum formula to obtain information on the KX-composition factors of carefully
chosen Weyl modules for X.

In Section 5.2, we first assume that X has exactly two composition factors on V = LY (λ)
and proceeding by a case-by-case analysis, we apply the method introduced above and use
the previously calculated weight multiplicities to obtain a small list of possible candidates for
(λ, p). Finally, arguing on dimensions allows us to show that the aforementioned candidates
satisfy the desired property.
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5.1 Preliminary considerations

5.1 Preliminary considerations

Let K be an algebraically closed field of characteristic p ≥ 0 and G a simple algebraic group
of type D3 over K. Fix a Borel subgroup B = UT of G, where T is a maximal torus of G
and U is the unipotent radical of B, let Π = {γ1, γ2, γ3} denote a corresponding base of the
root system Φ of G and let {σ1, σ2, σ3} be the set of fundamental dominant weights for T
corresponding to our choice of base Π. Also let V = LG(σ) be an irreducible KG-module
having p-restricted highest weight σ = aσ1+bσ2+cσ3, where a, b, c ∈ Z≥0. In this section, we
record some useful results on certain T -weights of V and their multiplicities, starting with
the case where a 6= b = c = 0. Here for c1, c2, c3 ∈ Z, we adopt the notation σ − c1c2c3 to
designate σ − c1γ1 − c2γ2 − c3γ3.

Lemma 5.1.1

Let V be as above, with a > 1, b = c = 0, and consider µ = σ − 211 ∈ X(T ). Then µ is
dominant and its multiplicity in V is given by

mV (µ) =

{

1 if p | a+ 1;

2 otherwise.

Proof. An application of Theorem 2.3.11 gives mVG(σ)(µ) = 2, while every weight ν ∈ Λ+(σ)
such that µ ≺ ν 4 σ has multiplicity 1 in VG(σ), thus cannot afford the highest weight of
a composition factor of VG(σ) by Theorem 2.3.4. Finally, an application of Corollary 2.7.3
shows that if µ affors the highest weight of a composition factor of VG(σ), then p | a + 1, in
which case Theorem 2.3.18 yields the desired result.

We next apply the method introduced in Section 2.7 in order to determine the multiplicity
of the T -weight σ−422 ∈ X(T ) in an irreducible KG-module V = LG(σ) having p-restricted
highest weight σ = aσ1, where a > 3.

Lemma 5.1.2

Let V be as above, with a > 3, b = c = 0, and consider µ = σ − 422 ∈ X(T ). Then µ is
dominant, and its multiplicity in V is given by

mV (µ) =

{

1 if p | a+ 1;

3 otherwise.

Proof. We assume a > 5 and refer the reader to [Lüb15] for the cases where a = 4 or 5.
Let then VG(σ) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 be the filtration of VG(σ) given by Proposition
2.7.4. As explained in Section 2.7, we start by finding the expression of νµ

c (Tσ) in terms of
χ(ν) (ν ∈ X+(T )). By Corollary 2.7.9, we only need to consider those weights µ 4 ν ≺ σ
appearing in Table 5.2.
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ν mVG(σ)(ν) Contribution to νµ
c (Tσ)

σ − 211 2 −νp(2) + νp(a + 1)
σ − 311 2 −νp(3) + νp(a)
σ − 411 2 −νp(4) + νp(a− 1)
σ − 412 2 none
σ − 421 2 none

µ 3 none

Table 5.2: Dominant T -weights µ 4 ν ≺ σ with mVG(σ)(ν) > 1.

For such a weight ν, applying Lemma 2.7.11 requires us to find every root γ ∈ Φ+ and
every integer 1 < r < 〈σ + ρ, γ〉 such that Aγ,r ∼G Bν . Also notice that σ − ν has support
Π, so γ = γ1 + γ2 + γ3 and we only need to look for those 1 < r < 〈σ + ρ, γ〉 such that

Bν ∼G (a+ 2− r, 1− r, 0).

First consider the T -weight ν = σ − 211. Here Bν = (a, 1, 0) and one easily checks that
Bν ∼G Aγ,r if and only if r = 2 or a + 1. In the former case, we have Aγ,2 = (a,−1, 0),
so that ν = (sγ2sγ3) · (σ − 2γ), while in the latter case, we have Aγ,a+1 = (1,−a, 0), thus
ν = (sγ1sγ2sγ3) · (σ− (a+1)γ). Corollary 2.7.7 then yields the contribution to νµ

c (Tσ) stated
in Table 5.2 and we leave the reader to check the remaining contributions, as they can be
dealt with in a similar fashion. In the end, since σ is p-restricted (and so p > 5 and a < p),
we get

νµ
c (Tσ) = νp(a+ 1)χµ(σ − 211). (5.2)

Therefore mV (µ) = mVG(σ)(µ) if p ∤ a + 1 by Proposition 2.7.8 and one easily sees (using
Theorem 2.3.11) that mVG(σ)(µ) = 3, so that the assertion holds in this situation. Assume
p | a + 1 for the remainder of the proof and write τ = σ − 211 = (a − 2)σ1, so that
µ = τ − 211. An application of Lemma 5.1.1 then yields χµ(τ) = chLG(τ), in which case
(5.2) can be rewritten as

νµ
c (Tσ) = νp(a+ 1) chLG(τ).

Consequently χµ(σ) = chLG(σ)+chLG(τ) by Proposition 2.7.8 and Lemma 5.1.1, so that
mV (µ) = mVG(σ)(µ)−mLG(τ)(µ). As seen above, we have mVG(σ)(µ) = 3, while mLG(τ)(µ) = 2
by Lemma 5.1.1 and thus the proof is complete.

For the next two lemmas, we consider an irreducible KG-module V = LG(σ) having
p-restricted highest weight σ = aσ1 + bσ2, where a, b > 0. In order to show the first result,
we again apply the method introduced in Section 2.7.

Lemma 5.1.3

Let V be as above, with a > 1, b > 0, c = 0, and consider µ = σ − 211 ∈ X(T ). Then µ is
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5.1 Preliminary considerations

dominant and its multiplicity in V is given by

mV (µ) =

{

1 if p | a + b+ 1;

3 otherwise.

Proof. If p | a+b+1, then the result follows from Theorem 2.3.18, so for the remainder of the
proof, we may assume p ∤ a+ b+1 and consider the series VG(σ) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0
given by Proposition 2.7.4. Here the T -weight σ−110 does not afford the highest weight of a
composition factor of VG(σ) by Lemma 2.3.19. Proceeding exactly as in the proof of Lemma
5.1.2, one first checks that the only dominant T -weights ν ∈ Λ+(σ) such that µ 4 ν ≺ σ
and mVG(σ)(ν) > 1 are σ − 110, σ − 210 (if a > 2) and µ itself, and that neither σ − 210 nor
µ contributes to νµ

c (Tσ). Therefore mV (µ) = mVG(σ)(µ) by Proposition 2.7.8 and the result
then follows from Theorem 2.3.11.

Lemma 5.1.4

Let V be as above, with a = 1, b > 1, c = 0, and consider µ = σ − 221 ∈ X(T ). Then µ is
dominant, χµ(σ) = chLG(σ) + ǫp(b+ 2) chLG(σ − 110) and

mV (µ) =

{

1 if p | b+ 2;

3 otherwise.

Proof. First observe that the weights ν ∈ Λ+(σ) such that µ 4 ν ≺ σ and mVG(σ)(ν) > 1 are
τ = σ − 110 = (b − 1)σ2 + σ3, σ − 120 = τ − 010 (if b > 2) and µ. Now if p ∤ b + 2, then
[VG(σ), LG(τ)] = [VG(σ), LG(τ − 010)] = 0 by Lemma 2.3.19, while Corollary 2.7.3 yields
[VG(σ), LG(µ)] = 0 as well. The assertion then holds in this situation and we may assume
p | b+ 2 for the remainder of the proof, in which case [VG(σ), LG(τ)] = 1 by Lemma 2.3.19.
One finally checks (using Lemma 2.3.19 again) that mLG(τ)(µ) = 2 and an application of
Theorem 2.3.11 yields mVG(σ)(µ) = 3, allowing us to conclude.

In the following lemma, we study the multiplicity of the T -weight µ = σ− 222 in a given
irreducible KG-module V = LG(σ) having p-restricted highest weight σ = bσ2+bσ3 for some
b > 1.

Lemma 5.1.5

Let V be as above, with a = 0, b = c > 1, and consider µ = σ − 222 ∈ X(T ). Then µ is
dominant and its multiplicity in V satisfies

mV (µ) ≤







3 if p | b+ 1;

5 if p | 2b+ 1;

6 otherwise.
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Proof. We shall assume b > 2 and refer the reader to [Lüb15] for the other cases. Write
τ = σ − 111 and consider the filtration VG(σ) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 of VG(σ) given
by Proposition 2.7.4. One first checks that the T -weights ν ∈ Λ+(σ) such that µ 4 ν ≺ σ
and mVG(σ)(ν) > 1 together with their contribution to νµ

c (Tσ) are as in Table 5.3, so that
νµ
c (Tσ) = νp(2b+ 2)χµ(τ) + νp(2b+ 1)χµ(µ).

ν mVG(σ)(ν) Contribution to νµ
c (Tσ)

σ − 111 3 νp(2b+ 2)
σ − 121 3 none
σ − 112 3 none
σ − 212 3 none
σ − 222 6 νp(2b+ 1)

Table 5.3: Dominant T -weights µ 4 ν ≺ σ with mVG(σ)(ν) > 1.

Now if p ∤ (b+1)(2b+1), then χµ(σ) = chLG(σ) by Proposition 2.7.8, while an application
of Theorem 2.3.11 yields mVG(σ)(µ) = 6, thus showing the assertion in this case. If on the
other hand p | b + 1, then νµ

c (Tσ) = νp(2b + 2)χµ(τ), while χµ(τ) = chLG(τ) by Lemma
2.3.19. Therefore χµ(σ) = chLG(σ)+chLG(τ) by Lemma 2.3.19 and Proposition 2.7.8. Now
mLG(τ)(µ) = 3 by Lemma 2.3.19, from which the result follows in this situation. Finally, if
p | 2b+1, then νµ

c (Tσ) = νp(2b+1) chLG(µ), and one deduces that µ affords the highest weight
of a composition factor of VG(σ) using Proposition 2.7.8. Hence mV (µ) ≤ mVG(σ)(µ) − 1,
completing the proof.

The result given by Lemma 5.1.5 could easily be improved. Indeed, the proof of the latter
showed that if p ∤ 2b+1, then mV (µ) = 6−3ǫp(b+1). We next investigate the multiplicity of
various T -weights in a given irreducible KG-module V = LG(σ) having p-restricted highest
weight σ = aσ1 + bσ2 + cσ3, where abc 6= 0.

Lemma 5.1.6

Let V be as above, with abc 6= 0 such that p divides both a + b + 1 and a + c + 3. Also let
µ1 = σ − 111 ∈ X(T ) as well as µ2 = σ − 121 ∈ X(T ) and µ3 = σ − 112 ∈ X(T ). Then for
1 ≤ i ≤ 3, we have χµi(σ) = chLG(σ) + chLG(σ − 110), mVG(σ)(µi) = 4 and mV (µi) = 3.

Proof. First observe that the weights ν ∈ X+(T ) such that µ1 4 ν ≺ σ and mVG(σ)(ν) > 1
are σ − 110, σ − 101 and µ1. By Corollary 2.7.3, neither σ − 101 nor µ1 can afford the
highest weight of a composition factor of VG(σ), while by Lemma 2.3.19, we know that
[VG(σ), LG(σ−110)] = 1. Now Theorem 2.3.11 gives mVG(σ)(µ1) = 4, while mV (σ−110)(µ1) = 1
by Lemma 2.3.16, hence the assertion on mV (µ1). Proceeding in a similar fashion (notice
that [VG(σ), LG(µ2)] = [VG(σ), LG(µ3)] = 0 by Corollary 2.7.3) then yields the assertions on
µ2 and µ3. The details are left to the reader.
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5.1 Preliminary considerations

Lemma 5.1.7

Let V be as above, with abc 6= 0 such that p divides both a + b + 1 and a + c + 1. Also let
µ1 = σ − 111 ∈ X(T ) and µ2 = σ − 122 ∈ X(T ). Then µ1 is dominant, mVG(σ)(µ1) = 4
and mV (µ1) = 2. If in addition b, c > 2, then µ2 is also dominant, mVG(σ)(µ2) = 4 and
mV (µ2) ≤ 2.

Proof. By Corollary 2.7.3, the T -weight µ1 cannot afford the highest weight of a composition
factor of VG(σ), while by Lemma 2.3.19, we know that each of σ − 110 and σ − 101 does.
Now Proposition 2.3.15 gives mVG(σ)(µ1) = 4, while mV (σ−110)(µ1) = mV (σ−101)(µ1) = 1 by
Lemma 2.3.16, hence the assertion on mV (µ1). Assume b, c > 2 for the remainder of the
proof. An application of Proposition 2.3.15 yields mVG(σ)(µ2) = 4 and thus the assertion on
mV (µ2) easily follows.

Lemma 5.1.8

Let V be as above, with a > 1 and bc 6= 0 such that p divides both a + b + 1 and a + c + 1.
Also let µ = σ − 211 ∈ X(T ). Then µ is dominant, mVG(σ)(µ) = 5 and mV (µ) ≤ 2.

Proof. Write τ1 = σ−110 ∈ X(T ) as well as τ2 = σ−101 ∈ X(T ) and consider the filtration
VG(σ) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 of VG(σ) given by Proposition 2.7.4. As usual, we leave
to the reader to check that

νµ
c (Tσ) = νp(a+ b+ 1)χµ(τ1) + νp(a + c+ 1)χµ(τ2),

and since χµ(τi) = chLG(τi) + chLG(µ) for i = 1, 2 by Lemma 2.3.19, an application of
Proposition 2.7.8 shows that each of τ1, τ2, and µ affords the highest weight of a composition
factor of VG(σ). Now mVG(σ)(µ) = 5 by Theorem 2.3.11, while applying Lemma 2.3.19 yields
mLG(τ1)(µ) = mLG(τ2)(µ) = 1, thus completing the proof.

Lemma 5.1.9

Let V be as above, with a > 1 and b = c = 1 such that p | a+2. Also let µ1 = σ−322 ∈ X(T )
and µ2 = σ−311 ∈ X(T ). Then µ1 is dominant, mVG(σ)(µ1) = 8 and mV (µ1) ≤ 3. Similarly,
if a > 3, then µ2 is dominant, mVG(σ)(µ2) = 5 and mV (µ2) ≤ 2.

Proof. We shall assume a > 3 throughout the proof and refer the reader to [Lüb15] for
the case where a = 3. Write τ1 = σ − 110, τ2 = σ − 101, τ = σ − 211, and consider the
filtration VG(σ) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 of VG(σ) given by Proposition 2.7.4. Again
we proceed as in the proof of Lemma 5.1.2 (starting with the T -weight µ2) and leave to the
reader to check that we have νµ2

c (Tσ) = νp(a + 2)(χµ2(τ1) + χµ2(τ2)). Now Lemma 2.3.19
yields χµ2(τi) = chLG(τi) + chLG(τ) for i = 1, 2, so that

νµ2

c (Tσ) = νp(a + 2)(chLG(τ1) + chLG(τ2) + 2 chLG(τ)).
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Therefore each of τ1, τ2 and τ affords the highest weight of a composition factor of VG(σ)
by Proposition 2.7.8 and mV (µ2) ≤ mVG(σ)(µ2) − mLG(τ1)(µ2) − mLG(τ2)(µ2) − mLG(τ)(µ2).
An application of Theorem 2.3.11 then yields mVG(σ)(µ2) = 5, from which the assertion on
mV (µ2) easily follows. Next we consider the T -weight µ1 and again leave to the reader to
check that νµ1

c (Tσ) = νp(a + 2)(χµ1(τ1) + χµ1(τ2) + χµ1(µ1)). Now [VG(τi), LG(τ)] = 1 for
i = 1, 2 by Lemma 2.3.19, so that each of τ1, τ2, τ and µ1 affords the highest weight of a
composition factor of VG(σ) and hence

mV (µ1) ≤ mVG(σ)(µ1)−mLG(τ1)(µ1)−mLG(τ2)(µ1)−mLG(τ)(µ1)−mLG(µ1)(µ1).

Finally, Theorem 2.3.11 yields mVG(σ)(µ1) = 8, while mLG(τi)(µ1) = 1 for i = 1, 2 by
Theorem 2.3.18 and mLG(τ)(µ1) ≥ 2 by Theorem 2.3.18, completing the proof.

Lemma 5.1.10

Let V be as above, with a > 0 and b, c > 1 such that p divides both a + b + 1 and a + c + 1.
Also let µ = σ − 222 ∈ X(T ). Then µ is dominant, mVG(σ)(µ) = 10− δa,1 and mV (µ) ≤ 3.

Proof. Write τ1 = σ − 110, τ2 = σ − 101 and first assume a = 1. By Lemma 2.3.19, each
of the weights τ1 and τ2 affords the highest weight of a composition factor of VG(σ). Also
mLG(τi)(µ) = 3 for i = 1, 2 by Lemma 2.3.19 again and since mVG(σ)(µ) = 9 by Theorem
2.3.11, the assertion holds in the case where a = 1. For the remainder of the proof, assume
a > 1, write τ = σ − 211 and consider the filtration VG(σ) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 of
VG(σ) given by Proposition 2.7.4. We leave to the reader to check that

νµ
c (Tσ) = νp(a+ b+ 1)χµ(τ1) + νp(a+ c+ 1)χµ(τ2)

and as χµ(τi) = chLG(τi) + chLG(τ) for i = 1, 2 by Lemma 5.1.6, we get that each of τ1,
τ2, and τ affords the highest weight of a composition factor of VG(σ) by Proposition 2.7.8.
Finally, mVG(σ)(µ) = 10 by Theorem 2.3.11, while mLG(τ1)(µ) = mLG(τ2)(µ) = 3 by Lemma
5.1.6, completing the proof.

Finally, suppose that G is a simple algebraic group of type A4 over K, and consider an
irreducible KG-module V = LG(σ) having highest weight σ = aσ1+bσ2+cσ3+dσ4 ∈ X+(T ),
where a, b, c, d ∈ Z≥0. Here for c1, c2, c3, c4 ∈ Z, we adopt the notation σ−c1c2c3c4 to designate
the T -weight σ − c1α1 − c2α2 − c3α3 − c4α4.

Remark 5.1.11

In the proof of the following result, it is more convenient to view G as an A4-Levi subgroup
of a simple algebraic group of type D7 over K, the reason being the complexity of the
description of fundamental weights in terms of an orthonormal basis of a Euclidean space E
for G of type An over K (see Section 2.2). Indeed, in general it is convenient to work in a
simple algebraic group of type Dn+3 instead of An when applying the method introduced in
Section 2.7 .
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5.2 Proof of Theorem 5.1

Lemma 5.1.12

Let V be as above, with a = c = d = 0, b > 2, and let µ = σ − 1321 ∈ X(T ). Then µ is
dominant and its multiplicity in V is given by

mV (µ) =

{

1 if p | b+ 1;

3 otherwise.

Proof. Consider the filtration VG(σ) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 of VG(σ) given by Propo-
sition 2.7.4. The only T -weights ν ∈ Λ+(σ) such that µ 4 ν ≺ σ and mVG(σ)(ν) > 1
are τ = σ − 1210, σ − 1310 (if b > 3) and µ itself, and one then easily checks that
νµ
c (Tσ) = νp(b + 1)χµ(τ). Therefore χµ(σ) = chLG(σ) if p ∤ b + 1 by Proposition 2.7.8

and thus Theorem 2.3.11 yields the assertion in this situation. Finally, an application of
Theorem 2.3.18 completes the proof in the case where p | b+ 1.

5.2 Proof of Theorem 5.1

Let Y be a simply connected simple algebraic group of type A5 over K and let X be a simple
algebraic group of type D3, embedded in Y in the usual way. Also let V = LY (λ) be an
irreducible KY -module having p-restricted highest weight

λ = aλ1 + bλ2 + cλ3 + dλ4 + eλ5 ∈ X+(TY ),

and denote by ω the restriction of the TY -weight λ to TX , so that by (5.1), we have

ω = (a+ e)ω1 + (b+ d)ω2 + (b+ 2c+ d)ω3.

Notice that if v+ ∈ Vλ is a maximal vector in V for BY , then v+ is a maximal vector
for BX as well, since BX ⊂ BY , showing that the TX -weight ω affords the highest weight of
a KX-composition factor of V. Every TY -weight of V is of the form λ −

∑5
i=1 ciαi, where

c1, c2, c3, c4, c5 ∈ Z≥0. Throughout this section, such a weight shall be written λ− c1c2c3c4c5
and simply called a TY -weight. On the other hand, a TX -weight of V |X does not necessarily
have to be under ω : for example, if 〈λ, α3〉 6= 0, then λ− α3|TX

= ω + β2 − β3 ⊀ ω.

Lemma 5.2.1

Let λ, ω be as above, and suppose that 〈λ, α3〉 = 0. Then every TY -weight µ of V = LY (λ)
satisfies µ|TX

4 ω.

Proof. Assume for a contradiction the existence of a TY -weight µ = λ − c1c2c3c4c5 ∈ Λ(V )
such that µ|TX

⊀ ω. Recalling the restriction to TX of the simple roots for TY stated in the
beginning of the chapter, we have µ|TX

= ω − (c1 + c5)β1 − (c2 − c3 + c4)β2 − c3β3 and hence
c3 > c2 + c4. In particular, we get 〈µ, α3〉 < −c3, showing that sα3

(µ) ∈ Λ(V ) is not under
λ, a contradiction.
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5.2.1 The case 〈λ, α3〉 > 0

Keep the notation introduced above and suppose that c > 0. Here the TY -weight λ− 00100
restricts to ω′ = ω + β2 − β3, which is neither under nor above ω. In fact, one easily checks
that ω′ is a highest weight of V for TX and hence affords the highest weight of a second
KX-composition factor of V , namely

LX(ω
′) = LX((a+ e)ω1 + (b+ d+ 2)ω2 + (b+ 2c+ d− 2)ω3.

Lemma 5.2.2

Let λ, ω, ω′ be as above and suppose that X acts with exactly two composition factors on
V = LY (λ). Then c = 1 and ω ∈ X+(TX) is p-restricted.

Proof. First suppose that c > 1 and observe that in this case the TY -weight λ − 00200
restricts to ω + 2β2 − 2β3, which is neither under nor above ω, ω′, giving the existence of a
third KX-composition factor of V, a contradiction. Consequently c = 1, in which case we
have

ω = (a + e)ω1 + (b+ d)ω2 + (b+ d+ 2)ω3

and ω′ = ωθ, where θ denotes the graph automorphism of X. If 〈ω, β1〉 ≥ p > 0, then ae 6= 0,
so that both λ − α1 and λ − α5 are TY -weights restricting to µ = ω − β1 ⊀ ω′. Therefore
mV |X (µ) ≥ 2, while mLX(ω)(µ) = 1, so that µ occurs in a third KX-composition factor of V,
contradicting our inital assumption. A similar argument shows that 0 ≤ 〈ω, β2〉 < p if p > 0.
Finally, suppose that 〈ω, β3〉 ≥ p > 0. If bd 6= 0, the TY -weights λ− 01000, λ− 00010 both
restrict to ω − β2 ⊀ ω′, whose multiplicity in LX(ω) equals 1. Without loss of generality, we
may thus assume d = 0, so that p | b+ 2 or b+ 1. Here the TY -weights λ− 01100, λ− 00110
both restrict to ν = ω − β3 and Lemma 2.3.19 yields

mV |X(ν) =

{

2 if p | b+ 2;

3 if p | b+ 1,

while on the other hand mLX(ω)(ν) = 1 − ǫp(b + 2) by Theorem 2.3.2 and mLX(ω′)(ν) ≤ 1,
yielding the existence of a third KX- composition factor of V as desired.

We are now able to prove a first direction of Theorem 5.1 in the case where V = LY (λ)
is an irreducible KG-module having p-restricted weight λ ∈ X+(TY ) satisfying 〈λ, α3〉 6= 0.

Proposition 5.2.3

Let a, b, c, d, e ∈ Z≥0, with c > 0, and consider an irreducible KY -module V = LY (λ) having
p-restricted highest weight λ = aλ1 + bλ2 + cλ3 + dλ4 + eλ5. Suppose in addition that X has
exactly two composition factors on V. Then (λ, p) is as in Table 5.1.
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5.2 Proof of Theorem 5.1

Proof. Let ω, ω′ be as above and first observe that Lemma 5.2.2 implies c = 1. Also if
bd 6= 0, then the TY -weights λ− 01000, λ− 00010 restrict to ω− β2 ⊀ ω′, whose multiplicity
in LX(ω) equals 1, a contradiction. Without loss of generality, we shall then assume d = 0,
that is, λ = aλ1 + bλ2 + λ3 + eλ4. Now the TY -weights λ− 00110 and λ− 01100 restrict to
ω − β3 ∈ Λ+(ω), so that

mV |X (ω − β3) ≥

{

2 if b = 0 or p | b+ 2;

3 otherwise.

As mLX(ω)(ω − β3) = mLX(ω′)(ω − β3) = 1, either b = 0 or p | b + 2, and since the latter
cannot occur by Lemma 5.2.2, we get b = 0. Also, arguing as above shows that either a = 0
or e = 0 and without any loss of generality, we may assume e = 0 for the remainder of the
proof, so that λ = aλ1 + λ3. Finally, if a 6= 0, then the TY -weights λ− 11100 λ− 10110 and
λ− 00111 restrict to ω′′ = ω − β1 − β3, so that Lemma 2.3.19 yields

mV |X (ω
′′) ≥

{

4 if p | a+ 3;

5 otherwise

as well as mLX(ω′)(ω
′′) = mLX(ω)(ω

′′) = 2 − ǫp(a + 3). Consequently ω′′ occurs in a third
KX-composition factor of V, forcing λ = λ3 and an application of Lemma 5.2.2 then yields
p 6= 2, thus completing the proof.

5.2.2 The case 〈λ, α2〉 6= 〈λ, α3〉 = 0

Keep the notation introduced above and suppose that b > c = 0, i.e. λ = aλ1+bλ2+dλ4+eλ5

and ω = (a + e)ω1 + (b + d)(ω2 + ω3). We start by considering the situation where bd 6= 0,
in which case the TY -weights λ − 01000, λ− 00010 both restrict to ω′ = ω − β2. Therefore
mV |X (ω

′) ≥ 2, while mLX(ω)(ω
′) = 1 and since the only TX -weight ν ∈ Λ(V |X) such that

ω′ 4 ν ≺ ω is ω′ itself, we get that ω′ affords the highest weight of a second KX-composition
factor of V by Lemma 5.2.1, namely

LX(ω
′) = (a+ e + 1)ω1 + (b+ d− 2)ω2 + (b+ d)ω3.

Lemma 5.2.4

Let λ, ω, ω′ be as above, with b 6= c = 0, and suppose that X has exactly two composition
factors on V = LY (λ). Then d = 0.

Proof. Seeking a contradiction, assume d > 0. Here the TY -weights λ − 01100, λ − 00110
both restrict to ω′′ = ω − β3 ⊀ ω′, so that mV |X(ω

′′) ≥ 2, while mLX(ω)(ω
′′) = 1. Therefore

ω′′ occurs in a third KX-composition factor of V and the result follows.
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We now consider the case where λ = aλ1 + bλ2 + eλ5, with b > 1 (so that p 6= 2). Here
the TY -weights λ− 02100, λ− 01110 both restrict to ω′ = ω−β2−β3, so that mV |X (ω

′) ≥ 2,
while mLX(ω)(ω

′) = 1 and thus ω′ occurs in a second KX-composition factor of V. As above,
an application of Lemma 5.2.1 then shows that ω′ affords the highest weight of a second
KX-composition factor of V, namely

LX(ω
′) = LX((a+ e+ 2)ω1 + (b− 2)ω2 + (b− 2)ω3).

Lemma 5.2.5

Let λ, ω, ω′ be as above, with b > 1 and c = d = 0. Then X has more than two composition
factors on V = LY (λ).

Proof. First observe that if ae 6= 0, then the TY -weights λ − 10000, λ − 00001 restrict to
ω′′ = ω − β1 ⊀ ω′ whose multiplicity in LX(ω) equals 1. Therefore ω′′ occurs in a third
KX-composition factor of V and thus we may and will assume ae = 0 for the remainder of
the proof.

1. We start by considering the case where a 6= e = 0. Here λ = aλ1+bλ2, ω = aω1+bω2+
bω3 and ω′ = (a + 2)ω1 + (b − 2)ω2 + (b − 2)ω3. One then checks that the TY -weights
λ − 12100, λ − 11110, and λ − 01111 restrict to µ = ω − β1 − β2 − β3. By Lemmas
2.3.19 and 5.1.3, we have

mV |X (µ) ≥

{

3 if p | a+ b+ 1;

6 otherwise,

while mLX(ω)(µ) ≤ 4 and mLX(ω′)(µ) ≤ 1 by Theorem 2.3.11. We may thus assume
p | a + b + 1 (forcing ω′ to be p-restricted). If b > 2, the TY -weights λ − 14200,
λ − 13210, λ − 12220, λ − 03211 and λ − 02221 restrict to ω′′ = ω − β1 − 2β2 − 2β3,
so that mV |X (ω

′′) ≥ 5, while mLX(ω)(ω
′′) ≤ 2 and mLX(ω′)(ω

′′) = 2 by Lemma 5.1.7.
Therefore ω′′ occurs in a third KX-composition factor of V in this case; we deduce
that b = 2, so that

λ = aλ1 + 2λ2, ω = aω1 + 2ω2 + 2ω3, and ω′ = (a+ 2)ω1,

with p | a+3 (in particular a > 1). Here the TY -weights λ−24200, λ−23210, λ−22220,
λ−13211, and λ−12221 all restrict to ω′′ = ω−2β1−2β2−2β3, while mLX(ω′)(ω

′′) = 1
and mLX(ω)(ω

′′) ≤ 3 by Lemmas 5.1.1 and 5.1.10 respectively. Consequently in the
case where a 6= e = 0, X has more than two composition factors on V as desired.

2. Next assume a = 0 6= e, so that λ = bλ2 + eλ5, ω = eω1 + bω2 + bω3 and also
ω′ = (e + 2)ω1 + (b − 2)ω2 + (b − 2)ω3. Here the TY -weights λ − 11000, λ − 01001
and λ − 00011 restrict to ω′′ = ω − β1 − β2 ⊀ ω′, whose multiplicity in LX(ω) is
smaller than or equal to 2 by Theorem 2.3.11. Hence ω′′ gives the existence of a third
KX-composition factor of V and the assertion holds in this situation as well.
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5.2 Proof of Theorem 5.1

3. Finally, we suppose that a = e = 0, b > 4 and leave to the reader to check that
dimV > dimLX(ω) + dimLX(ω

′) using [Lüb01, Appendices A.7, A.9] in the cases
where b = 2, 3 or 4. Here λ = bλ2, ω = bω2 + bω3, ω

′ = 2ω1 + (b− 2)ω2 + (b− 2)ω3 and
the TY -weights λ− 24200, λ− 23210, λ− 22220, λ− 13211, λ− 12221 and λ− 02222
restrict to ω′′ = ω − 2β1 − 2β2 − 2β3. Now Lemmas 5.1.1, 5.1.2 and 5.1.12 yield

mV |X (ω
′′) ≥

{

6 if p | b+ 1;

13 otherwise,

while on the other hand mLX(ω)(ω
′′) +mLX(ω′)(ω

′′) ≤ 11− 6ǫp(b+ 1) by Lemmas 5.1.5
and 5.1.8, completing the proof.

We now assume b = 1 as well as c = d = 0, i.e. λ = aλ1+λ2+eλ5, ω = (a+e)ω1+ω2+ω3,
and first consider the situation where ae 6= 0. Here the TY -weights λ− 10000 and λ− 00001
both restrict to ω′ = ω − β1, whose multiplicity inside LX(ω) is smaller than or equal to 1.
Therefore ω′ occurs in a second KX-composition factor of V and since there is no weight
ν ∈ Λ(V |X) such that ω′ ≺ ν ≺ ω, we get that ω′ affords the highest weight of a second
KX-composition factor of V by Lemma 5.2.1, namely

LX(ω
′) = LX((a+ e− 2)ω1 + 2ω2 + 2ω3).

Lemma 5.2.6

Let λ, ω, ω′ be as above, with ae 6= 0. Then X has more than two composition factors on
V = LY (λ).

Proof. First observe that the TY -weights λ − 11000, λ − 01001, λ − 00011 all restrict to
µ1 = ω − β1 − β2 ∈ Λ+(ω), so that Lemma 2.3.19 yields

mV |X (µ1) ≥

{

3 if p | a+ 2;

4 otherwise,

while an application of Theorem 2.3.11 gives mLX(ω)(µ1)+mLX(ω′)(µ1) ≤ 3. Hence we may and
will assume p | a+2 for the remainder of the proof. Also if e > 1, the TY -weights λ− 21000,
λ−11001, λ−10011, λ−01002, and λ−00012 all restrict to ω−2β1−β2, whose multiplicity in
both LX(ω) and LX(ω

′) is smaller than or equal to 2 by Theorem 2.3.11, giving the existence
of a third KX-composition factor of V. Consequently, we may assume e = 1 from now on, so
that λ = aλ1+λ2+λ5, ω = (a+1)ω1+ω2+ω3, and ω′ = (a−1)ω1+2ω2+2ω3. (Observe that
in this situation both ω and ω′ are p-restricted.) Here the TY -weights λ− 12100, λ− 11110,
and λ − 01111 restrict to the TX-weight µ2 = ω − β1 − β2 − β3, and by Lemma 2.3.19, we
have

mV |X (µ2) ≥

{

5 if p = 5;

6 otherwise,
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while on the other hand Theorem 2.3.11 yields mLX(ω)(µ2) ≤ 4, mLX(ω′)(µ2) ≤ 1. Therefore
it remains to consider the case where a = 3 and p = 5. By [Lüb01, Appendices A.7, A.9], we
have dimV = 1224 and dimLX(ω

′) = 299, while an application of Proposition 2.4.2 yields
dimLX(ω) ≤ 735, thus completing the proof.

We now tackle the case where ae = c = d = 0 and b = 1, starting with the situation
in which a = 0 6= e. Here λ = λ2 + eλ5, ω = eω1 + ω2 + ω3, and one easily sees that the
TY -weights λ−11000, λ−01001, and λ−00011 restrict to ω′ = ω−β1−β2, whose multiplicity
in LX(ω) is smaller than or equal to 2, while mV |X (ν) = mLX(ω)(ν) for every ν ∈ Λ(V |X)
such that ω′ ≺ ν ≺ ω. Therefore ω′ affords the highest weight of a second composition factor
of V by Lemma 5.2.1, namely

LX(ω
′) = LX((e− 1)ω1 + 2ω3).

Lemma 5.2.7

Let λ, ω, ω′ be as above, with a = c = d = 0, b = 1 and e 6= 0. Then X has more than two
composition factors on V = LY (λ).

Proof. Notice that the TY -weights λ− 11100, λ− 01101, and λ − 00111 restrict to the TX-
weight ω′′ = ω − β1 − β3 ⊀ ω′, whose multiplicity in LX(ω) is smaller than or equal to 2 by
Theorem 2.3.11. Consequently ω′′ occurs in a third composition factor of V, thus yielding
the desired result.

Next we suppose that a > 0 and c = d = e = 0, that is, λ = aλ1+λ2 and ω = aω1+ω2+ω3.
Here the TY -weights λ− 12100, λ− 11110, λ− 01111 restrict to ω′ = ω − β1 − β2 − β3 and
Lemma 2.3.19 yields

mV |X (ω
′) ≥

{

3 if p | a+ 2;

5 otherwise,

while mLX(ω)(ω
′) ≤ 4 − 2ǫp(a + 2) by Lemma 5.1.7, showing that ω′ occurs in a second

KX-composition factor of V. One then easily checks that mV |X(ν) = mLX(ω)(ν) for every
ν ∈ Λ+(V |X) such that ω′ ≺ ν ≺ ω, so that ω′ affords the highest weight of a KX-
composition factor of V by Lemma 5.2.1, namely

LX(ω
′) = LX(aω1).

Lemma 5.2.8

Let λ, ω, ω′ be as above, with a > b = 1 and c = d = e = 0. Then X has more than two
composition factors on V = LY (λ).
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5.2 Proof of Theorem 5.1

Proof. First observe that the TY -weights λ − 22100, λ − 21110, λ − 11111 restrict to the
TX -weight µ = ω − 2β1 − β2 − β3. By Lemmas 2.3.19 and 5.1.4, we then have

mV |X(µ) ≥

{

3 if p | a + 2;

7 otherwise,

while Theorem 2.3.11 yields mLX(ω)(µ) ≤ 5 as well as mLX(ω′)(µ) = 1. We hence assume
p | a+2 for the remainder of the proof (in which case a > 2). Now the TY -weights λ−34200,
λ−33210, λ−32220, λ−23211, λ−22221, and λ−12222 all restrict to ω′′ = ω−3β1−2β2−2β3.
Hence mV |X(ω

′′) ≥ 6, while Lemmas 5.1.1 and 5.1.9 yield mLX(ω)(ω
′′)+mLX(ω′)(ω

′′) ≤ 5, thus
completing the proof.

Thanks to Lemmas 5.2.4, 5.2.5, 5.2.6, 5.2.7 and 5.2.8, we are now able to prove a first
direction of Theorem 5.1 in the case where V = LY (λ) is an irreducible KY -module having
p-restricted weight λ ∈ X+(TY ) satisfying 〈λ, α2〉 6= 〈λ, α3〉 = 0.

Proposition 5.2.9

Let a, b, c, d, e ∈ Z≥0, with b 6= c = 0, and consider an irreducible KY -module V = LY (λ)
having p-restricted highest weight λ = aλ1 + bλ2 + cλ3 + dλ4 + eλ5. In addition, suppose that
X has exactly two composition factors on V. Then λ and p are as in Table 5.1.

Proof. First observe that d = 0 by Lemma 5.2.4. Also, an application of Lemma 5.2.5 yields
b = 1 as well. Moreover, by Lemmas 5.2.6, 5.2.7 and 5.2.8, we get that either λ = λ2 or
λ = λ1 + λ2. Assume the former case and observe that if p 6= 2, then X acts irreducibly on
V by [Sei87, Theorem 1, Table 1 (I4, I5)], a contradiction. If on the other hand λ = λ1 + λ2

and p = 5, then one can check (using [Lüb01, Appendix A.7] and [Lüb01, Appendix A.9],
for example) that dimV > dimLX(ω) + dimLX(ω

′), showing the existence of a third KX-
composition factor of V.

5.2.3 Remaining cases and conclusion

We first consider the situation where λ = aλ1+ eλ5 for some ae 6= 0. Here ω = (a+ e)ω1 and
one easily checks that ω′ = ω − β1 affords the highest weight of a second KX-composition
factor of V, namely

LX(ω
′) = LX((a+ e− 2)ω1 + ω2 + ω3).

Proposition 5.2.10

Let a, e ∈ Z>0 and consider an irreducible KY -module V = LY (λ) having p-restricted highest
weight λ = aλ1 + eλ5 ∈ Λ+(TY ). In addition, suppose that X has exactly two composition
factors on V. Then λ and p are as in Table 5.1.
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Proof. Let ω, ω′ be as above and first observe that if a, e > 1, then the TY -weights λ−20000,
λ − 10001, λ − 00002 restrict to ω − 2β1, whose multiplicity in both LX(ω) and LX(ω

′) is
smaller than or equal to 1. Without any loss of generality, we thus assume e = 1, that is
λ = aλ1+λ5, ω = (a+1)ω1, ω

′ = (a−1)ω1+ω2+ω3. Now if a > 2, the TY -weights λ−32100,
λ− 31110, λ− 22101, λ− 21111, λ− 11112 restrict to ω′′ = ω − 3β1 − β2 − β3. By Lemma
2.3.19, mV |X (ω

′′) ≥ 8, while Theorem 2.3.11 yields mLX(ω)(ω
′′) ≤ 2, mLX(ω′)(ω

′′) ≤ 5, a
contradiction. Consequently, either λ = λ1 + λ5 or λ = 2λ1 + λ5, and we leave to the
reader to complete the proof using [Lüb01, Appendix A.7] and [Lüb01, Appendix A.9], for
example.

Finally, assume a > 1 and e = 0, so that λ = aλ1, ω = aω1. Here the TY -weights
λ−22100, λ−21110, λ−11111 restrict to ω′ = ω−2β1−β2−β3. Hence mV |X (ω

′) ≥ 3, while
by Theorem 2.3.11, we have mLX(ω) ≤ 2. Also, since there is no weight ν ∈ Λ+(V |X) such
that ω′ ≺ ν ≺ ω and mLX(ω)(ν) > 1, we get that ω′ affords the highest weight of a second
KX-composition factor of V by Lemma 5.2.1, namely

LX(ω
′) = LX((a− 2)ω1).

Proposition 5.2.11

Let a ∈ Z>1 and consider an irreducible KY -module V = LY (λ) having p-restricted highest
weight λ = aλ1 ∈ Λ+(TY ). In addition, suppose that X has exactly two composition factors
on V. Then λ and p are as in Table 5.1.

Proof. Let ω, ω′ be as above and observe that if a > 3, then the TY -weights λ − 44200,
λ−43210, λ−42220, λ−33211, λ−32221, and λ−22222 all restrict to ω′′ = ω−4β1−2β2−2β3,
while Theorem 2.3.11 yields mLX(ω)(ω

′′) ≤ 3 as well as mLX(ω′)(ω
′′) ≤ 2. Hence a ≤ 3 and

using [Lüb01, Appendices A.7, A.9] , one checks that dimV > dimLX(ω) + dimLX(ω
′) if

a = 2 and p = 3, thus completing the proof.

Thanks to Propositions 5.2.3, 5.2.9, 5.2.10 and 5.2.11, we are now able to give a proof of
the main result of this chapter.

Proof of Theorem 5.1: Let K, Y,X be as in the statement of Theorem 5.1 and first
suppose that X acts with exactly two composition factors on the irreducible KY -module
V = LY (λ) having p-restricted highest weight

λ = aλ1 + bλ2 + cλ3 + dλ4 + eλ5.

If c > 0, then Proposition 5.2.3 yields the desired result, so we may assume c = 0. Now if
b > 0, an application of Proposition 5.2.9 shows that the assertion holds in this case as well,
thus allowing us to assume b = 0. Finally Propositions 5.2.10 and 5.2.11 together with the
fact that X acts irreducibly on LY (λ1) allow us to conclude.
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5.2 Proof of Theorem 5.1

In order to complete the proof, it remains to show that for every pair (λ, p) appearing in
Table 5.1, X has exactly two composition factors on V = LY (λ) and that V |X is completely
reducible if and only if (λ, p) 6= (λ2, 2).

The first assertion can easily be proved using [Lüb01, Appendices A.7, A.9] together with
Proposition 2.6.5 (in the case where (λ, p) 6= (λ2, 2)). Finally, consider the irreducible KY -
module V = LY (λ2) and observe that LY (λ2) ∼=

∧2 VY (λ1), so that LY (λ2)|X ∼=
∧2 VX(ω1).

By Proposition 2.6.3, the latter admits a Weyl filtration, yielding

LY (λ2)|X ∼= VX(ω2).

The latter being indecomposable, the proof is complete.
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CHAPTER 6

The case SO8(K) ⊂ SL8(K)

Let Y be a simply connected simple algebraic group of type A7 over K and consider a
subgroup X of type D4. Fix a Borel subgroup BY = UY TY of Y, where TY is a maximal torus
of Y and UY is the unipotent radical of BY , let Π(Y ) = {α1, . . . , α7} denote a corresponding
base of the root system Φ(Y ) of Y, and let {λ1, . . . , λ7} be the fundamental dominant weights
for TY corresponding to our choice of base Π(Y ). Also let Π(X) = {β1, . . . , β4} be a set of
simple roots for X and let {ω1, . . . , ω4} be the corresponding set of fundamental dominant
weights for X. The A3-parabolic subgroup of X corresponding to the simple roots {β1, β2, β3}
embeds in an A3 × A3-parabolic subgroup of Y, and up to conjugacy, we may assume that
this gives α1|TX

= α7|TX
= β1, α2|TX

= α6|TX
= β2, and α3|TX

= α5|TX
= β3. By considering

the action of the Levi factors of these parabolics on the natural KY -module LY (λ1), we
can deduce that α4|TX

= β4 − β3. Finally, using [Hum78, Table 1, p.69] and the fact that
λ1|TX

= ω1 yields

λ7|TX
= ω1, λ2|TX

= λ6|TX
= ω2, λ3|TX

= λ5|TX
= ω3 + ω4, λ4|TX

= 2ω4. (6.1)

As in the previous chapter, our goal here is to give a proof of Conjecture 4 in the case
where n = 4. In order to do so, we first consider a suitable parabolic subgroup of X and
use an inductive argument, based on Lemma 2.3.10 and Theorem 5.1, to reduce the num-
ber of possibilities for λ and p to be such that X has exactly two composition factors on
the irreducible V = LY (λ). We then proceed by a careful study of certain weight multi-
plicities in various irreducibles and assuming X has exactly two composition factors on an
irreducible KY -module V, we get a relatively short list of possible candidates for V and p.
Finally, we conclude by comparing dimensions as usual. For completeness, we record here
the aforementioned conjecture for n = 4, restated as a Theorem.
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Theorem 6.1

Let K, Y,X be as above, and consider an irreducible KY -module V = LY (λ) having p-
restricted highest weight λ ∈ X+(TY ). Then X has exactly two composition factors on V
if and only if λ and p appear in Table 6.1, where we give λ up to graph automorphisms.
Moreover, if (λ, p) is recorded in Table 6.1, then V |X is completely reducible if and only if
(λ, p) 6= (λ3, 2).

λ p V |X Dimensions

λ1 + λ2 6= 7 ω1 + ω2/ω1 160− 56δp,3, 8
λ1 + λ3 6= 2, 3 ω1 + ω3 + ω4/ω2 350, 28
λ1 + λ6 6= 2, 3 ω1 + ω2/ω3 + ω4 160− 8δp,7, 56
λ1 + λ7 6= 2 2ω1/ω2 35, 28
2λ1 6= 2 2ω1/0 35, 1
2λ1 + λ3 = 5 2ω1 + ω3 + ω4/ω1 + ω2 904, 160
3λ1 6= 2, 3, 5 3ω1/ω1 112, 8
λ3 = 2 ω3 + ω4/ω1 48, 8
λ4 6= 2 2ω3/2ω4 35, 35

Table 6.1: The case SO8(K) ⊂ SL8(K).

6.1 Preliminary considerations

Let G be a simple algebraic group over K with B, T, Φ, Π as usual, and consider an irreducible
KG-module V = LG(λ) having p-restricted highest weight λ ∈ X+(T ). In this section we
record some information on weight multiplicities in V for G of type An (n ≥ 3) or D4 over
K, necessary to prove Theorem 6.1. We start by introducing a method of determining lower
bounds for such multiplicities in the case where G is an arbitrary simple algebraic group over
K.

Lemma 6.1.1

Let G be a simple algebraic group over K with B, T, Φ = Φ+⊔Φ−, Π as usual, and consider
an irreducible KG-module V = LG(λ) having p-restricted highest weight λ ∈ X+(T ). Also let
J = {γ1, . . . , γi} ⊂ Φ+ be such that H = 〈U±γr : 1 ≤ r ≤ i〉 is a semisimple subgroup of G.
Finally, let µ ∈ Λ+(V ) and write λ′ = λ|TH

, as well as µ′ = µ|TH
. Then mV (µ) ≥ mLH(λ′)(µ

′).

Proof. Let v+ denote a maximal vector in V for B and set U = 〈Hv+〉. Clearly U is stable
under the action of T and hence mV (µ) ≥ mU(µ). Since U is a homomorphic image of VG(λ)
by [Jan03, II, 2.13 b)], the result follows.
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6.1 Preliminary considerations

6.1.1 Weight multiplicities for G of type An over K

Let K be an algebraically closed field of characteristic p ≥ 0 and G a simple algebraic group
of type An (n ≥ 3) over K. Fix a Borel subgroup B = UT of G, where T is a maximal
torus of G and U is the unipotent radical of B, let Π = {γ1, . . . , γn} denote a corresponding
base of the root system Φ of G and let {σ1, . . . , σn} be the set of fundamental dominant
weights for T corresponding to our choice of base Π. Since our primary goal is to give a
proof of Theorem 6.1, we could focus our attention on the cases where 2 ≤ n ≤ 7. However,
most of the results can easily be generalized and prove useful in the next chapter, hence we
shall assume n ≥ 3 arbitrary for the remainder of the section, unless specified otherwise.
We start by considering an irreducible KG-module V = LG(σ) having p-restricted highest
weight σ = aσ1 + bσn, where n ≥ 3, a, b ∈ Z>0, and record a result similar to Lemma 2.3.19.
We advise the reader to use the embedding An ⊂ Dn+3 as stated in Remark 5.1.11 in order
to simplify the computations.

Lemma 6.1.2

Let V be as above, with a > 3, and let µ = σ−(3γ1+2γ2+γ3+ · · ·+γn). Then µ is dominant,
χµ(σ) = chV + ǫp(a+ b+ n− 1) chLG(τ), where τ = σ − (γ1 + · · ·+ γn), and

mV (µ) =

{

n− 1 if p | a + b+ n− 1;

n otherwise.

Proof. Let VG(σ) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 be the filtration of VG(σ) given by Proposition
2.7.4 and write τ = σ − (γ1 + · · ·+ γn). We leave to the reader to check that

νµ
c (Tσ) = νp(a+ b+ n− 1)χµ(τ),

so that mV (µ) = mVG(σ)(µ) if p ∤ a + b + n − 1 by Proposition 2.7.8 and an application of
Theorem 2.3.11 shows that the assertion holds in this situation. For the remainder of the
proof, we assume p | a+ b+ n− 1. By Theorems 2.3.4 and 2.3.18, we have χµ(τ) = chLG(τ)
and thus νµ

c (Tσ) = νp(a+ b+n− 1) chLG(τ). Therefore χµ(σ) = ch V +chLG(τ) by Lemma
2.3.19 and Proposition 2.7.8 and applying Theorem 2.3.11 completes the proof.

We next consider an irreducible KG-module V = LG(σ) having p-restricted highest
weight σ = aσ1 + σj , where a ∈ Z>1, 2 ≤ j < n, and prove the following generalization of
Lemma 5.1.4.

Lemma 6.1.3

Let V be as above and let µ1 = σ − (2γ1 + · · · + 2γj + γj+1), µ2 = µ1 − γ1. Then µ1

(respectively, µ2 if a > 3) is dominant, χµ1(σ) = χµ2(σ) = ch V + ǫp(a + j) chLG(τ), where
τ = σ − (γ1 + · · ·+ γj), and

mV (µ1) = mV (µ2) =

{

j(j − 1)/2 if p | a + j;

j(j + 1)/2 otherwise.
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Proof. Fix i = 1 or 2 and let VG(σ) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 be the filtration of VG(σ)
given by Proposition 2.7.4. Also write τ = λ− (γ1 + · · ·+ γj) = (a− 1)σ1 + σj+1 ∈ X+(T ),
and first check that

νµi
c (Tσ) = νp(a+ j)(χµi(τ)− χµi(µ1)).

Therefore mV (µi) = mVG(σ)(µi) if p ∤ a+j by Proposition 2.7.8 and an application of Theorem
2.3.11 shows that the assertion holds in this situation. We thus assume p | a + j for the
remainder of the proof, in which case Lemma 2.3.19 yields

χµi(τ) = chLG(τ) + chLG(µ1),

so that νµi
c (Tσ) = νp(a + j) chLG(τ). Consequently χµi(σ) = ch V + chLG(τ) by Lemma

2.3.19 and Proposition 2.7.8, so mV (µi) = mVG(σ)(µi) − mLG(τ)(µi). Finally mLG(τ)(µi) = j
by Lemma 2.3.19 and the result then follows from Theorem 2.3.11.

In the following statement, we assume n ≥ 4 and consider an irreducible KG-module
V = LG(σ) having p-restricted highest weight σ = aσ1+σj, where a ∈ Z>2 and 2 ≤ j < n−1.

Lemma 6.1.4

Let V be as above and let µ = σ − (3γ1 + · · · + 3γj + 2γj+1 + γj+2). Then µ is dominant,
χµ(σ) = chV + ǫp(a+ j) chLG(τ1), where τ1 = σ − (γ1 + · · ·+ γj), and

mV (µ) =

{

j(j − 1)(j + 1)/6 if p | a + j;

j(j + 1)(j + 2)/6 otherwise.

Proof. Let VG(σ) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 be the series given by Proposition 2.7.4 and
write τ1 = λ− (γ1+ · · ·+γj) = (a−1)σ1+σj+1, τ2 = τ1− (γ1+ · · ·+γj+1) = (a−2)σ1+σj+2.
One first checks that νµ

c (Tσ) = νp(a+j)(χµ(τ1)−χ
µ(τ2)+χµ(µ)), so that mV (µ) = mVG(σ)(µ)

if p ∤ a + j by Proposition 2.7.8, in which case Theorem 2.3.11 yields the desired assertion.
For the remainder of the proof, we thus assume p | a + j and first observe that Lemmas
2.3.19 and 6.1.3 respectively yield

χµ(τ2) = chLG(τ2) + chLG(µ), χµ(τ1) = chLG(τ1) + chLG(τ2).

Therefore νµ
c (Tσ) = νp(a+j) chLG(τ1) and χµ(σ) = ch V +chLG(τ1) by Lemma 2.3.19 and

Proposition 2.7.8. An application of Theorem 2.3.11 then yields mVG(σ)(µ) =
1
6
j(j+1)(j+2),

while mLG(τ1)(µ) =
1
2
j(j + 1) by Lemma 6.1.3, completing the proof.

In the remainder of this section, we focus our attention on an irreducible KG-module
V = LG(σ) having p-restricted highest weight σ = aσ1 + bσj + cσn ∈ X+(T ) where n ≥ 3,
a, b, c ∈ Z>0 and 2 ≤ j < n.
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6.1 Preliminary considerations

Lemma 6.1.5

Let V be as above and assume p divides both a + b + j − 1 and b + c + n − j. Also let
µ = σ−(γ1+· · ·+γn) and write τ1 = σ−(γ1+· · ·+γj) as well as τ2 = σ−(γj+· · ·+γn). Then
χµ(σ) = chV +chLG(τ1)+chLG(τ2), mVG(σ)(µ) = j(n−j+1) and mV (µ) = (n−j)(j−1)+1.

Proof. Let VG(σ) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 be the filtration of VG(σ) given by Proposition
2.7.4 and let τ1 = (a− 1)σ1 + (b− 1)σj + σj+1 + cσn, τ2 = aσ1 + σj−1 + (b− 1)σj + (c− 1)σn

be as above. One then checks that νµ
c (Tσ) = νp(a+ b+ j−1)χµ(τ1)+ νp(b+ c+n− j)χµ(τ2),

while Lemma 2.3.19 yields χµ(τ1) = chLG(τ1) and χµ(τ2) = chLG(τ2), so that

νµ
c (Tσ) = νp(a+ b+ j − 1) chLG(τ1) + νp(b+ c+ n− j) chLG(τ2).

Therefore χµ(σ) = chV + chLG(τ1) + chLG(τ2) by Lemma 2.3.19 and Proposition 2.7.8
and thus mV (µ) = mVG(σ)(µ) − mLG(τ1)(µ) − mLG(τ2)(µ). An application of Theorem 2.3.11
then yields mVG(σ)(µ) = j(n − j + 1), while mLG(τ1)(µ) = n − j and mLG(τ2)(µ) = j − 1 by
Lemma 2.3.19, from which the result follows.

Let K, G and V be as above and assume j = 2, that is, V = LG(σ) is an irreducible
KG-module with p-restricted weight σ = aσ1 + bσ2 + cσn, where a, b, c ∈ Z>0. In the next
results, we investigate the multiplicity of the dominant T -weight µ = σ − (γ1 + · · · + γn)
in V without the congruence conditions of the previous Lemma, using information on the
structure of VG(σ) as an L -module, where L = L (G) denotes the Lie algebra of G. Let
then B = {eγ , fγ, hγi : γ ∈ Φ+, 1 ≤ i ≤ n} be a standard Chevalley basis of L as in Section
2.5.1. By (2.14) and our choice of ordering on Φ+, the weight space VG(σ)µ is spanned by

{f1,nv
σ} ∪ {fγ1f2,rfr+1,nv

σ}2≤r≤n−1

∪ {f1,sfs+1,nv
σ}1≤s≤n−1, (6.2)

where vσ ∈ VG(σ)σ is a maximal vector in VG(σ) for B (and thus for the corresponding Borel
subalgebra b of L as well). Applying Theorem 2.3.11 then yields mVG(σ)(µ) = 2(n − 1),
forcing the generating elements of (6.2) to be linearly independent, so that the following
holds.

Proposition 6.1.6

Let G be a simple algebraic group of type An over K and consider the dominant T -weight
σ = aσ1+ bσ2+ cσn, where a, b, c ∈ Z>0. Also let µ = σ− (γ1+ · · ·+γn). Then µ is dominant
and the set (6.2) forms a basis of the weight space VG(σ)µ.

We now study the relation between the quintuple (a, b, c, n, p) and the existence of a
maximal vector in VG(σ)µ for b. For A = (Ar)1≤r≤2(n−1) ∈ K2(n−1), we set

w(A) = A1f1,nv
σ +

n−1∑

r=2

Arfγ1f2,rfr+1,nv
σ +

n−1∑

s=1

An+s−1f1,sfs+1,nv
σ. (6.3)
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Lemma 6.1.7

Let G, σ, µ be as in the statement of Proposition 6.1.6 and adopt the notation of (6.3). Then
the following assertions are equivalent.

1. There exists 0 6= A ∈ K2(n−1) such that eγw(A) = 0 for every γ ∈ Π.

2. There exists A ∈ K2n−3 ×K∗ such that eγw(A) = 0 for every γ ∈ Π.

3. The divisibility condition p | a+ b+ c+ n− 1 is satisfied.

Furthermore, if 0 6= A ∈ K2(n−1) is such that eγw(A) = 0 for every simple root γ ∈ Π, then
A ∈ 〈(−(a+1)c, 1, . . . , 1,−c, a+1, . . . , a+1)〉K . In particular, the subspace of VG(σ) spanned
by all maximal vectors in VG(σ)µ for b is at most 1-dimensional.

Proof. Let A = (Ar)1≤r≤2(n−1) ∈ K2(n−1) and set w = w(A). Then applying Lemma 2.5.3
yields

eγ1w = (−A1 + (a+ 1)An) f2,nv
σ +

n−1∑

r=2

((a+ 1)Ar − An+r−1) f2,rfr+1,nv
σ,

eγ2w =

(

(b+ 1)A2 +

n−1∑

r=3

Ar − An + An+1

)

fγ1f3,nv
σ,

while for every 3 ≤ r ≤ n− 1, we get

eγrw = (−Ar−1 + Ar)fγ1f2,r−1fr+1,nv
σ + (−An+r−2 + An+r−1)f1,r−1fr+1,nv

σ,

as well as

eγnw = (A1 + cA2(n−1))f1,n−1v
σ + (cAn−1 + An)fγ1f2,n−1v

σ.

One checks that fγ1f3,nv
σ 6= 0 and that each of the lists {f2,nv

σ, f2,rfr+1,nv
σ : 2 ≤ r < n},

{fγ1f2,r−1fr+1,nv
σ, f1,r−1fr+1,nv

σ} (2 ≤ r ≤ n − 1) and {f1,n−1v
σ, fγ1f2,n−1v

σ} is linearly
independent. Therefore eγw(A) = 0 for every γ ∈ Π if and only if A is a solution to the
system of equations







A1 = (a+ 1)An

An+r−1 = (a+ 1)Ar for every 2 ≤ r ≤ n− 1

(b+ 1)A2 = −
∑n−1

r=3 Ar + An − An+1

Ar−1 = Ar for every 3 ≤ r ≤ n− 1
As−1 = As for every n+ 2 ≤ s ≤ 2(n− 1)
A1 = −cA2(n−1)

An = −cAn−1.

(6.4)
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6.1 Preliminary considerations

Now one easily sees that (6.4) admits a non-trivial solution A ∈ K2(n−1) if and only if
p | a+ b+ c+ n− 1 (showing that 1 and 3 are equivalent), in which case

A ∈ 〈(−(a + 1)c, 1, . . . , 1
︸ ︷︷ ︸

n−2

,−c, a+ 1, . . . , a+ 1
︸ ︷︷ ︸

n−2

)〉K

(so that 1 and 2 are equivalent), completing the proof.

Let τ = σ − γ1 − γ2 ∈ X+(T ) and assume p | a + b + 1. Then by (4.7), the element
uτ = f1,2v

σ − b−1fγ1fγ2v
σ is a maximal vector in VG(σ)τ for B (hence for b as well).

Lemma 6.1.8

Set U = 〈Guτ〉 ⊂ rad(σ), where σ and uτ are as above, and let µ = σ− (γ1+ · · ·+ γn). Then
mU(µ) = n− 2.

Proof. Write v1 = f1,nv
σ, vr = fγ1f2,rfr+1,nv

σ for 2 ≤ r ≤ n − 1, and vn+s−1 = f1,sfs+1,nv
σ

for every 1 ≤ s ≤ n− 1. Using Lemma 2.5.3, one easily checks that we have

f3,nu
τ = v1 − b−1v2 − b−1vn + vn+1,

f3,rfr+1,nu
τ = b−1v2 − b−1vr − vn+1 + vn+r−1, (6.5)

for every 3 ≤ r ≤ n−1. Those elements are clearly independent by Proposition 6.1.6 and thus
m〈L uτ 〉(µ) = n− 2. Since U is an image of VG(τ) containing 〈L uτ 〉 and mVG(τ)(µ) = n − 2
by Theorem 2.3.11, the proof is complete.

Let U be as in the statement of Lemma 6.1.8, write VG(σ) = VG(σ)/U and for v ∈ VG(σ),
denote by v̄ the class of v in VG(σ). Using (6.5), one easily checks that v̄n+r−1 = −v̄1+b−1v̄r+
b−1v̄n for every 2 ≤ r ≤ n− 1 and thus VG(σ)µ = 〈v̄1, . . . , v̄n〉K . For A = (Ar)

n
r=1 ∈ Kn, we

write

w̄(A) = A1f1,nv̄
σ +

n−1∑

r=2

Arfγ1f2,rfr+1,nv̄
σ + Anfγ1f2,nv̄

σ.

Lemma 6.1.9

Let σ = aσ1+bσ2+cσn be such that abc 6= 0, p | a+b+c+n−1, but p ∤ b+c+n−2. Also consider
an irreducible KG-module V = LG(σ) having highest weight σ and let µ1 = σ−(γ1+· · ·+γn),
µ2 = µ1−γ1. Then χµi(σ) = ch V + ǫp(a+ b+1) chLG(τ)+chLG(µ1), where τ = σ−γ1−γ2.
Moreover mVG(σ)(µ1) = mVG(σ)(µ2) = 2(n− 2) and

mV (µ1) = mV (µ2) =

{

n if p | a+ b+ 1;

2n− 3 otherwise.
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Proof. Fix i = 1 or 2, let VG(σ) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 be the filtration of VG(σ) given
by Proposition 2.7.4 and write τ = σ − γ1 − γ2. We leave to the reader to check that

νµi
c (Tσ) = νp(a+ b+ 1)χµi(τ) + νp(a+ b+ c+ n− 1)χµi(µ1) (6.6)

and that by Lemma 2.3.19, we have χµi(τ) = chLG(τ) + ǫp(c + n − 2) chLG(µ1). Now if
p ∤ a+b+1, then Proposition 2.7.8 shows that µ1 affords the highest weight of a composition
factor of VG(σ), while [VG(σ), LG(ν)] = 0 for every µ1 6= ν ∈ X+(T ) such that µ2 4 ν ≺ σ.
Consequently, there exists a maximal vector in VG(σ)µ1

for B and an application of Lemma
6.1.7 yields [VG(σ), LG(µ1)] = 1, so that mV (µi) = mVG(σ)(µi)− 1. (Indeed, mV (µ1)(µ2) = 1.)
Proposition 2.3.15 then yields the result in this situation and we may assume p | a + b + 1
for the remainder of the proof. Here (6.6) can be rewritten as

νµi
c (Tσ) = νp(a+ b+ 1) chLG(τ) + νp(a + b+ c+ n− 1) chLG(µ1),

in which case each of τ and µ1 affords the highest weight of a composition factor of VG(σ) by
Proposition 2.7.8, while [VG(σ), LG(ν)] = 0 (and hence [VG(σ), LG(ν)] = 0 as well) for every
T -weight τ, µ1 6= ν ∈ X+(T ) such that µ2 4 ν ≺ σ. Now if µ1 affords the highest weight
of a composition factor of VG(σ), then there exists A = (Ar)

n
r=1 ∈ Kn such that w̄(A) is a

maximal vector in VG(σ) for BG. Now applying Lemma 2.5.3 yields

eγ1w̄(A) = (−A1 + (a+ 1)An)f2,nv̄
σ + (a+ 1)

n−1∑

r=2

Arf2,rfr+1,nv̄
σ

and as p ∤ (a+ 1)(b+ c+ n− 2), one gets that the elements f2,nv̄
σ, f2,rfr+1,nv̄

σ (2 ≤ r < n)
are linearly independent, so that Ar = 0 for every 2 ≤ r < n as well as A1 = (a + 1)An.
Finally, one checks that eγ2w̄(A) = −Anfγ1f3,nv̄

σ and hence A1 = An = 0. Consequently

[VG(σ), LG(µ1)] = 0 and thus

[VG(σ), LG(µ1)] = [U, LG(µ1)]. (6.7)

Finally, notice that mLG(τ)(µ1) = n−3 by Lemma 2.3.19, and an application of Lemma 6.1.8
yields [U, LG(µ1)] = 1. The result then follows from (6.7).

Proposition 6.1.10

Let G be a simple algebraic group of type An (n ≥ 3) over K and consider an irreducible KG-
module V = LG(σ) having highest weight σ = aσ1 + bσ2 + cσn ∈ X+(T ), where a, b, c ∈ Z>0.
Also set τ1 = σ−γ1−γ2, τ2 = σ− (γ2+ · · ·+ γn) and write z1 = a+ b+1, z2 = b+ c+n−2,
z3 = a+ b+ c+n−1. Finally, consider µ = σ− (γ1+ · · ·+γn) ∈ X(T ). Then µ is dominant,
mV (µ) = 2(n− 1)− ǫp(z1)(n− 2)− ǫp(z2)− ǫp(z3) + ǫp(z1)ǫp(z3) and

χµ(σ) = ch V + ǫp(z1) chLG(τ1) + ǫp(z2) chLG(τ2) + ǫp(z3) chLG(µ).
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6.1 Preliminary considerations

Proof. Let VG(σ) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 be the filtration of VG(σ) given by Proposition
2.7.4. One first checks that

νµ
c (Tσ) = νp(z1)χ

µ(τ1) + νp(z2)χ
µ(τ2) + νp(z3)χ

µ(µ)

and observes that if p ∤ z1z2z3, then χµ(σ) = ch V by Proposition 2.7.8. For the remainder
of the proof, we may and will assume the existence of 1 ≤ i ≤ 3 such that p | zi.

1. We first consider the case where p | z1. If p ∤ z2z3, then we have νµ
c (Tσ) = νp(z1)χ

µ(τ1)
and applying Lemma 2.3.19 yields χµ(τ1) = chLG(τ1), so that χµ(σ) = chV +chLG(τ1)
by Lemma 2.3.19 and Proposition 2.7.8. If on the other hand p | z2 (and so p ∤ z3),
then the assertion on χµ(σ) immediately follows from Lemma 6.1.5. Finally, if p | z3
(and so p ∤ z2), then χµ(σ) = ch V + chLG(τ1) + chLG(µ) by Lemma 6.1.9.

2. Next assume p ∤ z1 and first suppose that p | z2 (in which case one easily sees that
p ∤ z3). Then νµ

c (Tσ) = νp(z2)χ
µ(τ2) and Lemma 2.3.19 yields χµ(τ2) = chLG(τ2), so

that χµ(σ) = chV + chLG(τ2) in this case by Lemma 2.3.19 and Proposition 2.7.8. If
on the other hand p ∤ z2 and p | z3, then the assertion on χµ(σ) follows from Lemma
6.1.9.

The result on mV (µ) is a direct consequence of the assertion on the decomposition of
χµ(σ) in terms of characters of irreducibles. We leave the details to the reader.

We next consider an irreducible KG-module V = LG(σ) having p-restricted highest
weight σ = aσ1+2σ2+bσn ∈ X+(T ), where n > 3, a, b ∈ Z>0, and investigate the multiplicity
of the dominant T -weight µ = σ − (γ1 + 2γ2 + γ3 + · · ·+ γn).

Lemma 6.1.11

Let V be as above, with n > 3, and suppose that p divides both a+ 3 and b+ n+ 1. Also let
µ = σ − (γ1 + 2γ2 + γ3 · · · + γn) and set τ = σ − γ1 − γ2. Then χµ(σ) = ch V + chLG(τ),
mVG(σ)(µ) = 3n− 4 and mV (µ) = n.

Proof. Let VG(σ) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 be the filtration of VG(σ) given by Proposition
2.7.4. We leave to the reader to check that νµ

c (Tσ) = νp(a + 3)χµ(τ) and χµ(τ) = chLG(τ).
(Use Lemma 2.3.19 together with Corollary 2.7.3 to prove the latter assertion.) Therefore
νµ
c (Tσ) = νp(a+3) chLG(τ) and χµ(σ) = chV + chLG(τ) by Lemma 2.3.19 and Proposition

2.7.8. Consequently mV (µ) = mVG(σ)(µ)− mLG(τ)(µ) and an application of Theorem 2.3.11
yields mVG(σ)(µ) = 3n− 4, while mLG(τ)(µ) = 2(n− 2) by Proposition 6.1.10, completing the
proof.

Using Lemma 6.1.1 together with Lemma 6.1.11, we now give a lower bound for the
multiplicity of σ − (γ1 + 2γ2 + γ3 + · · ·+ γn) in a given irreducible KG-module V = LG(σ)
having p-restricted highest weight σ = aσ1 + 2σ2 + bσn, where a, b ∈ Z>0, under certain
divisibility conditions.
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Lemma 6.1.12

Let V as above, with n > 3 and assume p divides both a + 3 and b + n. Also consider the
T -weight µ = σ − (γ1 + 2γ2 + γ3 + · · ·+ γn). Then mV (µ) ≥ n− 1.

Proof. Let J = {η1, . . . , ηn−1}, where ηr = γr for every 1 ≤ r < n− 1, ηn−1 = γn−1 + γn, so
that H = 〈U±ηr : 1 ≤ r ≤ n−1〉 is simple of type An−1 over K, and denote by {σ′

1, . . . , σ
′
n−1}

the set of fundamental weights corresponding to our choice of base. Adopting the latter
notation, we get σ′ = σ|TH

= aσ′
1 +2σ′

2 + bσ′
n−1, µ

′ = µ|TH
= σ′− (η1 +2η2 + η3 + · · ·+ ηn−1),

and as p | b + (n − 1) + 1, Lemma 6.1.11 applies, yielding mLH(σ′)(µ
′) = n − 1. The result

then follows from Lemma 6.1.1.

We are now able to determine the exact multiplicity of µ = σ−(γ1+2γ2+γ3+ · · ·+γn) in
an irreducible KG-module V = LG(σ) having p-restricted highest weight σ = aσ1+2σ2+bσn,
where a, b ∈ Z>0, under the divisibility conditions of Lemma 6.1.12.

Proposition 6.1.13

Let G be a simple algebraic group of type An (n ≥ 3) over K and consider an irreducible KG-
module V = LG(σ) having highest weight σ = aσ1 + 2σ2 + bσn ∈ X+(T ), where a, b ∈ Z>0.
Also assume p divides both a+ 3 and b+ n and let µ = σ − (γ1 + 2γ2 + γ3 + · · ·+ γn). Then
µ is dominant and mV (µ) = n− 1.

Proof. Let VG(σ) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 be the series given by Proposition 2.7.4
and write τ1 = σ − (γ1 + γ2) = as well as τ2 = σ − (γ2 + · · · + γn). One first checks that
νµ
c (Tσ) = νp(a + 3)χµ(τ1) + νp(b + n)χµ(τ2) and that Lemmas 2.3.19 and 6.1.9 respectively

yield

χµ(τ2) = chLG(τ2) + chLG(µ), χµ(τ1) = chLG(τ1) + chLG(µ),

so that [VG(σ), LG(µ)] 6= 0 by Proposition 2.7.8. Applying Theorem 2.3.11, one then gets
mVG(σ)(µ) = 3n−4, while mLG(τ1)(µ) = 2n−5 by Lemma 6.1.9 and mLG(τ2)(µ) = 1 by Lemma
2.3.19. Therefore mLG(σ)(µ) ≤ n−1 and an application of Lemma 6.1.12 then completes the
proof.

We now aim at proving a result similar to Proposition 6.1.13 in the situation where
µ = σ−(2γ1+2γ2+γ3+· · ·+γn). We start our investigation by the following two preliminary
results.

Lemma 6.1.14

Assume n ≥ 4 and consider an irreducible KG-module V = LG(σ) having p-restricted highest
weight σ = aσ1 + σ2 + σ3 + bσn, where a, b ∈ Z>0. Also assume p 6= 2, 3 divides both a + 4
and b + n + 1, and let µ = σ − (γ1 + · · · + γn). Then χµ(σ) = chV + chLG(τ), where
τ = σ − γ1 − γ2 − γ3, mVG(σ)(µ) = 4(n− 2) and mV (µ) = 3n− 5.
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6.1 Preliminary considerations

Proof. Let VG(σ) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 be the filtration of VG(σ) given by Proposition
2.7.4. The reader first checks that νµ

c (Tσ) = νp(a + 4)χµ(τ), while an application of Lemma
2.3.19 yields χµ(τ) = chLG(τ), hence

νµ
c (Tσ) = νp(a+ 4) chLG(τ).

Therefore χµ(σ) = ch V + chLG(τ) by Lemma 6.1.9 and Proposition 2.7.8, so that
mV (µ) = mVG(σ)(µ) − mLG(τ)(µ). Applying Theorem 2.3.11 gives mVG(σ)(µ) = 4(n − 2),
while mLG(τ)(µ) = n− 3 by Lemma 2.3.19, completing the proof.

Lemma 6.1.15

Assume n > 3 and consider an irreducible KG-module V = LG(σ) having p-restricted highest
weight σ = aσ1 + 2σ2 + bσn, where a ∈ Z>1, b ∈ Z>0. Also assume p divides both a + 3 and
b+n+1, and let µ = σ−(2γ1+2γ2+γ3+ · · ·+γn). Then mVG(σ)(µ) = 4n−5 and mV (µ) = n.

Proof. Let VG(σ) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 be the filtration of VG(σ) given by Proposition
2.7.4 and write τ1 = σ − γ1 − γ2, τ2 = τ1 − γ1 − γ2 − γ3. One starts by checking that
νµ
c (Tσ) = νp(a+ 3)(χµ(τ1)− χµ(τ2)) while Lemmas 2.3.19 and 6.1.14 respectively yield

χµ(τ2) = chLG(τ2), χµ(τ1) = chLG(τ1) + chLG(τ2),

so that νµ
c (Tσ) = νp(a + 3) chLG(τ1). Therefore χµ(σ) = chV + chLG(τ1) by Lemma 2.3.19

and Proposition 2.7.8. Finally, an application of Theorem 2.3.11 gives mVG(σ)(µ) = 4n− 5,
while mLG(τ1)(µ) = 3n− 5 by Lemma 6.1.14, completing the proof.

Using Lemma 6.1.1 together with Lemma 6.1.15, we now give a lower bound for the
multiplicity of σ − (2γ1 + 2γ2 + γ3 + · · ·+ γn) in a given irreducible KG-module V = LG(σ)
having p-restricted highest weight σ = aσ1 + 2σ2 + bσn, where a > 1, b > 0, under the
assumption that p divides both a + 3 and b+ n.

Proposition 6.1.16

Let G be a simple algebraic group of type An (n > 4) over K and consider an irreducible KG-
module V = LG(σ) having highest weight σ = aσ1 + 2σ2 + bσn ∈ X+(T ), where a, b ∈ Z>0.
Also assume p divides both a+3 and b+ n and let µ = σ− (2γ1+2γ2 + γ3+ · · ·+ γn). Then
µ is dominant and mV (µ) ≥ n− 1.

Proof. Let J = {η1, . . . , ηn−1}, where ηr = γr for every 1 ≤ r < n− 1, ηn−1 = γn−1 + γn, so
that H = 〈U±ηr : 1 ≤ r ≤ n−1〉 is simple of type An−1 over K, and denote by {σ′

1, . . . , σ
′
n−1}

the set of fundamental weights corresponding to our choice of base. Adopting the latter
notation, we get σ′ = σ|TH

= aσ′
1+2σ′

2+ bσn−1, µ
′ = µ|TH

= σ′− (2η1+2η2+ η3+ · · ·+ ηn−1),
and as p | b + (n − 1) + 1, Lemma 6.1.15 applies, yielding mLH(σ′)(µ

′) = n − 1. The result
then follows from Lemma 6.1.1.
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Finally, fix n = 4 and consider an irreducible KG-module V = LG(σ) having highest
weight σ = aσ1 + σ2 + σ3, where a ∈ Z>0. In the next result, we investigate the multiplicity
of µ = σ − γ1 − 2γ2 − 2γ3 − γ4 in V, under the divisibility condition p | a + 2 (p 6= 3).

Lemma 6.1.17

Let V be as above and set µ = σ − γ1 − 2γ2 − 2γ3 − γ4. Also assume p 6= 3 and p | a + 2.
Then mVG(σ)(µ) = 8 and mV (µ) = 6.

Proof. Let VG(σ) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 be the filtration of VG(σ) given by Proposition
2.7.4 and write τ = σ−γ1−γ2. Then one easily checks that νµ

c (Tσ) = νp(a+2)χµ(τ), and since
p 6= 3, we have χµ(τ) = chLG(τ) by Lemma 5.1.1, so that χµ(σ) = ch V +chLG(τ) by Lemma
2.3.19 and Proposition 2.7.8. Finally mVG(σ) = 8 by Theorem 2.3.11, while mLG(τ)(µ) = 2 by
Lemma 5.1.1, completing the proof.

6.1.2 Weight multiplicities for G of type D4 over K

Let K be an algebraically closed field of characteristic p ≥ 0 and G a simple algebraic group
of type D4 over K. Fix a Borel subgroup B = UT of G, where T is a maximal torus of G and
U is the unipotent radical of B, let Π = {γ1, γ2, γ3, γ4} denote a corresponding base of the
root system Φ of G and let {σ1, σ2, σ3, σ4} be the set of fundamental dominant weights for T
corresponding to our choice of base Π. In this section, we record some useful information on
weight multiplicities and for c1, c2, c3, c4 ∈ Z, we adopt the notation ω−c1c2c3c4 to designate
σ−c1γ1−c2γ2−c3γ3−c4γ4. We start by the following three very specific situations, in which
K has characteristic p = 7.

Lemma 6.1.18

Assume p = 7 and consider an irreducible KG-module V = LG(σ) having highest weight
σ = 4σ1 + 2σ2 ∈ X+(T ). Also let µ = σ − 1211. Then µ is dominant, mVG(σ)(µ) = 7 and
mV (µ) ≤ 3.

Proof. By Lemma 2.3.19, the T -weight τ = σ−γ1−γ2 = 3σ1+σ2+σ3+σ4 affords the highest
weight of a composition factor of VG(σ), so that mV (µ) ≤ mVG(σ)(µ) − mLG(τ)(µ). Now an
application of 2.3.11 yields mVG(σ)(µ) = 7, while mLG(τ)(µ) = 4 by [Lüb15], completing the
proof.

Lemma 6.1.19

Assume p = 7 and consider an irreducible KG-module V = LG(σ) having highest weight
σ = 4σ1 + 3σ2 ∈ X+(T ). Also let µ = σ − 2311. Then µ is dominant, mVG(σ)(µ) = 14 and
mV (µ) ≤ 9.
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6.1 Preliminary considerations

Proof. Let VG(σ) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 be the filtration of VG(σ) given by Proposition
2.7.4 and write τ1 = σ − 2200 = 2σ1 + σ2 + 2σ3 + 2σ4 as well as τ2 = σ − 1211 = 4σ1 + 2σ2.
One first checks that νµ

c (Tσ) = χµ(τ1) + χµ(τ2), while Lemma 2.3.19 and Proposition 6.1.10
respectively yield

χµ(τ2) = chLG(τ2) + chLG(µ), χµ(τ1) = chLG(τ1) + chLG(µ).

Therefore νµ
c (Tσ) = chLG(τ1) + chLG(τ2) + 2 chLG(µ) and each of τ1, τ2 and µ affords

the highest weight of a composition factor of VG(σ) by Proposition 2.7.8, yielding

mV (µ) ≤ mVG(σ)(µ)−mLG(τ1)(µ)−mLG(τ2)(µ)−mLG(µ)(µ).

Using Proposition 6.1.10, one checks that mLG(τ1)(µ) = 3, while mLG(τ2)(µ) = 1 by Lemma
2.3.19 and obviously mLG(µ)(µ) = 1. Finally, applying Theorem 2.3.11 yields mVG(σ)(µ) = 14,
completing the proof.

Lemma 6.1.20

Assume p = 7 and consider an irreducible KG-module V = LG(σ) having highest weight
σ = 5σ1+σ2+σ3+σ4 ∈ X+(T ). Also let µ = σ−2211. Then µ is dominant, mVG(σ)(µ) = 19
and mV (µ) ≤ 12.

Proof. By Lemma 2.3.19, the T -weight τ = σ − 1100 = 4σ1 + 2σ3 + 2σ4 affords the highest
weight of a composition factor of VG(σ), and one easily checks using Lemma 2.3.19 and
Corollary 2.7.3 that [VG(τ), LG(ν)] = 0 for every ν ∈ X+(T ) such that µ 4 ν ≺ τ. Therefore
mLG(τ)(µ) = mVG(τ)(µ) and Theorem 2.3.11 yields mVG(τ)(µ) = 7, as well as mVG(σ)(µ) = 19,
from which the result follows.

We next drop the assumption p = 7 and consider an irreducible KG-module V = LG(σ)
having p-restricted highest weight σ = aσ1+ bσ2+ cσ3+ dσ4, where a, b, c, d ∈ Z≥0. We start
by the case where ab 6= c = d = 0.

Lemma 6.1.21

Let V be as above, with b = 1, c = d = 0 and a ∈ Z>0 such that p | a+2. Also let µ = σ−1211.
Then µ is dominant, mVG(σ)(µ) = 6 and mV (µ) ≤ 3.

Proof. By Lemma 2.3.19, the T -weight τ = σ−1100 = (a−1)σ1+σ3+σ4 affords the highest
weight of a composition factor of VG(σ), so that mV (µ) ≤ mVG(σ)(µ)−mLG(τ)(µ). Also, since
p | a+2 and σ is p-restricted, we get that p 6= 2 and Lemma 2.3.19 yields mLG(τ)(µ) = 3. An
application of Theorem 2.3.11 shows that mVG(σ)(µ) = 6 and thus allows us to conclude.

Lemma 6.1.22

Let V be as above, with b = 3, c = d = 0, and a ∈ Z>0 such that p | a + 4. Also let
µ = λ− 1422. Then µ is dominant, mVG(σ)(µ) = 12 and mV (µ) ≤ 5.
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Proof. By Lemma 2.3.19, the T -weight τ = σ− 1100 = (a− 1)σ1 +2σ2 + σ3 + σ4 affords the
highest weight of a composition factor of VG(σ), so that mV (µ) ≤ mVG(σ)(µ) − mLG(τ)(µ).
Also, one checks (using [Lüb15]) that mLG(τ)(µ) = 7, while an application of Theorem 2.3.11
yields mVG(σ)(µ) = 12, completing the proof.

Lemma 6.1.23

Let V be as above, with b = 2, c = d = 0, and a ∈ Z>1 such that p | a + 2. Also let
µ = σ − 2211. Then µ is dominant, mVG(σ)(µ) = 9 and mV (µ) ≤ 8.

Proof. Let VG(σ) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 be the filtration of VG(σ) given by Proposition
2.7.4 and write τ = σ− 2200 = (a− 2)σ1 + 2σ3 + 2σ4. Then one easily checks that νµ

c (Tσ) =
νp(a+2)χµ(τ) and since mLG(τ)(µ) = 1, we immediately get mV (µ) ≤ mVG(σ)(µ)−1. Finally,
an application of Theorem 2.3.11 yields mVG(σ)(µ) = 9, completing the proof.

Lemma 6.1.24

Assume p 6= 3 and let V be as above, with b = c = d = 1 and a ∈ Z>1 such that p | a + 2.
Also let µ = σ − 1211. Then µ is dominant, mVG(σ)(µ) = 14 and mV (µ) ≤ 11.

Proof. By Lemma 2.3.19, the T -weight τ = σ − 1100 = (a − 1)σ1 + 2σ3 + 2σ4 ∈ X+(T )
affords the highest weight of a composition factor of VG(σ), and mLG(τ)(µ) = 3 by Lemma
2.3.19. Finally, an application of Theorem 2.3.11 yields mVG(σ)(µ) = 14, from which the
result follows.

Lemma 6.1.25

Let V be as above, with b = 0, c = d = 1, and a ∈ Z>0 such that p | a + 3. Also let
µ = σ − 1111. Then µ is dominant, mVG(σ)(µ) = 7 and mV (µ) ≤ 5.

Proof. By Lemma 2.3.19, each of the T -weights τ1 = σ− 1110 and τ2 = σ− 1101 affords the
highest weight of a composition factor of VG(σ), and since mLG(τ1)(µ) = mLG(τ2)(µ) = 1, we
immediately get mV (µ) ≤ mVG(σ)(µ)− 2. An application of Theorem 2.3.11 then yields the
desired result.

Lemma 6.1.26

Let V be as above, with b = c = d = 1 and a ∈ Z>1 such that p | a+4. Also let µ = σ−1111.
Then µ is dominant, mVG(σ)(µ) = 8 and mV (µ) ≤ 6.

Proof. Proceeding exactly as in the proof of Lemma 6.1.25 (setting τ1 = σ − 1110 and
τ2 = σ − 1101 and replacing Lemma 2.3.19 by Proposition 6.1.10), one easily obtains the
desired result. We omit the details here.
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6.1 Preliminary considerations

Lemma 6.1.27

Assume p 6= 3 and let V be as above, with b = c = d = 1 and a ∈ Z>1 such that p | a + 4.
Also let µ = σ − 1322. Then µ is dominant, mVG(σ)(µ) = 24 and mV (µ) = 18.

Proof. Let VG(σ) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 be the filtration of VG(σ) given by Proposition
2.7.4 and write τ1 = σ − 1110 = (a− 1)σ1 + σ2 + 2σ4, τ2 = σ − 1101 = (a− 1)σ1 + σ2 + 2σ3.
One then easily checks that

νµ
c (Tσ) = νp(a+ 4)χµ(τ1) + νp(a+ 4)χµ(τ2)

and using [Lüb15], we get that χµ(τ1) = chLG(τ1) as well as χµ(τ2) = chLG(τ2). Therefore
χµ(σ) = chV + chLG(τ1) + chLG(τ2) by Propositions 6.1.10 and 2.7.8. Finally, Theorem
2.3.11 yields mVG(σ)(µ) = 24, while mLG(τi)(µ) = 3 for i = 1, 2 by [Lüb15] again, completing
the proof.

Proposition 6.1.28

Let V be as above, with b = 2, c = d = 0 and a ∈ Z>1 such that p | a+3. Also let µ = σ−2422.
Then µ is dominant, mVG(σ)(µ) = 24 and mV (µ) ≤ 6.

Proof. By Lemma 2.3.19, the T -weight τ = σ − 1100 = (a − 1)σ1 + σ2 + σ3 + σ4 affords
the highest weight of a composition factor, so that mV (µ) ≤ mVG(σ)(µ) − mLG(τ)(µ). Now
an application of Theorem 2.3.11 yields mVG(σ)(µ) = 24, while mLG(τ)(µ) = 18 by Lemma
6.1.27, so the result follows.

Lemma 6.1.29

Let V be as above, with b = 1, c = d = 0 and a ∈ Z>0 such that p | a+6. Also let µ = σ−1211.
Then µ is dominant, mVG(σ)(µ) = 6 and mV (µ) ≤ 5.

Proof. Let VG(σ) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 be the filtration of VG(σ) given by Proposition
2.7.4 and observe that since p 6= 2, we have νµ

c (Tσ) = νp(a + 6)χµ(µ) = νp(a + 6) chLG(µ).
Therefore µ affords the highest weight of a composition factor of VG(σ) by Proposition 2.7.8
and since mVG(σ)(µ) = 6 by Theorem 2.3.11, the desired result holds.

Corollary 6.1.30

Let V be as above, with b = 1, c = d = 0, and a ∈ Z>0 such that p | a + 6. Also let
µ = σ − 3311. Then µ is dominant, mVG(σ)(µ) = 10 and mV (µ) ≤ 9.

Proof. By Lemma 6.1.29, we know that the T -weight τ = σ−1211 affords the highest weight
of a composition factor of VG(σ), so that mV (µ) ≤ mVG(σ)(µ)−mLG(τ)(µ). An application of
Theorem 2.3.11 then yields mVG(σ)(µ) = 10, while mLG(τ)(µ) = 1, completing the proof.
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We now consider an irreducible KG-module V = LG(σ) having p-restricted highest weight
σ = aσ1 + σ3 + σ4, for some a ∈ Z>0, and investigate the multiplicity of the T -weight
µ = σ − 1111 ∈ X+(T ) in V, using information on the structure of VG(σ) as an L -module,
where L denotes the Lie algebra of G. Let then B = {eγ , fγ, hγi : γ ∈ Φ+, 1 ≤ i ≤ 4} be a
standard Chevalley basis of L as in Section 2.5.1. By (2.14) and our choice of ordering on
Φ+, the weight space VG(σ)µ is spanned by

{f1,4v
σ, fγ1f2,4v

σ} ∪ {fγ3fγ1+γ2+γ4v
σ, fγ1fγ3fγ2+γ4v

σ}

∪ {f1,3fγ4v
σ, fγ1f2,3fγ4v

σ, f1,2fγ3fγ4v
σ}, (6.8)

where vσ ∈ VG(σ)σ is a maximal vector in VG(σ) for the Borel subgroup B of G (and thus for
the corresponding Borel subalgebra b of L as well). An application of Theorem 2.3.11 then
yields mVG(σ)(µ) = 7, forcing the generating elements of (6.8) to be linearly independent, so
that the following holds.

Proposition 6.1.31

Let G be a simple algebraic group of type D4 over K and consider the dominant T -weight
σ = aσ1 + σ3 + σ4, where a ∈ Z>0. Also let µ = σ − 1111. Then µ is dominant and the set
(6.8) forms a basis of the weight space VG(σ)µ.

As usual, we then study the relation between the pair (a, p) and the existence of a maximal
vector in VG(σ)µ for b. For X = (A1, A2, B1, B2, C1, C2, C3) ∈ K7, we set

u(A) = A1f1,4v
σ + A2fγ1f2,4v

σ +B1fγ3fγ1+γ2+γ4v
σ +B2fγ1fγ3fγ2+γ4v

σ

+ C1f1,3fγ4v
σ + C2fγ1f2,3fγ4v

σ + C3f1,2fγ3fγ4v
σ. (6.9)

Lemma 6.1.32

Let σ, µ be as in the statement of Proposition 6.1.31 and adopt the notation of (6.9). Then
the following assertions are equivalent.

1. There exists 0 6= X = (A1, A2, B1, B2, C1, C2, C3) ∈ K7 such that eγu(X) = 0 for every
γ ∈ Π.

2. There exists X = (A1, A2, B1, B2, C1, C2, C3) ∈ K6 × K∗ such that eγu(X) = 0 for
every γ ∈ Π.

3. The divisibility condition p | a+ 5 is satisfied.

Furthermore, if 0 6= A ∈ K7 is such that eγw(A) = 0 for every simple root γ ∈ Π, then
A ∈ 〈(a+1, 1,−2, 1,−2, 1, 2)〉K. In particular, the subspace of VG(σ) spanned by all maximal
vectors in VG(σ)µ for b is at most 1-dimensional.
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6.1 Preliminary considerations

Proof. Let X = (A1, A2, B1, B2, C1, C2, C3) ∈ K7 and set u = u(X). Then successively
applying Lemma 2.5.3 yields

eγ1u = (−A1 + (a + 1)A2) f2,4v
σ + (−B1 + (a+ 1)B2 + C3) fγ3fγ2+γ4v

σ

+ (−C1 + (a+ 1)C2 + C3) f2,3fγ4v
σ,

eγ2u = (−B2 − C2 + C3) fγ1fγ3fγ4v
σ,

eγ3u = (−A1 + 2B1)fγ1+γ2+γ4v
σ + (−A2 + 2B2 − C2)fγ1fγ2+γ4v

σ

+ (C1 + C3)f1,2fγ4v
σ,

eγ4u = (−A1 +B1 + C1)f1,3v
σ + (−A2 + C2)fγ1f2,3v

σ + (B1 + C3)f1,2fγ3v
σ.

As usual, one checks that fγ1fγ3fγ4v
σ 6= 0 and that the lists {f2,4v

σ, fγ3fγ2+γ4v
σ, f2,3fγ4v

σ},
{fγ1+γ2+γ4v

σ, fγ1fγ2+γ4v
σ, f1,2fγ4v

σ}, and {f1,3v
σ, fγ1f2,3v

σ, f1,2fγ3v
σ} are linearly indepen-

dent, so that eγu(X) = 0 for every γ ∈ Π if and only if X is solution to the system of
equations







A1 = (a+ 1)A2

B1 = (a+ 1)B2 + C3

C1 = (a+ 1)C2 + C3

C3 = B2 + C2

A1 = 2B1

A2 = 2B2 − C2

C1 = −C3

A1 = B1 + C1

A2 = C2

B1 = −C3.

(6.10)

Now one easily sees that (6.10) admits a non-trivial solution X ∈ K7 if and only if p | a+5
(showing that 1 and 3 are equivalent), in which case X ∈ 〈(a + 1, 1,−2, 1,−2, 1, 2)〉K (so
that 1 and 2 are equivalent), completing the proof.

Proposition 6.1.33

Let G be a simple algebraic group of type D4 over K and consider an irreducible KG-module
V = LG(σ) having highest weight σ = aσ1 + σ3 + σ4 ∈ X+(T ), where a ∈ Z>0. Also assume
p 6= 2, p | a + 5 and let µ = σ − 1111. Then µ is dominant, χµ(σ) = ch V + chLG(µ),
mVG(σ)(µ) = 7 and mV (µ) = 6.

Proof. One first easily checks (using Lemma 2.3.19 together with the fact that p 6= 2 and
p | a + 5) that [VG(σ), LG(ν)] = 0 for every ν ∈ X+(T ) such that µ ≺ ν ≺ σ. Therefore
[VG(σ), LG(µ)] equals the dimension of the subspace of VG(σ) spanned by all maximal vectors
in VG(σ)µ for B. An application of Lemma 6.1.32 then completes the proof.
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Lemma 6.1.34

Let V be as above, with b = c = 0, d = 2 and a ∈ Z>0 such that p | a+4. Also let µ = σ−2212.
Then µ is dominant, χµ(σ) = chV + chLG(σ − 1101), mVG(σ)(µ) = 10 and mV (µ) = 4.

Proof. Let VG(σ) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 be the filtration of VG(σ) given by Proposition
2.7.4 and write τ = σ − 1101. One easily checks that νµ

c (Tσ) = νp(a + 4)(χµ(τ) − χµ(µ)),
and since χµ(τ) = chLG(τ) + chLG(µ) by Proposition 6.1.33, we get νµ

c (Tσ) = νp(a +
4) chLG(τ). Therefore χµ(σ) = chV + chLG(τ) by Lemma 2.3.19 and Proposition 2.7.8,
thus yielding mV (µ) = mVG(σ)(µ) − mLG(τ)(µ). Finally, mVG(σ)(µ) = 10 by Theorem 2.3.11
and an application of Proposition 6.1.33 then completes the proof.

Using Proposition 6.1.33 and Lemma 6.1.34, we now determine an upper bound for
the multiplicity of σ − 3322 ∈ X+(T ) in the irreducible KG-module V = LG(σ) having
p-restricted highest weight σ = aσ1 + σ3 + σ4.

Proposition 6.1.35

Let V be as above, with b = 0, c = d = 1 and a ∈ Z>3 such that p | a+3. Also let µ = σ−3322.
Then µ is dominant, mVG(σ)(µ) = 29 and mV (µ) ≤ 14.

Proof. Let VG(σ) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 be the filtration of VG(σ) given by Proposition
2.7.4 and write τ1 = σ − 1110, τ2 = σ − 1101, τ3 = σ − 2211. One first easily checks that
νµ
c (Tσ) = νp(a+ 3)(χµ(τ1) + χµ(τ2) + χµ(µ)), and by Lemma 6.1.34, we get

χµ(τ1) = chLG(τ1) + chLG(τ3), χµ(τ2) = chLG(τ2) + chLG(τ3),

so that νµ
c (Tσ) = νp(a+3)(chLG(τ1)+chLG(τ2)+2 chLG(τ3)+χµ(µ)). Therefore each of τ1,

τ2, τ3 and µ affords the highest weight of a composition factor of VG(σ) by Proposition 2.7.8
and hence mV (µ) ≤ mVG(σ)(µ)−mLG(τ1)(µ)−mLG(τ2)(µ)−mLG(τ3)(µ)− 1. An application of
Theorem 2.3.11 yields mVG(σ)(µ) = 29, while mLG(τ1)(µ) = mLG(τ2)(µ) = 4 by Lemma 6.1.34
and mLG(τ3)(µ) = 6 by Proposition 6.1.33, leading to the desired result.

We next consider an irreducible KG-module V = LG(σ) having p-restricted highest
weight σ = aσ1 + σ3+ σ4 ∈ X+(T ), where a ∈ Z>0, and aim to determine the multiplicity of
µ = σ−2211 in V. As above, we let L = L (G) and let B = {eγ, fγ , hγi : γ ∈ Φ+, 1 ≤ i ≤ 4}
be a standard Chevalley basis of L as in Section 2.5.1. By (2.14) and our choice of ordering
on Φ+, the weight space VG(σ)µ is spanned by

{fγ1F1,2v
σ} ∪ {f1,2f1,4v

σ, f1,3fγ1+γ2+γ4v
σ} ∪ {fγ1f2,3fγ1+γ2+γ4v

σ, f1,2fγ3fγ1+γ2+γ4v
σ}

∪ {fγ1f1,2f2,4v
σ, fγ1f1,3fγ2+γ4v

σ} ∪ {f 2
γ1
f2,3fγ2+γ4v

σ, fγ1f1,2fγ3fγ2+γ4v
σ}

∪ {f1,2f1,3fγ4v
σ} ∪ {fγ1f1,2f2,3fγ4v

σ, (f1,2)
2fγ3fγ4v

σ}, (6.11)

where vσ ∈ VG(σ)σ is a maximal vector in VG(σ) for B (and thus for the corresponding Borel
subalgebra b of L as well). An application of Theorem 2.3.11 then yields mVG(σ)(µ) = 12,
forcing the generating elements of (6.11) to be linearly independent.
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6.1 Preliminary considerations

Proposition 6.1.36

Let G be a simple algebraic group of type D4 over K and consider the dominant T -weight
σ = aσ1 + σ3 + σ4, where a ∈ Z>1. Also let µ = σ − 2211. Then µ is dominant and the set
(6.11) forms a basis of VG(σ)µ.

We now study the relation between the pair (a, p) and the existence of a maximal vector
in VG(σ)µ for b. In order to simplify the notation, we respectively designate the elements of
(6.11) by v1, . . . , v12, and for A = (Ar)

12
r=1 ∈ K12, we set

w(A) =

12∑

r=1

Arvr. (6.12)

Lemma 6.1.37

Let σ, µ be as in the statement of Proposition 6.1.36 and adopt the notation of (6.12). Then
the following assertions are equivalent.

1. There exists 0 6= A ∈ K12 such that eγw(A) = 0 for every γ ∈ Π.

2. There exists A ∈ K11 ×K∗ such that eγw(A) = 0 for every γ ∈ Π.

3. The divisibility condition p | a+ 3 is satisfied.

Furthermore, if 0 6= A ∈ K12 is such that eγw(A) = 0 for every γ ∈ Π, then A ∈
〈(0, 0, 2,−1,−1, 0,−1, 1, 1,−1, 1, 1)〉K. In particular, the subspace of VG(σ) spanned by all
maximal vectors in VG(σ)µ for b is at most 1-dimensional.

Proof. Let A = (Ar)1≤r≤12 ∈ K12 and set w = w(A). Then successively applying Lemma
2.5.3 yields

eγ1w = (aA1 + A2)F1,2v
σ + (−A2 + aA6)f1,2f2,4v

σ

+ (−A3 + aA4 + A5)f2,3fγ1+γ2+γ4v
σ

+ (−A3 + aA7 + A10)f1,3fγ2+γ4v
σ

+ (−A4 − A7 + 2(a+ 1)A8 + A9 + A11) fγ1f2,3fγ2+γ4v
σ

+ (−A5 + aA9 + 2A12)f1,2fγ3fγ2+γ4v
σ

+ (−A10 + aA11 + 2A12)f1,2f2,3fγ4v
σ,

eγ2w = (−A1 + A2)fγ1f1,4v
σ + (−A4 + A5)fγ1fγ3fγ1+γ2+γ4v

σ

+ A6f
2
γ1
f2,4v

σ + (−A7 + A10)fγ1f1,3fγ4v
σ

+ (−A8 + A9)f
2
γ1
fγ3fγ2+γ4v

σ + (−A8 + A11)f
2
γ1
f2,3fγ4v

σ

+ (−A9 − A11 + 2A12)fγ1f1,2fγ3fγ4v
σ,
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eγ3w = (−A2 + A3 + 2A5)f1,2fγ1+γ2+γ4v
σ + (A10 + A12)(f1,2)

2fγ4v
σ

+ (−A6 + A7 + 2A9 − A11)fγ1f1,2fγ2+γ4v
σ,

eγ4w = (−A2 + A3 + A5 + A10)f1,2f1,3v
σ + (A4 − A6 + A11)fγ1f1,2f2,3v

σ

+ (A5 + A12)(f1,2)
2fγ3v

σ.

As usual, one then checks that there exists 0 6= A ∈ K12 such that eγw(A) = 0 for
every γ ∈ Π if and only if p | a + 3 (showing that 1 and 3 are equivalent), in which case
A ∈ 〈(0, 0, 2,−1,−1, 0,−1, 1, 1,−1, 1, 1)〉K (so that 1 and 2 are equivalent), completing the
proof.

Let σ = aσ1+σ3+σ4, with a > 1 such that p | a+3 and write τ1 = σ−γ1−γ2−γ3 ∈ X+(T )
as well as τ2 = σ−γ1−γ2−γ4 ∈ X+(T ). Then by (4.7), both uτ1 = f1,3v

σ−fγ1f2,3v
σ−f1,2fγ3v

σ,
uτ2 = fγ1+γ2+γ4v

σ − fγ1fγ2+γ4v
σ − f1,2fγ4v

σ are maximal vectors in VG(σ) for B (hence for b
as well).

Lemma 6.1.38

Set U = 〈Guτ1〉+ 〈Guτ2〉 ⊂ rad(σ), where σ, uτ1 and uτ2 are as above, and let µ = σ− 2211.
Then mU(µ) = 5.

Proof. Let {vr}
12
r=1 be the basis of VG(σ)µ introduced above. Using Lemma 2.5.5, one easily

checks that we have

fγ1+γ2+γ4u
τ1 = −v1 − v2 + v3 − v4 − v5,

fγ1fγ2+γ4u
τ1 = −2v1 − v4 − v6 + v7 − v8 − v9,

f1,2fγ4u
τ1 = −2v2 − v5 + v6 + v10 − v11 − v12. (6.13)

These elements are linearly independent by Proposition 6.1.36 and thus m〈L uτ1〉(µ) ≥ 3.
Now since 〈Guτ1〉 is an image of VG(τ1) containing 〈L uτ1〉 and mVG(τ1)(µ) = 3, we get that
m〈Guτ1 〉(µ) = 3 as well as 〈Guτ1〉µ = 〈fγ1+γ2+γ4u

τ1, fγ1fγ2+γ4u
τ1 , f1,2fγ4u

τ1〉K . Similarly, one
checks that

f1,3u
τ2 = v3 − v7 − v10,

fγ1f2,3u
τ2 = v4 − v7 − v8 − v11,

f1,2fγ3u
τ2 = v5 − v9 − v10 − v12, (6.14)

and arguing as above yields m〈Guτ2 〉(µ) = 3 and 〈Guτ2〉µ = 〈f1,3u
τ2 , fγ1f2,3u

τ2 , f1,2fγ3u
τ2〉K .

Also, an easy computation shows that dim〈Guτ1〉µ ∩ 〈Guτ2〉µ = 1, so that mU(µ) = 5 as
desired.
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6.1 Preliminary considerations

Let U be as in the statement of Lemma 6.1.38 and write VG(σ) = VG(σ)/U. Also, for
v ∈ VG(σ), denote by v̄ the class of v in VG(σ). We then leave to the reader to check (using
(6.13) and (6.14)) that we have v̄12 = 2v̄1 − v̄3 + v̄4 + v̄5 + v̄6 + v̄8, v̄11 = v̄4 − v̄7 − v̄8,
v̄10 = v̄3 − v̄7, v̄9 = −2v̄1 − v̄4 − v̄6 + v̄7 − v̄8, and v̄5 = −v̄1 − v̄2 + v̄3 − v̄4 and thus
VG(σ)µ = 〈v̄1, v̄2, v̄3, v̄4, v̄6, v̄7, v̄8〉K . For X = (A,B,C,D,E,G,H) ∈ K7, we write

w̄(X) = Av̄1 +Bv̄2 + Cv̄3 +Dv̄4 + Ev̄6 +Gv̄7 +Hv̄8.

Proposition 6.1.39

Let V be as above, with b = 0, c = d = 1 and a ∈ Z>1 such that p | a + 3. Also set
τ1 = σ − 1110, and τ2 = σ − 1101. Then the T -weight µ = σ − 2211 ∈ X(T ) is dominant,
χµ(σ) = chV + chLG(τ1) + chLG(τ2) + chLG(µ), mVG(σ)(µ) = 12 and mV (µ) = 7.

Proof. Let VG(σ) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 be the filtration of VG(σ) given by Proposition
2.7.4 and write τ1 = σ − 1110 = (a − 1)σ1 + 2σ4, τ2 = σ − 1101 = (a − 1)σ1 + 2σ3. One
then checks that νµ

c (Tσ) = νp(a + 3)(χµ(τ1) + χµ(τ2)), while applying Lemma 2.3.19 yields
χµ(τi) = chLG(τi) + chLG(µ) for i = 1, 2. Therefore

νµ
c (Tσ) = νp(a + 3)(chLG(τ1) + chLG(τ2) + 2 chLG(µ)),

which by Proposition 2.7.8 shows that each of τ1, τ2 and µ affords the highest weight of
a composition factor of VG(σ), while [VG(σ), LG(ν)] = 0 (and hence [VG(σ), LG(ν)] = 0 as
well) for every other T -weight τ1, τ2 6= ν of VG(σ) such that µ ≺ ν ≺ σ. Now if µ affords the
highest weight of a composition factor of VG(σ), then there exists X ∈ K7 as above such
that w̄(X) is a maximal vector in VG(σ) for B. Arguing as in the proof of Lemma 6.1.9 then
yields X = 0 and hence [VG(σ), LG(µ)] = 0, so that

[VG(σ), LG(µ)] = [U, LG(µ)]. (6.15)

Finally, notice that mLG(τ1)(µ) = mLG(τ2)(µ) = 2 by Lemma 2.3.19 and an application of
Lemma 6.1.38 yields [U, LG(µ)] = 1. The result then follows from (6.15).

To conclude this section, we study the multiplicity of σ − 3422 ∈ X+(T ) in a given
irreducible KG-module having p-restricted highest weight σ = aσ1 + σ2, where a ∈ Z>1,
starting by recording the following two preliminary results. The proof of the first one being
identical to that of Lemma 6.1.34 we omit the details here.

Lemma 6.1.40

Let a ∈ Z>0 be such that p | a + 4 and let σ = aσ1 + 2σ4. Also consider an irreducible KG-
module V = LG(σ) having highest weight σ and write µ = σ − 1212. Then µ is dominant,
χµ(σ) = chV + chLG(σ − 1101), mVG(σ)(µ) = 6 and mV (µ) = 3.
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Lemma 6.1.41

Let a ∈ Z>1 be such that p | a + 3 and let σ = aσ1 + σ3 + σ4. Also consider an irreducible
KG-module V = LG(σ) having highest weight σ and write µ = σ−2322. Then µ is dominant,
mVG(σ)(µ) = 21 and mV (µ) = 12.

Proof. Let VG(σ) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 be the filtration of VG(σ) given by Proposition
2.7.4 and write τ1 = σ − 1110 = (a − 1)σ1 + 2σ4, τ2 = σ − 1101 = (a − 1)σ1 + 2σ3,
τ = σ−2211 = (a−2)σ1+σ3+σ4. One then checks that νµ

c (Tσ) = νp(a+3)(χµ(τ1)+χµ(τ2)).
Also, applying Lemma 6.1.40 yields χµ(τi) = chLG(τi) + chLG(τ) for i = 1, 2, so that
νµ
c (Tσ) = νp(a+ 3)(chLG(τ1) + chLG(τ2) + 2 chLG(τ)). Therefore

χµ(σ) = chV + chLG(τ1) + chLG(τ2) + chLG(τ)

by Lemma 2.3.19, Proposition 2.7.8 and Proposition 6.1.39. Finally mVG(σ)(µ) = 21 by
Theorem 2.3.11, while an application of Lemma 6.1.40 yields mLG(τ1)(µ) = mLG(τ2)(µ) = 3
and mLG(τ)(µ) = 3 by Lemma 2.3.19, from which the result follows.

Proposition 6.1.42

Let G be a simple algebraic group of type D4 over K and consider an irreducible KG-module
V = LG(σ) having highest weight σ = aσ1+σ2 ∈ X+(T ), where a ∈ Z>1 is such that p | a+2.
Also let µ = σ − 3422. Then µ is dominant, mVG(σ)(µ) = 18 and mV (µ) ≤ 6.

Proof. By Lemma 2.3.19, the weight τ = σ − 1100 ∈ X+(T ) affords the highest weight of a
composition factor of VG(σ), so that mV (µ) ≤ mVG(σ)(µ)−mLG(τ)(µ). Now Theorem 2.3.11
yields mVG(σ)(µ) = 18, while mLG(τ)(µ) = 12 by Lemma 6.1.41, completing the proof.

6.2 Proof of Theorem 6.1

Let Y,X be as in the statement of Theorem 6.1 and consider an irreducible KY -module
V = LY (λ) having p-restricted highest weight λ =

∑7
i=1 aiλi ∈ X+(TY ). Also denote by ω

the restriction of λ to TX , so that by (6.1), we have

ω = (a1 + a7)ω1 + (a2 + a6)ω2 + (a3 + a5)ω3 + (a3 + 2a4 + a5)ω4.

Notice that if v+ ∈ Vλ is a maximal vector for BY in V, then v+ is a maximal vector
for BX as well, since BX ⊂ BY , showing that the TX -weight ω affords the highest weight
of a KX-composition factor of V. Every TY -weight of V is of the form λ −

∑7
r=1 crαr,

where c1, c2, c3, c4, c5, c6, c7 ∈ Z≥0. Throughout this section, such a weight shall be written
λ − c1c2c3c4c5c6c7 and simply called a TY -weight. On the other hand, a TX -weight of V |X
does not necessarily have to be under ω: for example, if 〈λ, α4〉 6= 0, then the T -weight λ−α4

restricts to ω + β3 − β4 ⊀ ω. The following generalization of Lemma 5.2.1 gives a condition
on λ under which all TX -weights occuring in V are under ω. Its proof being identical to that
of Lemma 5.2.1, we omit the details here.
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6.2 Proof of Theorem 6.1

Lemma 6.2.1

Let λ, ω be as above, and suppose that 〈λ, α4〉 = 0. Then every TY -weight µ of V = LY (λ)
satisfies µ|TX

4 ω.

Remark 6.2.2

Set J = {β2, β3, β4} ⊂ Π(X) and adopting the notation introduced in Section 2.3.2, consider
the D3-parabolic subgroup PJ = QJLJ of X. Also denote by PY = QY LY the parabolic
subgroup of Y given by Lemma 2.3.9 and notice that L′

Y has type A5, where we thus have
Π(L′

Y ) = {α
′
1, α

′
2, α

′
3, α

′
4, α

′
5} = {α2, α3, α4, α5, α6}. Write X̃ = L′

J , Ỹ = L′
Y and λ̃ = λ|TY ∩Ỹ .

An application of Lemma 2.3.10 and Theorem 5.1 shows that if X has exactly two compo-
sition factors on V, then either X̃ acts irreducibly on LỸ (λ̃) or (λ̃, p) appears in Table 5.1.
We thus investigate each situation separately, starting with the former.

6.2.1 The irreducible case

Keep the notation introduced in Remark 6.2.2 and suppose that X ′ acts irreducibly on
LY ′(λ′). By [Sei87, Theorem 1, Table 1 (I4, I5)] we thus get that λ′ = 0, λ′

1 or λ′
2, with p 6= 2

in the latter situation. We first consider the case where λ′ = 0, that is, λ = aλ1 + bλ7 for
some a, b ∈ Z≥0.

Proposition 6.2.3

Consider an irreducible KY -module V = LY (λ) having p-restricted highest weight λ = aλ1+
bλ7, where a, b ∈ Z≥0. Suppose in addition that X has exactly two composition factors on V.
Then (λ, p) appears in Table 6.1.

Proof. First consider the case where b = 0, so that λ = aλ1, ω = aω1. Obviously a > 1,
in which case the TX-weight ω′ = ω − 2β1 − 2β2 − β3 − β4 is dominant. The TY -weights
λ−2221000, λ−2211100, λ−2111110, and λ−1111111 all restrict to ω′, hence mV |X (ω

′) ≥ 4,
while on the other hand, an application of Theorem 2.3.11 yields mLX(ω)(ω

′) ≤ 3, thus
showing that ω′ occurs in a second KX-composition factor of V. Now one easily sees that
mV |X (ν) = mLX(ω)(ν) for every ω′ ≺ ν ≺ ω, so that ω′ affords the highest weight of a second
KX-composition factor of V by Lemma 6.2.1, namely

LX(ω
′) = LX((a− 2)ω1).

Now if a > 3, consider ω′′ = ω − 4β1 − 4β2 − 2β3 − 2β4 ∈ Λ+(TX) and observe that the
TY -weights λ− 4442000, λ− 4432100, λ− 4422200, λ− 4332110, λ− 4322210, λ− 4222220,
λ−3332111, λ−3322211, λ−3222221, and λ−2222222 restrict to ω′′, hence mV |X (ω

′′) ≥ 10.
On the other hand, Theorem 2.3.11 gives mVX(ω)(ω

′′) = 6 and mVX(ω′)(ω
′′) = 3, so that

mLX(ω)(ω
′′) + mLX(ω′)(ω

′′) ≤ 9. Therefore ω′′ occurs in a third KX-composition factor of V,
contradicting our initial assumption. Hence a = 2 or 3, in which case [Lüb01, Appendices
A.11, A.41] allows us to conclude.
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Next consider the case where ab 6= 0, in which case ω = (a + b)ω1. Here the TY -weights
λ− 1000000 and λ− 0000001 both restrict to ω′ = ω − β1 ∈ X+(TX), whose multiplicity in
LX(ω) is equal to 1. Consequently ω′ affords the highest weight of a second KX-composition
factor of V by Lemma 6.2.1, namely

LX(ω
′) = LX((a+ b− 2)ω1 + ω2).

If a, b > 1, then the TY -weights λ − 2000000, λ − 1000001, and λ − 0000002 restrict
to ω − 2β1, whose multiplicity in both LX(ω) and LX(ω

′) is smaller than or equal to 1,
giving the existence of a third KX-composition factor of V, a contradiction. Without any
loss of generality, we may then suppose that λ = aλ1 + λ7, so that ω = (a + 1)ω1 and
ω′ = (a− 1)ω1+ω2. The cases where a = 1 or 2 can be dealt with using [Lüb01, Appendices
A.11, A.41], so we may assume a ≥ 3 as well. In this situation, notice that the TY -weights
λ−3221000, λ−3211100, λ−3111110, λ−2221001, λ−2211101, λ−2111111, λ−1111112 all
restrict to ω′′ = ω−3β1−2β2−β3−β4 ∈ X+(TX). An application of Lemma 2.3.19 then yields
mV |X (ω

′′) ≥ 12, while by Theorem 2.3.11, we have mLX(ω)(ω
′′) ≤ 3 and mLX(ω′)(ω

′′) ≤ 8,
giving the existence of a third KX-composition factor of V. This completes the proof of the
Proposition.

Next we tackle the situation where λ′ = λ′
1, so that λ = aλ1+λ2+bλ7 for some a, b ∈ Z≥0,

and first consider the case where ab 6= 0. Observe that in this situation, the TY -weights
λ − 1000000, λ− 0000001 both restrict to ω′ = ω − β1, whose multiplicity in LX(ω) equals
1, so that ω′ affords the highest weight of a second KX-composition factor of V by Lemma
6.2.1, namely

LX(ω
′) = LX((a + b− 2)ω1 + 2ω2).

Lemma 6.2.4

Let λ, ω and ω′ be as above. Then X has more than two composition factors on V = LY (λ).

Proof. First consider the TX -weight µ1 = ω − β1 − β2 ∈ X+(TX) and notice that the TY -
weights λ − 1100000, λ − 0100001, λ − 0000011 all restrict to µ1. Applying Lemma 2.3.19
then yields

mV |X (µ1) ≥

{

3 if p | a+ 2;

4 otherwise,

while mLX(ω)(µ1)+mLX(ω′)(µ1) ≤ 3 by Theorem 2.3.11, so we may suppose that p | a+2 for
the remainder of the proof. Also if b > 1, then the TY -weights λ − 2100000, λ − 1100001,
λ−1000011, λ−0100002, and λ−0000012 restrict to the TX-weight µ2 = ω−2β1−β2, hence
mV |X (µ2) ≥ 5. On the other hand, Theorem 2.3.11 gives mVX(ω)(µ2) = mVX(ω′)(µ2) = 2, so
that mLX(ω)(µ2)+mLX(ω′)(µ2) ≤ 4, showing that µ2 occurs in a third KX-composition factor
of V. So assume b = 1 and observe that the TY -weights λ−1221000, λ−1211100, λ−1111110,
λ− 0111111 restrict to µ3 = ω − β1 − 2β2 − β3 − β4. Applying Lemma 2.3.19 then gives
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6.2 Proof of Theorem 6.1

mV |X (µ3) ≥

{

8 if p = 7;

9 otherwise,

while mVX(ω)(µ3) = 6 and mVX(ω′)(µ3) = 2 by Theorem 2.3.11. Hence we may assume p = 7
(and so a = 5) and consider the TX-weight ω′′ = ω−2β1−2β2−β3−β4 ∈ X+(TX). One then
checks that the TY -weights λ−2221000, λ−2211100, λ−2111110, λ−1221001, λ−1211101,
λ− 1111111, λ− 0111112 all restrict to ω′′. Lemma 6.1.5 then yields mV |X (ω

′′) ≥ 12, while
mLX(ω)(ω

′′) ≤ 8 and mLX(ω′)(ω
′′) ≤ 3 by Theorem 2.3.11 and Lemma 6.1.18 respectively,

hence showing the existence of a third KX-composition factor of V as desired.

We are now able to complete the study of the case where λ′ = λ′
1, that is, λ = aλ1+λ2+bλ7

for some a, b ∈ Z≥0.

Proposition 6.2.5

Let λ = aλ1+λ2+bλ7, where a, b ∈ Z≥0, and consider an irreducible KY -module V = LY (λ)
having p-restricted highest weight λ. Suppose in addition that X has exactly two composition
factors on V. Then (λ, p) appears in Table 6.1, where we give λ′ up to graph automorphisms.

Proof. First consider the case where a = b = 0, that is λ = λ2 and ω = ω2. If p = 2,
then X acts irreducibly on V = LY (λ) by [Sei87, Theorem 1, Table 1 (I4, I5)], so we may
suppose that p 6= 2. An application of [Lüb01, Appendix A.41] then yields dimLX(ω) = 26,
while dimV = 28 by Lemma 2.4.5. Therefore V |X= ω/02, that is, X has three composition
factors on V. Also Lemma 6.2.4 shows that X has more than two composition factors on
LY (λ) if ab 6= 0, so for the remainder of the proof, we may suppose that either a 6= 0 = b
or a = 0 6= b. In the former case, observe that the TY -weights λ − 1221000, λ − 1211100,
λ−1111110, λ−0111111 restrict to ω′ = ω−β1−2β2−β3−β4 ∈ X+(TX). Applying Lemma
2.3.19 then yields

mV |X (ω
′) ≥

{

4 if p | a + 2;

7 otherwise,

while Theorem 2.3.11 together with Lemma 6.1.21 show that mLX(ω)(ω
′) ≤ 6 − 3ǫp(a + 2).

Hence ω′ occurs in a second KX-composition factor of V and since mV |X (ν) = mLX(ω)(ν)
for every ν ∈ X+(TX) such that ω′ ≺ ν ≺ ω (easy verification), we get that ω′ affords the
highest weight of a second KX-composition factor of V by Lemma 6.2.1, namely

LX(ω
′) = LX(aω1).

Seeking a contradiction, suppose that a > 1. The TX-weight µ = ω− 2β1− 2β2− β3− β4

is dominant in this situation and one checks that the TY -weights λ− 2221000, λ− 2211100,
λ− 2111110, λ− 1111111 restrict to µ. Lemmas 2.3.19 and 6.1.3 then yield

mV |X (µ) ≥

{

4 if p | a+ 2;

10 otherwise,
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while on the other hand mLX(ω)(µ) ≤ 8 and mLX(ω′)(µ) = 1 by Theorem 2.3.11. We may thus
assume p | a+ 2, which forces a > 2. Let then ω′′ = ω − 3β1 − 4β2 − 2β3 − 2β4 and observe
that the TY -weights λ − 3442000, λ − 3432100, λ − 3422200, λ − 3332110, λ − 3322210,
λ − 3222220, λ − 2332111, λ − 2322211, λ − 2222221, λ − 1222222 all restrict to ω′′, so
that mV |X (ω

′′) ≥ 10, while by Proposition 6.1.42 and Theorem 2.3.11, we respectively have
mLX(ω)(ω

′′) ≤ 6 and mLX(ω′)(ω
′′) ≤ 3. Consequently ω′′ occurs in a third KX-composition

factor of V, a contradiction, so λ = λ1 + λ2. Looking at [Lüb01, Appendices A.11, A.41]
yields dimV > dimLX(ω)+dimLX(ω

′) if p = 7, so that the desired result holds in this case.

Finally, consider the situation where λ = λ2+ bλ7, for some b ∈ Z>0 and observe that up
to graph automorphisms, we may assume λ = aλ1+λ6 for some a ∈ Z>0. Here the TY -weights
λ−1100000, λ−1000010, and λ−0000011 restrict to ω′ = ω−β1−β2, hence mV |X (ω

′) ≥ 3,
while on the other hand, an application of Lemma 2.3.19 yields mLX(ω)(ω

′) ≤ 2. As usual, one
easily checks that mV |X (ν) = mLX(ω)(ν) for every ν ∈ X+(TX) such that ω′ ≺ ν ≺ ω, showing
that ω′ affords the highest weight of a second KX-composition factor of V by Lemma 6.2.1,
namely

LX(ω
′) = LX((a− 1)ω1 + ω3 + ω4).

Now suppose for a contradiction that a > 1 and let µ = ω−2β1−2β2−β3−β4. Here the
TY -weights λ− 2221000, λ− 2211100, λ− 2111110, λ− 1111111, λ− 1011121, λ− 1001221
restrict to µ, and Lemma 2.3.19 yields

mV |X (µ) ≥

{

14 if p | a+ 6;

16 otherwise,

while mLX(ω)(µ) ≤ 8 and mLX(ω′)(µ) ≤ 7 by Theorem 2.3.11. Hence we may assume p | a+6
for the rest of the proof, which in particular forces a > 2. Let then ω′′ = ω−3β1−3β2−β3−β4

and observe that the TY -weights λ − 3321000, λ − 3311100, λ − 3221010, λ − 3211110,
λ− 3111120, λ− 2221011, λ− 2211111, λ− 2111121, λ− 2101221, λ− 1111122 all restrict
to ω′′. By Lemmas 2.3.19 and 6.1.2, we have mV |X(ω

′′) ≥ 22, while Theorem 2.3.11 and
Corollary 6.1.30 respectively yield mLX(ω′)(ω

′′) ≤ 12 and mLX(ω)(ω
′′) ≤ 9, yielding the desired

contradiction. Therefore λ = λ1 + λ6 and one easily concludes using [Lüb01, Appendices
A.11, A.41] in the case where p = 3.

Finally, it remains to treat the case where p 6= 2 and λ = aλ1 + λ3 + bλ7 for some
a, b ∈ Z≥0, so ω = (a+ b)ω1+ω3+ω4. First suppose that ab 6= 0, in which case λ− 1000000,
λ− 0000001 restrict to ω′ = ω − β1. As usual, an application of Lemma 6.2.1 shows that ω′

affords the highest weight of a second KX-composition factor of V, namely

LX(ω
′) = LX((a + b− 2)ω1 + ω2 + ω3 + ω4).

Lemma 6.2.6

Let λ, ω and ω′ be as above. Then X has more than two composition factors on V = LY (λ).
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6.2 Proof of Theorem 6.1

Proof. First observe that the TY -weights λ−1110000, λ−0110001, λ−0010011, λ−0000111
restrict to µ1 = ω − β1 − β2 − β3, and a simple application of Lemma 2.3.19 yields

mV |X (µ1) ≥

{

5 if p | a+ 3;

6 otherwise,

while on the other hand mLX(ω)(µ1) ≤ 3 and mLX(ω′)(µ1) ≤ 2 by Theorem 2.3.11. We shall
thus assume p | a + 3 for the remainder of the proof (in particular p 6= 3). Also if b > 1,
then a > 1 as well since λ is p-restricted, and the TY -weights λ − 2000000, λ − 1000001,
λ − 0000002 restrict to µ2 = ω − 2β1 ∈ X+(TX), so that mV |X (µ2) ≥ 3. On the other
hand, mLX(ω)(µ2) = mLX(ω′)(µ2) = 1, hence the existence of a third KX-composition factor
in V. Finally, assume b = 1 and observe that the TY -weights λ − 1121000, λ − 1111100,
λ−1011110, λ−0121001, λ−0111101, and λ−0111111 restrict to ω′′ = ω−β1−β2−β3−β4.
Hence mV |X (ω

′′) ≥ 12 by Lemma 2.3.19, while on the other hand Theorem 2.3.11 gives
mLX(ω)(ω

′′) ≤ 7 as well as mLX(ω)(ω
′′) ≤ 4, thus completing the proof.

We are now able to deal with the case where λ = aλ1 + λ3 + bλ7 in its entirety and thus
with the situation in which X ′ acts irreducibly on LY ′(λ′).

Proposition 6.2.7

Let λ = aλ1+λ3+bλ7, where a, b ∈ Z≥0, and consider an irreducible KY -module V = LY (λ)
having p-restricted highest weight λ. Suppose in addition that X has exactly two composition
factors on V. Then (λ, p) appears in Table 6.1, where we give λ up to graph automorphisms.

Proof. Suppose that X has exactly two composition factors on V, and observe that by Lemma
6.2.6, we have ab = 0. Also, if λ = λ3, so p 6= 2, then X acts irreducibly on V by [Sei87,
Theorem 1, Table 1 (I4, I5)], contradicting our initial assumption. Assume then a 6= b = 0
and consider the TX-weight ω′ = ω − β1 − β2 − β3 − β4. Then the TY -weights λ− 1121000,
λ− 1111100, λ− 1011110 and λ− 0011111 restrict to ω′, so that Lemma 2.3.19 yields

mV |X (ω
′) ≥

{

6 if p | a + 3;

8 otherwise,

while mLX(ω)(ω
′) ≤ 7 − 2ǫp(a + 3) thanks to Lemma 6.1.25. One then easily checks that

mV |X (ν) = mLX(ω)(ν) for every ν ∈ X+(TX) such that ω′ ≺ ν ≺ ω, so that ω′ affords the
highest weight of a KX-composition factor of V by Lemma 6.2.1, namely

LX(ω
′) = LX((a− 1)ω1 + ω2).

Next assume a > 1, consider µ = ω − 2β1 − 2β2 − β3 − β4 and observe that the TY -weights
λ− 2221000, λ− 2211100, λ− 2111110, and λ− 1111111 all restrict to µ. Applying Lemmas
2.3.19 and 6.1.3 yields

mV |X(µ) ≥

{

9 if p | a + 3;

15 otherwise,
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while on the other hand mLX(ω)(µ) ≤ 12 and mLX(ω′)(µ) ≤ 2 by Theorem 2.3.11, forcing
p | a+3. Also if a > 2, then the TY -weights λ−3342000, λ−3332100, λ−3322200, λ−3232110,
λ− 3222210, λ− 3122220, λ− 2232111, λ− 2222211, λ− 2122221 and λ− 1122222 restrict
to ω′ = ω − 3ω1 − 3ω2 − 2ω3 − 2ω4 ∈ Λ+(TX). Therefore mV |X (ω

′′) ≥ 24 by Lemmas 2.3.19,
6.1.2, 6.1.3, and 6.1.4, while mLX(ω)(ω

′′) ≤ 14 and mLX(ω)(ω
′′) ≤ 8, by Lemma 6.1.35 and

Theorem 2.3.11 respectively, giving the existence of a third KX-composition factor of V, a
contradiction. Consequently either λ = λ1+λ3 or 2λ1+λ3 (p = 5), and [Lüb01, Appendices
A.11, A.41] allows us to conclude in each case.

Finally, suppose that λ = λ3 + bλ7 for some b ∈ Z>0 and consider the TX -weights
ω′ = ω − β1 − β2 − β3, ω

′′ = ω − β1 − β2 − β4. One checks that λ− 1110000, λ− 0110001,
λ−0010011, λ−0000111 restrict to ω′, whose multiplicity in LX(ω) is smaller than or equal
to 3, showing the existence of a second KX-composition factor of V. A similar argument
yields [V |X , LX(ω

′′)] 6= 0, so that X has more than two composition factors on V.

6.2.2 The reducible case and conclusion

Keeping the notation introduced above, we now suppose that X ′ has exactly two composition
factors on LY ′(λ′). By Theorem 5.1, we thus get that λ′ and p are as in Table 5.1, where
we give λ up to graph automorphisms. We start by investigating the case where λ′ = 2λ′

1

and p 6= 3, that is, λ = aλ1 + 2λ2 + bλ7 for some a, b ∈ Z≥0. In the paragraph preceding the
statement of Proposition 5.2.11, we showed that mLY ′(λ′)|X′

(ν ′) = mLX(λ|T
X′

)(ν
′) for every

ν ′ ∈ X+(TX′) such that λ′|TX′
−2β ′

1 − β ′
2 − β ′

3 ≺ ν ′ 4 λ′|TX′
, while on the other hand

mLY ′(λ′)|X′
(λ′|TX′

−2β ′
1 − β ′

2 − β ′
3) = mLX(λ|T

X′
)(λ

′|TX′
−2β ′

1 − β ′
2 − β ′

3) + 1.

Writing ω = λ|TX
and ω′ = ω− 2β2− β3− β4, an application of Lemma 2.3.7 then yields

mV |X (ν) = mLX(ω)(ν) for every ν ∈ X+(TX) such that ω′ ≺ ν 4 ω as well as

mV |X (ω
′) = mLX(ω)(ω

′) + 1.

Therefore each of ω and ω′ affords the highest weight of a second KX-composition factor of
V by Lemma 6.2.1, namely

LX(ω) = LX((a+ b)ω1 + 2ω2) and LX(ω
′) = LX((a+ b+ 2)ω1).

Lemma 6.2.8

Let λ, ω and ω′ be as above. Then X has more than two composition factors on V = LY (λ).

Proof. We first leave to the reader to check (using [Lüb01, Appendices A.11, A.41]) that if
a = b = 0, then dimV > dimLX(ω)+dimLX(ω

′), so that X has more than two composition
factors on V. Also, if ab 6= 0, then one easily sees that the TX -weight ω−β1 affords the highest
weight of a third KX-composition factor of V. Similarly, if a = 0 6= b, then one checks that
the TX -weight ω − β1 − β2 occurs in a third KX-composition factor of V.
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6.2 Proof of Theorem 6.1

Hence for the remainder of the proof, we may assume λ = aλ1 + 2λ2, with a ∈ Z>0. Let
then µ = ω − β1 − 2β2 − β3 − β4 ∈ X+(TX) and observe that the TY -weights λ− 1221000,
λ−1211100, λ−1111110, and λ−0111111 restrict to µ. Lemmas 2.3.19 and 5.1.3 then yield

mV |X (µ) ≥

{

4 if p | a+ 3;

9 otherwise,

while mLX(ω)(µ) ≤ 7 and mLX(ω′)(µ) = 1 by Theorem 2.3.11. We thus assume p | a + 3 for
the remainder of the proof, so a > 1, and set ω′′ = ω − 2β1 − 4β2 − 2β3 − 2β4 ∈ X+(TX).
Here the TY -weights λ − 2442000, λ − 2432100, λ − 2422200, λ − 2332110, λ − 2322210,
λ− 2222220, λ− 1332111, λ− 1322211, λ− 1222221, and λ− 0222222 restrict to ω′′, hence
mV |X (ω

′′) ≥ 10, while on the other hand Proposition 6.1.28 and Theorem 2.3.11 respectively
yield mLX(ω)(ω

′′) ≤ 6 and mVX(ω′)(ω
′′) = 3, giving the existence of a third KX-composition

factor of V as desired.

Next suppose that λ = aλ1 + 3λ2 + bλ7 for some a, b ∈ Z≥0. As in the previous case, one
shows that each of the TX-weights ω and ω′ = ω − 2β2 − β3 − β4 affords the highest weight
of a second KX-composition factor of V, namely

LX(ω) = LX((a+ b)ω1 + 3ω2) and LX(ω
′) = LX((a+ b+ 2)ω1 + ω2).

Lemma 6.2.9

Let λ, ω and ω′ be as above. Then X has more than two composition factors on V = LY (λ).

Proof. Proceeding exactly as in the proof of Lemma 6.2.8 yields the desired result in the
cases where a = 0 or ab 6= 0 and gives p | a + 4 if a 6= 0 = b. (The details are left to the
reader.) In the latter situation, one checks that the TY -weights λ − 1442000, λ − 1432100,
λ− 1422200, λ− 1332110, λ− 1322210, λ− 1222220, λ− 0332111, λ− 0322211, λ− 0222221
all restrict to ω′′ = ω − β1 − 4β2 − 2β3 − 2β4, so that mV |X(ω

′′) ≥ 9. By Lemmas 6.1.21 and
6.1.22 on the other hand, we get mLX(ω)(ω

′′) + mLX(ω′)(ω
′′) ≤ 8, showing that ω′′ occurs in

a third KX-composition factor of V as desired.

We next assume p = 7 and consider the situation where λ = aλ1 + 2λ2 + λ6 + bλ7 for
some a, b ∈ Z≥0, so ω = (a + b)ω1 + 3ω2. Arguing as in the paragraph preceding Lemma
6.2.8 (replacing Proposition 5.2.11 by Proposition 5.2.10), one checks that the TY -weight
ω′ = ω − β2 affords the highest weight of a second KX-composition factor of V, namely

LX(ω
′) = LX((a+ b+ 1)ω1 + ω2 + ω3 + ω4).

Lemma 6.2.10

Let λ, ω and ω′ be as above. Then X has more than two composition factors on V = LY (λ).
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Proof. As usual, if ab 6= 0, one easily checks that the TX -weight ω − β1 occurs in a third
KX-composition factor of V, so we may assume ab = 0 for the remainder of the proof.
If a = b = 0, then the TY -weights λ − 1210000, λ − 1110010, λ − 1100110, λ − 0110011,
λ− 0100111, and λ− 0000121 all restrict to ω′′ = ω − β1 − 2β2 − β3 ∈ X+(TX). By Lemma
5.1.1, we get mV |X (ω

′′) ≥ 7, while on the other hand Theorem 2.3.11 gives

mLX(ω)(ω
′′) + mLX(ω′)(ω

′′) ≤ 6,

giving the existence of a third KX-composition factor of V. Next if a = 0 6= b, then the
TY -weights λ − 1200000, λ − 1100010, λ− 0200001, λ − 0100011, and λ − 0000021 restrict
to ω′′ = ω − β1 − 2β2, so that mV |X(ω

′′) ≥ 5, while by Lemma 2.3.19, we have

mLX(ω)(ω
′′) + mLX(ω′)(ω

′′) ≤ 4,

which again shows that ω′′ occurs in a third KX-composition factor of V. Finally if a 6= 0 = b,
the TY -weights λ − 1100000, λ − 1000010, and λ − 0000011 restrict to µ1 = ω − β1 − β2.
Lemma 2.3.19 thus yields

mV |X (µ1) ≥

{

3 if a = 4;

4 otherwise,

while mLX(ω)(µ1) + mLX(µ1)(µ1) ≤ 3 by Lemma 2.3.19. We thus assume a = 4 and check
that the TY -weights λ − 2321000, λ − 2311100, λ − 2221010, λ − 2211110, λ − 2111120,
λ − 1221011, and λ − 1211111, λ − 1111121, λ − 21012210, and λ − 0111122 all restrict to
ω′′ = ω−2β1−3β2−β3−β4. By Theorem 2.3.18, Lemma 6.1.5 and Propositions 6.1.13, 6.1.16,
we have mV |X (ω

′′) ≥ 22, while Lemmas 6.1.19 and 6.1.20 yield mLX(ω)(ω
′′)+mLX(ω′)(ω

′′) ≤ 21,
thus completing the proof.

We now consider the case where p 6= 2 and λ = aλ1 + λ2 + λ6 + bλ7 for some a, b ∈ Z≥0,
so ω = (a + b)ω1 + 2ω2. Here again, one sees that the TX -weight ω′ = ω − β2 ∈ X+(TX)
affords the highest weight of a second KX-composition factor of V, namely

LX(ω
′) = LX((a + b+ 1)ω1 + ω3 + ω4).

Lemma 6.2.11

Let λ, ω and ω′ be as above. Then X has more than two composition factors on V = LY (λ).

Proof. As usual, if ab 6= 0, one easily checks that the TX -weight ω − β1 occurs in a third
KX-composition factor of V, so we may assume ab = 0 for the remainder of the proof. Also,
if both a = 0 and b = 0, then dimV > dimLX(ω)+dimLX(ω

′) by [Lüb01, Appendices A.11,
A.41], so that a third KX-composition factor occurs in V. Finally, suppose that a 6= 0 = b,
and let µ = ω − β1 − β2 ∈ Λ+(ω). Then one shows using Lemma 2.3.19 that

mV |X(µ) ≥

{

3 if p | a + 2;

4 otherwise,
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6.2 Proof of Theorem 6.1

while Theorem 2.3.11 yields mLX(ω)(µ) + mLX(ω′)(µ) ≤ 3, so we may assume p | a + 2 and
p 6= 3 for the remainder of the proof. (We refer the reader to [Lüb01, Appendices A.11,
A.41] for the case a = 1, p = 3.) Let then ω′′ = ω − β1 − 2β2 − β3 − β4, and observe
that the TY -weights λ − 1221000, λ − 1211100, λ − 1111110, λ − 0111111, λ − 0011121,
and λ − 0001221 restrict to ω′′, so that mV |X(ω

′′) ≥ 15 by Theorem 2.3.18 and Lemmas
2.3.19, 6.1.9, while on the other hand Theorem 2.3.11 yields mLX(ω)(ω

′′),mLX(ω′)(ω
′′) ≤ 7,

completing the proof.

We next assume p 6= 5 and λ = aλ1 + λ2 + λ3 + bλ7 for some a, b ∈ Z≥0, so that
ω = (a+ b)ω1+ω2+ω3+ω4. Arguing as in the paragraph preceding Lemma 6.2.8 (replacing
Proposition 5.2.11 by Lemma 5.2.8), one shows that the TX-weight ω′ = ω − β2 − β3 − β4

affords the highest weight of a second KX-composition factor of V, namely

LX(ω
′) = LX((a+ b+ 1)ω1 + ω2).

Lemma 6.2.12

Let λ, ω and ω′ be as above. Then X has more than two composition factors on V = LY (λ).

Proof. We leave to the reader to check that if b 6= 0, then X has more than two composition
factors on V (consider the weight ω − β1 − β2) and thus assume b = 0 for the remainder
of the proof. Also, if a = 0 as well, one checks using [Lüb01, Appendices A.11, A.41] that
dimLY (λ) > dimLX(ω) + dimLX(ω

′), so that X has more than two composition factors on
V.

Finally, suppose that λ = aλ1 + λ2 + λ3 for some a ∈ Z>0 and consider the TY -weight
µ = ω − β1 − β2 − β3 − β4. If a = 1 and p = 3, then [Lüb01, Appendices A.11, A.41] yields
dimV > dimLX(ω) + dimLX(ω

′), so that X has more than two composition factors on V.
Also, if a = 2 and p = 3, then ω′ is not p-restricted and µ does not occur in LX(ω

′). One then
easily sees that µ occurs in a third composition factor of V in this situation as well. From
now on, we thus assume p 6= 3 and observe that the TY -weights λ− 1121000, λ− 1111100,
λ− 1011110, λ− 0011111 restrict to µ. Applying Proposition 6.1.10 then yields

mV |X(µ) ≥

{

8 if p | a + 2 or a + 4;

10 otherwise,

while on the other hand, an application of Lemma 6.1.26 (recall that p 6= 5, so a > 1) and
Theorem 2.3.11 gives mLX(ω)(µ) ≤ 8 − 2ǫp(a + 4), mVX(ω′)(µ) = 1. For the remainder of
the proof, we may thus assume p | a + 2. Here the TY -weights λ − 1221000, λ − 1211100,
λ − 1111110, λ − 0111111 restrict to ω′′ = ω − β1 − 2β2 − β3 − β4 ∈ X+(TX), so that
mV |X (ω

′′) ≥ 14 by Lemmas 2.3.19, 6.1.17 and Proposition 6.1.10. On the other hand,
mLX(ω)(ω

′′) ≤ 11 by Lemma 6.1.24, while mLX(ω′)(ω
′′) = 2 by Lemma 2.3.19, giving the

existence of a third KX-composition factor of V as desired.
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Finally, consider the situation where λ = aλ1 + λ4 + bλ7 for some a, b ∈ Z≥0, in which
case ω = (a+ b)ω1+ω3+ω4. Arguing as in the paragraph preceding Lemma 6.2.8 (replacing
Proposition 5.2.11 by Proposition 5.2.3), one shows that the TX -weight ω′ = ω + β3 − β4

affords the highest weight of a second KX-composition factor of V, namely

LX(ω
′) = LX((a+ b)ω1 + 2ω3).

Proposition 6.2.13

Assume p 6= 2 and consider an irreducible KY -module V = LY (λ) having p-restricted highest
weight λ = aλ1+λ4+bλ7, where a, b ∈ Z≥0. Also suppose that X has exactly two composition
factors on V. Then (λ, p) appears in Table 6.1, where we give λ up to graph automorphisms.

Proof. If ab 6= 0, then one easily sees that the TX -weight ω − β1 occurs in a third KX-
composition factor of V. Without loss of generality, we thus assume λ = aλ1 + λ4 for the
remainder of the proof. Here the TY -weights λ − 1111000 λ − 1101100, λ − 1001110 and
λ− 0001111 restrict to ω′′ = ω − β1 − β2 − β4, so that Lemma 2.3.19 yields

mV |X (ω
′′) ≥

{

6 if p | a+ 4;

7 otherwise

as well as mLX(ω′)(ω
′′) = mLX(ω)(ω

′′) = 3 − ǫp(a + 4). Consequently ω′′ occurs in a third
KX-composition factor of V, forcing λ = λ4 as desired.

Proof of Theorem 6.1: Let K, Y, X be as in the statement of Theorem 6.1 and first
suppose that X acts with exactly two composition factors on V. By Remark 6.2.2, either X ′

acts irreducibly on LY (λ
′) or (λ′, p) appears in Table 5.1. In the former case, Propositions

6.2.3, 6.2.4 and 6.2.6 force λ and p to be as in Table 6.1, while if (λ′, p) appears in Table
5.1, Lemmas 6.2.12, 6.2.11, 6.2.10, 6.2.8, 6.2.9 together with Propositions 6.2.7, 6.2.13 yield
(λ′, p) = (λ′

2, 2) or (λ′
3, 6= 2). Using [Lüb01, Appendices A.11, A.41], one can easily check that

if (λ, p) ∈ {(λ1+λ3, 2), (λ3+λ7, 2), (λ1+λ3+λ7, 2)}, then X has more than two composition
factors on V.

In order to complete the proof, it remains to show that for every pair (λ, p) appearing in
Table 6.1, X has exactly two composition factors on V = LY (λ) and that V |X is completely
reducible if and only if (λ, p) 6= (λ3, 2). This can be done using [Lüb01, Appendices A.11,
A.41] and Proposition 2.6.5 (in the case where (λ, p) 6= (λ3, 2)). Finally, proceeding exactly
as in the proof of Theorem 5.1 completes the proof. The details are left to the reader.
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CHAPTER 7

The case SO2n(K) ⊂ SL2n(K)

Let Y be a simply connected simple algebraic group of type A2n−1 (n ≥ 5) over an alge-
braically closed field K and consider the subgroup X of type Dn, embedded in Y in the
usual way. Fix a Borel subgroup BY = UY TY of Y, where TY is a maximal torus of Y and
UY is the unipotent radical of BY , let Π(Y ) = {α1, . . . , α2n−1} denote a corresponding base
of the root system Φ(Y ) of Y, and let {λ1, . . . , λ2n−1} be the set of fundamental dominant
weights for TY corresponding to our choice of base Π(Y ). Also let Π(X) = {β1, . . . , βn} be
a set of simple roots for X and let {ω1, . . . , ωn} be the corresponding set of fundamental
dominant TX-weights. The An−1-parabolic subgroup of X corresponding to the simple roots
{β1, . . . , βn−1} embeds in an An−1×An−1-parabolic subgroup of Y, and up to conjugacy, we
may assume that this gives αi|TX

= α2n−1−i|TX
= βi, this for every 1 ≤ i ≤ n− 1. By consid-

ering the action of the Levi factors of these parabolics on the natural KY -module LY (λ1),
we can deduce that αn|TX

= βn − βn−1. Finally, using [Hum78, Table 1, p.69] and the fact
that λ1|TX

= ω1 yields

λi|TX
= λ2n−i|TX

= ωi, λn−1|TX
= λn+1|TX

= ωn−1 + ωn, λn|TX
= 2ωn, (7.1)

this for every 1 ≤ i ≤ n− 2.

Let V = LY (λ) be an irreducible KY -module having p-restricted highest weight λ. As
stated in Chapter 1, a complete classification of the pairs (λ, p) such that X acts with exactly
two composition factors on V was not obtained for a general n. However, by restricting the
possibilities for λ, we were able to show the following result, where we consider the case
λ = aλi for some a ∈ Z≥0, 1 ≤ i ≤ 2n − 1. The methods used in the proof are similar to
those introduced in Chapter 6.
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Theorem 7.1

Let K, Y, X be as above and consider an irreducible KY -module V = LY (λ) having p-
restricted highest weight λ = aλi ∈ X+(TY ), where a ∈ Z>0 and 1 ≤ i ≤ 2n− 1. Then X has
exactly two composition factors on V if and only if λ and p are as in Table 7.1, where we
give λ up to graph automorphisms. Moreover, if (λ, p) is recorded in Table 7.1, then V |X is
completely reducible if and only if (λ, p) 6= (λi, 2).

λ p V |X Dimensions

2λ1 p ∤ n 2ω1/0 (n+ 1)(2n− 1), 1
3λ1 p ∤ n+ 1 3ω1/ω1

2
3
n(n + 2)(2n− 1), 2n

λ2 (n odd) p = 2 ω2/0 n(2n− 1), 1
λ3 (n even) p = 2 ω3/ω1

2
3
(n− 2)n(2n+ 1), 2n

λn p 6= 2 2ωn−1/2ωn
1
2
( 2n

n ) , 1
2
( 2n

n )

Table 7.1: The case λ = aλi, where a ∈ Z>0, 1 ≤ i ≤ 2n− 1.

Fix 1 ≤ i < j ≤ 2n−1 and consider the TY -weight λ = λi+λj . In order to prove a result
similar to Theorem 7.1 in this particular situation, we start by studying the structure of the
Weyl module VX(λ|TX

) for i = 1 and 1 < j < n. The investigation of such KX-modules
came to their full description in the case where p 6= 2, thus is recorded here for completeness.

Theorem 7.2

Assume p 6= 2 and let X be as above. Also fix 1 < j < n and consider the dominant
TX-weight ω = ω1 + ωj + δj,n−1ωn. Then the following assertions hold.

1. If 1 < j < n − 2, we have VX(ω) = ω/ω
ǫp(j+1)
j+1 /ω

ǫp(2n−j+1)
j−1 . Furthermore, if p divides

both j + 1 and 2n − j + 1, then VX(ω) ⊃ LX(ωj+1) ⊕ LX(ωj−1) ⊃ LX(ωj+1) ⊃ 0 is a
composition series of VX(ω).

2. If j = n − 2, we have VX(ω) = ω/(ωn−1 + ωn)
ǫp(n−1)/ω

ǫp(n+3)
n−3 . Moreover, if p divides

(n−1)(n+3),then VX(ω) ⊃ LX(ωn−3)
ǫp(n+3)⊕LX(ωn−1+ωn)

ǫp(n−1) ⊃ 0 is a composition
series of VX(ω).

3. If ω = ω1 + ωn−1 + ωn, we have VX(ω) = ω/2ω
ǫp(n)
n−1 /2ω

ǫp(n)
n /ω

ǫp(n+2)
n−2 . Moreover, if p

divides n, then VX(ω) ⊃ LX(2ωn−1) ⊕ LX(2ωn) ⊃ LX(2ωn−1) ⊃ 0 is a composition
series of VX(ω).

Next we focus our attention on ω = ω2+ωj, where 2 < j < n− 1. In this case, our study
does not lead to a full description of the structure of VX(ω), as in Theorem 7.2, but still
concludes with a complete knowledge of its composition factors.
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Theorem 7.3

Assume p 6= 2 and let X be as above. Also fix 2 < j ≤ n − 2 and consider the dominant
TX-weight ω = ω2 + ωj. If j < n− 2, then

VX(ω) = ω/(ω1 + ωj+1)
ǫp(j)/(ω1 + ωj−1)

ǫp(2n−j)/(ωj+2 + δj,n−3ωn)
ǫp(j+1)/ω

ǫp(n)
j /ω

ǫp(2n−j+1)
j−2 ,

while if j = n− 2, then

VX(ω) = ω/(ω1 + ωn−1 + ωn)
ǫp(n−2)/(ω1 + ωn−3)

ǫp(n+2)/2ω
ǫp(n−1)
n−1 /2ωǫp(n−1)

n /ω
ǫp(n)
n−2 /ω

ǫp(n+3)
n−4 .

We next give a list of pairs (λ, p) such that X acts with exactly two composition factors
on LY (λ) in the case where p 6= 2 and λ = λi + λj for some 1 ≤ i < j ≤ 2n− 1.

Theorem 7.4

Assume p 6= 2 and let Y,X be as above. Also fix 1 ≤ i < j < 2n and consider an irreducible
KY -module V = LY (λ) having highest weight λ = λi + λj ∈ X+(TY ). Then X has exactly
two composition factors on V if only if λ and p are as in Table 7.2. Furthermore, if (λ, p)
is recorded in Table 7.2, then V |X is completely reducible.

λ p V |X

λ1 + λj (1 < j < n− 1) p ∤ 2n− j + 1 ω1 + ωj/ωj−1

λ1 + λn−1 p ∤ n + 2 ω1 + ωn−1 + ωn/ωn−2

λ1 + λn+2 p ∤ n− 1 ω1 + ωn−2/ωn−1 + ωn

λ1 + λj (n+ 2 < j < 2n) p ∤ 2n− j + 1 ω1 + ω2n−j/ω2n−j+1

Table 7.2: The case λ = λi + λj, where 1 ≤ i < j ≤ 2n− 1.

Theorem 7.5

Let K, Y,X be as above, with p ∤ n+ 1 and let (λ, p) be as in Table 7.3. Then X has exactly
two composition factors on V = LY (λ). Moreover, if (λ, p) is recorded in Table 7.3, then V |X
is completely reducible.

λ p V |X

2λ1 + λj (1 < j < n− 1) p | j + 2, p ∤ n+ 2 2ω1 + ωj/ω1 + ωj−1

2λ1 + λn−1 p | n+ 1 2ω1 + ωn−1 + ωn/ω1 + ωn−2

2λ1 + λn+2 p | n+ 4 2ω1 + ωn−2/ω1 + ωn−1 + ωn

2λ1 + λj (n+ 1 < j < 2n) p | j + 2, p ∤ n+ 2 2ω1 + ω2n−j/ω1 + ω2n−j+1

Table 7.3: The case λ = 2λ1 + λj.

141



Finally, we record the following conjecture, based on computations and examples from
[Lüb01], [Lüb15]. In particular, Theorems 5.1 and 6.1 show that the conjecture holds in the
case where n = 3 or 4.

Conjecture 7.6

Let K, Y,X be as above, and consider an irreducible KY -module V = LY (λ) having p-
restricted highest weight λ ∈ X+(TY ). Then X has exactly two composition factors on V if
and only if (λ, p) is recorded in Table 7.1, Table 7.2 or Table 7.3.

Remark

Let (λ, p) be as in Table 7.1, Table 7.2 or 7.3. Then LY (λ)|X is completely reducible if and
only if (λ, p) /∈ {(λ2, 2), (λ3, 2)}.

7.1 Preliminaries

Let K, Y X be as above and write L (Y ), L (X) to denote the Lie algebras of Y and X
respectively. As in Section 2.5.1, let BY = {eα, fα, hαi

: α ∈ Φ(Y )+, 1 ≤ i ≤ 2n − 1} and
BX = {eβ, fβ, hβi

: β ∈ Φ+(X), 1 ≤ i ≤ n} be standard Chevalley bases of L (Y ) and
L (X) respectively. For 1 ≤ i < j ≤ 2n − 1, write ei,j = eαi+···+αj

. One can check (see
[Sei87, Section 8]) that we may assume eβr

= eαr
− eα2n−r

for every 1 ≤ r < n, as well as
eβn

= en−1,n − en,n+1. Using the latter observation, the reader easily deduces that if V is a
rational KY -module and eβr

v = 0 for some 1 ≤ r ≤ n, then eδr,nαn−1+αr
v = eα2n−r+δr,nαn+1

v
for every v ∈ V. In particular, the following result holds.

Lemma 7.1.1

Let V be a rational KY -module and suppose that v+ is a maximal vector in V for BX . Then
eαr

v+ = eα2n−r
v+ for every 1 ≤ r < n and en−1,nv

+ = en,n+1v
+.

The following consequence of Lemma 7.1.1 shall provide us with a way of proceeding by
induction in the proof of Proposition 7.1.3

Lemma 7.1.2

Let V be a KY -module, fix 1 ≤ i ≤ j ≤ 2n − 1 such that j − i ≤ 2n − 3 and suppose that
v+ ∈ V is a maximal vector in V for BX . If 0 6= ei,jv

+ is not a maximal vector in V for BX ,
then either er,jv

+ 6= 0 for some 1 ≤ r < i or ei,sv
+ 6= 0 for some j < s ≤ 2n− 1.

Proof. Assume i /∈ {n+1, n+2} and j /∈ {n−2, n−1}. (Observe that in this situation, we have
neither 2n−i+1 = i−1 nor 2n−j−1 = j+1.) One first notices that [eβn

, ei,j] = 0 and hence
eβn

ei,jv
+ = 0. On the other hand, writing N1 = N(αi−1,αi+···+αj) and N2 = N(αj+1,αi+···+αj),
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7.1 Preliminaries

one gets

eβr
ei,jv

+ = (eαr
− eα2n−r

)ei,jv
+

= eαr
ei,jv

+ − eα2n−r
ei,jv

+

= [eαr
, ei,j]v

+ − [eα2n−r
, ei,j]v

+ + ei,j(eαr
v+ − eα2n−r

v+)

= N1(δr,i−1 − δr,2n−i+1)ei−1,jv
+ +N2(δr,j+1 − δr,2n−j−1)ei,j+1v

+

for every 1 ≤ r < n, where the last equality follows from Lemma 7.1.1, thus proving the
assertion in this situation. We leave the remaining cases to the reader, as they can be dealt
with in a similar fashion.

The following result (inspired by [Sei87, Proposition 8.5] and [BGT15, Lemma 4.3.6])
shows that in an irreducible KY -module V, there is always a maximal vector of weight ν for
BX “not too far” from a given maximal vector of weight µ for BX , in the sense that ht(µ−ν)
is “small”. We recall that for any γ =

∑n
r=1 crαr ∈ ZΠ, the height ht(γ) of γ is defined by

ht(γ) =
n∑

r=1

cr.

Also, we denote by bX = hX +
∑

α∈Φ+(Y )Keα the Borel subalgebra of X, where hX is the

Lie algebra of TX and write V
max

= {v+ ∈ V : v+ is a maximal vector for bX}.

Proposition 7.1.3

Consider an irreducible KY -module V = LY (λ) having p-restricted highest weight λ. Also
write ω = λ|TX

and let ω 6= µ ∈ X+(TX) be such that Vµ ∩ Vmax 6= ∅. Then there exist
ν ∈ X+(TX) and 0 6= v+ ∈ Vν such that µ ≺ ν 4 µ + 2β1 + · · · + 2βn−2 + βn−1 + βn and
eβr

v+ = 0 for every 1 ≤ r ≤ n (that is, v+ is a maximal vector in V for bX).

Proof. Let u+ ∈ Vµ ∩ Vmax and assume for a contradiction that

Vν ∩ Vmax = ∅ (7.2)

for every ν ∈ X+(TX) such that µ ≺ ν 4 µ+2β1+ · · ·+2βn−2+βn−1+βn. We first claim that
ei,ju

+ = 0 for every 1 ≤ i ≤ j ≤ 2n−1, proceeding by induction on l = 2n+i−j−2. If l = 0,
then i = 1, j = 2n−1, and since [eα, e1,2n−1] = 0 for every α ∈ Φ+(Y ), one immediately gets
eβr

e1,2n−1u
+ = 0 for every 1 ≤ r ≤ n. Hence e1,2n−1u

+ = 0 by (7.2). Assume then the claim
true for 0 ≤ l < l0 < 2n − 1 (where 1 ≤ l0 < 2n− 1 is fixed) and let 1 ≤ i0 ≤ j0 ≤ 2n − 1
be such that 2n − j0 + i0 − 2 = l0 and ei0,j0u

+ 6= 0. If there exists 1 ≤ r ≤ n such that
eβr

ei0,j0u
+ 6= 0, then an application of Lemma 7.1.2 shows the existence of 1 ≤ s < i0 or

j0 < t ≤ n such that es,j0u
+ 6= 0 or ei0,tu

+ 6= 0, contradicting our induction hypothesis.
Therefore eβr

ei,ju
+ = 0 for every 1 ≤ r ≤ n and 1 ≤ i ≤ j ≤ 2n − 1, forcing ei,ju

+ = 0 for
every 1 ≤ i ≤ j ≤ 2n− 1 by our initial assumption. In particular, we get that eαr

u+ = 0 for
every 1 ≤ r ≤ 2n− 1 and since u+ /∈ Vλ, we have u+ = 0, giving our final contradiction and
thus completing the proof.
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Remark 7.1.4

A result similar to Proposition 7.1.3 can be proven in the case where X is of type Bn or
(respectively, Cn) over K and embedded in Y = SL2n+1(K) (respectively, Y = SL2n(K)) in
the usual way.

We next give two consequences of [Sei87, Theorem 1, Table 1 (I4, I5)] on certain weight
multiplicities.

Lemma 7.1.5

Assume p 6= 2 and fix 1 < j < n. Also let ω = ωj + δj,n−1ωn and adopt the notation ω0 = 0.
Then mLX(ω)(ωj−2) = n− j + 2. Similarly, if 3 < j < n then

mLX(ω)(ωj−4) =
1

2
(n− j + 3)(n− j + 4).

Proof. We shall prove the first assertion and leave the second to the reader, as it can be
dealt with in a similar fashion. By considering a suitable Levi subgroup of X, it is enough to
prove the assertion in the case where ω = ω2. Write λ = λ2 and observe that the TY -weights
in LY (λ) restricting to 0 ∈ X+(TX) are λ − (α1 + 2α2 + · · · + 2αr + αr+1 + · · · + α2n−r−1)
(2 ≤ r ≤ n− 1), λ− (α2 + · · ·+ α2n−2) and λ− (α2 + · · ·+ α2n−1), all having multiplicity 1
in LY (λ). Therefore mLY (λ)|X = n and since LY (λ)|X ∼= LX(ω) by [Sei87, Theorem 1, Table
1 (I4, I5)], the result follows.

Finally, consider an irreducible KY -module V = LY (λ) having p-restricted highest weight
λ ∈ X+(TY ) and let v+ denote a maximal vector in V for BY . Since BX ⊂ BY , we get that
v+ is a maximal vector for BX as well, so that ω = λ|TX

affords the highest weight of a KX-
composition factor of V. We conclude this section by recording a generalization of Lemma
5.2.1. Its proof being very similar to that of the latter, we omit the details here.

Lemma 7.1.6

Let ω be as above, and suppose that 〈λ, αn〉 = 0. Then every TY -weight of V = LY (λ) satisfies
µ|TX

4 ω.

7.2 Proof of Theorem 7.1

In this section, we give a complete proof of Theorem 7.1, starting by recording some general
information on weight multiplicities and the structure of certain Weyl modules for a simple
algebraic group of type Dn over K.
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7.2 Proof of Theorem 7.1

7.2.1 Preliminary considerations

Let G be a simple algebraic group of type Dn (n ≥ 5) over K and as usual, fix a Borel
subgroup B = UT of G, where T is a maximal torus of G and U the unipotent radical of
B. Also let Π = {γ1, . . . , γn} denote a corresponding base of the root system Φ of G and
{σ1, . . . , σn} be the set of fundamental dominant weights for T corresponding to our choice
of base Π. We start by investigating the multiplicity of µ = σ−(2γ1+ · · ·+2γn−2+γn−1+γn)
in a given irreducible KG-module V = LG(σ) having p-restricted highest weight σ = aσ1,
where a ∈ Z>1, using information on the structure of VG(σ) as an L -module, where L

denotes the Lie algebra of G. As usual, let B = {eγ , fγ, hγi : γ ∈ Φ+, 1 ≤ i ≤ n} be a
standard Chevalley basis of L as in Section 2.5.1. By (2.14) and our choice of ordering on
Φ+, one checks that the weight space VG(σ)µ is spanned by

{f1,iF1,i+1v
σ}1≤i≤n−3 ∪ {f1,n−2f1,nv

σ}

∪ {f1,n−1fγ1+···+γn−2+γnv
σ}, (7.3)

where vσ ∈ VG(σ)σ denotes a maximal vector in VG(σ) for G (and thus for the corresponding
Borel subalgebra b of L as well). An application of Theorem 2.3.11 yields mVG(σ)(µ) = n−1,
forcing the generating elements of (7.3) to be linearly independent, so that the following
holds.

Proposition 7.2.1

Let G be a simple algebraic group of type Dn over K and let σ = aσ1, where a ∈ Z>1. Also
consider µ = σ− (2γ1+ · · ·+2γn−2+γn−1+γn). Then µ is dominant and the set (7.3) forms
a basis of VG(σ)µ.

Lemma 7.2.2

Let V be as above and write µ = σ − (2γ1 + · · ·+ 2γn−2 + γn−1 + γn). Then µ is dominant,
χµ(σ) = chLG(σ) + ǫp(a+ n− 2) chLG(µ) and

mV (µ) =

{

n− 2 if p | a + n− 2;

n− 1 otherwise.

Proof. Let VG(σ) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 be the filtration of VG(σ) given by Proposition
2.7.4. One easily checks that νµ

c (Tσ) = νp(a + n − 2)χµ(µ) and since χµ(µ) = chLG(µ), an
application of Proposition 2.7.8 shows that mV (µ) = mVG(σ)(µ) if p ∤ a + n − 2, so that the
result follows from Proposition 7.2.1. We thus assume p | a + n − 2 for the remainder of
the proof, in which case µ affords the highest weight of a composition factor of VG(σ) by
Proposition 2.7.8. Since [VG(σ), LG(ν)] = 0 for every ν ∈ X+(T ) such that µ ≺ ν ≺ σ, we get
that [VG(σ), LG(µ)] equals the dimension of the subspace of VG(σ) spanned by all maximal
vectors in VG(σ)µ for B. Therefore, it only remains to show that the latter is 1-dimensional.
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For (Ar)1≤r≤n−1 ∈ Kn−1, set

u(A) =

n−3∑

r=1

Arf1,rF1,r+1v
σ + An−2f1,n−2f1,nv

σ + An−1f1,n−1fγ1+···+γn−2+γnv
σ.

Clearly u(A) ∈ VG(σ)µ for every A = (Ar)1≤r≤n−1 ∈ Kn−1 and by Lemma 2.5.5, we get

eγ1u(A) =

(

aA1 +
n−1∑

i=2

Ai

)

F1,2v
σ,

while

eγru(A) = (Ar − Ar−1)f1,r−1F1,r+1v
σ

for every 2 ≤ r ≤ n− 3, as well as

eγn−2
u(A) = (An−2 −An−3)f1,n−3f1,nv

σ,

eγn−1
u(A) = (An−1 −An−2)f1,n−2fγ1+···+γn−2+γnv

σ,

eγnu(A) = (An−1 −An−2)f1,n−2f1,n−1v
σ.

One checks that each of the vectors F1,2v
σ, f1,r−1F1,r+1v

σ (2 ≤ r ≤ n − 3), f1,n−3f1,nv
σ,

f1,n−2fγ1+···+γn−2+γnv
σ and f1,n−2f1,n−1v

σ is non-zero, so that eγu(A) = 0 for every γ ∈ Π if
and only if A ∈ Kn−1 is a solution to the system of equations

{
aA1 = −

∑n−1
i=2 Ai

Ar−1 = Ar for every 2 ≤ r ≤ n− 1.
(7.4)

Now one easily sees that (7.4) admits a non-trivial solution A ∈ Kn−1 if and only if
p divides a + n − 2, in which case A ∈ 〈(1, . . . , 1)〉K. Therefore any two maximal vectors
u, u′ ∈ VG(σ)µ in VG(σ) for b satisfy 〈u〉K = 〈u′〉K , thus completing the proof.

We next consider an irreducible KG-module V = LG(σ) having p-restricted highest
weight σ = 2σ1. Here Λ+(σ) = {σ, σ2, 0} and proceeding as in the proof of Lemma 2.4.8
(replacing Lemma 2.3.19 by Lemma 7.2.2), one easily shows the following result. The details
are left to the reader.

Corollary 7.2.3

Let G be a simple algebraic group of type Dn over K and consider an irreducible KG-module
V = LG(σ) having p-restricted highest weight σ = 2σ1. Then VG(σ) = σ/0ǫp(n) and

dimV = (n + 1)(2n− 1)− ǫp(n).
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7.2 Proof of Theorem 7.1

A similar result holds in the case where V = LG(σ) is an irreducible KG-module having
p-restricted highest weight σ = 3σ1. Again, one proceeds as in the proof of Lemma 2.4.8,
observing that

Λ+(σ) = {σ, σ1 + σ2, σ3, σ1}

in this situation and mVG(σ)(σ) = mVG(σ)(σ1 + σ2) = mVG(σ)(σ3) = 1. We leave the proof to
the reader.

Corollary 7.2.4

Let G be a simple algebraic group of type Dn over K and consider an irreducible KG-module
V = LG(σ) having p-restricted highest weight σ = 3σ1. Then VG(σ) = σ/σ

ǫp(n+1)
1 and

dimV =
2

3
n((n+ 2)(2n− 1)− 3ǫp(n+ 1)).

In order to give a proof of Theorem 7.1, we need a better understanding of the structure
of the Weyl module VG(σi) for 2 ≤ i < n− 1, as well as VG(σn−1+σn). Now the composition
factors of VG(σ2) are well-known (see [Lüb01, Table 2], for example). Also observe that
Λ+(σ3) = {σ3, σ1} and thus applying Lemma 2.3.7 to the Dn−1-parabolic of G corresponding
to the simple roots γ2, . . . , γn shows that the structure of VG(σ3) is entirely determined by
the structure of VG(σ2). Those observations are recorded in the following Lemma.

Lemma 7.2.5

Assume n ≥ 5 and consider the dominant T -weight σ = σi, where i = 2 or 3. Then the
KG-composition factors of VG(σ) are as in Tables 7.4 and 7.5, respectively.

p Composition factors Dimensions

p 6= 2 σ2 n(2n− 1)
p = 2, n odd σ2/0 n(2n− 1)− 1, 1
p = 2, n even σ2/0

2 n(2n− 1)− 2, 1, 1

Table 7.4: Composition factors of VG(σ2) for G of type Dn (n ≥ 5).

p Composition factors Dimensions

p 6= 2 σ3
2
3
(n− 1)n(2n− 1)

p = 2, n even σ3/σ1
2
3
(n− 2)n(2n+ 1), 2n

p = 2, n odd σ3/σ
2
1

2
3
n(n+ 1)(2n− 5), 2n, 2n

Table 7.5: Composition factors of VG(σ3) for G of type Dn (n ≥ 5).
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Now if σ = σi + δi,n−1σn for some 3 < i < n, then not much is known about VG(σ) when
p = 2. Fortunately, the following Lemma provides us with enough information to prove
Theorem 7.1. Since it is referred to in Section 2.7 as an example of an application of the
Jantzen p-sum formula, a detailed proof is recorded here.

Lemma 7.2.6

Assume p = 2 and consider the weight σ = σ4 + δn,5σ5 ∈ X+(T ). Then each of σ2 and 0
affords the highest weight of a composition factor of VG(σ).

Proof. We assume n > 6 and refer to [Lüb01, Appendix A.42 ] and [Lüb15] for the cases
where n = 5, 6. Let then VG(σ) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 be the filtration of VG(σ) given
by Proposition 2.7.4. We proceed as indicated in Section 2.7, starting by determining the
coefficients in the truncated sum ν0

c (Tσ) in (2.21). (Observe that since Λ+(σ) = {σ, σ2, 0},
we have ν0

c (Tσ) = νc(Tσ).) According to Lemma 2.7.11, we must find every γ ∈ Φ+ and
1 < r < 〈σ + ρ, γ〉 for which Aγ,r ∼G Bσ2

or B0. (We refer the reader to Section 2.7.3 for a
definition of Aγ,r and Bν .)

First consider the T -weight ν1 = σ2. Here

Bν1 = (n, n− 1, n− 3, . . . , 1, 0)

and since σ − ν1 has support {γ3, . . . , γn}, we can focus our attention on roots belonging to
the subset I = {ε3 + εl}3<l<n of Φ+. For such γ = ε3 + εl ∈ I and 1 < r < 〈σ + ρ, γ〉, we get

Aγ,r = (n, n− 1, n− 2− r, n− 3, n− 5, . . . , 1, 0)− (rδjl)
n
j=1,

and one easily checks that Aγ,r ∼G Bν1 if and only if γ and r appear in Table 7.6. For such
pairs (γ, r), we also record the contribution to νc(Tσ) obtained by applying Corollary 2.7.7
for completeness.

γ r Contribution to νc(Tσ)

ε3 + ε4 2(n− 3) νp(2(n− 3))
ε3 + εn−1 2 νp(2)
ε3 + εn−1 n− 3 −νp(n− 3)

Table 7.6: Contribution of ν1 to νc(Tσ).

Next consider ν2 = 0 ∈ Λ+(σ), in which case Bν2 = (n − 1, . . . , 1, 0). Here σ − ν2 has
support Π, so that we only need to consider roots belonging to the subset J = {ε1+ εl}1<l<n

of Φ+. For such γ = ε1 + εl ∈ J and 1 < r < 〈σ + ρ, γ〉, we have

Aγ,r = (n− r, n− 1, n− 2, n− 3, n− 5, . . . , 1, 0)− (rδjl)
n
j=1

and again one checks that Aγ,r ∼G Bν2 if and only if γ and r appear in Table 7.7.
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7.2 Proof of Theorem 7.1

γ r Contribution to νc(Tσ)

ε1 + ε3 2 −νp(2)
ε1 + ε3 2(n− 2) νp(2(n− 2))
ε1 + εn−2 4 νp(4)
ε1 + εn−2 n− 2 −νp(n− 2)

Table 7.7: Contribution of ν2 to νc(Tσ).

Therefore as we assumed p = 2, we get νc(Tσ) = 2χ(σ2) + 2χ(0) and an application of
Lemma 7.2.5 yields νc(Tσ) = 2 chLG(σ2) + 2(2 + ǫ2(n)) chLG(0). We then conclude thanks
to Proposition 2.7.5.

7.2.2 Conclusion

Let K, Y, X be as in the statement of Theorem 7.1, fix a ∈ Z>0, 1 ≤ i ≤ 2n − 1, and
consider the TY -weight λ = aλi ∈ X+(TY ). Proceeding by induction on n (using Lemma
2.3.10 together with Theorems 5.1 and 6.1), we first give a small list of candidates (λ, p)
with X acting with exactly two composition factors on LY (λ).

Lemma 7.2.7

Consider an irreducible KY -module V = LY (λ) having p-restricted highest weight λ = aλi

for some a ∈ Z>0 and 1 ≤ i ≤ 2n − 1. Also suppose that X has exactly two composition
factors on V. Then λ and p are as in Table 7.8, where we give λ up to graph automorphisms.

λ p

aλ1 (a ∈ Z≥2) any
λ2 = 2
2λ2 ∤ n− 1
3λ2 ∤ n

λ3 (n even) = 2
λ4 (n odd) = 2

λn 6= 2

Table 7.8: Candidates for (λ, p) to occur in Table 7.1.

Proof. Assume Theorem 7.1 is true for Y = Yk of type A2k−1 over K and every 3 ≤ k < n
(by Theorems 5.1 and 6.1, the result holds for k = 3, 4), and let Y = Yn be of type A2n−1

over K. Set J = {β2, . . . , βn} ⊂ Π(X) and adopting the notation introduced in Section 2.3.2,
consider the Dn−1-parabolic subgroup PJ = QJLJ of X.
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Denote by PY = QY LY the parabolic subgroup of Y given by Lemma 2.3.9 and notice
that LY has type A2n−3 over K, with Π(LY ) = {α2, . . . , α2n−2}. Write Ỹ = L′

Y , X̃ = L′
J

and finally λ̃ = λ|T
Ỹ
. An application of Lemma 2.3.10 then shows that X̃ acts with at

most two composition factors on LỸ (λ̃). If the latter is irreducible for X̃, then up to graph
automorphisms, either λ = aλ1 for some a ∈ Z≥0 or λ = λr for some 1 < r < n thanks to
[Sei87, Theorem 1, Table 1 (I4, I5)]. If on the other hand X̃ acts with exactly two composition
factors on LỸ (Ỹ λ), then one easily concludes thanks to our induction hypothesis.

We now study all candidates (λ, p) given by Lemma 7.2.7, starting with the case where
λ = λi for some 1 ≤ i < n. As usual, we write ω to denote the restriction of λ ∈ X+(TY )
to TX . Observe that LY (λ) ∼=

∧i VY (λ1) and hence LY (λ)|X ∼=
∧i VX(ω1). By Proposition

2.6.3, the latter admits a Weyl filtration, yielding

LY (λ)|X ∼= VX(ω). (7.5)

Proposition 7.2.8

Consider an irreducible KY -module V = LY (λ) having p-restricted highest weight λ = λi,
where 1 ≤ i ≤ n. Then X has exactly two composition factors on V if and only if (λ, p)
appears in Table 7.1.

Proof. First assume p 6= 2 and suppose that X has exactly two composition factors on V.
Applying Lemma 7.2.7 then forces λ = λn, in which case ω = 2ωn by (7.1). Also the TY -
weight λ− αn restricts to ω′ = 2ωn−1, which is neither above nor under ω. One then checks
that there is no weight ν ∈ Λ+(V |X) such that ω′ ≺ ν, showing that ω′ is a highest weight
of V |X . Lemmas 2.4.5 and 2.4.7 then yield dimV = dimLX(ω) + dimLX(ω

′), showing that
X has exactly two composition factors on V as desired.

Next assume p = 2 and suppose that X has exactly two composition factors on V. As
above, an application of Lemma 7.2.7 yields 1 < i ≤ 4. Also observe that by Lemma 7.1.6,
we have Λ+(V ) = Λ+(ω), and by (7.5), the number of composition factors of V |X equals the
number of composition factors of VX(ω). Lemma 7.2.6 then rules out the possibility λ = λ4,
while the two remaining cases can be dealt with using Lemma 7.2.5. We leave the details to
the reader.

Next we tackle the case λ = aλ2, where 1 < a < 4 and p ∤ a+n−3. Considering the Dn−1-
parabolic subgroup of X corresponding to the roots β2, . . . , βn as in the proof of Lemma 7.2.7,
one easily sees (using induction) that the TX -weight ω′ = ω− (2β2+ · · ·+2βn−2+βn−1+βn)
affords the highest weight of a second KX-composition factor of LY (λ), namely

LX(ω
′) = LX(2ω1 + (a− 2)ω2).
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7.2 Proof of Theorem 7.1

Lemma 7.2.9

Consider an irreducible KY -module V = LY (λ) having p-restricted highest weight λ = aλ2,
where 1 < a < 4. Then X has more than two composition factors on V.

Proof. Let ω, ω′ be as above. Applying (2.9) (and Proposition 2.4.2 if desired), one first
checks that dimVY (λ) > dimVX(ω) + dimVX(ω

′), which shows that in particular the result
holds in characteristic zero. On the other hand, in the case where a = 3, one checks that

Λ+(V ) = {λ, λ1 + λ2 + λ3, 2λ1 + λ4, 2λ3, λ2 + λ4, λ1 + λ5, λ6},

and using [Lüb01, Appendix A.10] together with Lemma 2.3.7 (applied to the A5-Levi sub-
group of Y corresponding to the simple roots α1, . . . , α5) yields VY (λ) ∼= LY (λ). Therefore
the assertion holds in this situation as well and we may assume a = 2 for the remainder of
the proof. Here Λ+(λ) = {λ, λ1 + λ3, λ4} and by Lemma 5.1.1 applied to the Levi subgroup

of Y corresponding to the simple roots α1, α2, α3, we get VY (λ) = λ/λ
ǫp(3)
4 . If p 6= 3, then the

result follows from the characteristic zero case, while if on the other hand p = 3, we have
[VX(ω), LX(ω4)] = 1 (by Lemma 5.1.1 again) and thus

dimV = dimVY (λ)− dimLY (λ4)

> dimVX(ω) + dimVX(ω
′)− dimLY (λ4)

= dimVX(ω) + dimVX(ω
′)− dimLX(ω4)

≥ dimLX(ω) + dimLX(ω
′),

where the last equality follows from [Sei87, Theorem 1, Table 1 (I4, I5)]. Consequently X has
more than two composition factors on V in this situation as well, completing the proof.

We now deal with the case where λ = aλ1 for some a ∈ Z≥0, by showing the following
generalization of Proposition 6.2.3.

Proposition 7.2.10

Let a, b ∈ Z≥0 and consider an irreducible KY -module V = LY (λ) having p-restricted highest
weight λ = aλ1 + bλ2n−1. Then X has exactly two composition factors on V if and only if λ
and p appear in Table 7.9, where we give λ up to graph automorphisms.

λ p V |X

2λ1 p ∤ n 2ω1/0
3λ1 p ∤ n+ 1 3ω1/ω1

λ1 + λ2n−1 p 6= 2 2ω1/ω2

2λ1 + λ2n−1 p | 2n+ 1, p 6= 3 3ω1/ω1 + ω2

Table 7.9: The case λ = aλ1 + bλ2n−1, where a, b ∈ Z≥0.
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Proof. We proceed exactly as in the proof of Proposition 6.2.3, first considering the case
where b = 0, so that λ = aλ1, ω = aω1, and suppose that X has exactly two composition
factors on V. We may assume a > 1, so ω′ = ω− (2β1+ · · ·+2βn−2+βn−1+βn) ∈ Λ+(ω). As
in the proof of Proposition 6.2.3, one easily checks that exactly n weights for TY restrict to
ω′, each having multiplicity 1 in V, hence mV |X (ω

′) = n. Applying Lemmas 6.2.1 and 7.2.2
shows that ω′ affords the highest weight of a second KX-composition factor of V and that
p ∤ a + n − 2. Now if a > 3, consider ω′′ = ω − (4β1 + · · · + 4βn−2 + 2βn−1 + 2βn). Using
Theorem 2.3.11 (we refer to the proof of Proposition 6.2.3 once more), we get

mV |X (ω
′′) ≥

n(n + 1)

2
, mVX(ω)(ω

′′) =
n(n− 1)

2
, and mVX(ω′)(ω

′′) = n− 1,

giving the existence of a third composition factor of V |X . Therefore a = 2 or 3, in which case
every TX -weight but ω′ has multiplicity 1 in LX(ω). Applying Lemmas 2.4.4 together with
Corollary 7.2.3 (respectively, 7.2.4) then yields dimV > dimLX(ω) + dimLX(ω

′) unless p
divides a+n−2. Under the latter condition on p, we have dimV = dimLX(ω)+dimLX(ω

′),
so that X has exactly two composition factors on V as desired.

Now consider the case where ab 6= 0 and again first assume that X has exactly two
composition factors on V. Here ω = (a+ b)ω1 and the TY -weights restricting to ω′ = ω − β1

are λ−α1 and λ−α2n−1. As mLX(ω)(ω
′) = 1, Lemma 7.1.6 shows that ω′ affords the highest

weight of a second composition factor of V |X . Also, if a, b > 1, then the TY -weights λ− 2α1,
λ − α1 − α2n−1, and λ − 2α2n−1 restrict to ω − 2β1, whose multiplicity in both LX(ω) and
LX(ω

′) equals 1, giving the existence of a third composition factor of V |X , a contradiction.
Without loss of generality, we may then suppose that λ = aλ1+λ2n−1, so that ω = (a+1)ω1

and ω′ = (a− 1)ω1 + ω2. Three situations may occur.

1. If a = 1 and p = 2, then ω′ /∈ LX(ω) by Theorem 2.3.2, so that [V |X , LX(ω
′)] = 2

and X has more than two composition factors on V. If on the other hand p 6= 2,
then one easily checks (using Lemma 2.4.8, Corollary 7.2.3 and Lemma 2.4.6) that
dimLY (λ) = dimLX(ω) + dimLX(ω

′), hence the result.

2. If a = 2 and p = 3, then proceeding exactly as in the previous case shows that
X has more than two composition factors on V. If on the other hand p 6= 3, then
one checks (using Lemma 2.4.9, Corollary 7.2.4 and [McN98, Remark 4.9.3 (a)]) that
dimLY (λ) = dimLX(ω)+dimLX(ω

′) if and only if p | 2n+1, thus yielding the desired
assertion.

3. Finally if a > 2, let ω′′ = ω − (3β1 + 2β2 + · · · + 2βn−2 + βn−1 + βn) and observe (as
in the proof of Proposition 6.2.3) that at least 2n − 1 weights of V restrict to ω′′. As
one of those (λ − (2α1 + α2 + · · · + α2n−1)) has multiplicity greater than or equal to
2(n − 1) in VY (λ), we get that mV |X (ω

′′) ≥ 4(n − 1), while by Theorem 2.3.11, we
have mVX(ω)(ω

′′) = n − 1, and mVX(ω′)(ω
′′) = 3n − 4, giving the existence of a third

KX-composition factor of V.
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7.3 Proof of Theorem 7.2

Using Lemmas 7.2.7, 7.2.9, and Propositions 7.2.8 and 7.2.10, we are finally able to give
a proof of the main result of this Section.

Proof of Theorem 7.1: Let K, Y, X be as in Theorem 7.1 and first suppose that X acts
with exactly two composition factors on V = LY (λ), where λ = aλi for some a ∈ Z>0 and
1 ≤ i ≤ 2n − 1. By Lemma 7.2.7, we get that λ and p are as in Table 7.8, and applying
Lemma 7.2.9 shows that X has more than two composition factors on LY (aλ2) if a > 1.
The result then follows from Propositions 7.2.8 and 7.2.10. Finally, we leave to the reader
to check the assertion on the structure of V |X , using Proposition 2.6.5 together with (7.5).

7.3 Proof of Theorem 7.2

Let X be as in the statement of Theorem 7.2 and assume throughout this section that
p 6= 2. Here we determine the structure of VX(ω), for ω = ω1 + ωj + δj,n−1ωn−1, where
1 < j < n − 1. We start by considering the embedding of X in Y, where Y is as in the
preamble of the chapter, and find a decomposition of VY (λ1 + λj)|X (1 < j < 2n) in terms
of irreducibles, assuming K has characteristic zero. As we shall see, doing so leads to a
nice expression for the formal character of VX(ω1) ⊗ VX(ωj). We then study VX(ω) via the
embedding ι : VX(ω) →֒ VX(ω1)⊗ VX(ωj) given by Proposition 2.6.4.

7.3.1 Restriction of Weyl modules

Fix 1 < j < n and set λ = λ1+λj , which by (7.1) restricts to ω1+ωj+δj,n−1ωn ∈ X+(TX). We
first find a description of chVY (λ)|X in terms of the Z-basis {χ(µ)}µ∈X+(TX) of Z[X(TX)]

WX .
In order to avoid the use of Theorem 2.3.11, we shall apply Proposition 7.1.3.

Proposition 7.3.1

Fix 1 < j < n, write λ = λ1 + λj and denote by ω ∈ X+(TX) the restriction of λ to TX , that
is ω = ω1 + ωj + δj,n−1ωn. Then

ch VY (λ)|X= χ(ω) + χ(ωj−1).

Proof. Write V = VY (λ) and first observe that chV |X is independent of p, so we may and
will assume K has characteristic zero for the remainder of the proof. We start by treating
the situation where j = 2, in which case ω = ω1+ω2 is the highest weight of V |X by Lemma
7.1.6 and

Λ+(V |X) = {ω, ω3, ω1}.

One then shows that the only TY -weight restricting to ω3 is λ3, and mV |X (ω3) = mVX(ω)(ω3).
An application of Theorem 2.4.3 then yields dimV = dimVX(ω) + dimVX(ω1), from which
the assertion follows.
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Next assume 2 < j < n− 2, in which case Λ+(V |X) = Λ+(ω) by Lemma 7.1.6, and write
ω′ = ωj−1. An elementary computation (using Theorem 2.4.1) yields dim VY (λ) > dimVX(ω),
showing the existence of ω′ ∈ X+(TX) such that [VY (λ)|X , LX(ω

′)] 6= 0. Since we assumed
K has characteristic zero, this translates to the existence of a maximal vector in Vω′ for BX .
By Proposition 7.1.3, we have ω− (2β1 + · · ·+2βn−2 + βn−1 + βn) 4 ω′ ≺ ω and we leave to
the reader to check that this forces

ω′ ∈ {ω1 + ωj−2, ωj+1, ωj−1}.

Now applying Lemma 2.3.7 to the Dn−j+1-parabolic subgroup of X corresponding to the
simple roots βj−1, . . . , βn, followed by [Sei87, Theorem 1, Table 1 (I4, I5)]) shows that ω1+ωj−2

cannot afford the highest weight of a KX-composition factor of V. Also the only TY -weight
in V restricting to ωj+1 is λj+1, from which one easily sees that mV |X(ωj+1) = mVX(ω)(ωj+1)
and hence [V |X , LX(ωj+1)] = 0. Consequently ω′ = ωj−1 and an elementary computation
(using Theorem 2.4.1 again, for example) yields dimVY (λ) = dim VX(ω) + dimVX(ωj−1), so
the result holds in this case as well. The situations where j = n − 2 or n − 1 can be dealt
with in a similar fashion and hence the details are left to the reader.

Corollary 7.3.2

Fix 1 < j < n and consider ω = aω1 + ωj + δj,n−1ωn, where a ∈ Z>0. Then the TX-weight
µ = ω − (β1 + · · ·+ βj−1 + 2βj + · · ·+ 2βn−2 + βn−1 + βn) satisfies

mVX(ω)(µ) = j(n− j + 2)− 2.

Proof. First assume a = 1 as well as 1 < j < n−1 and consider the Weyl module V = VY (λ)
having highest weight λ = λ1+λj, so that λ|TX

= ω. The TY -weights in V restricting to µ are
λ−(α1+· · ·+αj−1+2αj+· · ·+2αr+αr+1+· · ·+α2n−r−1) (j ≤ r ≤ n−1), λ−(α1+· · ·+α2n−j),
λ− (α1+ · · ·+αs+αj + · · ·+α2n−s−1) (1 ≤ s ≤ j−2), and λ− (αj + · · ·+α2n−1). Therefore
Theorem 2.3.11 yields mV |X (µ) = j(n− j + 2)− 1, while on the other hand, an application
of Proposition 7.3.1 yields mVX(ω)(µ) = mVY (λ)|X (µ)−1, yielding the desired assertion in this
situation. We leave to the reader to deal with the case where ω = aω1 +ωn−1+ωn and then
conclude using Proposition 2.3.12.

We now investigate the case where λ = λ1+λn, writing ω = λ|TX
. Here contrary to what

we had in Proposition 7.3.1, the TX -weight ω is not the unique highest weight of V |X . (For
example λ− αn restricts to ω1 + 2ωn−1, which is neither under nor above ω.) The following
result provides an alternative to Lemma 7.1.6 in this specific situation.

Lemma 7.3.3

Consider the TY -weight λ = λ1 + λn ∈ X+(TY ). Then each of ω = λ|TX
and ω′ = ω − αn|TX

affords the highest weight of a KX-composition factor of V. Furthermore, every TX-weight
ν ∈ Λ+(V |X) either satisfies ν 4 ω or ν 4 ω′.
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7.3 Proof of Theorem 7.2

Proof. The fact that ω affords the highest weight of a KX-composition factor of V follows
from the fact that any maximal vector in V for BY is a maximal vector for BX as well. Now
let µ = λ −

∑2n−1
r=1 crαr ∈ Λ(V ) be such that ω′ 4 µ|TX

. Recalling the restrictions to TX

of the simple roots for TY , we immediately get cr = 0 for every 1 ≤ r ≤ 2n − 1 different
from n− 1, n, n + 1. One then easily shows that cn = 1 and hence cn−1 = cn+1 = 0, forcing
µ|TX

= ω′ as desired. In order to prove the second assertion, assume for a contradiction the
existence of µ = λ−

∑2n−1
r=1 crαr ∈ Λ(V ) such that neither µ|TX

4 ω nor µ|TX
4 ω′. Recalling

the restrictions to TX of the simple roots for TY , one checks that

µ|TX
= ω −

n−2∑

r=1

(cr + c2n−r)βr − (cn−1 − cn + cn+1)βn−1 − cnβn.

Since we assumed µ|TX
⊀ ω, we have cn−1 − cn + cn+1 < −1. In particular 〈µ, αn〉 < −cn,

showing that sαn
(µ) ∈ Λ(V ) is not under λ, a contradiction.

Thanks to Lemma 7.3.3, we are now able to prove a result similar to Proposition 7.3.1
in the case where λ = λ1 + λn.

Proposition 7.3.4

Consider λ = λ1 + λn and denote by ω (respectively, ω′) the restriction of λ (respectively,
λ− αn) to TX , that is ω = ω1 + 2ωn and ω′ = ω1 + 2ωn−1. Then

chVY (λ)|X= χ(ω) + χ(ω′) + χ(ωn−1 + ωn).

Proof. Write V = VY (λ) and notice that chV |X is independent of p, so we may assume K
has characteristic zero for the remainder of the proof. Also observe that the TY -weights
restricting to ω′′ = ωn−1+ωn are λ− (α1+ · · ·+αr +αn+ · · ·+α2n−r−1) (for 1 ≤ r ≤ n− 1)
and λ− (αn + · · ·+ α2n−1). An application of Lemma 2.3.19 then yields mV |X(ω

′′) = 2n− 1
as well as mVX(ω)(ω

′′) = mVX(ω′)(ω
′′) = n − 1, thus showing that ω′′ occurs in a third KX-

composition factor of V. Now one easily checks that every TX -weight ν ∈ Λ+(V |X) such that
ω′′ ≺ ν ≺ ω or ω′ ≺ ν ≺ ω′ satisfies

mV |X(ν) = mVX(ω)(ν) + mVX(ω′)(ν),

showing that ω′′ affords the highest weight of a third KX-composition factor of V by Lemma
7.3.3. As in the proof of Proposition 7.3.1, an application of Theorem 2.4.1 then yields the
desired result.

Finally we give a result similar to Propositions 7.3.1 and 7.3.4 in the case where λ = λ1+λj

for some n < j < 2n− 1, even though it shall not be used in the proof of Theorem 7.2. As
a matter of fact, Proposition 7.3.5 provides us with an alternative proof of Corollary 7.3.2,
which does not rely on Proposition 7.1.3.
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Proposition 7.3.5

Fix n < j < 2n − 1, write λ = λ1 + λj and denote by ω ∈ X+(TX) the restriction of the
TY -weight λ to TX , so ω = ω1 + ω2n−j + δj,n+1ωn. Then

chVY (λ)|X=

{

χ(ω) + χ(2ωn−1) + χ(2ωn) if j = n+ 1;

χ(ω) + χ(ω2n−j+1 + δj,n+2ωn) otherwise.

Proof. As in the proofs of Propositions 7.3.1 and 7.3.4, we may assume K has characteristic
zero throughout the proof. Start by supposing j = n + 1 and consider the dominant TX-
weight ω′ = ω − (β1 + · · · + βn−1) = 2ωn ∈ X+(TX). Then the TY -weights restricting to
ω′ are λ − (α1 + · · · + αn−1), λ − (α1 + · · · + αr + αn+1 + · · · + α2n−r−1) (1 ≤ r < n − 1),
and λ− (αn+1 + · · ·+ α2n−1). Therefore mV |X(ω

′) = n, while mVX(ω)(ω
′) = n− 1 by Lemma

2.3.19, showing that ω′ occurs in a second KX-composition factor of V. Since there is no
dominant weight ν ∈ X+(ω) such that ω′ ≺ ν ≺ ω, an application of Lemma 7.1.6 yields
[V |X , LX(ω

′)] = 1 as desired. We leave to the reader to show that [V |X , LX(2ωn−1)] = 1 as
well, from which one easily concludes thanks to Theorem 2.4.1, for example.

Next assume n+1 < j < 2n−1 and let ω′ = ω− (β1+ · · ·+β2n−j) = ω2n−j+1 ∈ X+(TX).
Then one easily checks that the TY -weights restricting to ω′ are λ − (αj + · · · + α2n−1),
λ−(α1+· · ·+αr+αj+· · ·+α2n−r−1) (1 ≤ r ≤ 2n−j−1), and λ−(α1+· · ·+α2n−j). Therefore
mV |X (ω

′) = 2n − j + 1, while an application of Lemma 2.3.19 yields mVX(ω)(ω
′) = 2n − j,

showing that ω′ occurs in a second KX-composition factor of V. As above, there is no
dominant weight ν ∈ X+(ω) such that ω′ ≺ ν ≺ ω and thus [V |X , LX(ω

′)] = 1 by Lemma
7.1.6. Again, applying Theorem 2.4.1 completes the proof.

7.3.2 Weyl filtrations and tensor products

Let G be a simple algebraic group of type An over K, fix a Borel subgroup B = UT of G,
where T is a maximal torus of G and U the unipotent radical of B. Also let Π = {γ1, . . . , γn}
be a corresponding base of the root system Φ of G and {σ1, . . . , σn} be the set of fundamental
weights for T corresponding to our choice of base Π. An expression for the formal character
of the tensor product of exterior powers of the natural KG-module can be given by the
following well-known result, whose proof is recorded here for completeness.

Lemma 7.3.6

Fix 1 < j < n, write σ = σ1 + σj and consider T (σ1, σj) = VG(σ1)⊗ VG(σj). Then T (σ1, σj)
is tilting (see Definition 2.6.2) and

chT (σ1, σj) = χ(σ) + χ(σj+1).
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7.3 Proof of Theorem 7.2

Proof. The first assertion directly follows from Proposition 2.6.4. Also chT (σ1, σj) is in-
dependent of p and thus we shall assume K has characteristic zero for the remainder of
the proof. By Proposition 2.6.4 (part 1), σ is the highest weight of T (σ1, σj), so that
Λ+(T (σ1, σj)) = {σ, σj+1}, and using Lemma 2.3.19, one gets mT (σ1,σj)(σj+1) = j + 1, while
mVG(σ)(σj+1) = j. Therefore σj+1 affords the highest weight of a second KG-composition
factor of T (σ1, σj), allowing us to conclude.

In the remainder of this section, we assume p 6= 2 and let Y, X be as usual. Also for
1 < j < n− 1, we set

T (ω1, ωj) = VX(ω1)⊗ VX(ωj)

and recall that the TY -weight λ = λ1 +λj restricts to ω1+ωj . We now use Proposition 7.3.1
together with Lemma 7.3.6 to determine the formal character of T (ω1, ωj).

Lemma 7.3.7

Assume p 6= 2 and for 1 < j < n − 1, write ω = ω1 + ωj. Then T (ω1, ωj) is tilting and its
formal character is given by

chT (ω1, ωj) = χ(ω) + χ(ωj+1 + δj,n−2ωn) + χ(ωj−1).

Proof. The fact that T (ω1, ωj) is tilting follows from Lemma 2.4.6 together with Proposition
2.6.4 (part 3). Also chT (ω1, ωj) is independent of p by Lemma 2.4.7 and hence it is enough
to find a decomposition of T (ω1, ωj) into a direct sum of irreducibles in characteristic zero.
Now by [Sei87, Theorem 1, Table 1 (I4, I5)], the KX-module VY (λi)|X is isomorphic to
VX(ωi + δi,n−1ωn) for every 1 ≤ i < n and thus Lemma 7.3.6 yields

T (ω1, ωj) ∼= VY (λ)|X ⊕ VX(ωj+1 + δj,n−2ωn),

where λ = λ1 + λj as above. Finally VY (λ)|X ∼= VX(ω) ⊕ VX(ωj−1) by Proposition 7.3.1,
yielding the desired result.

Finally set T (ω1, ωn−1 + ωn) = VX(ω1) ⊗ VX(ωn−1 + ωn) and again, observe that the
TY -weight λ = λ1+λn−1 restricts to ω1+ωn−1+ωn. Arguing as in the proof of Lemma 7.3.7,
observing that by Theorem 7.1, we have ch V (λn)|X= χ(2ωn−1) + χ(2ωn), one obtains the
following result. The details are left to the reader.

Lemma 7.3.8

Assume p 6= 2 and write ω = ω1+ωn−1+ωn. Then T (ω1, ωn−1+ωn) is tilting and its formal
character is given by

ch T (ω1, ωn−1 + ωn) = χ(ω) + χ(ωn−2) + χ(2ωn−1) + χ(2ωn).
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7.3.3 Conclusion

Fix 1 < j < n and consider the TX -weight ω = ω1 + ωj + δj,n−1ωn. In order to completely
describe the structure of VX(ω), we start by determining an upper bound for [VX(ω) : LX(µ)]
(µ ∈ X+(TX)), following the ideas of [McN98]. The next assertion, being a consequence of
Proposition 2.6.4 and Lemmas 7.3.7, 7.3.8, is referred to as a corollary.

Corollary 7.3.9

Assume p 6= 2, fix 1 < j < n and let ω = ω1 +ωj + δj,n−1ωn. Also suppose that ω 6= µ affords
the highest weight of a composition factor of VX(ω). Then [VX(ω), LX(µ)] = 1 and one of
the following holds.

1. If j < n− 1, then µ = ωj+1 + δj,n−2ωn or ωj−1.

2. If j = n− 1, then µ = 2ωn−1, 2ωn or ωn−2.

Proof. First assume 1 < j < n− 2, write T (ω1, ωj) = VX(ω1)⊗ VX(ωj), and identify rad(ω)
with ι(rad(ω)), where ι : VX(ω) →֒ T (ω1, ωj) is the injection given by Proposition 2.6.4 (part
2). By Lemmas 2.4.6 and 7.3.7, we have

ch
(
T (ω1, ωj)

/

rad(ω)
)
= chLX(ω) + chLX(ωj+1) + chLX(ωj−1),

and Proposition 2.6.4 (part 3) applies, yielding a surjective morphism of KX-modules φ :
T (ω1, ωj) ։ H0(ω) with rad(ω) ⊂ ker(φ). As chH0(ω) = χ(ω), the result follows. The cases
where j = n− 2 or n− 1 can be dealt with in a similar fashion (replacing Lemma 7.3.7 by
Lemma 7.3.8 in the latter situation), so the details are left to the reader.

For ω as in Theorem 7.2, we determine every µ ∈ Λ+(ω) such that [VX(ω), LX(µ)] 6= 0,
using the method introduced in Section 2.7. We start by the case where ω = ω1 + ωj for
some 1 < j < n− 1.

Proposition 7.3.10

Assume p 6= 2, fix 1 < j < n − 1 and consider the TX-weight ω = ω1 + ωj. Also set
µ1 = ωj+1 + δj,n−2ωn, µ2 = ωj−1. Then µ1 affords the highest weight of a composition factor
of VX(ω) if and only if p | j + 1. Similarly, µ2 affords the highest weight of a composition
factor of VX(ω) if and only if p | 2n− j + 1.

Proof. Let VX(ω) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 be the filtration of VX(ω) given by Proposition
2.7.4. Proceeding as usual, we get νµ2

c (Tω) = νp(j + 1)χ(µ1) + νp(2n − j + 1)χ(µ2) and
Lemma 2.4.6 then yields νµ2

c (Tω) = νp(j + 1) chLX(µ1) + νp(2n− j + 1) chLX(µ2). Finally,
an application of Proposition 2.7.8 completes the proof.
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7.4 Proof of Theorem 7.3: the case j = 3

Finally, we consider the dominant TX -weight ω = ω1 + ωn−1 + ωn. Again the proof of
the following result is omitted, being similar to the proof of Proposition 7.3.10. (Recall that
VX(2ωn−1) ∼= LX(2ωn−1) if p 6= 2 by Lemma 2.4.7.)

Proposition 7.3.11

Assume p 6= 2 and consider the TX-weight ω = ω1+ωn−1+ωn. Also set µ1 = 2ωn, µ2 = 2ωn−1

and µ3 = ωn−2. Then each of µ1 and µ2 affords the highest weight of a composition factor of
VX(ω) if and only if p | n. Similarly, µ3 affords the highest weight of a composition factor of
VX(ω) if and only if p | n + 2.

Proof of Theorem 7.2: First assume 1 < j < n − 1 and let ω = ω1 + ωj. Then applying
Corollary 7.3.9 together with Proposition 7.3.10 yields the result on the composition factors
of VX(ω) in this case. If on the other hand ω = ω1 +ωn−1+ωn, replacing Proposition 7.3.10
by Proposition 7.3.11 allows us to conclude as well. Therefore in order to complete the proof,
it only remains to show the assertions on the composition series of VX(ω), which directly
follow from Lemma 2.6.5.

7.4 Proof of Theorem 7.3: the case j = 3

Let X be as in the statement of Theorem 7.3 and assume throughout this section that p 6= 2
and n > 5 (we refer the reader to [Lüb01, Appendix A.42] for the case where n = 5). Here
we determine the composition factors of VX(ω), for ω = ω2 + ω3. Again, we let Y be as in
the preamble of this chapter and setting λ = λ2 + λ3, we proceed as in Section 7.3, starting
by finding a decomposition of VY (λ)|X in terms of irreducibles in characteristic zero.

7.4.1 Restriction of Weyl modules

Set λ = λ2 + λ3, which by (7.1) restricts to ω = ω2 + ω3 ∈ X+(TX). We first find a
description of ch VY (λ)|X in terms of the Z-basis {χ(µ)}µ∈X+(TX ) of Z[X(TX)]

W . As in the
proof of Proposition 7.3.1 (the case where ω = ω1 + ω2), we take advantage of the fact that

Λ+(ω) = {ω, ω1 + ω4, ω1 + ω2, ω5 + δn,6ω6, ω3, ω1}. (7.6)

Proposition 7.4.1

Consider λ = λ2+λ3 ∈ X+(TY ) and denote by ω ∈ X+(TX) the restriction of λ to TX . Then

ch VY (λ)|X= χ(ω) + χ(ω1 + ω2) + χ(ω1).
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Proof. As in the proof of Proposition 7.3.1, first observe that ch VY (λ)|X is independent of
p and thus we may assume K has characteristic zero for the remainder of the proof. Also if
µ ∈ X+(TX) affords the highest weight of a KX-composition factor of VY (λ), then µ ∈ Λ+(ω)
by Lemma 7.1.6. One then easily sees (by applying Proposition 7.3.1 to the Dn−1-Levi
subgroup of X corresponding to the simple roots β2, . . . , βn ∈ Π(X)) that ω1+ω2 ∈ X+(TX)
affords the highest weight of a second KX-composition factor of VY (λ). Now an elementary
computation (using Theorem 2.4.1) yields dimVY (λ) = dim VX(ω) + dim VX(ω1 + ω2) + 2n,
while dim VX(ω5 + δn,6ω6), dimVX(ω3) > 2n. Hence neither ω5 + δn,6ω6 nor ω3 can afford the
highest weight of a third composition factor of VY (λ)|X and the result follows from (7.6).

Corollary 7.4.2

Set ω = ω2+ω3 and let µ = ω− (β1+2β2+ · · ·+2βn−2+βn−1+βn) ∈ X(TX). Then µ = ω3

is dominant and satisfies mVX(ω)(µ) = 5n− 11.

Proof. Write λ = λ2 + λ3 and let V = VY (λ). One checks that TY -weights restricting to µ
are λ − (α1 + 2α2 + · · ·+ 2αr + αr+1 + · · · + α2n−r−1) (1 < r < n), λ − (α1 + · · · + α2n−2)
and λ(α2 + · · · + α2n−1). Therefore Theorem 2.3.11 yields mV |X(µ) = 5n − 9, while on the
other hand, an application of Proposition 7.4.1 yields mVX(ω)(µ) = mVY (λ)|X (µ) − 2, thus
completing the proof.

A result similar to Proposition 7.4.1 holds in the situation where λ = λ2 + λ2n−3, as the
following Proposition shows. Its proof, being very similar to the proof of Proposition 7.3.5,
is omitted here.

Proposition 7.4.3

Consider λ = λ2 + λ2n−3 ∈ X+(TY ) and denote by ω ∈ X+(TX) the restriction of λ to TX .
Then

ch VY (λ)|X= χ(ω) + χ(ω1 + ω4) + χ(ω5 + δn,6ω6).

7.4.2 Weyl filtrations and tensor products

Let G be a simple algebraic group of type An over K, fix a Borel subgroup B = UT of G,
where T is a maximal torus of G and U the unipotent radical of B. Also let Π = {γ1, . . . , γn}
be a corresponding base of the root system Φ of G and {σ1, . . . , σn} be the set of fundamental
weights for T corresponding to our choice of base Π. We first determine the formal character
of the tensor product VG(σ2)⊗ VG(σ3).

Lemma 7.4.4

Let σ = σ2+σ3 and consider the tensor product T (σ2, σ3) = VG(σ2)⊗VG(σ3). Then T (σ2, σ3)
is tilting and its formal character is given by

chT (σ2, σ3) = χ(σ) + χ(σ1 + σ4) + χ(σ5).
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7.4 Proof of Theorem 7.3: the case j = 3

Proof. Proceed exactly as in the proof of Lemma 7.3.6, working in characteristic zero and
observing that Λ+(T (σ2, σ3)) = {σ, σ1 + σ4, σ5}. We leave the details to the reader.

Adopting the notation σn+1 = 0, we next focus our attention on the multiplicity of µ = σ5

in the irreducible KG-module having highest weight σ = σ2 + σ3 ∈ X+(TX).

Proposition 7.4.5

Consider an irreducible KG-module V = LG(σ) having p-restricted highest weight σ = σ2+σ3

and let µ = σ5. Then VG(σ) = σ/(σ1 + σ4)
δp,3/µδp,2 and

mV (µ) =







1 if p = 3;

4 if p = 2;

5 otherwise.

Proof. First observe that Λ+(σ) = {σ, σ1 + σ4, σ5} and considering the A4-Levi subgroup
of G corresponding to the simple roots γ1, γ2, γ3, γ4 together with [Lüb15] completes the
proof.

In the remainder of this section, we assume p 6= 2 and let Y, X be as usual. Also, we
set T (ω2, ω3) = VX(ω2) ⊗ VX(ω3) and recall that the TY -weight λ = λ2 + λ3 restricts to
ω2+ω3. As in Section 7.3, we use Proposition 7.4.1 together with Lemma 7.4.4 to determine
the formal character of T (ω2, ω3).

Lemma 7.4.6

Assume p 6= 2 and set ω = ω2 + ω3. Then T (ω2, ω3) is tilting and its formal character is
given by

ch T (ω2, ω3) = χ(ω) + χ(ω1 + ω4) + χ(ω1 + ω2)

+ χ(ω5 + δn,6ω6) + χ(ω3) + χ(ω1).

Proof. The fact that T (ω2, ω3) is tilting follows from Proposition 2.6.4 (part 3) and Lemma
2.4.6. Also, since ch T (ω2, ω3) is independent of p, it is enough to find a decomposition of
T (ω2, ω3) into a direct sum of irreducibles in characteristic zero, so we assume charK = 0
for the remainder of the proof. Now VY (λ5)|X is isomorphic to VX(ω5 + δn,6ω6) by (7.5) and
thus Lemma 7.4.4 yields

T (ω2, ω3) ∼= VY (λ)|X ⊕ VY (λ1 + λ4)|X ⊕ VX(ω5 + δn,6ω6),

where λ = λ2 + λ3 as above. Finally, applying Propositions 7.3.1 and 7.4.1 completes the
proof.
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Using Lemma 7.4.6 together with Proposition 2.6.4 will enable us to determine the com-
position factors of VX(ω2 + ω3). The situation in which δp,3ǫp(n) = 0 can be dealt with in
a pretty straightforward fashion, while in the case where δp,3ǫp(n) = 1, some more work
is required in order to prove that [VX(ω2 + ω3), LX(ω3)] ≤ 1. We thus treat the two cases
separately.

7.4.3 Conclusion: the case δp,3ǫp(n) = 0

Assume p 6= 2, δp,3ǫp(n) = 0 and consider the TX-weight ω = ω2 + ω3. We are ready
to determine the composition factors of VX(ω), starting by finding an upper bound for
[VX(ω) : LX(µ)], for every µ ∈ X+(TX), and then conclude using Proposition 2.7.8. The
first assertion is a consequence of Proposition 2.6.4 and Lemma 7.4.6, so is referred to as a
corollary.

Corollary 7.4.7

Assume p 6= 2 as well as δp,3ǫp(n) = 0. Also let ω = ω2+ω3 and suppose that ω 6= µ ∈ X+(TX)
affords the highest weight of a composition factor of VX(ω). Then [VX(ω), LX(µ)] = 1 and
µ ∈ {ω1 + ω4, ω1 + ω2, ω5 + δn,6ω6, ω3, ω1}.

Proof. Write T (ω2, ω3) = VX(ω2)⊗VX(ω3) and identify rad(ω) with its image under ι, where
ι : VX(ω) →֒ T (ω2, ω3) is the injection given by Proposition 2.6.4 (part 2). Now by Lemmas
7.4.6, Lemma 2.4.6 and Theorem 7.2, we have

ch
(
T (ω2, ω3)

/

rad(ω)
)
= chLX(ω) + chLX(ω1 + ω4)

+ chLX(ω1 + ω2)

+ (1 + δp,5) chLX(ω5 + δn,6ω6)

+ (1 + δp,3 + ǫp(2n− 3)) chLX(ω3)

+ (1 + ǫp(2n− 1)) chLX(ω1)

and Proposition 2.6.4 (part 3) applies, yielding the existence of a surjective morphism of
KX-modules φ : T (ω2, ω3) ։ H0(ω) with rad(ω) ⊂ ker(φ). As chH0(ω) = χ(ω), we get

µ ∈ {ω1 + ω4, ω1 + ω2, ω5 + δn,6ω6, ω3, ω1}

as desired as well as [VX(ω), LX(ω1 +ω4)][VX(ω), LX(ω1 + ω2)] ≤ 1. Also, if µ = ω5 + δn,6ω6,
then one can use Proposition 7.4.5 to see that [VX(ω), LX(µ)] = 1, while Corollary 2.7.3
forces p | n if µ = ω3, so that p 6= 3 by our initial assumption and hence [VX(ω), LX(µ)] = 1
as desired. Finally, if µ = ω1, then an application of Corollary 2.7.3 forces p | n − 1, from
which one deduces that [VX(ω), LX(µ)] = 1, completing the proof.

By determining every µ ∈ Λ+(ω) such that [VX(ω), LX(µ)] 6= 0 (using the method intro-
duced in Section 2.7), we are now able to give the set of composition factors of VX(ω2 + ω3)
in the case where p 6= 2 and δp,3ǫp(n) = 0.
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7.4 Proof of Theorem 7.3: the case j = 3

Theorem 7.4.8

Assume p 6= 2 as well as δp,3ǫp(n) = 0. Also consider the TX-weight ω = ω2 + ω3 ∈ X+(TX).
Then

VX(ω) =







ω/(ω1 + ω2)
ǫp(2n−3)/ω

ǫp(n−1)
1 if p ∤ 3n;

ω/ω1 + ω4/ω
ǫp(n−1)
1 if p = 3;

ω/ω3. otherwise.

Proof. Let VX(ω) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 be the filtration of VX(ω) given by Proposition
2.7.4 and write τ1 = ω1+ω4, τ2 = ω1+ω2, τ3 = ω3, µ = ω1. We first assume p ∤ 3n and leave
to the reader to check that in this case νµ

c (Tω) = νp(2n− 3)χµ(τ2) + νp(2n− 2)χµ(µ), while
an application of Theorem 7.2 yields χµ(τ2) = chLX(τ2) + ǫp(2n − 1) chLX(µ). Therefore
since p 6= 2, we have

νµ
c (Tω) = νp(2n− 3) chLX(τ2) + νp(2n− 2) chLX(µ),

which by Proposition 2.7.8 shows that τ2 (respectively, µ) affords the highest weight of a
composition factor of VX(ω) if and only if p divides 2n − 3 (respectively, 2n − 2), while
[VX(ω), LX(ν)] = 0 for every TX-weight ν ∈ X+(TX) such that ν 6= τ2 and µ ≺ ν ≺ ω. One
then concludes in this situation thanks to Corollary 7.4.7.

Next assume p = 3 (so that p ∤ n) and as above, we leave the reader to check that
νµ
c (Tω) = νp(3)χ

µ(τ1)+νp(2n−2)χ
µ(µ), while applying Theorem 7.2 yields χµ(τ1) = chLX(τ1)

since p ∤ n. Therefore

νµ
c (Tω) = νp(3) chLX(τ1) + νp(2n− 2) chLX(µ)

and again one concludes using Proposition 2.7.8 together with Corollary 7.4.7.
Finally assume p | n (so p 6= 3), in which case one can check (using Lemma 2.4.6) that

we have νµ
c (Tω) = νp(2n) chLX(τ3) + νp(2n − 2) chLX(µ). Applying Proposition 2.7.8 and

Corollary 7.4.7 then completes the proof.

7.4.4 Conclusion: the case δp,3ǫp(n) = 1

We conclude this section by determining the composition factors of VX(ω2 + ω3), together
with their multiplicity, under the assumption that δp,3ǫp(n) = 1. In order to do so, we first
study the decomposition of VY (2λ2)|X in terms of irreducibles in characteristic zero and then
deduce the multiplicity of ω3 in VX(2ω2).

Lemma 7.4.9

Consider the TY -weight λ = 2λ2 ∈ X+(TY ) and let ω = λ|TX
. Then

ch VY (λ)|X= χ(ω) + χ(2ω1) + χ(0)
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Proof. Write V = VY (λ) and first observe (see the discussion before Lemma 7.2.9) that
[VY (λ)|X , LX(2ω1)] = 1. On the other hand one easily checks (using Theorem 2.4.1 and
(2.9), for example) that dimV = dimVX(ω) + dimVX(2ω1) + 1. Therefore [V |X , LX(0)] = 1
and thus the assertion follows.

Corollary 7.4.10

Set ω = 2ω2 ∈ X(TX) and let µ = ω − (β1 + 2β2 + · · ·+ 2βn−2 + βn−1 + βn). Then µ = ω2 is
dominant and mVX(ω)(µ) = 2n− 3.

Proof. Proceeding exactly as in the proofs of Corollaries 7.3.2 and 7.4.2 (replacing Propo-
sitions 7.3.1, 7.4.1 by Lemma 7.4.9) yields the desired result. The details are left to the
reader.

Lemma 7.4.11

Assume δp,3ǫp(n + 1) = 1 and consider an irreducible KX-module V = LX(ω) having p-
restricted highest weight ω = 2ω2. Then µ = ω2 satisfies χµ(ω) = chV + chLX(ω4) and
mV (µ) = n− 1.

Proof. Here the TX -weights ν ∈ X+(TX) such that µ 4 ν ≺ ω and mVX(ω)(ν) > 1 are
ω4 and µ itself. An application of Lemma 5.1.1 then yields [VX(ω), LX(ω4)] = 1, while
[VX(ω), LX(µ)] = 0 by Corollary 2.7.3. Therefore the assertion on χµ(ω) holds and hence
mV (µ) = mVX(ω)(µ) − mLX(ω4)(µ). One then checks (using Lemma 7.1.5, for example) that
mLX(ω4)(µ) = n− 2, while an application of Corollary 7.4.10 completes the proof.

Using Lemma 6.1.1 together with Lemma 7.4.11, we now give an upper bound for the
multiplicity of ω3 in LX(ω2 + ω3) in the case where δp,3ǫp(n) = 1.

Proposition 7.4.12

Assume δp,3ǫp(n) = 1 and consider the TX-weight ω = ω2 + ω3 ∈ X+(TX). Also write
µ = ω− (β1 +2β2 + · · ·+2βn−2 + βn−1 + βn). Then µ = ω3 is dominant and mV (µ) ≥ n− 2.

Proof. Let J = {γ1, . . . , γn−1}, where γ1 = β1, γ2 = β2+β3, γr = βr+1 for every 3 ≤ r < n−1,
so that H = 〈U±γr : 1 ≤ r ≤ n − 1〉 is simple of type Dn−1 over K, and denote by
{ω′

1, . . . , ω
′
n−1} the set of fundamental weights corresponding to our choice of base. Adopting

the latter notation, we get ω′ = ω|TH
= 2ω′

2, µ
′ = µ|TH

= ω′−(γ1+2γ2+· · ·+2γn−2+γn−1+γn),
and as δp,3ǫp(n) = 1, Lemma 7.4.11 applies, yielding mLH (ω′)(µ

′) = n − 2. The result then
follows from Lemma 6.1.1.

By determining every µ ∈ Λ+(ω) such that [VX(ω), LX(µ)] 6= 0 (using the method intro-
duced in Section 2.7), we are now able to give the structure of VX(ω2+ω3) in the case where
δp,3ǫp(n) = 1.
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7.5 Proof of Theorem 7.3: the general case

Theorem 7.4.13

Assume δp,3ǫp(n) = 1 and consider ω = ω2 + ω3 ∈ X+(TX). Then

VX(ω) = ω/ω1 + ω4/ω1 + ω2/ω3.

Proof. First observe that an application of Corollary 2.7.3 yields [VX(ω), LX(ω1)] = 0 and
let VX(ω) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 be the filtration of VX(ω) given by Proposition 2.7.4.
Also write τ1 = ω1 + ω4, τ2 = ω1 + ω2 and µ = ω3. As usual, we leave to the reader to
check that νµ

c (Tω) = χµ(τ1) + ν3(2n− 3)χµ(τ2) + ν3(2n)χ
µ(µ). Also by Theorem 7.2, we get

χµ(τ1) = chLX(τ1) + chLX(µ) as well as χµ(τ2) = chLX(τ2) + chLX(µ), from which one
deduces (using Lemma 2.3.19, Proposition 2.7.8 and Theorem 7.2) that

mLX(ω)(µ) = mVX(ω)(µ)−mLX(τ1)(µ)−mLX(τ2)(µ)− [VX(ω), LX(µ)],

where [VX(ω), LX(µ)] 6= 0. An application of Corollary 7.4.2 then yields mVX(ω)(µ) = 5n−11,
while mLX(τ1)(µ) = 2(2n−5)−1 by Theorem 7.2 and Corollary 7.3.2. The result thus follows
from Proposition 7.4.12.

7.5 Proof of Theorem 7.3: the general case

Let X be as in the statement of Theorem 7.3 and assume throughout this section that p 6= 2.
Here we determine the composition factors of VX(ω), for ω ∈ {ω2 +ωj}3<j<n−1. Let Y be as
usual and setting λ = λ2 + λj for 3 < j < n − 1, we proceed as in Section 7.4, starting by
finding a decomposition of VY (λ)|X in terms of irreducibles, assuming K has characteristic
zero.

7.5.1 Restriction of Weyl modules

Fix 3 < j < n and set λ = λ2+λj , which by (7.1) restricts to ω2+ωj+δj,n−1ωn ∈ X+(TX). We
first find a description of ch VY (λ)|X in terms of the Z-basis {χ(µ)}µ∈X+(TX ) of Z[X(TX)]

W .

Proposition 7.5.1

Fix 3 < j < n and write λ = λ2+λj. Also denote by ω ∈ X+(TX) the restriction of λ to TX .
Then

chVY (λ)|X= χ(ω) + χ(ω1 + ωj−1) + χ(ωj−2).

Proof. Write ω′ = ω1 + ωj−1. Proceeding as in the proof of Proposition 7.3.1 shows that
[VX(ω), VX(ω

′)] = 1 and that if ω′′ affords the highest weight of a third KX-composition
factor of VY (λ), then ωj−2 4 ω′′ ≺ ω′. One then easily checks (using Theorem 2.4.1, for
example) that dim VY (λ) = dim VX(ω) + dimVX(ω

′) + dimVX(ωj−2) and arguing as in the
proof of Proposition 7.4.1 then completes the proof. We leave the details to the reader.
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A similar result holds in the situation where λ = λ2 + λj for some n + 1 < j < 2n − 2,
as the following Proposition shows. Its proof, being very similar to the proof of Proposition
7.3.5, is omitted here.

Proposition 7.5.2

Fix n+1 < j < 2n−2 and consider λ = λ2+λj. Also denote by ω ∈ X+(TX) the restriction
of λ to TX . Then

ch VY (λ)|X=

{

χ(ω) + χ(ω1 + ωn−1 + ωn) + χ(2ωn−1) + χ(2ωn) if j = n + 2;

χ(ω) + χ(ω1 + ω2n−j+1) + χ(ω2n−j+2 + δj,n+3ωn) otherwise.

7.5.2 Weyl filtrations and tensor products

Let G be a simple algebraic group of type An over K, fix a Borel subgroup B = UT of G,
where T is a maximal torus of G and U the unipotent radical of B. Also let Π = {γ1, . . . , γn}
be a corresponding base of the root system Φ of G and {σ1, . . . , σn} be the set of fundamental
weights for T corresponding to our choice of base Π. We first determine the formal character
of the tensor product VG(σ2)⊗ VG(σj) for 2 < j < n.

Lemma 7.5.3

Fix 2 < j < n, write σ = σ2+σj and consider the tensor product T (σ2, σj) = VG(σ2)⊗VG(σj).
Then T (σ2, σj) is tilting and

chT (σ2, σj) = χ(σ) + χ(σ1 + σj+1) + χ(σj+2).

Proof. The first assertion directly follows from Proposition 2.6.4 (part 3). Also observe that
chT (σ2, σj) is independent of p and thus we may as well assume K has characteristic zero.
By Proposition 2.6.4 (part 1), σ is the highest weight of T (σ2, σj), so that

Λ+(T (σ2, σj)) = {σ, σ1 + σj+1, σj+2}

and as in the proof of Lemma 7.3.6, one easily sees that mT (σ1,σj)(σ1 + σj+1) = j + 1, while
mVG(σ)(σ1 + σj+1) = j, showing that [T (σ2, σj), LG(σ1 + σj+1)] = 1. Finally, we leave to the
reader to check that dimT (σ2, σj) = dimVG(σ) + dimVX(σ1 + σj+1) + dimVG(σj+2), so that
σj+2 also affords the highest weight of a third composition factor of T (σ2, σj), completing
the proof.

Proceeding exactly as in the proof of Corollary 7.3.2 (using Lemma 7.5.3 and replacing
Proposition 7.3.1 by Proposition 7.5.1), one gets the following result. We leave the details
to the reader.

Corollary 7.5.4

Fix 2 < j < n− 1, write σ = σ2 + σj and let µ = σj+2. Then mVG(σ)(µ) =
1
2
(j − 1)(j + 2).
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7.5 Proof of Theorem 7.3: the general case

Adopting the notation σn+1 = 0, we next find a lower bound for the multiplicity of
µ = σj+2 in the irreducible KG-module having highest weight σ = σ2+σj ∈ X+(TX), where
2 < j < n.

Corollary 7.5.5

Let 2 < j < n−1 and consider the T -weight σ = σ2+σj ∈ X+(T ). Also suppose the existence
of σ 6= µ ∈ X+(T ) such that µ affords the highest weight of a composition factor of VG(σ).
Then µ ∈ {σ1 + σj+1, σj+2} and [VG(σ), LG(µ)] = 1.

Proof. Let σ 6= µ ∈ X+(T ) be such that [VG(σ), LG(µ)] 6= 0 and observe that since
Λ+(σ) = {σ, σ1+σj+1, σj+2}, we immediately get µ ∈ {σ1+σj+1, σj+2} as desired. Also write
T (σ2, σj) = VG(σ2)⊗VG(σj) and identify rad(σ) with ι(rad(σ)), where ι : VG(σ) →֒ T (σ2, σj)
is the injection given by Proposition 2.6.4 (part 2). Applying Lemma 7.5.3 together with
Lemma 2.3.19 then yields

ch
(
T (σ2, σj)

/

rad(σ)
)
= chLG(σ) + chLG(σ1 + σj+1)

+ (1 + ǫp(j + 2)) chLG(σj+2),

and Proposition 2.6.4 (part 3) applies, yielding the existence of a surjective morphism
of KG-modules φ : T → H0(σ) with rad(σ) ⊂ ker(φ). As chH0(σ) = χ(σ), we then
get [VG(σ), LG(σ1 + σj+1)] ≤ 1 as desired and an application of Corollary 2.7.3 yields
[VG(σ), LG(σj+2)] ≤ 1 as well, thus completing the proof.

Let 2 < j < n and as above, adopt the notation σn+1 = 0. We next determine the
composition factors of VG(σ2 + σj) as well as the multiplicity of µ = σj+2 in the irreducible
KG-module LG(σ2 + σj) in the case where p 6= 2.

Proposition 7.5.6

Assume p 6= 2 and consider an irreducible KG-module V = LG(σ) having p-restricted highest
weight σ = σ2 + σj , where 2 < j < n. Then VG(σ) = σ/(σ1 + σj+1)

ǫp(j)/σ
ǫp(j+1)
j+2 and

mV (σj+2) =
1

2







(j − 2)(j + 1)− 2 if p | j;

(j − 1)(j + 2)− 2 if p | j + 1;

(j − 1)(j + 2) otherwise.

Proof. Let VG(σ) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 be the filtration of VG(σ) given by Proposition
2.7.4 and write τ = σ − (γ2 + · · · + γj), µ = τ − (γ1 + · · · + γj+1). One then checks that
νµ
c (Tσ) = νp(j)χ

µ(τ) + νp(j + 1)χµ(µ) and hence an application of Lemma 2.3.19 yields

νµ
c (Tσ) = νp(j) chLG(τ) + (νp(j + 1) + νp(j)ǫp(j + 2)) chLG(µ).
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Therefore χµ(σ) = chLG(σ) if p ∤ j(j+1) by Proposition 2.7.8 and Corollary 7.5.4 yields
the assertion in this case. If on the other hand p | j or j + 1, then one concludes using
Lemma 2.3.19, Proposition 2.7.8 and Corollary 7.5.5. We leave the details to the reader.

In the remainder of this section, we assume p 6= 2 and let Y, X be as in the statement of
Theorem 7.3. In order to prove a result similar to Corollary 7.4.2 concerning the multiplicity
of ωj ∈ X+(TX) in VX(ω2+ωj), one proceeds exactly as in the proof of Corollary 7.4.2 (using
Lemma 7.5.3 and replacing Proposition 7.4.1 by Proposition 7.5.1). We leave the details to
the reader.

Corollary 7.5.7

Fix 2 < j < n− 1, let ω = ω2 + ωj and write µ = ω − (β1 + 2β2 + · · ·+ 2βn−2 + βn−1 + βn).
Then the TX-weight µ = ωj is dominant and

mVX(ω)(µ) = (j − 1)

(
1

2
(j + 2)(n− j) + j − 1

)

.

For 2 < j < n − 1, set T (ω2, ωj) = VX(ω2) ⊗ VX(ωj) and recall that the TY -weight
λ = λ2 + λj restricts to ω2 + ωj. We now use Lemma 7.5.3 together with Proposition 7.5.1
to determine the formal character of T (ω2, ωj) in terms of χ(µ) (µ ∈ X+(T )).

Lemma 7.5.8

Assume p 6= 2 and for 2 < j < n − 2, write ω = ω2 + ωj. Then T (ω2, ωj) is tilting and its
formal character is given by

chT (ω2, ωj) = χ(ω) + χ(ω1 + ωj+1) + χ(ω1 + ωj−1) + χ(ωj+2 + δj,n−3ωn) + χ(ωj) + χ(ωj−2).

Similarly, if ω = ω2 + ωn−2, then T (ω2, ωn−2) is tilting and its formal character is given by

chT (ω2, ωn−2) = χ(ω) + χ(ω1 + ωn−1 + ωn) + χ(ω1 + ωn−3) + χ(2ωn−1) + χ(2ωn)

+ χ(ωn−2) + χ(ωn−4).

Proof. The fact that T (ω2, ωj) is tilting follows from Lemma 2.4.6 and Proposition 2.6.4
(part 3). Also, since chT (ω2, ωj) is independent of p, it is enough to find a decomposition of
T (ω2, ωj) into a direct sum of irreducibles in characteristic zero, so we may and will assume
charK = 0 for the remainder of the proof. First assume 2 < j < n − 2. By (7.5), the
KX-module VY (λj+2)|X is isomorphic to VX(ωj+2 + δj,n−3ωn), thus Lemma 7.5.3 yields

T (ω2, ωj) ∼= VY (λ)|X ⊕ VY (λ1 + λj+1)|X ⊕ VX(ωj+2 + δj,n−3ωn),

where λ = λ2 + λj. Propositions 7.3.1 and 7.5.1 then allow us to conclude in this situation.
The case where j = n − 2 can be dealt with in a similar fashion (using the fact that
VY (λn)|X ∼= VX(2ωn−1)⊕ VX(2ωn) by Theorem 7.1), so the details are left to the reader.
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7.5 Proof of Theorem 7.3: the general case

7.5.3 Conclusion: the case ǫp(j)ǫp(n) = 0

Assume ǫp(j)ǫp(n) = 0 and consider the TX -weight ω = ω2 + ωj . We proceed as in Section
7.4, starting with the following consequence of Proposition 7.5.6 and Lemma 7.5.8.

Corollary 7.5.9

Assume 2 6= p divides both j and n and for 2 < j < n− 1, write ω = ω2 + ωj. Also suppose
that ω 6= µ ∈ X+(TX) affords the highest weight of a composition factor of VX(ω). Then
µ ∈ {ω1 + ωj+1, ω1 + ωj−1, ωj+2 + δj,n−3ωn, ωj, ωj−2} and [VX(ω), LX(µ)] = 1.

Proof. First assume 2 < j < n− 2, write T (ω2, ωj) = VX(ω2)⊗ VX(ωj) and identify rad(ω)
with ι(rad(ω)), where ι : VX(ω) →֒ T (ω2, ωj) is the injection given by Proposition 2.6.4 (part
2). Now by Lemmas 7.5.8, 2.4.6 and Theorem 7.2, we have

ch
(
T (ω2, ωj)

/

rad(ω)
)
= chLX(ω) + chLX(ω1 + ωj+1)

+ chLX(ω1 + ωj−1)

+ (1 + ǫp(j + 2)) chLX(ωj+2 + δj,n−3ωn)

+ (1 + ǫp(j) + ǫp(2n− j)) chLX(ωj)

+ (1 + ǫp(2n− j + 2)) chLX(ωj−2)

and Proposition 2.6.4 (part 3) applies, yielding the existence of a surjective morphism of
KX-modules φ : T (ω2, ωj) ։ H0(ω) with rad(ω) ⊂ ker(φ). As chH0(ω) = χ(ω), the first
assertion holds and [VX(ω), LX(ω1 + ωj+1)][VX(ω), LX(ω1 + ωj−1)] ≤ 1 as desired. Now if
µ = ωj+2 + δj,n−3ωn, then Corollary 2.7.3 yields p | j + 1 and hence [VX(ω), LX(µ)] = 1
by Proposition 7.5.6 (applied to a suitable Aj+2-Levi subgroup of X). Also Corollary 2.7.3
forces p | n if µ = ωj , so that p ∤ j and finally, if µ = ωj−2, then an application of Corollary
2.7.3 forces p | 2n−j+1, from which one deduces that [VX(ω), LX(µ)] = 1. The case j = n−2
can be dealt with in a similar fashion. We leave the details to the reader.

Finally, we determine the composition factors of VX(ω2 + ωj) for 2 < j < n − 3, using
the method introduced in Section 2.7 together with Corollary 7.5.9.

Theorem 7.5.10

Assume p 6= 2 and let X be as in the statement of Theorem 7.3. Also let ω = ω2 + ωj for
some 2 < j < n− 2 and consider an irreducible KX-module V = LX(ω) having p-restricted
highest weight ω. Assume in addition ǫp(j)ǫp(n) = 0. Then

VX(ω) =







ω/(ω1 + ωj−1)
ǫp(2n−j)/(ωj+2 + δj,n−3ωn)

ǫp(j+1)/ω
ǫp(2n−j+1)
j−2 if p ∤ jn;

ω/ω1 + ωj+1/ω
ǫp(2n+1)
j−2 if p | j;

ω/(ωj+2 + δj,n−3ωn)
ǫp(j+1)/ωj/ω

ǫp(j−1)
j−2 if p | n.
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Proof. Let VX(ω) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 be the filtration of VX(ω) given by Proposition
2.7.4, write τ1 = ω1 + ωj+1, τ2 = ω1 + ωj−1, τ3 = ωj+2 + δj,n−3ωn, τ4 = ωj, µ = ωj−2 and first
assume p ∤ jn. As usual, one checks that

νµ
c (Tω) = νp(2n− j)χµ(τ2) + νp(j + 1)χµ(τ3) + νp(2n− j + 1)χµ(µ),

while χµ(τ2) = chLX(τ2) + ǫp(2n− j + 2) chLX(µ) by Theorem 7.2 and χµ(τ3) = chLX(τ3)
by Lemma 2.4.6. Hence we have

νµ
c (Tω) = νp(2n− j) chLX(τ2) + νp(j + 1) chLX(τ3) + νp(2n− j + 1) chLX(µ).

Therefore by Proposition 2.7.8, each of τ2, τ3 and µ affords the highest weight of a
composition factor of VX(ω) and every other TX -weight ν ∈ X+(TX) such that µ 4 ν ≺ ω
satisfies [VX(ω), LX(ν)] = 0. One then concludes in this situation thanks to Corollary 7.5.9.
Next assume p | j and as above, we leave to the reader to check (using Lemma 2.4.6 and
Theorem 7.2) that

νµ
c (Tω) = νp(j) chLX(τ1) + νp(2n− j + 1) chLX(µ).

Applying Proposition 2.7.8 together with Corollary 7.5.9 yields the desired result in this
situation as well. Finally assume p | n, in which case one can check (using Lemma 2.4.6
again) that we have

νµ
c (Tω) = νp(j + 1) chLX(τ3) + νp(2n) chLX(τ4) + νp(2n− j + 1) chLX(µ).

Proposition 2.7.8 and Corollary 7.5.9 then complete the proof.

Proceeding as in the proof of Theorem 7.5.10 yields the following result. We leave the
details to the reader.

Theorem 7.5.11

Assume p 6= 2 and consider an irreducible KX-module V = LX(ω) having p-restricted highest
weight ω = ω2 + ωn−2. Then

VX(ω) =







ω/(ω1 + ωn−3)
ǫp(n+2)/2ω

ǫp(n−1)
n−1 /2ω

ǫp(n−1)
n /ω

ǫp(n+3)
n−4 if p ∤ n(n− 2);

ω/ω1 + ωn−1 + ωn/ω
ǫp(5)
n−4 if p | n− 2;

ω/ωn−2/ω
ǫp(3)
n−4 if p | n.

7.5.4 Conclusion: the case ǫp(j)ǫp(n) = 1

We now investigate the structure of VX(ω) in the case where 2 6= p divides both j and n (in
which case 2 < j < n− 2), starting by the following generalization of Lemma 7.4.11.
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7.5 Proof of Theorem 7.3: the general case

Lemma 7.5.12

Assume p 6= 2, let 2 < j < n − 2 be such that ǫp(j + 1) = ǫp(n + 1) = 1 and consider an
irreducible KX-module V = LX(ω) having highest weight ω = ω2 + ωj. Then

mV (ωj) =
1
2
(j − 2)(j + 1)(n− j) + (j − 1)(n− 1).

Proof. First assume 2 < j < n − 3 and observe that an application of Corollary 2.7.3
yields [VX(ω), LX(ν)] = 0 for ν = ω1 + ωj+1, ω1 + ωj−1 and ωj, while on the other hand
[VX(ω), LX(ωj+2)] = 1 by Proposition 7.5.6. Therefore χωj(ω) = chLX(ω) + chLX(ωj+2)
and hence mV (ωj) = mVX(ω)(ωj) − mLX(ωj+2)(ωj). Now an application of Corollary 7.5.7
yields mVX(ω)(ωj) = (j − 1)(1

2
(j + 2)(n− j) + j − 1), while mLX(ωj+2)(ωj) = n− j by Lemma

7.1.5, from which the result follows.

Using Lemma 6.1.1 together with Lemma 7.5.12, we now give a lower bound for the
multiplicity of ωj in LX(ω2 + ωj) in the case where p 6= 2 and ǫp(j)ǫp(n) = 1.

Proposition 7.5.13

Assume p 6= 2, let 2 < j < n− 2 be such that ǫp(j) = ǫp(n) = 1 and consider an irreducible
KX-module V = LX(ω) having highest weight ω = ω2 + ωj. Then

mV (ωj) ≥
1
2
j(j − 3)(n− j) + (j − 2)(n− 2).

Proof. Let J = {γ1, . . . , γn−1}, where γ1 = β1, γ2 = β2 + β3, γr = βr+1 for every 3 ≤
r ≤ n − 1, so that H = 〈U±γr : 1 ≤ r < n − 1〉 is simple of type Dn−1 over K. Also
denote by {ω′

1, . . . , ω
′
n−1} the set of fundamental weights corresponding to our choice of

base for the root system of H. Adopting the latter notation, we get ω′ = ω|TH
= ω2 + ωj−1,

µ′ = µ|TH
= ω′−(γ1+2γ2+· · ·+2γn−3+γn−2+γn−1), and as ǫp((j−1)+1) = ǫp((n−1)+1) = 1,

Lemma 7.5.12 applies and the result then follows from Lemma 6.1.1.

Using the method introduced in Section 2.7, we determine the composition factors of
VG(ω) in the case where ω = ω2 + ωj for some 2 < j < n − 2 such that p 6= 2 and
ǫp(j)ǫp(n) = 1.

Theorem 7.5.14

Assume p 6= 2, let 2 < j < n − 2 be such that ǫp,jǫp(n) = 1 and consider the dominant
TX-weight ω = ω2 + ωj ∈ X+(TX). Then

VX(ω) = ω/ω1 + ωj+1/ω1 + ωj−1/ωj.

Proof. First observe that [VX(ω), LX(ωj−2)] = [VX(ω), LX(ωj+2)] = 0 by Corollary 2.7.3 and
let VX(ω) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 be the filtration of VX(ω) given by Proposition 2.7.4.
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Also write τ1 = ω1 + ωj+1, τ2 = ω1 + ωj−1 and µ = ωj. As usual, we leave to the reader
to check that νµ

c (Tω) = νp(j)χ
µ(τ1) + νp(2n − j)χµ(τ2) + νp(2n)χ

µ(µ). By Theorem 7.2, we
get χµ(τ1) = chLX(τ1)+ chLX(µ) as well as χµ(τ2) = chLX(τ2)+ chLX(µ), from which one
deduces (using Lemma 2.3.19, Proposition 2.7.8 and Theorem 7.2) that

mLX(ω)(µ) = mVX(ω)(µ)−mLX(τ1)(µ)−mLX(τ2)(µ)− [VX(ω), LX(µ)],

where [VX(ω), LX(µ)] 6= 0. One easily checks using Corollary 7.3.2, Theorem 7.2 and Lemma
2.3.19 that mLX(ω)(µ) ≤

1
2
j(j − 3)(n − j) + (j − 2)(n − 2). An application of Proposition

7.5.13 then yields [VX(ω), LX(µ)] = 1, thus completing the proof.

Proof of Theorem 7.3: In the case where ω = ω2 + ω3, the result immediately follows
from Theorems 7.4.8 and 7.4.13, while if ω = ω2 + ωj for some 3 < j < n − 1, applying
Theorems 7.5.10, 7.5.11 and 7.5.14 yields the desired assertion.

7.6 Proof of Theorem 7.4

In this section, we assume p 6= 2, let Y, X be as in the statement of Theorem 7.4 and give a
proof of the latter. We first consider an irreducible KY -module V = LY (λ) having highest
weight λ = λ1 + λj for some 1 < j < 2n.

7.6.1 The case λ = λ1 + λj (1 < j < 2n)

We start by giving a result similar to Lemma 7.3.7 in the case where ω = ω1+2ωn. As usual,
write T (ω1, 2ωn−1) = VX(ω1)⊗ VX(2ωn−1) and T (ω1, 2ωn) = VX(ω1)⊗ VX(2ωn).

Lemma 7.6.1

Assume p 6= 2 and write ω = ω1 + 2ωn. Then T (ω1, 2ωn) is tilting and its formal character
is given by

chT (ω1, 2ωn) = χ(ω) + χ(ωn−1 + ωn).

Proof. The fact that T (ω1, 2ωn) is tilting follows from Lemma 2.4.7 and Proposition 2.6.4
(part 3). Also, since chT (ω1, 2ωn) is independent of p, it is enough to find a decomposition
of T (ω1, 2ωn) in terms of irreducibles in characteristic zero. Now by Theorem 7.1, we have

T (λ1, λn)|X ∼= T (ω1, 2ωn−1) ⊕ T (ω1, 2ωn),

where T (λ1, λn) = VY (λ1)⊗VY (λn), while T (λ1, λn) ∼= VY (λ1+λn)⊕VY (λn+1) by Proposition
7.3.6. Now by [Sei87, Theorem 1, Table 1 (I4, I5)] and Proposition 7.3.1, we have

T (ω1, 2ωn−1) ⊕ T (ω1, 2ωn) ∼= VY (λ1 + λn)|X ⊕ VX(ωn−1 + ωn),

and an application of Proposition 7.3.4 then completes the proof.
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7.6 Proof of Theorem 7.4

Proposition 7.6.2

Assume p 6= 2 and write ω = ω1 + 2ωn. Then VX(ω) = ω/(ωn−1 + ωn)
ǫp(n+1).

Proof. As above, write T (ω1, 2ωn) = VX(ω1)⊗ VX(2ωn) and identify rad(ω) with ι(rad(ω)),
where ι : VX(ω) →֒ T (ω1, 2ωn) is the injection given by Proposition 2.6.4 (part 2). Now by
Lemmas 7.6.1 and 2.4.6, we have

ch
(
T (ω1, 2ωn)

/

rad(ω)
)
= chLX(ω) + chLX(ωn−1 + ωn)

and Proposition 2.6.4 (part 3) applies, yielding the existence of a surjective morphism of
KX-modules φ : T (ω1, 2ωn) ։ H0(ω) with rad(ω) ⊂ ker(φ). As chH0(ω) = χ(ω), the only
TX -weight that could possibly afford the highest weight of a composition factor of VX(ω) is
ωn−1 + ωn and thus an application of Lemma 2.3.19 completes the proof.

Theorem 7.6.3

Assume p 6= 2 and consider an irreducible KY -module V = LY (λ) having p-restricted highest
weight λ = λ1 + λj, where 1 < j < 2n. Then

V |X=







ω/ω
1+ǫp(2n−j+1)
j−1 if 1 < j < n;

ω/ω1 + 2ωn−1/ωn−1 + ω
1+ǫp(n+1)
n if j = n;

ω/2ω
1+ǫp(n)
n−1 /2ω

1+ǫp(n)
n if j = n + 1;

ω/(ω2n−j+1 + δj,n+2ωn)
1+ǫp(2n−j+1) otherwise.

In particular, X acts with exactly two composition factors on V if and only if j 6= n, n + 1,
and p ∤ 2n− j + 1.

Proof. First assume 1 < j < n− 1 and write ω′ = ωj−1. As in the proof of Corollary 7.3.2,
one sees (using Lemma 2.3.19 instead of Theorem 2.3.11) that

mV |X(ω
′) =

{

(j − 1)(n− j + 2) if p | j + 1;

j(n− j + 2)− 1 otherwise.

Notice that ω′ = ω − (β1 + · · ·+ βj−1 + 2βj + · · ·+ 2βn−2 + βn−1 + βn). On the other hand,
applying Theorem 7.2 yields

mLX(ω)(ω
′) = mVX(ω)(ω

′)− ǫp(j + 1)mLX(ωj+1)(ω
′)− ǫp(2n− j + 1).

Now mLX(ωj+1)(ω
′) = mVX(ωj+1)(ω

′) = n − j + 1 by Lemma 7.1.5, while an application of
Corollary 7.3.2 gives mVX(ω)(ω

′) = j(n− j + 2)− 2, thus showing that

mV |X(ω
′) = mLX(ω)(ω

′) + (1 + ǫp(2n− j + 1)).
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Consequently ω′ occurs in a second KX-composition factor of V. One then checks that
mV |X (ν) = mLX(ω)(ν) for every ν ∈ Λ(V |X) such that ω′ ≺ ν ≺ ω and hence by Lemma 7.1.6,
we get [V |X , LX(ω

′)] = 1+ ǫp(2n− j + 1). Finally, an application of Proposition 7.3.1 yields
dimVY (λ) = dimVX(ω) + dimVX(ω

′), while dimV = dimVY (λ)− ǫp(j+1) dimLY (λj+1) by
Lemma 2.4.8 and

dimLX(ω) = dimVX(ω)− ǫp(j + 1) dimLX(ωj + 1 + δj,n−2ωn)

− ǫp(2n− j + 1) dimLX(ωj−1)

by Theorem 7.2, so that the result follows from (7.5). We leave the remaining cases to the
reader, since they can be dealt with in a similar fashion.

In the remainder of this chapter, we shall write λ − (cr)
k
r=1 to denote the TY -weight

λ−
∑2n−1

r=1 crαr, where cr ∈ Z≥0 for 1 ≤ r ≤ 2n−1 and 1 ≤ k ≤ 2n−1 is maximal such that
ck 6= 0. The following consequence of Theorem 7.6.3 shall be of use later in this chapter.

Corollary 7.6.4

Assume p 6= 2 and fix 3 < j < n such that p | j + 1 but p ∤ n + 1. Also consider an
irreducible KX-module LX(ω) having p-restricted highest weight ω = ω1 +ωj + δj,n−1ωn and
set µ = ωj−3. Then

mLX(ω)(µ) =
1

2
(n− j + 3)(jn− j2 + 5j − n− 10).

Proof. Consider an irreducible KY -module V = LY (λ) having highest weight λ = λ1+λj and
observe that the TY -weights recorded in Table 7.10 are the only TY -weights of V restricting
to µ = ω − (β1 + · · ·+ βj−3 + 2βj−2 + 3βj−1 + 4βj + · · ·+ 4βn−2 + 2βn−1 + 2βn).

ν Conditions

λ− (1j−3, 2, 3, 4r−j+1, 3s−r, 22(n−s)−1, 1s−r) j ≤ r ≤ n− 2, r + 1 ≤ s ≤ n− 1
λ− (1j−3, 2, 3r−j+2, 22(n−r)−1, 1r−j+1) j ≤ r ≤ n− 1
λ− (1j−3, 22, 3r−j+1, 22(n−r)−1, 1r−j+2) j ≤ r ≤ n− 1, λ− (1j−3, 22(n−j)+3, 1)
λ− (1j−2, 2, 3r−j+1, 22(n−r)−1, 1r−j+3) j ≤ r ≤ n− 1
λ− (1j−2, 22(n−j+1), 12)
λ− (1j−1, 22(n−j+1), 1)
λ− (1r, 0j−r−3, 1, 2, 3s−j+1, 22(n−s)−1, 1s−r) 0 ≤ r ≤ j − 4, j ≤ s ≤ n− 1
λ− (1r, 0j−r−3, 1, 22(n−j+1), 1j−r−1) 0 ≤ r ≤ j − 4
λ− (1r, 0j−r−3, 12, 22(n−j+1), 1j−r−2) 0 ≤ r ≤ j − 4
λ− (1r, 0j−r−2, 1, 22(n−j)+3, 1j−r−3) 0 ≤ r ≤ j − 4

Table 7.10: TY -weights ν ∈ Λ(V ) such that ν|TX
= µ.
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7.6 Proof of Theorem 7.4

Furthermore, one sees that each TY -weight appearing in Table 7.10 is WY -conjugate to
either λ or λj+1 and one calculates (using Lemma 2.3.19) that

mV |X (µ) = (n− j + 3)

(
1

2
(j − 1)(n− j + 2) + j − 3

)

.

Finally, an application of Theorem 7.6.3 yields mLX(ω)(µ) = mV |X(µ)−mLX(ωj−1)(µ) and one
then concludes thanks to Lemma 7.1.5.

7.6.2 The case λ = λ2 + λj (2 < j < 2n− 1) and conclusion

Assume p 6= 2 and let Y, X be as in the statement of Theorem 7.4. We now aim at showing
that X has more than two composition factors on V = LY (λ) if λ = λ2 + λj for some
2 < j < 2n − 1. We start by treating the case where 2 < j < n, in which case each of
ω = λ|TX

= ω2 + ωj + δj,n−1ωn. Clearly ω affords the highest weight of a KX-composition
factor of V, while arguing as in the proof of Theorem 7.6.3 shows that ω′ = ω1+ωj−1 affords
the highest weight of a second KX-composition factor of V.

Proposition 7.6.5

Let 2 < j < n−2 be such that p ∤ 2n− j and consider an irreducible KY -module V = LY (λ)
having highest weight λ = λ2 + λj. Then X has more than two composition factors on V.

Proof. If p ∤ j(j+1), then V = VY (λ) by Proposition 7.5.6 and the result directly follows from
Proposition 7.5.1. If on the other hand p | j, then dimV = dimVY (λ)− dimLY (λ1 + λj+1)
by Proposition 7.5.6 and an application of Theorem 7.6.3 yields (p ∤ 2n− j and so p ∤ n)

dimV = dimVY (λ)− dimLX(ω1 + ωj+1)− dimLX(ωj).

Now [VX(ω), LX(ω1 + ωj+1)] = [VX(ω
′), LX(ωj)] = 1 by Lemma 2.3.19 and hence one

gets dimV > dimLX(ω)+dimLX(ω
′) thanks to Proposition 7.5.1, thus showing that X has

more than two composition factors on V in this situation. Finally, assume p | j+1, in which
case

dimV = dimVY (λ)− dimLY (λj+2)

by Proposition 7.5.6, while the same result applied to the Aj+2-Levi subgroup of X corre-
sponding to the simple roots β1, . . . , βj+2 yields

dimLX(ω) ≤ dim VX(ω)− dimLX(ωj+2 + δj,n−3ωn).

As LY (λj+2)|X ∼= LX(ωj+2+ δj,n−3ωn) by [Sei87, Theorem 1, Table 1 (I4, I5)], an application
of Proposition 7.5.1 yields dimV > dimLX(ω)+dimLX(ω

′), thus completing the proof.

Proposition 7.6.6

Assume p 6= 2 and consider an irreducible KY -module V = LY (λ) having highest weight
λ = λ2 + λn−2. Then X has more than two composition factors on V.
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Proof. If p ∤ (n − 1), then one can proceed exactly as in the proof of Proposition 7.6.5 (we
leave the details to the reader) and hence we assume p | n−1 for the remainder of the proof.
Here dimV = dimVY (λ) − dimLY (λn) by Proposition 7.5.6, while on the other hand, we
also get (as in the proof of Proposition 7.6.5) that

dimLX(ω) ≤ dim VX(ω)− dimLX(2ωn−1)− dimLX(2ωn).

Since LY (λn)|X ∼= LX(2ωn−1)⊕LX(2ωn) by Theorem 7.1, an application of Proposition 7.5.1
yields dimV > dimLX(ω) + dimLX(ω

′), from which the result follows.

Lemma 7.6.7

Assume 2 6= p | n and consider the TX-weight ω = ω2 + ωn−1 + ωn ∈ X+(TX). Then
µ = ωn−1 + ωn affords the highest weight of a composition factor of VX(ω).

Proof. Let VX(ω) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 be the filtration of VX(ω) given by Proposition
2.7.4. As usual, we leave to the reader to check that νµ

c (Tω) = νp(n)χ
µ(µ) and hence the

assertion follows from Proposition 2.7.8.

Proposition 7.6.8

Assume 2 6= p ∤ n + 1 and consider an irreducible KY -module V = LY (λ) having highest
weight λ = λ2 + λn−1. Then X has more than two composition factors on V.

Proof. If p ∤ (n − 1)n, then again the assertion directly follows from Propositions 7.5.1 and
7.5.6. If on the other hand p | n−1, then dimV = dimVY (λ)−dimLY (λ1+λn) by Proposition
7.5.6 and an application of Theorem 7.6.3 yields (recall that p ∤ n + 1 by assumption)

dimV = dimVY (λ)− dimLX(ω1 + 2ωn−1)

− dimLX(ω1 + 2ωn)

− dimLX(ωn−1 + ωn).

Now [VX(ω), LX(ω1 + 2ωi)] = [VX(ω
′), LX(ωn−1 + ωn)] = 1 for i = n − 1, n by Lemma

2.3.19 and hence dimV > dimLX(ω) + dimLX(ω
′) by Proposition 7.5.1, thus showing that

X has more than two composition factors on V in this situation. Finally, assume p | n,
in which case dim V = dimVY (λ) − dimLY (λn+1) by Proposition 7.5.6, while on the other
hand dimLX(ω) ≤ dimVX(ω) − dimLX(ωn−1 + ωn) by Lemma 7.6.7. Since LY (λn+1)|X
is isomorphic to LX(ωn−1 + ωn) by [Sei87, Theorem 1, Table 1 (I4, I5)], an application of
Proposition 7.5.1 yields dimV > dimLX(ω) + dimLX(ω

′), thus completing the proof.

We now assume n+ 1 < j < 2n− 1, in which case the TX -weight ω = λ|TX
= ω2 + ω2n−j

obviously affords the highest weight of a KX-composition factor of V. Again, arguing as in
the proof of Theorem 7.6.3 shows that ω′ = ω1 + ω2n−j+1 + δj,n+2ωn−1 affords the highest
weight of a second KX-composition factor of V.
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7.6 Proof of Theorem 7.4

Proposition 7.6.9

Assume 2 6= p ∤ n − 2 and consider an irreducible KY -module V = LY (λ) having highest
weight λ = λ2 + λn+2. Then X has more than two composition factors on V.

Proof. If p ∤ (n+2)(n+3), then V = VY (λ) by Proposition 7.5.6 and thus the result directly
follows from Proposition 7.5.2. Next if p | n+2, then dimV = dimVY (λ)−dimLY (λ1+λn+3)
by Proposition 7.5.6 and an application of Theorem 7.6.3 yields (recall that p ∤ n − 2 by
assumption)

dimV = dimVY (λ)− dimLX(ω1 + ωn−3)− dimLX(ωn−2).

Now [VX(ω), LX(ω1 + ωn−3)] = [VX(ω
′), LX(ωn−2)] = 1 by Theorem 7.2 and hence

dimV > dimLX(ω) + dimLX(ω
′) by Proposition 7.5.2, thus showing that X has more

than two composition factors on V in this situation. Finally, assume p | n+3, in which case

dimV = dimVY (λ)− dimLY (λn+4)

by Proposition 7.5.6, while on the other hand dimLX(ω) ≤ dimVX(ω)− dimLX(ωn−4) by
Theorem 7.3. Since LY (λn+4)|X ∼= LX(ωn−4) by [Sei87, Theorem 1, Table 1 (I4, I5)], an
application of Proposition 7.5.2 yields dim V > dimLX(ω) + dimLX(ω

′), thus completing
the proof.

Proposition 7.6.10

Assume p 6= 2, fix n + 2 < j < 2n − 2 such that p ∤ 2n − j and consider an irreducible
KY -module V = LY (λ) having highest weight λ = λ2 + λj. Then X has more than two
composition factors on V.

Proof. If p ∤ j(j + 1), then V = VY (λ) by Proposition 7.5.6 and thus the result directly
follows from Proposition 7.5.2. Next if p | j, then dimV = dimVY (λ)−dimLY (λ1+λj+1) by
Proposition 7.5.6 and an application of Theorem 7.6.3 yields (recall that p ∤ n by assumption)

dimV = dimVY (λ)− dimLX(ω1 + ω2n−j−1)− dimLX(ω2n−j).

Now [VX(ω), LX(ω1 + ω2n−j−1)] = 1 by Theorem 7.3, while similarly, applying Theorem
7.2 gives [VX(ω

′), LX(ω2n−j)] = 1. Consequently an application of Proposition 7.5.2 yields
dimV > dimLX(ω) + dimLX(ω

′), thus showing that X has more than two composition
factors on V in this situation. Finally assume p | j + 1, in which case

dimV = dimVY (λ)− dimLY (λj+2)

by Proposition 7.5.6. Also dimLX(ω) ≤ dimVX(ω)− dimLX(ω2n−j−2) thanks to Theorem
7.3. Since LY (λj+2)|X ∼= LX(ω2n−j−2) by [Sei87, Theorem 1, Table 1 (I4, I5)], an application
of Proposition 7.5.2 yields dimV > dimLX(ω)+dimLX(ω

′), thus completing the proof.
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Finally, we study the situation where λ = λ2 + λ2n−2, in which case each of ω = 2ω2 and
ω′ = ω1 + ω3 affords the highest weight of a KX-composition factor of V.

Proposition 7.6.11

Assume p 6= 2 and consider an irreducible KY -module V = LY (λ) having highest weight
λ = λ2 + λ2n−2. Then X has more than two composition factors on V.

Proof. Let ω′′ = ω − β1 − 2β2 − β3 ∈ X+(TX). Then one easily sees that the TY -weights
λ−α1−2α2−α3, λ−α1−α2−α3−α2n−2, λ−α1−α2−α2n−3−α2n−2, λ−α2−α3−α2n−2−α2n−1,
λ − α2 − α2n−3 − α2n−2 − α2n−1 and λ − α2n−3 − 2α2n−2 − α2n−1 all restrict to ω′′, so that
mV |X (ω

′′) ≥ 6. On the other hand, one checks (using Theorem 2.3.11, for example) that
mLX(ω)(ω

′′) ≤ 2 and mLX(ω′)(ω
′′) = 3, showing the existence of a third KX-composition

factor of V.

Proof of Theorem 7.4: Assume the result true for Y = Yk of type A2k−1 over K and
every 3 ≤ k < n and let Y = Yn be of type A2n−1 over K. By Theorems 5.1 and 6.1, the
result holds for k = 3, 4. Set J = {β2, . . . , βn} ⊂ Π(X) and adopting the notation introduced
in Section 2.3.2, consider the Dn−1-parabolic subgroup PJ = QJLJ of X. Also denote by
PY = QY LY the parabolic subgroup of Y given by Lemma 2.3.9 and notice that LY has type
A2n−3 over K, with Π(LY ) = {α

′
1, . . . , α

′
2n−3} = {α2, . . . , α2n−2}. Writing X ′ = L′

J , Y
′ = L′

Y

and λ′ = λTY ∩Y ′, an application of Lemma 2.3.10 together with our induction assumption
then shows that up to graph automorphisms, either λ = λ1 + λj for some 1 < j < 2n or
λ = λ2 + λj for some 2 < j < 2n− 1 such that j 6= n, n+ 1 and p ∤ 2n− j in the latter case.
Applying Theorem 7.6.3 for the weights λ1 + λj and one of Propositions 7.6.5, 7.6.6, 7.6.8,
7.6.9, 7.6.10 or 7.6.11 for the weights λ2 + λj then completes the proof.

7.7 Proof of Theorem 7.5

In this section, we give a complete proof of Theorem 7.5. As in Section 7.3, we start by
investigating the restriction of various Weyl modules in characteristic zero.

7.7.1 Restriction of Weyl modules

Fix n + 1 < j < 2n − 1 and set λ = 2λ1 + λj , which by (7.1) restricts to the dominant
TX -weight 2ω1 + ω2n−j ∈ X+(TX). We first find a description of chVY (λ)|X in terms of the
Z-basis {χ(µ)}µ∈X+(TX ) of Z[X(TX)]

W .

Proposition 7.7.1

Fix n+ 1 < j < 2n− 1, consider λ = 2λ1 + λj and denote by ω ∈ X+(TX) the restriction of
λ to TX . Then

chVY (λ)|X= χ(ω) + χ(ω1 + ω2n−j+1 + δj,n+2ωn) + χ(ω2n−j).
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7.7 Proof of Theorem 7.5

Proof. Write V = VY (λ) and first observe that chV |X is independent of p, so we may
assume K has characteristic zero for the remainder of the proof. Here Λ+(V |X) = Λ+(ω)
by Lemma 7.1.6 and proceeding as in the proof of Proposition 7.3.5, one easily shows that
ω′ = ω1 + ωj+1 ∈ X+(TX) affords the highest weight of a second KX-composition factor.
An elementary computation (using Theorem 2.4.1, for example) yields

dimV > dimVX(ω) + dim(ω1 + ωj+1),

showing the existence of ω′′ ∈ X+(TX) such that [VX(ω), LX(ω
′′)] 6= 0. As K has charac-

teristic zero, this translates to the existence of a maximal vector in (V |X)ω′′ for BX . Now
Proposition 7.1.3 yields ω′ − (2β1 + · · ·+ 2βn−2 + βn−1 + βn) 4 ω′′ ≺ ω′ and we leave to the
reader to check that this forces ω′′ ∈ {ω1 + ωj−1, ωj}. Arguing as in the proof of Corollary
7.3.2, one sees that mV |X (ω1 + ωj−1) = mVX(ω)(ω1 + ωj−1) + mVX(ω′)(ω1 + ωj−1), so that
[V |X , LX(ω1 + ωj−1)] = 0. Therefore [V |X , LX(ωj)] 6= 0 and an application of Theorem 2.4.1
completes the proof.

Proceeding as in the proof of Proposition 7.7.1, one obtains the following result. The
details are left to the reader.

Proposition 7.7.2

Consider λ = 2λ1 + λn+1 and denote by ω ∈ X+(TX) the restriction of λ to TX . Then

chVY (λ)|X = χ(ω) + χ(ω1 + 2ωn−1) + χ(ω1 + 2ωn) + χ(ωn−1 + ωn).

Fix n < j < 2n− 1 and consider an irreducible KY -module V = LY (λ) having highest
weight λ = 2λ1 + λj. Also write ω = λ|TX

and set µ = ω2n−j. Then one easily checks that
ν ∈ Λ(V ) restricts to µ if and only if either ν = λ − (α1 + · · ·+ α2n−1) or ν is recorded in
Table 7.11.

ν Conditions

λ− (2r, 12(n−r)−1) 1 ≤ r ≤ n− 1

λ− (2r, 1s−r, 0t−s−1, 12(n−t)+1, 2t−s−1, 1s−r) 1 ≤ r ≤ 2n− j − 2
r + 1 ≤ s ≤ 2n− j − 1
2n− j + 1 ≤ t ≤ n

λ− (1s, 0t−s−1, 12(n−t)+1, 2t−s−1, 1s) 1 ≤ s ≤ 2n− j − 1
2n− j + 1 ≤ t ≤ n

Table 7.11: TY -weights in LY (2λ1 + λj) restricting to ω2n−j.

One then sees that each TY -weight appearing in Table 7.11 is WY -conjugate to either λ or
λ1+λj+1 and applying Lemma 2.3.19 yields the following result on mV |X (µ) in this situation,
to which we shall refer later in this chapter.
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Lemma 7.7.3

Fix n < j < 2n− 1 and consider an irreducible KY -module V = LY (λ) having p-restricted
highest weight λ = 2λ1 + λj. Also write ω = λ|TX

and set µ = ω2n−j . Then

mV |X (µ) = (2n− j)

(
1

2
(j − n)(2n− j − 1) + j − ǫp(j + 2)

)

+ j − n.

Corollary 7.7.4

Let ω = 2ω1 + ωj + δj,n−1ωn ∈ X+(TX) for some 1 < j < n and consider the TX-weight
µ = ωj + δj,n−1ωn. Then

mVX(ω)(µ) = j

(
1

2
(n− j)(j − 1) + n− 1

)

.

Proof. First assume 1 < j < n− 1 and write λ = 2λ1 + λ2n−j ∈ X+(TY ), so that λ|TX
= ω.

An application of Proposition 7.7.1 then yields

mVX(ω)(µ) = mVY (λ)|X (µ)−mVX(ω1+ωj+1+δj,n−2ωn)(µ)− 1

and one easily concludes using Corollary 7.3.2 and Lemma 7.7.3. In the case where j = n−1,
proceeding in the exact same fashion (replacing Proposition 7.7.1 by Proposition 7.7.2 and
Corollary 7.3.2 by Lemma 2.3.19) yields the desired assertion. The details are left to the
reader.

Proposition 7.7.5

Fix 1 < j < n, consider λ = 2λ1+λj, and denote by ω ∈ X+(TX) the restriction of λ to TX .
Then

ch VY (λ)|X = χ(ω) + χ(ω1 + ωj−1) + χ(ωj + δj,n−1ωn).

Proof. Write V = VY (λ) and first observe that chV |X is independent of p, so we may assume
K has characteristic zero for the remainder of the proof. By Lemma 7.1.6, Λ+(V |X) = Λ+(ω)
and we leave to the reader to check (using Corollaries 7.3.2 and 7.7.4 respectively) that each
of ω1 + ωj−1 and ωj + δj,n−1ωn affords the highest weight of a KX-composition factor of V.
As usual, applying Theorem 2.4.1 completes the proof.

Before going any further, we record the following consequence of Proposition 7.7.5, which
explains the need for our assumption on p in Theorem 7.5.

Corollary 7.7.6

Fix 1 < j < 2n− 1 (with j 6= n, n + 1) and consider an irreducible KY -module V = LY (λ)
having p-restricted highest weight λ = 2λ1 + λj ∈ X+(TY ). Also suppose that X has exactly
two composition factors on V. Then p | j + 2.
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7.7 Proof of Theorem 7.5

Proof. One first checks that Λ+(λ) = {λ, λ1+λj+1, λj+2} and hence an application of Lemma
6.1.3 yields V = VY (λ) if p ∤ j + 2. The result then follows from Propositions 7.7.1 and
7.7.5.

Corollary 7.7.7

Fix 1 < j < n such that p | j + 2, consider an irreducible KY -module V = LY (λ) having
p-restricted highest weight λ = 2λ1 + λj and write µ = ωj−2. Then

mVY (λ)|X (µ)−mV |X(µ) =
1

2
(n− j + 2)(jn− j2 + 3j − 4).

Proof. First observe that our assumption on p forces 2 < j < n. Also, one checks that the
TY -weights ν ∈ Λ(λ) such that ν|TX

= µ and mLY (λ)(ν) > 1 are as in Table 7.12.

λ− (2j−2, 3, 4r−j+1, 3s−r, 22(n−s)−1, 1s−r) j ≤ r ≤ n− 2
r + 1 ≤ s ≤ n− 1

λ− (2j−2, 3r−j+2, 22(n−r)−1, 1r−j+1) j ≤ r ≤ n− 1

λ− (2j−1, 3r−j+1, 22(n−r)−1, 1r−j+2) j ≤ r ≤ n− 1

λ− (2r, 1j−r−2, 2, 3s−j+1, 22(n−s)−1, 1s−r) 1 ≤ r ≤ j − 3
j ≤ s ≤ n− 1

λ− (2r, 1j−r−2, 22(n−j)+2, 1j−r−1) 1 ≤ r ≤ j − 3

λ− (2r, 1j−r−1, 22(n−j)+2, 1j−r−2) 1 ≤ r ≤ j − 3

λ− (1j−2, 2, 3r−j+1, 22(n−r)−1, 1r) j ≤ r ≤ n− 1

Table 7.12: TY -weights ν ∈ Λ(λ) such that ν|TX
= ωj−2 and mVY (λ)(ν) > 1.

Now by Theorem 2.3.4, mV (ν) = mVY (λ)(ν) for every ν ∈ Λ(λ) such that mVY (λ)(ν) = 1.
Applying Lemmas 2.3.19 and 6.1.3 then completes the proof, since any TY -weight appearing
in Table 7.12 is WY -conjugate to either λ1 + λj+1 or λj+2.

7.7.2 Weyl filtrations and tensor products

Let G be a simple algebraic group of type An over K, fix a Borel subgroup B = UT of G,
where T is a maximal torus of G and U the unipotent radical of B. Also let Π = {γ1, . . . , γn}
be a corresponding base of the root system Φ of G and {σ1, . . . , σn} be the set of fundamental
weights for T corresponding to our choice of base Π.
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Lemma 7.7.8

Assume p 6= 2 and fix 1 < j < n. Also consider σ = 2σ1 + σj and denote by T (2σ1, σj) the
tensor product VG(2σ1)⊗ VG(σj). Then T (2σ1, σj) is tilting and

chT (2σ1, σj) = χ(σ) + χ(σ1 + σj+1).

Proof. The first assertion directly follows from Lemmas 2.4.4, 2.4.5 and Proposition 2.6.4
(part 3). Also observe that ch T (2σ1, σj) is independent of p and thus we may assume K has
characteristic zero for the remainder of the proof. By Proposition 2.6.4 (part 1), σ is the
highest weight of T (2σ1, σj), so that Λ+(T (2σ1, σj)) = {σ, σ2+σj , σ1+σj+1, σj+2}, and using
Lemma 2.3.19, one easily sees that mT (2σ1,σj)(σ1+σj+1) = j+1, while mVG(σ)(σ1+σj+1) = j.
Therefore σj+1 affords the highest weight of a second KG-composition factor of T (2σ1, σj)
and applying Theorem 2.4.1 then yields the desired result.

Lemma 7.7.9

Assume p 6= 2 and fix 1 < j < n. Also assume p ∤ j + 1, consider σ = 2σ1 + σj and write
T (σ1 + σj , σ1) = VG(σ1 + σj)⊗ VG(σ1). Then T (σ1 + σj , σ1) is tilting and

chT (σ1 + σj , σ1) = χ(σ) + χ(σ2 + σj) + χ(σ1 + σj+1).

Proof. As usual, the first assertion directly follows from Lemma 2.3.19 together with Propo-
sition 2.6.4 (part 3) and ch T (σ1 + σj , σ1, σ1) is independent of p. We thus proceed as in the
proof of Lemma 7.7.8, first noticing that exactly two TG-weights restrict to σ2+σj ∈ X+(TG),
whose multiplicity in VG(σ) equals 1. Therefore [V |G, LG(σ2 + σj)] = 1 as desired and one
easily shows that σ1 + σj+1 affords the highest weight of a third KG-composition factor of
T (σ1 + σj , σ1, σ1) as well. An application of Theorem 2.4.1 then completes the proof.

In the remainder of this section, we assume p 6= 2 and let Y, X be as in the statement of
Theorem 7.5 and for 1 < j < n− 1, we set T (2ω1, ωj) = VX(2ω1)⊗ VX(ωj). (Recall that the
TY -weight λ = 2λ1 + λj restricts to 2ω1 + ωj.) We now use Proposition 7.3.1 together with
Lemma 7.7.8 to determine the formal character of T (2ω1, ωj).

Lemma 7.7.10

Fix 1 < j < n− 1 and write ω = 2ω1 + ωj. Then the formal character of T (2ω1, ωj) is given
by

chT (2ω1, ωj) = χ(ω) + χ(ω1 + ωj+1 + δj,n−2ωn) + χ(ω1 + ωj−1) + χ(ωj).

Proof. Observe that chT (2ω1, ωj) is independent of p and hence it is enough to find a
decomposition of T (2ω1, ωj) into a direct sum of irreducibles in characteristic zero. Now
VY (2λ1)|X ∼= VX(2ω1)⊕ VX(0) by Theorem 7.1, so that

T (2λ1, λj)|X ∼= T (2ω1, ωj)⊕ VY (λj)|X .
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7.7 Proof of Theorem 7.5

Also VY (λi)|X is isomorphic to VX(ωi + δi,n−1ωn) for every 1 ≤ i < n by (7.5) and thus
Proposition 7.3.1 and Lemma 7.7.8 yield

ch T (2ω1, ωj) = chVY (λ)|X + χ(ω1 + ωj+1 + δj,n−2ωn),

where λ = λ1 + λj as above. Finally, an application of Proposition 7.7.5 yields the desired
result.

Similarly, set T (2ω1, ωn−1 + ωn) = VX(2ω1)⊗ VX(ωn−1 + ωn) and again observe that the
TY -weight λ = 2λ1 + λn−1 restricts to 2ω1 + ωn−1 + ωn. Arguing exactly as in the proof of
Proposition 7.7.10 (replacing Proposition 7.3.1 by Proposition 7.3.4) then yields the following
result. We leave the details to the reader.

Lemma 7.7.11

Write ω = 2ω1 + ωn−1 + ωn. Then the formal character of T (2ω1, ωn−1 + ωn) is given by

chT (2ω1, ωn−1 + ωn) = χ(ω) + χ(ω1 + 2ωn−1) + χ(ω1 + 2ωn)

+ χ(ω1 + ωn−2) + χ(ωn−1 + ωn).

Next let 1 < j < n−2 and set T (ω1+ωj, ω1) = VX(ω1+ωj)⊗VX(ω1). Using Proposition
7.3.1 and Lemma 7.7.9, we determine the formal character of T (ω1 + ωj, ω1).

Lemma 7.7.12

Fix 1 < j ≤ n−2 and let ω = 2ω1+ωj. Then the formal character of T (ω1+ωj, ω1) is given
by

chT (ω1 + ωj , ω1) = χ(ω) + χ(ω2 + ωj) + χ(ω1 + ωj+1 + δj,n−2ωn)

+ χ(ω1 + ωj−1) + χ(ωj).

Proof. Observe that ch T (ω1 + ωj , ω1) is independent of p, hence it is enough to find a
decomposition of T (ω1 +ωj, ω1) into a direct sum of irreducibles in characteristic zero. Now
VY (λ1 + λj)|X ∼= VX(ω1 + ωj)⊕ VX(ωj−1) by Proposition 7.3.1, so that

T (λ1 + λj, λ1)|X ∼= T (ω1 + ωj, ω1)⊕ VX(ωj−1)⊗ VY (λ1)|X .

Now VY (λi)|X is isomorphic to VX(ωi + δi,n−1ωn) for every 1 ≤ i < n by (7.5) and thus
Propositions 7.3.1, 7.5.1 and Lemma 7.7.9 yield

chT (ω1 + ωj, ω1) = ch VY (λ)|X + ch VY (λ2 + λj)|X

+ χ(ω1 + ωj+1 + δj,n−2ωn),

where λ = 2λ1 + λj as above. Again, applying Proposition 7.7.5 completes the proof.
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Set T (ω1 + ωn−1 + ωn, ω1) = VX(ω1 + ωn−1 + ωn) ⊗ VX(ω1) and again observe that the
TY -weight λ = 2λ1 + λn−1 restricts to 2ω1 + ωn−1 + ωn. Arguing exactly as in the proof of
Proposition 7.7.12 (using Propositions 7.3.1, 7.3.4, 7.5.1, 7.7.5 and Lemma 7.7.9) then yields
the following result. We leave the details to the reader.

Lemma 7.7.13

Let ω = 2ω1 + ωn−1 + ωn. Then the formal character of T (ω1 + ωn−1 + ωn, ω1) is given by

ch T (ω1 + ωn−1 + ωn, ω1) = χ(ω) + χ(ω2 + ωn−1 + ωn) + χ(ω1 + 2ωn−1)

+ χ(ω1 + 2ωn) + χ(ω1 + ωn−2)

+ χ(ωn−1 + ωn).

Finally, we leave to the reader to show the following result, to which we shall refer
throughout the remainder of this chapter.

Lemma 7.7.14

Assume 2 6= p ∤ n + 1, fix 1 < j ≤ n − 2 and let ω = 2ω1 + ωj . Also consider the filtration
VX(ω) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 of VX(ω) given by Proposition 2.7.4 and set µ = ωj−2. If
1 < j < n− 2, then

νµ
c (Tω) = νp(j + 2)χµ(ω1 + ωj+1)− νp(j + 2)χµ(ωj+2 + δj,n−3ωn)

+ νp(2n− j + 2)χµ(ω1 + ωj−1)

− νp(2n− j + 2)χµ(ωj−2),

while if j = n− 2, then

νµ
c (Tω) = νp(j + 2)χµ(ω1 + ωj+1)− νp(j + 2)χµ(ωj+2 + δj,n−3ωn)

+ νp(2n− j + 2)χµ(ω1 + ωj−1)

− νp(2n− j + 2)χµ(ωj−2).

7.7.3 Conclusion: the case p ∤ n(n+ 1)

Let K, Y, X be as in the statement of Theorem 7.5, fix 1 < j < n and assume p ∤ n(n + 1).
Considering the TX -weight ω = 2ω1 + ωj, we proceed as in Section 7.4, starting with the
following consequence of Lemma 7.7.10.

Corollary 7.7.15

Assume p ∤ n(n + 1) and let 1 < j < n − 1 be such that p | (j + 2)(2n − j + 2). Also
write ω = 2ω1 + ωj and suppose that ω 6= µ ∈ X+(TX) affords the highest weight of a
composition factor of VX(ω). Then µ ∈ {ω1+ωj+1+δj,n−2ωn, ω1+ωj−1, ωj+2+δj,n−3ωn, ωj−2}
and [VX(ω), LX(µ)] = 1.
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7.7 Proof of Theorem 7.5

Proof. Write T (2ω1, ωj) = VX(2ω1)⊗ VX(ωj), which is tilting by Lemma 2.4.6, Proposition
2.6.4 (part 3) and Corollary 7.2.3, and identify rad(ω) with ι(rad(ω)), where

ι : VX(ω) →֒ T (2ω1, ωj)

is the injection given by Proposition 2.6.4 (part 2). First assume p | j+2 (so j < n− 2) and
observe that by Lemmas 7.7.10, 2.4.6 and Theorem 7.2, we have

ch
(
T (2ω1, ωj)

/

rad(ω)
)
= chLX(ω) + chLX(ω1 + ωj+1)

+ chLX(ω1 + ωj−1)

+ chLX(ωj+2 + δj,n−3ωn)

+ chLX(ωj)

+ ǫp(n+ 2) chLX(ωj−2).

Now clearly Proposition 2.6.4 (part 3) applies, yielding a surjective morphism of KX-
modules φ : T (2ω1, ωj) ։ H0(ω) with rad(ω) ⊂ ker(φ). As chH0(ω) = χ(ω) and since
[VX(ω), LX(ωj)] = 0 by Corollary 2.7.3, the result follows in this case. A similar argument
in the situation where p | 2n − j + 2 then completes the proof. The details are left to the
reader.

Proposition 7.7.16

Assume p ∤ n(n+1) and let 1 < j < n− 1 be such that p | (j +2)(2n− j +2). Also consider
an irreducible KX-module V = LX(ω) having p-restricted highest weight ω = 2ω1+ωj . Then

VX(ω) =

{

ω/ω1 + ωj+1/(ω1 + ωj−1)
ǫp(n+2) if p | j + 2;

ω/(ω1 + ωj+1 + δj,n−2ωn)
ǫp(n+2)/ω1 + ωj−1 if p | 2n− j + 2.

Proof. First assume p | j + 2 and let VX(ω) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 be the filtration
of VX(ω) given by Proposition 2.7.4. Observe that j < n − 2 and write τ1 = ω1 + ωj+1,
τ2 = ω1 + ωj−1, τ3 = ωj+2 + δj,n−3ωn and µ = ωj−2. Now χµ(τ1) = chLX(τ1) + chLX(τ3)
and χµ(τ2) = chLX(τ2) + ǫp(n + 2) chLX(µ) by Theorem 7.2, while χµ(τ3) = chLX(τ3) by
Lemma 2.4.6. Therefore an application of Lemma 7.7.14 yields

νµ
c (Tω) = νp(j + 2) chLG(τ1) + νp(2n− j + 2) chLX(τ2).

If p ∤ n + 2 then by Proposition 2.7.8, τ1 affords the highest weight of a composition
factor of VX(ω) and every other TX-weight ν ∈ X+(TX) such that µ 4 ν ≺ ω satisfies
[VX(ω), LX(ν)] = 0. One then concludes in this situation thanks to Corollary 7.7.15. We
leave to the reader to conclude in the case where p | 2n− j +2, as in it can be dealt with in
a similar fashion.
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Proof of Theorem 7.5: the case p ∤ n(n + 1). Let K, X, Y be as in the statement of
the Theorem, with p | j + 2 and p ∤ n(n + 1). We start by considering the situation where
λ = 2λ1 + λj for some 1 < j < n (in which case one notices that j < n − 2). As in
the proof of Theorem 7.6.3, one shows that ω′ = ω1 + ωj−1 affords the highest weight of a
KX-composition factor of V and that [V |X , LX(ν)] = 0 for every ν ∈ X+(TX) such that
ω′ ≺ ν ≺ ω. Lemma 6.1.3, Theorems 7.4 and Proposition 7.7.5 then yield

dim V = dim VY (λ)− dimLY (λ1 + λj+1)

= dim VY (λ)− dimLX(ω1 + ωj+1)− dimLX(ωj)

= dim VX(ω)− dimLX(ω1 + ωj+1) + dim VX(ω1 + ωj−1).

Therefore dim V = dimLX(ω)+(1+ǫp(n+2)) dimLX(ω
′) by Proposition 7.7.16 and Theorem

7.2, so that the assertion holds in this situation. (In particular X has more than two
composition factors on V if p | n + 2.) Assume n+ 1 < j < 2n− 1 for the remainder of the
proof and let ω = λ|TX

= 2ω1+ω2n−j, ω
′ = ω1+ωj+1. Arguing as above (replacing Proposition

7.7.5 by Proposition 7.7.1), one checks that each of ω and ω′ affords the highest weight of a
composition factor of V |X as well as dim V = dimVX(ω)−dimLX(ω1+ω2n−j−1)+dim VX(ω

′).
Again, applying Theorem 7.2 and Proposition 7.7.16 then completes the proof.

7.7.4 Conclusion: the case p 6= 3, p | n

Let K, Y, X be as in the statement of Theorem 7.5, assume p 6= 3 and let 1 < j < n be such
that ǫp((j + 2)(2n− j + 2))ǫp(n) = 1. Considering the TX -weight ω = 2ω1 + ωj , we start by
investigating the structure of VX(ω) for ω = 2ω1 + ωj.

Proposition 7.7.17

Assume p 6= 3 and let 1 < j < n − 1 be such that p divides both (j + 2)(2n − j + 2) and
n. Also consider an irreducible KX-module V = LX(ω) having p-restricted highest weight
ω = 2ω1 + ωj. Then

VX(ω) =

{

ω/ω1 + ωj+1 if p | j + 2;

ω/ω1 + ωj−1 if p | 2n− j + 2.

Proof. Write T (ω1 + ωj, ω1) = VX(ω1 + ωj) ⊗ VX(ω1), which is tilting by Lemma 2.4.6,
Theorem 7.2 and Proposition 2.6.4 (part 3), and identify rad(ω) with ι(rad(ω)), where ι :
VX(ω) →֒ T (ω1 + ωj , ω1) is the injection given by Proposition 2.6.4 (part 2). First assume
0 ≤ j < n− 1 such that p | j + 2 and observe that by Lemmas 7.7.12, 2.4.6, Theorems 7.2
and Theorem 7.3, we have

ch
(
T (ω1 + ωj, ω1)

/

rad(ω)
)
= chLX(ω) + chLX(ω2 + ωj) chLX(ω1 + ωj+1)

+ chLX(ω1 + ωj−1) + chLX(ωj+2)

+ 2 chLX(ωj).
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7.7 Proof of Theorem 7.5

Proposition then clearly 2.6.4 (part 3) applies, yielding a surjective morphism of KX-modules
φ : T (ω1 + ωj, ω1) ։ H0(ω) with rad(ω) ⊂ ker(φ). As chH0(ω) = χ(ω), we get that if µ
affords the highest weight of a composition factor of V, then

µ ∈ {ω2 + ωj, ω1 + ωj+1, ω1 + ωj−1, ωj+2, ωj}.

Now clearly ω2 + ωj cannot afford the highest weight of a composition factor of VX(ω) and
an application of Corollary 2.7.3 shows that [VX(ω), LX(ω1 + ωj−1)] = [VX(ω), LX(ωj)] = 0.
Considering the Aj+2-Levi subgroup of X corresponding to the simple roots β1, . . . , βj+2, one
gets [VX(ω), LX(ωj+2)] = 0 as well by Lemma 6.1.3. An application of Lemma 2.3.19 then
yields the desired result in this case. A similar argument in the case where p | 2n − j + 2
completes the proof. The details are left to the reader.

Proof of Theorem 7.5: the case 3 6= p | n. Let K, Y, X be as in the statement of the
Theorem, with p dividing both j + 2 and n. We start by considering the situation where
λ = 2λ1 + λj for some 1 < j < n− 1. As in the case where p ∤ n(n− 1), one shows that each
of ω and ω′ = ω1 + ωj−1 affords the highest weight of a KX-composition factor of V and
that [V |X , LX(ν)] = 0 for every ν ∈ X+(TX) such that ω′ ≺ ν ≺ ω. Lemma 6.1.3, Theorem
7.2 and Proposition 7.7.5 then yield

dimV = dimVY (λ)− dimLY (λ1 + λj+1)

= dimVY (λ)− dimLX(ω1 + ωj+1 + δj,n−2ωn)− dimLX(ωj)

= dimVX(ω)− dimLX(ω1 + ωj+1 + δj,n−2ωn) + dimVX(ω1 + ωj−1).

and the result follows from Proposition 7.7.17 in this situation. Finally, a similar argument
allows us to conclude in the case where n + 1 < j < 2n − 1. We leave the details to the
reader.

7.7.5 Conclusion: the case δp,3ǫ3(n) = 1

In this section, we give a proof of Theorem 7.5 under the assumption that p = 3 divides n.
First let 1 < j < n be such that j ≡ 1 (mod 3) and consider the TY -weight

λ = 2λ1 + λj ∈ X+(TY ).

As usual, write ω = λ|TX
as well as ω′ = ω1 + ωj−1 and let v+ ∈ Vλ be a maximal vector

in V for BY (hence also for BX). As in the proof of Theorem 7.6.3, one easily sees that ω′

affords the highest weight of a second KX-composition factor of V.

Lemma 7.7.18

Adopt the notation introduced above and suppose that Ext1X(LX(ω
′), LX(µ)) = 0 for every

µ ∈ Λ+(V |X). In addition, suppose that X has more than two composition factors on V.
Then replacing V by V ∗ if necessary, there exists a third maximal vector in V for BX .
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Proof. First observe that the result obviously holds if either 〈Xv+〉 or 〈Xw+〉 is reducible.
Therefore we shall assume 〈Xv+〉 ∼= LX(ω) as well as 〈Xw+〉 ∼= LX(ω

′) for the remainder of
the proof. Now by assumption, we have V |X ∼= LX(ω

′)⊕M, where M ∼= V |X/LX(ω
′), and

if M contains a maximal vector not in 〈v+〉, then the result follows. Otherwise, let U be
any irreducible KX-submodule of M (hence v+ ∈ U) and observe that v− = w0v

+ ∈ U as
well, where w0 denotes the longest element in WX . Let f+ ∈ M∗ be defined by f+(v−) = 1,
f+(Mµ) = 0 for every µ ∈ Λ(M) such that µ 6= −ω. Then for every t ∈ T and v ∈ Mµ,
we have (tf+)(v) = f+(t−1v), from which one easily deduces that f+ ∈ M∗

ω. Also for every
α ∈ X+(TX), c ∈ K, and v ∈ Mµ (µ 4 ω), we have

(uα(c)f
+)(v) = f+(uα(−c)v)

= f+

(

v +
∑

µ≺ν4ω

vν

)

,

where vν ∈ Mν for every ν ∈ X+(TX) such that µ ≺ ν 4 ω. Therefore f+ is a maximal
vector in M∗ for BX having weight ω and clearly f+ /∈ AnnM∗(U), as f+(v−) = 1, showing
that AnnM∗(U) contains a maximal vector not in 〈f+〉K , say g+. Since LX(ω

′) is self-dual,
we have V ∗ ∼= LX(ω

′)⊕M∗ and hence get the existence of 3 maximal vectors in V ∗ for BX ,
thus completing the proof.

Next let n + 1 < j < 2n − 1 be such that j ≡ 1 (mod 3) and consider the TY -weight
λ = 2λ1 + λj ∈ X+(TY ). Also write ω = λ|TX

= 2ω1 +ω2n−j as well as ω′ = ω1 +ω2n−j+1 and
let v+ ∈ Vλ be a maximal vector in V for BY (hence for BX as well). As above, one easily
checks that each of ω and ω′ affords the highest weight of a KX-composition factor of V.
Now Ext1X(LX(ω), LX(ω

′)) = 0 by Lemma 2.6.5, so there exists a maximal vector in (V |X)ω′

for BX , say w+. We leave to the reader to show the following result, whose proof is similar
to that of Lemma 7.7.18.

Lemma 7.7.19

Adopt the notation introduced above and suppose that Ext1X(LX(ω
′), LX(µ)) = 0 for every

µ ∈ Λ+(V |X). In addition, suppose that X has more than two composition factors on V.
Then replacing V by V ∗ if necessary, there exists a third maximal vector in V for BX .

Using Lemma 7.7.14, we also study the expression χωj−2(2ω1+ωj) in terms of characters
of irreducibles in the case where 3 < j < n.

Proposition 7.7.20

Assume δp,3ǫp(n) = 1 and let 3 < j < n − 1 be such that ǫp((j + 2)(2n − j + 2) = 1. Also
consider the TX-weight ω = 2ω1 + ωj and set µ = ωj−2. Then

χµ(ω) =

{

chLX(ω) + chLX(ω1 + ωj+1) if j ≡ 1 (mod 3);

chLX(ω) + chLX(ω1 + ωj−1) if j ≡ 2 (mod 3).
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7.7 Proof of Theorem 7.5

Proof. First assume j ≡ 1 (mod 3) and let VX(ω) = V 0 ⊃ V 1 ⊃ . . . ⊃ V k ) 0 be the
filtration of VX(ω) given by Proposition 2.7.4. Using Lemma 2.4.6, Theorem 7.2 and Lemma
7.7.14, one checks that

νµ
c (Tω) = ν3(j + 2) chLX(ω1 + ωj+1 + δj,n−2ωn).

Therefore the result follows from Lemma 2.3.19 together with Proposition 2.7.8. Arguing
in a similar fashion yields the result in the case where j ≡ 2 (mod 3), thus completing the
proof. The details are left to the reader.

Lemma 7.7.21

Assume δp,3ǫp(n) = 1 and let 3 < j < n − 1 be such that j ≡ 1 (mod 3). Also consider an
irreducible KY -module V = LY (λ) having highest weight λ = 2λ1 + λj and write ω = λ|TX

,
ω′ = ω1 + ωj−1, as well as µ = ωj−2. Then

mV |X (µ) = mLX(ω)(µ) + mLX(ω′)(µ).

Proof. Write l = mVY (λ)|X (µ) − mV |X (µ). Then applying Proposition 7.7.5, Lemma 2.4.6,
Theorem 7.2 and Proposition 7.7.20 yields

mV |X (µ) = mVY (λ)|X (µ)− l

= mVX(ω)(µ) + mVX(ω′)(µ) + mVX(ωj)(µ)− l

= mLX(ω)(µ) + mLX(ω′)(µ) + mLX(ω1+ωj+1)(µ) + mLX(ωj)(µ)− l.

Finally, we leave to the reader to check (using Lemma 7.1.5 together with Corollaries
7.6.4 and 7.7.7) that mLX(ω1+ωj+1)(µ) + mLX(ωj)(µ) = l, thus completing the proof.

Lemma 7.7.22

Assume δp,3ǫp(n) = 1 and let n + 2 < j < 2n − 1 be such that j ≡ 1 (mod 3). Also
consider an irreducible KY -module V = LY (λ) having highest weight λ = 2λ1+λj and write
ω = λ|TX

= 2ω1 + ω2n−j, ω
′ = ω1 + ω2n−j+1, as well as µ = ω2n−j. Then

mV |X (µ) = mLX(ω)(µ) + mLX(ω′)(µ).

Proof. We proceed as in the proof of Lemma 7.7.21, writing l = mVY (λ)|X (µ) − mV |X(µ).
Then applying Proposition 7.7.1, Lemma 2.4.6, Theorem 7.2 and Proposition 7.7.20 yields

mV |X(µ) = mVY (λ)|X (µ)− l

= mVX(ω)(µ) + mVX(ω′)(µ) + mVX(µ)(µ)− l

= mLX(ω)(µ) + mLX(ω′)(µ) + mLX(ω1+ω2n−j−1)(µ) + 1− l.

Finally, we leave to the reader to check (using Lemmas 2.3.19 and 7.7.3, for example)
that mLX(ω1+ω2n−j−1)(µ) + 1 = l, thus completing the proof.
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Proof of Theorem 7.5: the case δp,3ǫp(n) = 1. First assume 1 < j < n, in which case each
of ω = λ|TX

and ω′ = ω1 + ωj−1 affords the highest weight of a KX-composition factor of
V as seen above. By Lemma 7.7.18, either V |X ∼= LX(ω) ⊕ LX(ω

′) or there exists a third
maximal vector u+ in V for BX . Now in the latter case, by Proposition 7.1.3, there exists
ω′′ ∈ X+(TX) such that ωj−2 4 ω′′ 4 ω′ and u+ ∈ Vω′′ . Therefore ω′′ ∈ {ω1 + ωj−3, ωj, ωj−2}
and by Theorem 2.3.4, we get that mLX(ω′′)(ωj−2) > 0 in each case. An application of Lemma
7.7.21 then allows us to conclude in this situation.

Finally, assume n < j < 2n−1 and first observe that if j = n+1, then X has more than
two composition factors on V. Also, arguing as above (replacing Lemma 7.7.18 by Lemma
7.7.19, ωj−2 by ω2n−j and Lemma 7.7.21 by Lemma 7.7.22) completes the proof.
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