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Abstract
Organic persistent and bioaccumulative pollutants (PBPs) are continually introduced into

the environment as a part of the massive ongoing chemical production that began several

decades ago. The PBPs include several chemical families such as: industrial compounds, agri-

cultural chemicals, and pharmaceuticals. However the partitioning properties, concentration

distributions in the environment, and environmental fate and behavior of many PBPs have

not been investigated. Recent studies have reported on the lack of information regarding the

occurrence, fate, and behavior of these PBPs in the environment [1, 2, 3]. The authors empha-

sized the need for measurements of these PBPs in different environmental compartments in

order to better understand their environmental fate and behavior.

In this thesis, I report on the occurrence of legacy and novel PBPs in a deep aquatic system,

Lake Geneva. Measuring these compounds in environmental samples is a challenging task

due to their trace level concentrations and due to the complexity of the samples, manifest

as matrix effect. I developed accelerating sampling techniques and new comprehensive two-

dimensional gas chromatography (GC×GC) technique to tackle these challenges. Throughout

the thesis I refer to "novel PBPs" as PBPs that are neutral, organic, non-legacy, and that have

not been extensively measured in the environment. This terminology is similar to that adopted

by Howard and Muir, 2010. I report results for several water column and sediment samples

that were analyzed for a suite of 69 PBPs, including novel PBPs, as well as more widely studied

compound groups, PBDEs, PCBs, OCPs and halogenated benzenes. This leads to the first

reported detection and quantification for three novel PBPs (4-bromobiphenyl (4BBP), tribro-

mobenzene (TBB), and pentachlorothiophenol (PCTP)) in a lake environment.

In Chapter 2 of the thesis I develop an analytical protocol for detection, quantification, and

identity confirmation of trace level PBPs in environmental samples. This method takes ad-

vantage of the separation power of GC×GC combined to highly sensitive detectors, including

electron capture negative chemical ionization time of flight mass spectroscopy (ENCI-TOFMS),

micro electron capture detector (µECD), and flame ionization detector (FID). Chapter 2 evalu-

ates the effectiveness of the application of GC×GC-µECD for the detection and quantification

of trace-level PBPs in the lake environment. In particular, I investigate automated baseline

correction and peak delineation algorithms for their ability to remove matrix effect and quan-

tify trace level PBPs in complex environmental samples. By employing a suite of chemometric

tests, I systematically assess different baseline correction and peak delineation algorithms for
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Abstract

their confidence and accuracy in target analyte quantification. The results of chemometric

tests show the crucial importance of the baseline correction algorithm for accurate peak inte-

gration. An aggressive baseline correction method systematically produced the best results

for the chemometric tests, which indicated a better matrix effect removal. The results of the

analytical protocol are also validated using a certified reference material. The validated ana-

lytical procedure leads to the successful detection and quantification of 18 trace level target

analytes, including 7 PAHs in a light diesel fuel and 11 chlorinated hydrocarbons in a lake

water extract. This chapter provides a sensitive and accurate protocol for detection, identity

confirmation, and quantification of trace level PBPs in environmental samples. Finally, this

chapter also provides guidance for diagnosis of the matrix effect and biased calibration during

the quantification of analytes by GC×GC.

Chapters 3 and 4 of the thesis report on the occurrence of novel and legacy PBPs in the water

column and sediments of Lake Geneva, a large and deep lake in the western part of Switzerland.

The water column of the lake was sampled by deploying passive samplers at five different

depths ranging from 70 m to 166.5 m for three consecutive months during the summer of

2011 (ELEMO research project). Sediment samples were collected in four locations of the lake

at depths ranging from 80 m to 310 m. Several novel PBPs (i.e. 4BBP, TBB, HBB and PCTP)

and legacy PBPs, such as pentaBDE technical mixture, hexachlorobenzene (HCB) and PCNB,

were included in the list of the target analytes. To confidently detect and quantify the target

analytes, the analytical procedure developed in chapter 2 was employed. The water column

concentrations of two novel brominated PBPs, 4BBP and TBB, were found to be 0.5-1.0 ng

L−1, whereas the water column levels of PCTP were estimated to be 3-30000 ng L−1. All three

novel PBPs were also detected and quantified in the sediments samples. Suspect screening of

the GC×GC-ENCI-TOFMS data additionally revealed the presence of a potential precursor of

PCTP, pentachlorothioanisole, in both the water and sediment samples. This is the first report

of the occurrence and levels of three novel PBPs (4BBP, TBB, and PCTP) in a lake environment.

These chapters also briefly investigate the potential pathways of introduction and elimination

of these novel PBPs in the Lake Geneva environment. The occurrence of these novel PBPs and

also their relatively high concentrations warrants further investigations of their occurrence in

the environment, as well as the evaluation of their environmental risk.

In chapters 3 and 4 I also pre-evaluate the environmental fate and behavior of these novel

PBPs. I estimated several environmentally relevant partitioning properties of both legacy

and novel PBPs. These properties were estimated employing different modeling methods

included EPISuite, a GC×GC retention time based method, ACDLab, and a quantum chemistry

modeling approach, depending on the analyte. The estimated partitioning properties were

used for evaluation of the potential for bioaccumulation, long range transport, and Arctic

contamination. We also estimated equilibrium partitioning distributions of these compounds

between the water column and sediments of the lake. Based on both the estimated partition-

ing properties and the limited available occurrence data for these PBPs, we concluded that

bioaccumulation, long range transport, and Arctic contamination may play an important role
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in the global fate and behavior of these PBPs. A comparison of PBP levels in lake water and in

lake sediments suggested that several target analytes (4BBP and pentaBDE technical mixture)

were at or near partitioning equilibrium, whereas for some other target analytes (TBB and

PBEB) this was not the case. Finally, avenues are proposed for further investigation of the

environmental fate and behavior of the novel PBPs.

In chapter 5, I report on the development of a new fast sampling device for the truly dissolved

fraction of hydrophobic compounds in the water column of an aquatic system. Sampling the

truly dissolved fraction of PBPs in the water column of an aquatic system is a challenging task,

due to the trace level concentrations of these chemicals. Passive sampling approaches are

a widely used sampling strategy that can overcome the difficulty of low analyte concentra-

tions in the environment. However, passive sampling techniques necessitate long exposure

times, typically 4 to 6 weeks, in order to achieve partitioning equilibrium between the sampler

polymer and the water column. In chapter 5, a fast sampler for the truly dissolved fraction of

PBPs in the water column was developed with polydimethylsiloxane (PDMS) as the receiving

medium. In this chapter I evaluated PBP mass transfer kinetics between water and the PDMS

by measuring the depletion of performance reference compounds (PRCs) with three different

flow rates (1, 2 and 4 L min−1) at several time intervals for 12 PCBs. In order to explain the

mass transfer between the water and PDMS, two modeling approaches were tested. An initial

prototype of the sampler was built in-house and field-tested during the ELEMO field sampling

campaign on Lake Geneva. The lab test showed that the rate of mass transfer of hydrophobic

compounds was increased by two orders of magnitude compared to conventional passive

sampling. The detection and quantification of the trace level PCBs in the water column of

Lake Geneva was achieved only after two hours. The rate of mass transfer of the investigated

compounds appeared to be highly sensitive to the water flow rate, and it was unexpectedly

less sensitive to the chemical and physical properties of the compounds. However, further

work is needed in order to completely model the mass transfer process.

Finally, in chapter 6 the water column concentration distributions of trace level PBPs are

tentatively evaluated with respect to depth and distance from the shoreline (i.e. vertical and

horizontal distribution). The samples collected during the ELEMO sampling campaign were

analyzed using the protocol developed in chapter 2. The mass transfer model developed in

chapter 5 enabled the estimation of the water column concentrations of PBPs. This enabled

the construction of a 3-D map of the concentration distribution for each PBP and also facili-

tated inferences regarding their potential sources in and around the lake. To my knowledge

this is the most comprehensive reported concentration distribution measurement of PBPs in

a deep aquatic system such as Lake Geneva.

This thesis lays out a comprehensive protocol for the assessment of novel PBPs in aquatic sys-

tems, particularly useful for deep and large lakes. The protocol included the development and

optimization of analytical procedures, development of novel methods for the rapid sampling

of PBPs in a deep lake, and the assessment of the fate and behavior of novel PBPs based on
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their environmental partitioning properties.
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Sommario
La recente produzione massiccia di composti organici persistenti e bioaccumulativi (PBP) ne

ha causata l’introduzione nell’ambiente. Con il termine PBP s’intendono composti apparte-

nenti a molteplici famiglie chimiche, tra cui i composti industriali, prodotti chimici agricoli e

farmaceutici. I PBP si possono distinguere tra PBP nuovi e quelli già regolamentizzati. Secondo

la terminologia adottata da Howard e Muir nel 2010, i PBP nuovi sono composti organici

neutri, non regolamentizzati e non rilevati precedentemente.

Salvo che recentemente, le concentrazioni, le proprietà di partizione e il comportamento

nell’ambiente di molti PBP non sono stato oggetto di studio. Howard e Muir hanno sottoli-

neato la necessità di misurare questi PBP nei diversi comparti ambientali.

Durante il dottorato, ho misurato i PBP nel Lago di Ginevra e ne ho studiato il comportamento.

A causa delle basse concentrazioni ambientali e per la presenza dell’effetto matrice nei cam-

pioni analizzati, analizzare questa tipologia di composti in campioni ambientali si é rivelato

assai complesso. Avanzati metodi di gascromatografia bidimensionale (GC×GC) sono stati

necessari.

In questo documento, riporto i risultati per diversi campioni d’acqua e sedimento, per un

totale di 69 PBP, tra cui nuovi PBP, PBDE, PCB e OCP. Tra i PBP già regolamentizzati, ho indi-

viduato PBDE, PCB e OCP. Per la prima volta 3 nuovi PBP sono stati rilevati e quantificati in

acque di lago : 4-bromobifenile (4BBP), tribromobenzene (TBB), e pentaclorotiofenolo (PCTP).

Nel secondo capitolo della tesi, ho sviluppato un protocollo di analisi per il rilevamento e la

quantificazione di PBP in campioni ambientali. Questo metodo sfrutta la capacità di separa-

zione del metodo cromatografico GC×GC combinata all’elevata sensibilità dei vari rivelatori

adottati : un rilevatore ad ionizzazione chimica ifenato alla spettroscopia di massa al tempo di

volo (ENCI-TOFMS), un micro rivelatore a cattura elettronica (µECD) e un rilevatore a ioniz-

zazione di fiamma (FID). L’efficacia dell’azione combinata di GC×GC-µECD é stata testata

nella rivelazione e la quantificazione di PBP in traccia in matrici ambientali. Inoltre, ho testato

molteplici algoritmi automatizzati per la correzione della linea di base e per l’integrazione

del picco in funzione della loro capacità di rimuovere l’effetto matrice e quantificare PBP in

campioni ambientali complessi. Mediante diversi test chemiometrici, ho sistematicamente va-

lutato diversi metodi della correzione della linea di base e gli algoritmi di integrazione di picco
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per la loro accuratezza e la precisione della quantificazione. I risultati dei test chemiometrici

hanno dimostrato l’importanza cruciale dell’algoritmo della correzione della linea di base

al fine di ottenere un’accurata integrazione del picco. I risultati del protocollo analitico sono

stati convalidati usando un materiale di riferimento certificato. La procedura analitica così

validata ha rivelato e quantificato 18 inquinanti, tra cui 7 idrocarburi policiclici aromatici in un

carburante diesel e 11 idrocarburi clorurati in un estratto di acqua del lago. In questo capitolo

vi é quindi riportato un protocollo sensibile e preciso per il rilevamento, l’identificazione, e

la quantificazione di PBP in campioni ambientali. Infine, viene anche fornita una guida per

la diagnosi degli effetti di matrice e la calibrazione errata durante la quantificazione degli

inquinanti mediante GC×GC.

I capitoli 3 e 4 della tesi riguardano la presenza di PBP nuovi e regolamentizzati nell’acqua

e nel sedimento del lago di Ginevra. L’acqua del lago é stata campionata utilizzando cam-

pionatori passivi a cinque diverse profondità, che vanno dai 70 m ai 166,5 m, per tre mesi

consecutivi durante l’estate del 2011 (progetto di ricerca ELEMO). I campioni di sedimento

sono stati raccolti in quattro punti diversi del lago a profondità che vanno da 80 m a 310 m. Tre

PBP nuovi (cioé 4BBP, TBB e PCTP) e PBP regolamentizzati, come pentaBDE miscela tecnica,

esaclorobenzene (HCB) e PCNB, sono stati analizzati. Per il rilevamento e la quantificazione

degli inquinanti considerati, ho adottato la procedura di analisi sviluppato nel capitolo 2. Le

concentrazioni medie in acqua dei due nuovi PBP bromurati, 4BBP e TBB, sono di 0.5-1.0

ng L−1, mentre i livelli del PCTP in acqua corrispondono a circa 3-30000 ng L−1. I tre nuovi

PBP sono stati individuati e quantificati nei campioni di sedimento. Lo Suspect screening dei

dati di GC×GC-ENCI-TOFMS ha inoltre rivelato la presenza di un potenziale precursore di

PCTP, pentaclorotioanisolo, in entrambi i campioni di acqua e sedimento. Questo é il primo

rapporto dei livelli della concentrazione di questi nuovi PBP (4BBP, TBB, e PCTP) in un am-

biente lacustre. Questi capitoli anche indagano le possibili vie di introduzione e l’eliminazione

di questi nuovi PBP nel Lago di Ginevra. Le presenze di questi nuovi PBP e anche le loro

concentrazioni relativamente elevate suggeriscono la necessità di ulteriori ricerche di questi

composti nell’ambiente, ivi compresa la valutazione del loro rischio ambientale.

Nei capitoli 3 e 4 ho anche valutato il comportamento ambientale di questi nuovi PBP., stiman-

done diverse proprietà di partizione di rilevanza ambientale. Diversi metodi computazionali

sono stati impiegati, inclusi il metodo EPISuite, che si basa sui tempi di ritenzione di GC×GC,

ACDLab e, infine, metodi di meccanica quantistica. Le proprietà di partizione stimate sono

state quindi utilizzate per la valutazione del potenziale di bioaccumulazione, il trasporto

a lunga distanza, e la contaminazione artica. Ho anche valutato l’equilibrio di ripartizione

di questi composti tra l’acqua e sedimento del lago. Sulla base delle proprietà stimate e i

limitati dati ambientali disponibili per questi PBP, ho concluso che la bioaccumulazione, il

trasporto a lunga distanza, e la contaminazione artica costituiscono fattori importanti nel

comportamento ambientale di questi PBP. Un confronto tra i livelli di PBP in acqua di lago e

nei sedimenti lacustri suggerisce che alcuni inquinanti (4BBP e miscela tecnica pentaBDE)

sono prossimi all’equilibrio. Ulteriori accertamenti e studi sono necessari per approfondire il
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comportamento e la distribuzione di questi inquinanti nel lago di Ginevra.

Il capitolo 5 si concentra sullo sviluppo di un dispositivo di campionamento veloce per la

frazione disciolta di composti idrofobici nell’acqua. Il campionamento dalla frazione disciolta

di un PBP nell’acqua di un sistema acquatico ha richeisto un trattamento avanzato a causa

delle concentrazioni in traccia di queste sostanze. Il metodo di campionamento passivo adot-

tato prevede lunghi tempi di esposizione, tipicamente tra i 4 a 6 settimane, per raggiungere

l’equilibrio di partizionamento tra il campionatore e l’acqua. Nel capitolo 5 di questa tesi, il

campionatore veloce per la frazione disciolta del PBP nell’acqua sviluppato utilizza il polidi-

metilsilossano (PDMS) come mezzo di ricezione. Ho valutato il trasferimento di massa tra

acqua e il PDMS misurando la perdita di composti di riferimento (PRCs) utilizzando tre diverse

portate d’acqua (1 L min−1, 2 L min−1 e 4 L min−1) a diversi intervalli per 12 PCB. Per spiegare

il trasferimento di massa tra l’acqua e PDMS, due approcci di modellizzazione sono stati

testati. Un primo prototipo del campionatore é stato costruito in-house e testato sul campo

durante la campagna di campionamento ELEMO nel lago di Ginevra. I test di laboratorio

hanno mostrato che la velocità di trasferimento di massa di composti idrofobici sono di due

ordini di grandezza maggiori rispetto al campionamento passivo. Infatti, la rilevazione dei

PCB nell’acqua del lago di Ginevra si é verificata dopo solo due ore di campionamento. Il

trasferimento di massa dei composti esaminati si é dimostrato molto sensibile alla velocità

dell’acqua e meno sensibile alle proprietà chimiche e fisiche dei composti. Tuttavia, sono

necessari ulteriori lavori per modellare il processo di trasferimento di massa.

Infine, nel capitolo 6 ho valutato la distribuzione spaziale dei PBP nell’acqua di lago di Ginevra.

I campioni raccolti durante la campagna di campionamento ELEMO sono stati analizzati uti-

lizzando il protocollo sviluppato nel capitolo 2. Il modello di trasferimento di massa sviluppato

nel capitolo 5 mi ha permesso di effettuare una stima delle concentrazioni di PBP nell’acqua.

Ho indi delineato una mappa 3-D della distribuzione delle concentrazioni per ciascun PBP

nell’acqua del lago, facilitandomi l’individuazione di potenziali fonti di inquinanti all’interno

e all’esterno del lago di Ginevra. Si tratta della più completa mappa geochimica di PBP in un

sistema lacustre profondo come il lago di Ginevra.

Riassumendo, questa tesi riporta un protocollo completo per la valutazione di nuovi PBP

nei sistemi acquatici, che si é peraltro rivelato particolarmente utile per l’applicazione in

laghi profondi e ampi. Il protocollo include lo sviluppo e l’ottimizzazione delle procedure

analitiche, lo sviluppo di metodi innovativi per il rapido campionamento di PBP in un lago

e la valutazione del comportamento ambientale di nuovi PBP in base alle loro proprietà di

partizione ambientali.

keywords
Persistent and bioaccumulative pollutants (PBPs), halogenated organic pollutants, analytical

chemistry, GC×GC-µECD/FID, GC×GC-ENCI-TOFMS, water, sediment, novel PBPs, PCBs,

PBDEs, OCPs, extraction, lake, fate and behavior, modeling, sampling, method development,
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1 Introduction

1.1 Motivations

Little is known concerning the vast majority of man-made chemicals released into the environ-

ment [3, 1, 4]. The US-EPA has registered about 82,000 chemicals [4], whereas the European

Chemical Agency (ECHA) lists more than 140,000 compounds commercialized in Europe

[5]. Howard and Muir, in 2010, identified 610 compounds with wide commercial use (i.e.

a US/Canada production volume > 1 t/y) that were predicted to be bioaccumulative and

persistent in the environment (thus persistent and bioaccumulative pollutants, PBPs) and

also were somewhat overlooked by the environmental science community. Further inves-

tigations showed that potential transformation products of some of these 610 compounds

also met the criteria for environmental persistence and bioaccumulation [1]. These PBPs

include several chemical families such as: industrial compounds, personal care products,

agricultural chemicals, and pharmaceuticals. Most of the 610 PBPs are neutral and more than

60% of them are halogenated. However the concentration distributions in the environment,

partitioning properties, and environmental fate and behavior of 80% of these PBPs have not

been investigated widely [3, 1, 4]. The above studies reported on the lack of information

regarding the occurrence, fate, and behavior of these PBPs in the environment [3, 1, 4]. The

authors emphasized the need for measurements of these PBPs in different environmental

compartments in order to better understand their environmental fate and behavior.

Overall, most of organic PBPs released into the environment have not been measured, and

there is no information about their fate and behavior [6, 7]. Recent exploratory studies de-

tected several pollutants (first environmental detection), in different environmental samples,

such as water, precipitation, biota, and sediment [8, 9, 10, 11, 12, 13, 14], which warrants

the need for further investigation of the PBPs in the water column of lakes.Throughout this

manuscript we refer to the 610 organic pollutants listed by Howard and Muir as PBPs.

Measurement of PBPs due to their trace level concentrations and complexity of the matrix
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encountered in analysis of environmental samples is a challenging task [15, 16, 17, 18]. The

conventional sampling methodologies to overcome these issues are large volume sampling

[19, 17] and passive sampling [20, 21, 22]. For the large volume sampling of PBPs, special care

must be taken in sample handling and storage [23, 24, 18]. Moreover, large volume sampling

appears to be sensitive to the suspended solids and the dissolved organic matter in the aquatic

system [25]. Finally, large volume sampling is impractical for water depths > 100 m, due to

the possibility of cross-contamination caused by the use of long tubes and pumping systems

[17, 18]. Compared to large volume sampling The passive sampling methodology is inexpen-

sive, stable, and easy to handle [23, 26, 27]. However, passive sampling has the disadvantage

of long exposure times, such as 4 to 8 weeks, depending on the chemical and physical proper-

ties of the target compound and the hydrological conditions of the sampled system [28, 29].

Additionally, the issue of biofilm formation appears to be relevant for passive sampling, due to

the long exposure times required [30]. Most passive sampling efforts have been conducted

in shallow water [24, 22], due to the logistical challenges of deep water deployments [29, 31, 28].

The deep water column of aquatic systems has not been explored extensively for the truly

dissolved (TD) fraction of PBPs. The TD fraction of a PBP excludes PBP mass that is associated

with suspended particles, dissolved organic matter, or particulate organic carbon [32]. Hence,

the TD fraction of PBPs in aquatic systems is considered widely important even when present

at trace level concentrations [17, 7, 33, 32, 25]. The PBPs mainly have been investigated in the

shallow water column (depth < 20 m) of the aquatic systems [19, 34, 35, 36, 37, 21, 9, 38, 17].

The lack of published data in the deep water column is mainly due to the difficulties in sam-

pling the TD fraction of PBPs (mentioned above). There have been few attempts to develop

new sampling systems for measuring PBPs in the deep water columns of aquatic systems that

are able to overcome the issues of cost, time, energy and the difficulty of sample handling

[31, 28]. To my knowledge, there is no rapid sampling system available that can sample trace

levels of the truly dissolved fraction of PBPs in the deep water column of aquatic systems,

without being affected by suspended solids and/or dissolved organic matter.

Finally, limited published data are available regarding the spatial distributions of PBPs in

the water column of deep and large lakes. The spatial concentration distribution of PBPs in

lakes, both vertical and horizontal, is considered an indication of the environmentally relevant

processes affection the fate and behavior of that PBP [39, 32, 34, 35, 40, 41, 42, 43, 44, 45, 46,

47, 48]. Recent investigations have highlighted the importance of input flux, through air-water

exchange, tributaries, and dry and wet deposition, particularly for highly urbanized areas

[49, 50, 36, 45, 46, 35, 34]. Additionally, there are limited works that have evaluated the vertical

concentration distribution of PBPs in both the deep and shallow water column [51, 52, 53]. The

mentioned studies also have indicated the possibility of the existence of significant vertical

and horizontal gradients of PBPs in the water column of an aquatic system. To my knowledge,

there is no published work that has evaluated the spatial concentration distribution of PBPs in

the deep water column of a large lake, such as Lake Geneva, Switzerland.
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1.2 Present study

In this thesis, I report on the occurrence of legacy and novel PBPs in a deep aquatic system,

Lake Geneva. I employed comprehensive two-dimensional gas chromatography (GC×GC)

to tackle the problem of complexity of the environmental samples. Throughout the thesis I

refer to "novel PBPs" as PBPs that are neutral, organic, non-legacy, and that have hardly been

measured in the environment. This terminology is similar to that adopted by Howard and

Muir, 2010. This thesis consists of five research reports treating five individual questions each

in an independent chapter.

In Chapter 2 of the thesis I developed an analytical protocol for detection, quantification,

and identity confirmation of trace level PBPs in environmental samples. This method took

advantage of the separation power of GC×GC combined to highly sensitive detectors, in-

cluding electron capture negative chemical ionization time-of-flight, mass spectrometry

(ENCI-TOFMS), micro electron capture detector (µECD), and flame ionization detector (FID).

Chapter 2 evaluates the effectiveness of the application of GC×GC-µECD for the detection

and quantification of trace-level PBPs in the lake environment. This protocol enabled the

successful detection and quantification of 18 trace level PBPs in real environmental samples.

Chapters 3 and 4 of the thesis present focused investigations of selected novel and legacy PBPs

in the deep water column and sediments of Lake Geneva. The water column of the lake was

sampled by deploying passive samplers at five different depths ranging from 70 m to 166.5 m

for three consecutive months during the summer of 2011 (ELEMO research project). Sediment

samples were collected in four locations of the lake at depths ranging from 80 m to 310 m.

These field data enabled several inferences about the sources and sinks of these pollutants in

the lake. In chapters 3 and 4 I also pre-evaluated the environmental fate and behavior of these

novel PBPs based on their estimated partitioning properties. Finally, avenues are proposed for

further investigation of the environmental fate and behavior of these novel PBPs.

In chapter 5, I report on the development and testing of a new rapid sampling device for the

truly dissolved fraction of hydrophobic compounds in the water column of an aquatic system.

A two-compartment non-linear model was developed to describe the mass transfer of 11 PCBs

between the PDMS and water. Finally, an initial prototype of the sampler was built in-house

and field-tested during the ELEMO field sampling campaign on Lake Geneva. The accelerated

sampler, accurately measured the trace level TD concentration of 4 PCBs in the deep water

column of Lake Geneva.

Finally, in chapter 6, the water column concentration distributions of trace level PBPs are

evaluated with respect to depth and distance from the shoreline (i.e. vertical and horizontal

concentration distributions). The samples collected during the ELEMO sampling campaign
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were analyzed using the protocol developed in Chapter 2. The mass transfer model developed

in Chapter 5 enabled the estimation of the water column concentrations of PBPs. Surprisingly

large gradients are found, with several PBPs exhibiting concentration differences that exceeded

one order of magnitude at different locations in the lake. This enabled the construction of the

concentration distribution in both vertical and horizontal dimensions for each PBP and also

facilitated inferences regarding their potential sources in and around the lake. This is the most

comprehensive reported concentration distribution of PBPs in the water column of a deep

aquatic system, such as Lake Geneva, based on direct measurements.
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Chapter 2. Analyte quantification with GC×GC

Abstract

Comprehensive two-dimensional gas chromatography (GC×GC) is used widely to separate

and measure organic chemicals in complex mixtures. However, approaches to quantify

analytes in real, complex samples have not been critically assessed. We quantified 7 PAHs

in a certified diesel fuel using GC×GC coupled to flame ionization detector (FID), and we

quantified 11 target chlorinated hydrocarbons in a lake water extract using GC×GC with

electron capture detector (µECD), further confirmed qualitatively by GC×GC with electron

capture negative chemical ionization time-of-flight mass spectrometer (ENCI-TOFMS). Target

analyte peak volumes were determined using several existing baseline correction algorithms

and peak delineation algorithms. Analyte quantifications were conducted using external

standards and also using standard additions, enabling us to diagnose matrix effects. We

then applied several chemometric tests to these data. We find that the choice of baseline

correction algorithm and peak delineation algorithm strongly influence the reproducibility

of analyte signal, error of the calibration offset, proportionality of integrated signal response,

and accuracy of quantifications. Additionally, the choice of baseline correction and the peak

delineation algorithm are essential for correctly discriminating analyte signal from unresolved

complex mixture signal, and this is the chief consideration for controlling matrix effects

during quantification. The diagnostic approaches presented here provide guidance for analyte

quantification using GC×GC.

2.1 Introduction

Comprehensive two-dimensional gas chromatography (GC×GC) is used widely for the analy-

sis of complex mixtures, as it can resolve thousands of peaks within single chromatograms

[54, 55]. GC×GC has been used in the analysis of petroleum, environmental samples, foods,

and biological fluids [54]. Even though GC×GC provides very good separation capacity, an-

alyte co-elution still arises in very complex samples [56]. Analyte quantification remains

challenging due to the inherent complexity of two-dimensional data and the typical presence

of co-eluting (overlapping) peaks [57, 58].

During the past decade, several investigations have quantified analytes using GC×GC data

[58]. In 1998, Beens et al introduced the notion of analyte quantification with GC×GC-FID,

employing the external standard calibration method [59]. Later studies applied external

standard calibration as a means to quantify small aromatic hydrocarbons in gasoline, sus-

pected allergens in fragrances, and polychlorinated biphenyls (PCBs) in soil and sediment

[55, 60, 61, 62, 63]. Some of these studies used internal standards to normalize the peak

volumes of the target analytes [55, 60, 63]. The studies mentioned above used univariate

detectors, either FID (flame ionization detector) or ECD (electron capture detector). These

were important contributions to the development of quantification methods for GC×GC.

However the analytes quantified in these studies were usually well-resolved peaks at high con-
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centrations [55, 61, 62, 63]. Kallio and Hyötyläinen emphasized the necessity of well-resolved

peaks in order to achieve accurate integrated peak volumes [62]. Additionally, Adahchour et

al expressed concern regarding the quality of quantifications performed on univariate data

produced by GC×GC using the external standard calibration method [64]. They stated that

external calibration was not suitable for quantification in cases involving poorly resolved

peaks.

The complexity of typical GC×GC chromatograms warrants sophisticated data processing

methods [57, 58, 65, 66]. After data acquisition, analyte signal quantification involves the fol-

lowing major data processing tasks: baseline correction, peak detection, and peak delineation

[65, 66, 67, 68, 69]. To facilitate discussion of these different data processing operations, we

conceptually decompose the GC×GC detector signal into four additive components (Figure

2.1; Eq. 2.1), defined as follows:

• The resolvable analyte signal is the signal attributed to analytes that are wholly or partly

resolved by the instrument [65, 66, 70]. We do not assign a threshold of chromato-

graphic resolution [71] to the resolvable analyte signal, since the ability to differentiate

resolved signal from unresolved signal depends upon the baseline correction and peak

delineation algorithms applied. In the present work, we are interested in quantifying

resolvable analyte signal, or peak volume, of target analytes.

• The unresolved signal arises from chemical elutants that are not reasonably resolved

from one another. This is operationally defined by the combination of baseline correc-

tion and peak delineation algorithm applied. The unresolved signal corresponds to the

"chemical blank" in earlier chemometrics literature [72, 73]. The matrix effect arises

from failure to discriminate properly between the unresolved signal and the resolvable

analyte signal. Matrix effects are defined and explained further in section 2.2.6.

• The instrument background signal is the signal produced by the instrument in the

absence of sample, excluding random signal fluctuations.

• The noise is zero-mean random fluctuation of the signal, inherent to the instrument

detector [57, 65].

Distinguishing and separating these signal components is an important goal of GC×GC data

processing. Since here we are focused on analyte quantification, we also define the non-analyte

signal, which is the unresolved signal plus instrument background signal plus noise (Eq. 2.1).

The non-analyte signal is called the "constant error" in earlier chemometrics literature [74],

and this signal component can be quantified by measuring the Total Youden Blank, assuming
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that non-additive signal interactions (matrix interferences) are not present [72, 75].

Tot al i nstr ument si g nal = anal y te si g nal (2.1)

+i nstr ument backg r ound si g nal

+unr esol ved si g nal

+noi se

non −anal y te si g nal

Throughout this article, we refer to a peak integration method as a particular combination

of algorithms that leads to a unique value for the integrated resolvable analyte signal, or

peak volume, attributed to a given analyte in the GC×GC chromatogram. An individual peak

integration method is composed of one baseline correction algorithm combined with one

peak delineation algorithm. These methods are discussed below. The term quantification

method refers to a method that uniquely maps an observed peak volume to an estimated

analyte concentration in an environmental sample. For this purpose, we applied both the

external standard calibration method (ESM) and the standard addition calibration method

(SAM) [76, 77, 78], and these methods are explained in section 2.2.6.

After signal acquisition, the first step in GC×GC data processing is usually the baseline cor-

rection, which involves estimation and removal of the baseline. Here, the baseline is defined

operationally as the signal that is subtracted from the total chromatogram signal before peak

integration [57, 65]. The approach taken for defining the baseline may vary depending on the

objective of the analyst. For example, for quantification of resolvable analytes, an appropriate

baseline correction method ideally should remove the non-analyte signal component, leaving

behind only the resolvable analyte signal [65, 66, 79, 80]. Alternatively, for the quantification

of the sample total chemical signal, it may instead be desirable for the baseline correction

method to remove only the instrument background signal component, leaving behind both

the resolvable analyte signal and the unresolved signal [79, 80].

Several strategies have been proposed for performing a baseline correction [57]. It may be

appropriate to define the analytical blank as the baseline and remove this signal from the

sample signal. The analytical blank is defined as a sample identical to the original sample,

but excluding the analyte of interest [78]. In principal this should produce the non-analyte

signal chromatogram. However it is often not possible to obtain the analytical blank [65].

Available automated algorithms offer more general approaches to estimating the baseline.

The "deadband baseline" correction algorithm uses the statistical properties of white noise to

define regions of the chromatogram called deadbands and then calculates and removes this

signal from the chromatogram [69, 81]. The deadband baseline is intended to estimate the

signal trend that would arise in the absence of chemical elutants [69]. This baseline correction

algorithm thus estimates and removes the instrument background signal, but it does not

remove the unresolved signal component (Figure 2.1). A second algorithm, the "local linear

baseline" correction, fits a straight line to intervals as wide as the peak width within each
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Figure 2.1 – Conceptual schematic of the disaggregated components of the sample signal
in a single modulation period of the GC×GC chromatogram. (a) The observed total instru-
ment signal; (b) the resolvable analyte signal; (c) the non-analyte signal; (d) the instrument
background signal; (e) the unresolved signal; and (f) the noise.
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modulation period of the GC×GC chromatogram, which is then subtracted from the total

instrument signal [57]. The local linear baseline correction method thus attempts to estimate

and remove the non-analyte signal (instrument background signal plus unresolved signal and

noise), leaving behind the resolvable analyte signal. However, complications can arise in cases

of the presence of unresolved material and low signal-to-noise ratios [65]. Finally, the Eilers

algorithm takes a different approach, which is to estimate the baseline by fitting a higher order

polynomial to the signal contained in each GC×GC modulation period [82]. The Eilers method

thus estimates the non-analyte signal and attempts to isolate the resolvable analyte signal.

Amigo et al compared different baseline correction methods with simulated conventional

GC data, including the Eilers method and the local linear baseline correction method [57].

They found that the Eilers method more accurately isolated the resolvable analyte signal in

cases of overlapping peaks. In summary, existing baseline estimation methods use widely

differing algorithms and assumptions. However the impact of the GC×GC baseline estimation

algorithm on analyte quantification has not been extensively tested.

After baseline correction and peak detection, the peak delineation step defines the boundaries

of each detected peak, thereby indicating the two-dimensional region of the GC×GC chro-

matogram signal that should be aggregated together for an individual peak volume [56, 57, 69].

Together, baseline correction and the peak delineation completely determine the integrated

volume of a detected peak. The "two-step" and "inverted watershed" algorithms are auto-

mated approaches commonly used for peak delineation in GC×GC [65]. These two methods

do not require any prior information about analyte or sample identity in order to perform the

peak delineation, thus they are called automated peak delineation methods. The two-step

algorithm first detects one-dimensional peaks in each individual modulation period using

the first and second derivatives of the signal. In the second step, the algorithm decides which

one-dimensional peaks in adjacent GC×GC modulation periods should be merged together

to create a two-dimensional peak, based on a parameterized tolerance level for shifting of

the peak retention time in between each modulation [56]. This is a modified version of the

method developed and used for processing conventional GC chromatograms [66]. The in-

verted watershed algorithm, also known as the drain algorithm, finds the pixel with the locally

highest intensity in each detected peak and then identifies neighboring pixels that belong

to the two-dimensional peak ("blob"), until it reaches the baseline [69]. In cases of complex

mixtures, inaccurate delineation of the peak boundaries introduces uncertainty into the peak

volume [62, 65]. Nevertheless, to our knowledge, these peak delineation approaches have not

been compared for their abilities to produce accurate analyte quantifications in real samples.

There are several possible ways in which uncertainty or error may arise during these GC×GC

data processing steps [65, 66, 70, 83]. The baseline correction, peak detection, and peak de-

lineation are all important sources of uncertainty [65, 66, 70]. Vivó-Truyols et al and Latha

et al both evaluated errors arising during the peak detection step [67, 84]. Taken together,

these two studies find that for complex samples, the commonly utilized algorithms have a
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high probability of failure during peak detection, suggesting that further developments are

needed. Another important source of error is the peak delineation step [65, 85, 86]. The

two-step algorithm can exhibit sensitivity to peak tailing in the second dimension and to

irregularities in the peak shape within each modulation [65, 85]. This may lead to inaccurate

definition of the peak boundaries and resulting peak volumes [85]. Additionally, this algorithm

may be sensitive to the peak width in the second dimension [85]. In some cases this was

found to cause up to 80% error in the volume of the peak. The inverted watershed peak

delineation algorithm has been found to be adversely affected by high level of noise and by

overlapping peaks, leading to errors in the defined peak boundaries such as split peaks [65, 70].

To our knowledge, no published study has yet evaluated currently available baseline correction

and peak delineation algorithms for their ability to produce reliable analyte quantifications

from univariate GC×GC chromatograms of real, complex samples [65, 70]. In order to address

this need, we performed an assessment and comparison of several different peak integration

algorithms that have been developed for GC×GC.

2.2 Methods

2.2.1 Chemicals

We used a PAH standard mixture (EPA Method 8310 PAH mixture) that contained 18 poly-

cyclic aromatic hydrocarbons in dichloromethane (DCM) solvent, purchased from Restek

Switzerland. We also used a certified diesel fuel ("certified PAHs in diesel"), consisting of a

solution of two PAH-free, synthetic, light diesel fuels combined with known concentrations of

7 PAHs in DCM. The certified diesel fuel was provided by Restek Switzerland (Table 2.1). An

analytical PCB standard mixture and an organochlorinated pesticide standard mixture both

were purchased from Sigma-Aldrich Switzerland. The PCB standard mixture consisted of a 1

µg L−1 solution of each of 11 PCBs in hexane and the organochlorinated pesticide standard

mixture contained 0.1 µg L−1 of each of 18 pesticides in hexane (Table 2.1). Pesticide grade

hexane and ACS grade pentane were obtained from VWR Switzerland.
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Table 2.1 – Complete list of target analytes considered in this investigation and their GC×GC-
FID and GC×GC-µECD retention times (tr ) in the first and the second dimensions.

Polycyclic aromatic hydrocarbons analyzed by GC×GC-FID
Concentration in certified diesel

Abbreviation Compound name tr 1 (min) tr 2 (s) fuel sample (mg L−1)
PAH1 naphthalene 9.60 2.32 0.25
PAH2 1-methylnaphthalene 12.80 2.26 0.60
PAH3 2-methylnaphthalene 13.20 2.36 0.43
PAH4 acenaphthylene 16.67 2.88 0.11
PAH5 fluorene 20.13 2.94 0.13
PAH6 phenanthrene 24.80 3.58 0.28
PAH7 acenaphthene 31.33 4.00 0.05

Chlorinated hydrocarbons analyzed by GC×GC-µECD
Presence in the lake water extract

Abbreviation Compound name tr 1 (min) tr 2 (s) confirmed by GC×GC-ENCI-TOFMS
std1 2,4,5,6-tetrachloro-m-xylene 30.80 3.22 nda

std2 α-hexachlorocyclohexane 33.18 4.14 detectedb

std3 β-hexachlorocyclohexane 34.28 5.44 nd
std4 γ-hexachlorocyclohexane 35.75 4.32 nd
std5 δ-hexachlorocyclohexane 36.30 5.68 nd
std6 2,2’,5-trichlorobiphenyl 37.77 3.60 detected
std7 2,4,4’-trichlorobiphenyl 41.98 3.22 detected
std8 1,4,5,6,7,8,8-heptachloro-3a,4,7,7a-tetrahydro- 43.45 2.94 nd

4,7-methano-1H-indene
std9 2,2’,3,5’-tetrachlorobiphenyl 45.28 3.04 detected
std10 aldrin 46.75 2.78 detected
std11 2,2’,5,5’-tetrachlorobiphenyl 46.93 3.18 detected
std12 heptachlor exo-epoxide 50.05 2.92 detected
std13 γ-chlordane 52.07 2.80 detected
std14 2,2’,4,5,5’-pentachlorobiphenyl 53.53 2.62 detected
std15 β-endosulfan 55.73 2.78 detected
std16 α-chlordane 56.28 2.54 nd
std17 1-chloro-4-[2,2-dichloro-1-(4- chlorophenyl)ethyl]benzene 56.47 3.40 nd
std18 1,1-bis-(4-chlorophenyl)-2,2-dichloroethene 57.57 3.20 nd
std19 endrin ketone 59.22 2.50 detected
std20 2,3’,4,4’,5-pentachlorobiphenyl 59.22 3.24 detected
std21 endrin aldehyde 61.60 2.98 nd
std22 2,2’,3,3’,4,4’-hexachlorobiphenyl 61.78 2.30 nd
std23 2,2’,3,5,5’,6-hexachlorobiphenyl 63.98 2.40 detected
std24 endosulfan sulfate 65.08 3.40 nd
std25 1,1,1-trichloro-2,2-bis(4-chlorophenyl)ethane 69.12 2.48 detected
std26 2,2’,3,4,4’,5,5’-heptachlorobiphenyl 70.58 2.14 detected
std27 1-chloro-4-[2,2-dichloro-1-(4- chlorophenyl)ethyl]benzene 75.53 2.12 nd
std28 methoxychlor 78.83 2.22 detected
std29 2,2’,3,3’,4,4’,5,5’-octachlorobiphenyl 84.88 2.44 detected

a "nd" refers to a chemical that was not detected in the lake water extract using GC×GC-
ENCI-TOFMS; b "detected" refers to a compound having confirmed presence in the lake water
extract with GC×GC-ENCI-TOFMS.
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2.2.2 Standards preparation for the external standard calibration method (ESM)

The PAH standard mixture was diluted in hexane by a factor of 250, resulting in a 2 mg L−1

solution in hexane, which was considered the stock solution for the six-level ESM. Dilutions

were used to create six concentration levels (0.1, 0.2, 0.5, 1, 1.5 and 2 mg L−1), with three repli-

cates at each concentration level. All concentration levels were prepared in 200 µL of hexane.

We generated a chlorinated hydrocarbon standard mixture by performing a hundred-fold

dilution of the purchased PCB standards mixture and a ten-fold dilution of organochlorinated

pesticide standards mixture in hexane. The resulting stock solution had a concentration of

0.01 µg L−1 of each PCB and each organochlorinated pesticide, and this solution was used for

the preparation of five concentration levels (0.0005, 0.001, 0.002, 0.005 and 0.01 µg L−1), with

three replicates at each chlorinated hydrocarbon concentration level .

2.2.3 Sample preparation for the standard addition method (SAM)

A ten-fold diluted solution of the certified diesel fuel, in hexane, was spiked with the PAH

standards mixture to generate five amendment levels of 0, 0.1, 0.2, 0.3, and 0.4 mg L−1 of

each PAH. Three replicates were prepared at each addition level. This enabled us to create a

five-level standard addition with three replicates at each PAH concentration level.

A sample of lake water extract, taken to represent the dissolved fraction of hydrophobic

organic pollutants in the water column of Lake Geneva, was collected as follows. Sampling

was performed by deploying a polydimethylsiloxane (PDMS) passive sampler (10×1×0.05 cm)

in the lake for a period of one month. Extraction was performed by shaking the PDMS strip in

20 mL pentane for 8 h, three consecutive times, subsequently combining the resulting 60 mL

of pentane, and then switching the solvent to hexane. No clean-up step was included in the

extraction process. The final volume of environmental extract was reduced to 3 mL of hexane

using a rotary evaporator (Buchi R210 Switzerland). Fifteen equal aliquots of 100 µL of the

lake sample extract were prepared, and three of them were brought to a final volume of 200 µL

with hexane. The other twelve aliquots were spiked with different volumes of the 0.01 µg L−1

chlorinated hydrocarbon standard mixture and then brought to a final volume of 200 µL with

hexane. This procedure enabled us to create a standard addition of the concentration levels 0,

0.0005, 0.001, 0.002 and 0.005 µg L−1 for each chlorinated hydrocarbon, with three replicates

at each chlorinated hydrocarbon addition level.

2.2.4 Sample analysis by GC×GC-µECD, GC×GC-FID, and GC×GC-ENCI-TOFMS

GC×GC-µECD and GC×GC-FID measurements were carried out on a Leco Corp instrument

equipped with a modified Agilent 7890A GC system having a split/splitless injector, a dual-

stage quadruple-jet modulator, and both µECD and FID detectors. The separations were

carried out on a 30 m length, 0.25 mm inner diameter (i.d.), 0.25 µm film thickness RTX-1
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Chapter 2. Analyte quantification with GC×GC

column (Restek, USA) as the first dimension, and 2 m length, 0.1 mm i.d., 0.1 µm film thickness

BPX-50 column as the second dimension (Restek, USA). Helium was the carrier gas used and

the instrument was set to produce a constant flow rate of 1.5 mL min−1. The first column

oven temperature program was: 45 ◦C initially held for 1 min; then increased to 160 ◦C at

2.5 ◦C min−1 and then held for another minute; and finally increased to 300 ◦C at 1.8 ◦C

min−1 and held for 10 min. The second column oven was programmed as: 57 ◦C held for 1

min; then increased to 172 ◦C at 3.2 ◦C min−1 and held for 1 min; and finally increased to

312 ◦C at 2.8 ◦C min−1 and kept at that temperature for 33.4 min. These instrument oven

programs were used for all samples and all standards mixtures. All injections were carried

out in splitless mode. Additionally, after each injection the instrument ovens were baked

out at 300C◦ for 30 min. The injector port liner was replaced at the beginning of each day

to avoid carryover from previous injections. For the diesel fuel and for the PAH standards

mixtures, we used the FID and we used a modulation period of 8 s. For the lake water ex-

tract and chlorinated hydrocarbon standard mixtures we used the µECD and we employed a

modulation period of 11 s. For both the FID and µECD chromatograms, data was collected at

a sampling rate of 50 Hz. All chromatograms were acquired using ChromaTOF software (Leco).

The chlorinated hydrocarbon standards and the lake water extract were also analyzed by a

GC×GC coupled to an electron capture negative chemical ionization (ENCI)-time of flight-

mass spectrometer (TOFMS) (Zoex Corp. USA). The separation was carried out on a 30 m

length, 0.25 mm inner diameter (i.d.), 0.25 µm film thickness RXI-1MS column (Restek, USA)

as the first dimension, and a 1 m length, 0.1 mm i.d., 0.1 µm film thickness BPX-50 column

(Restek, USA) as the second dimension. Helium was the carrier gas, and methane was used

as the ionization agent. The first column oven temperature program was: 32 ◦C initially held

for 1 min; then increased to 300 ◦C at 4.5 ◦C min−1 and then held for another minute. The

second column oven was programmed as: 67 ◦C held for 1 min; then increased to 300 ◦C

at 4.2 ◦C min−1 and held for 1 min. The temperature of the transfer line and the ionization

chamber were 250 ◦C and 220 ◦C, respectively. An 8 s modulation period was used during the

analysis. The TOFMS acquired 50 spectra per seconds with a mass range of 50 to 600 m/z

via GCsquare (Zoex) with a mass resolution of 4000 (full width at half maximum) and a mass

precision of ±2 milli-mass-units (mmu) over the calibrated mass range 50 to 600 m/z, where

the mass precision was defined as the difference between the measured mass for the standard

and the suspect peak in the environmental sample. The detector was operated at 2234 V. The

ionization source emission current for our analysis was 0.1 mA.

Protocol for positive confirmation of chlorinated hydrocarbon target analytes with GC×GC-

ENCI-TOFMS

The presence of chlorinated hydrocarbon target analytes was confirmed in the lake water

extract using GC×GC-ENCI-TOFMS. The confirmation procedure was carried out by com-

paring the external standards chromatogram to the sample chromatogram analyzed under
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the same chromatographic conditions. The lake water extract and the chlorinated hydrocar-

bon standards mixture (0.01 µg L−1) were both analyzed with GC×GC-ENCI-TOFMS. The

resulting chromatograms were baseline corrected over each recorded m/z value using the

deadband baseline correction method [69]. Chromatograms were then processed with GC

Image software, which produces a unique mass spectrum for each detected chromatographic

peak by averaging the mass spectra of all the pixels within the delineated boundaries of the

two-dimensional peak. The laboratory quality assurance protocol developed by the European

Union requires the monitoring of a minimum of two m/z values for each compound in order

to meet the conformity criteria for structure identification [87]. Previous investigation of inter-

laboratory variations in the fragmentation pattern and ion intensity ratios of ENCI indicated

that ion intensity ratios are unreliable parameters for analyte identification, particularly in

the case of TOFMS [88]. Therefore, we focused on the m/z values rather than the ion intensity

ratios. We extracted three m/z values from the averaged spectrum of each standard peak of

the external standard chromatogram. These three m/z values included the molecular ion, if

available, and the two (or three) expected fragments for each standard [88, 89]. We compared

the selected m/z values of the external standard peak to the mass spectrum of the same chro-

matographic peak in the lake water extract chromatogram. We considered a target analyte

to have confirmed presence in the lake water extract when the chromatographic peak of the

target analyte occurred inside of the expected GC×GC retention time window (± 12.1 s in the

first dimension and ± 0.1 s in the second dimension) and all the three expected m/z values

were present in the suspected peak of the sample chromatogram. When assigning a match of

m/z values, we allowed a tolerance of ± 2 mmu between the m/z value of the external standard

and m/z value of the sample peak. A similar structure identification procedure has been used

previously for the detection of trace level halogenated compounds in environmental samples

using GC-ENCI-quadrupole mass spectrometry [90, 91, 92].

2.2.5 Analyte peak integration methods

The algorithms that we chose to evaluate were selected based on their availability and tech-

nical compatibility. We used ChromaTOF (Leco Corporation) implementations of the local

linear baseline algorithm and two-step peak delineation algorithm [66, 85]. We used the GC

Image (GC Image, LLC [81]) implementations of the deadband baseline algorithm and inverted

watershed peak delineation algorithm [69, 81]. We also applied the Eilers baseline estimation

algorithm [82], implemented in Matlab (R2010.10.b, Mathworks, Inc., Natick, MA) [93]. Based

on the inter-compatibility of data formats accepted by the different software packages, we tried

several different combinations of baseline algorithms and peak delineation algorithms, and

this is summarized in Table 2.3. However some data format incompatibilities precluded some

combinations, as explained in section 2.2.5 below. We also applied an in-house algorithm for

peak integration described in a previous publication [79].

This quantification assessment was performed using both univariate FID and µECD data. We
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did not consider the integration of multivariate (i.e., mass spectral) detector data, which is

discussed elsewhere [65, 94].

Baseline estimation algorithms

Several baseline estimation algorithms were compared. For the local linear, deadband, and

Eilers baseline algorithms, the baseline correction step was conducted before the peak de-

lineation step. Thus the baseline estimation step was operationally independent of the peak

delineation step. However the peak delineation results are dependent on the baseline estima-

tion method used.

Baseline correction method parameters were set as follows. For the local linear baseline

correction (ChromaTOF), we applied the default, recommended settings, as follows. The

baseline offset was set in the middle of the noise (0.5). The minimum signal-to-noise ratios for

the base peak and the sub-peaks were set at 10 and 3, respectively. For the deadband baseline

correction (GC Image), we applied the default baseline correction parameters, listed in Table

2.2. The Eilers baseline correction was carried out using Matlab code developed by Eilers [82].

The three baseline parameters are λ, p and d. We chose the recommended values of 0.02 and

2 for p and d, respectively [82]. For the major parameter λ, which defines the aggressiveness

of the algorithm, a recommended value is not given, and we tried three different values: 106.5,

105 and 104. Low λ values (104) lead to an aggressive baseline estimation, whereas high λ

values (106.5) lead to a more conservative baseline.

Peak detection and peak matching

We employed the automated peak detection and peak matching algorithms implemented

in the GC Image [95] and ChromaTOF software packages, and these were used to assign

peaks for the inverted watershed and two-step peak delineation algorithms, respectively. The

matching algorithms in both packages use a retention window parameter as a criterion for

proposing a match, or assignment of a peak considered chemically equivalent in two GC×GC

chromatograms. The retention window defines the acceptable shifts in the first and second

dimensions between two matched peaks. For both algorithms, we defined the maximum

shift in the first dimension as the length of the modulation period plus a tolerance level of

10% of the modulation period. For the second dimension we used a window of 0.1 s as the

maximum acceptable shift. This led to a retention window of 8.8 s × 0.1 s for GC×GC-FID

chromatograms of PAH standards and the certified diesel fuel, and a retention window of

12.1 s × 0.1 s for GC×GC-µECD chromatograms of chlorinated hydrocarbon standards and

the lake water extract. All automated peak matches were additionally confirmed by visual

inspection. We accepted all proposed peak matches, with the exception of std23 at the lowest

concentration level in the external standard chromatogram. This mis-assignment was due to
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Table 2.2 – The parameter settings for the deadband baseline correction and inverted water-
shed delineation algorithms implemented in the GC Image software. Each parameter in the
table is explained in the user manual of GC Image software.

Deadband baseline correction
parameter value unit

Stride 1 modulation
Distribution 7 unitless

Filter window size 7 pixel
Number of dead band pixels 5 pixel
Gradient filter window size 7 pixel

Blob detection and peak delineation
with inverted watershed algorithm

Signal smoothing
before peak delineation

First column 0.1 pixel
Second column 1 pixel

Blob filter
Minimum area 15 pixel

Minimum volume 0.0 detector intensity
Minimum peak 10 unitless

the presence of another nearby peak present in the solvent that had a retention time similar

to std23. We corrected this match manually. Finally, the Gaussian-peak fit method does not

include an automated peak detection algorithm; for this method we assigned peaks manually.

Peak delineation and peak integration

Baseline-corrected chromatograms were analyzed using both the two-step (ChromaTOF) and

inverted watershed (GC Image) peak delineation algorithms. Each peak integration method

was defined as a single combination of a baseline estimation algorithm and a peak delineation

algorithm. We denote peak integration methods with a shorthand abbreviation of two capital

letters, where the first letter represents the baseline estimation method and the second letter

represents the peak delineation algorithm (Table 2.3). Technical compatibilities allowed the

following combinations: the local linear baseline algorithm was applied together with the

two-step and inverted watershed peak delineation algorithms, leading to the LT and LI peak

integration methods. The deadband baseline algorithm and Eilers baseline algorithm were

each applied together with the inverted watershed algorithm, leading to the DI and EI peak

integration methods. Data importation limitations of the ChromaTOF package precluded us

from accessing its two-step peak delineation algorithm with chromatograms that had been

baseline corrected with the deadband algorithm or Eilers algorithm. For the assignment

of analyte peaks in GC×GC chromatograms, we employed the automated peak matching

algorithm implemented in GC Image [95], as explained in detail in the previous section (Peak
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detection and peak matching).

We also applied an algorithm developed in our group that optimizes a local linear baseline

fitted simultaneously with the optimization of a gaussian function to describe the analyte

signal [79]. We called the algorithm "Gaussian-peak fit", denoted LG. It should be noted that

the implementation of the local linear baseline in the LG algorithm is not equivalent to the

local linear baseline algorithm in ChromaTOF. However for ease of presentation we have

grouped both these algorithms together under the notation "L". Since the Gaussian-peak fit

baseline and peak delineation are optimized simultaneously, their present implementations

are not easily interchanged with baseline and peak delineation algorithms in the other software

programs. The LG algorithm can be applied to well-resolved peaks but may give poor results

or convergence failure for co-eluting peaks. The LG algorithm has been applied previously to

the integration of resolved hopane peaks in GC×GC chromatograms of petroleum mixtures

[79, 80]. The LG algorithm parameters were set as follows: The "max shift" parameter, which

represents the maximum extent of shift that is allowable between the local apices of adjacent

second-dimension signal slices that are considered as part of one analyte peak, was set to 5

pixels. The "peak cutoff" parameter, which is the minimum value of the integrated area of

a second-dimension signal slice that can be considered as resolved analyte, was set to 5000

FID units. The "peak width cutoff" parameter, which is the maximum width of a second-

dimension signal slice that can be considered as part of a single analyte, was set to 20 pixels.

Finally, the "peak search cutoff" parameter describes the maximum distance from the apex

of a second-dimension slice that the algorithm may search (in the second dimension) for

information that is used to delineate the boundary and baseline of the peak. This value was

set to 20 pixels. In this study, we applied the LG algorithm to peak integration of PAHs in the

certified diesel fuel. However, for many of the chlorinated hydrocarbons in the lake water

extract, the LG algorithm suffered convergence problems and hence these results are not

reported.

Table 2.3 – Peak integration methods used for GC×GC chromatogram analysis. Each peak inte-
gration method is composed of a combination of a baseline estimation algorithm (columns)
and a peak delineation algorithm (rows).

Baseline correction algorithm
Software ChromaTOF GC Image Matlab

Method type Local linear Deadband Eilers
Peak ChromaTOF Two-step LT - -

delineation GC Image Inverted watershed LI DI EIλ
1

algorithm Matlab Gaussian-peak fit LGa

a The linear local baseline correction method implemented in this method is not equivalent
to the linear local baseline algorithm in ChromaTOF.
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2.2.6 Analyte quantification methods

After we applied the peak integration methods to the GC×GC-FID and GC×GC-µECD chro-

matograms, we quantified target analytes using the external standard calibration method

(ESM) and also the standard addition calibration method (SAM). These calculations and re-

lated data analysis were carried out using Matlab [93]. We preferred the use of SAM instead of

internal standard (IS) normalization. The IS method assumes that the matrix effect is similar

for both the IS and the target analyte [96]. However the SAM re-normalizes the chromatogram

for each target analyte using the analyte itself [76, 77].

Analyte quantification using the external standard calibration method

The ESM is performed by recording the analyte signal at several different levels of injected

standard concentration, in the absence of the sample matrix. We assumed a linear model

[77, 78]:

y = bESM x +eESM (2.2)

where y is the peak volume of the analyte, x is the concentration of the injected standard,

bESM is the slope (instrument sensitivity) and eESM is the offset, which may be interpreted as

the error associated with quantification of the analyte in the absence of sample matrix [97].

The offset can be considered negligible if zero lies within the confidence interval of the offset

[76]. This corresponds to the assumption that the analytical signal is zero when the analyte’s

concentration is zero [78]. In the present study we included the offset in the quantification

even if the offset was statistically equivalent to zero [98]. In order to estimate the concentration

of a chemical in the sample, the analytical signal of the sample should be interpolated using:

x0 = y0 −eESM

bESM
(2.3)

where y0 is the integrated analyte signal in the sample, and x0 is the estimated concentration

of the analyte in the sample using the ESM. The ESM model is shown schematically in Figure

2.2. The ESM does not account for matrix effects, by design [77, 97, 99]. However, in a complex

sample, matrix effect is one of the most common problems [72, 100].

PAH analytes in the certified diesel fuel were quantified using a six-level ESM with three

replicates at each concentration level. Chlorinated hydrocarbons in the lake water extract

were quantified using a five-level ESM with three replicates at each concentration level.
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Figure 2.2 – Example schematic of the external standard calibration method based on Eq. 2.2.
Fictitious data are presented for illustrative purposes. Labeled: bESM is the slope, eESM is the
offset, y0 is the integrated analyte signal in the sample, x0 is the ESM estimate of the analyte
concentration in the sample, x1 is the lowest concentration level of the ESM, and y1 is the
integrated signal at the x1 concentration level.

Analyte quantification with the standard addition calibration method and diagnosis of ma-

trix effects

The matrix effect is defined as a change in apparent instrument sensitivity (b) that arises when

the analyte is measured in a complex sample compared to when it is measured as a pure

standard [78, 97, 101]. In the context of analyte quantification with GC×GC, the matrix effect

arises from failure of the peak integration method to correctly distinguish the intended analyte

signal from the unresolved signal of the sample (Figure 2.1). The matrix effect assumes that the

apparent instrument sensitivity is not dependent on changes in analyte concentration. This

requirement is consistent with the assumed additivity of the signal components defined in Eq.

2.1. Matrix effects confound quantification by the ESM. However matrix effects can be cor-

rected using the standard addition method (SAM) [76, 78], which is an in-situ re-normalization

of the apparent analyte signal [75, 101].

The model for the standard addition method is:

y = bS AM x + f (2.4)

where bS AM is the slope of the SAM, x is the added concentration of an analyte to the sample,

and f is the offset of the SAM. The SAM offset, f , represents the integrated analyte signal in
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the sample, y0, plus the uncertainty of the SAM model, eS AM :

f = y0 +eS AM (2.5)

In Eq. 2.5, eS AM is attributed to the sum of the uncertainty of f (e f ) and the uncertainty of

y0 (ey0). In general, however, it is not possible to distinguish e f from ey0, and it is also not

possible to diagnose the presence of incorrigible errors in eS AM [73, 74, 102]. Therefore the

magnitude of eS AM is taken as a measure of overall uncertainty of the integrated analyte signal

of the original sample.

In order to quantify the chemical of interest in the sample, the standard addition model is

used via:

x0 = f

bS AM
(2.6)

where x0 is the SAM estimate of the analyte concentration in the sample. The SAM model is

shown schematically in Figure 2.3.

For PAH analytes in the certified diesel fuel and for chlorinated hydrocarbon analytes in the

lake water extract, we performed a SAM that included four spike levels plus the unspiked sam-

ple, with three replicates at each level. Eq. 2.4 was fitted to the SAM data for each analyte, and

Eq. 2.6 was used for the quantification. The native analyte concentration and the integrated

analyte signal of the unspiked sample are denoted x0 and y0, respectively.

Finally, non-additive interactions between the different signal components can also affect the

analyte quantification. The term matrix interference is used to describe a change in apparent

instrument sensitivity that is dependent on both the analyte concentration and the presence

of sample matrix [74, 78, 103]. This represents a non-additive interaction between the sample

matrix and the analyte, which contradicts the additivity of signal components assumed by Eq.

2.1 [72, 74, 103]. In the present study we did not correct for the presence of matrix interferences.

However, we did diagnose for matrix interferences, which is discussed further in section 2.2.7.

2.2.7 Chemometic tests used to assess the peak integration methods

Several chemometric tests were applied in order to compare the performance of the different

peak integration methods described in section 2.2.5. The results of these tests were used to

make inferences about sources of uncertainty in the analyte quantification. This allowed us

to compare and assess different combinations of baseline estimation algorithms and peak

delineation algorithms as applied to analyte quantification in real, complex samples.
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Figure 2.3 – Example schematic of the standard addition calibration method based on Eqs. 2.4
and 2.5. Fictitious data are presented for illustrative purposes. The x axis represents the
target analyte concentration that is added to the unspiked sample, and the y axis represents
the corresponding integrated analyte signal. Labeled: bS AM is the slope, f is the offset, x0 is
the SAM estimate of the concentration of the analyte in the unspiked sample, and y0 is the
integrated analyte signal in the unspiked sample.

Test of reproducibility of integrated analyte signal

To evaluate the uncertainty in measured analyte concentration associated with the sample

dilution operation and run-to-run instrument variability, we defined the relative standard

error statistic as [86]:

RSE(%) = 100 ·
√∑n

i=1 (yi−y)2

n−1

y
(2.7)

where RSE is the relative error of the signal from the injected replicates, yi is the integrated

analyte signal (peak volume) of each replicate i at a given external standard concentration

level or standard addition concentration level, y=
∑n

i=1 yi /n is the average peak volume of the

three replicates at each concentration level, and n is the number of replicates at the external

standard or standard addition concentration level [98].

Test of proportionality of the integrated signal response

The analyte quantification methods employed here, ESM and SAM, both rely on linear instru-

ment response to changes in analyte concentration [71, 77, 78]. The two detectors utilized

in this study were FID and µECD, which produce a linear and additive signal from zero until

the saturation point [104, 105, 106]. We confirmed that we remained in the linear range of

raw detector output. However, the integrated signal assigned to an analyte may exhibit non-

22



2.2. Methods

linear response due to shortcomings in the applied baseline correction and peak delineation

algorithms. Thus, when signal non-proportionality was observed for injected standards, we

interpret this as biased calibration [103] arising from poor handling of baseline and peak

delineation [65, 85, 86]. When we observed non-proportionality in real samples, we interpret

this as apparent matrix interference arising from errors in baseline correction and peak delin-

eation. Matrix interferences and biased calibration are not easy to detect and are considered

as incorrigible error [102, 103].

We used the following definition of an average response factor (ARF ) to evaluate proportional

response of injected standards:

ARF =
∑n−1

l=1

∑n
m>l (

ym−eESM
yl −eESM

xm
xl

)∑n−1
i=1 (i )

. (2.8)

where ym and yl are the integrated analyte signals at xm and xl levels of concentration, re-

spectively; n is number of the levels of concentration; m and l are the indices for different

levels of concentration, where m > l ; and eESM is the offset of the external standard method

(Figures 2.4 and 2.5). Eq. 2.8 is defined such that xm is larger than xl for each combination of l

and m that is considered in the summation. ARF represents an average of the response factor

over all combinations of concentration levels used in the ESM. A good peak integration algo-

rithm should result in an average response factor close to one. A value of ARF < 1 indicates

an insufficient integrated signal response (under-response) with increasing injected analyte

mass, whereas ARF > 1 indicates exaggerated signal response (over-response) with increasing

injected analyte mass. Eq. 2.8 was considered as a diagnostic for biased calibration that arises

from errors in baseline correction or peak delineation.

For standard addition data, we used the following modification to Eq. 2.8 to assess the propor-

tionality of signal response:

ARF =
∑n−1

l=1

∑n
m>l (

ym− f
yl − f
xm
xl

)∑n−2
i=1 (i )

(2.9)

where f is the offset of the SAM (Eq. 2.4). In both Eqs. 2.8 and 2.9, the ARF is a unitless value

representing the extent of agreement with perfect proportionality, which is given by a ARF

value equal to one. Eq. 2.9 was viewed as a diagnostic for matrix interference arising from

problems with baseline correction or peak delineation.
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Figure 2.4 – The combination matrix for Eq. 2.8, where the m and l are indices of different
concentration levels of ESM, and where m > l . Each square represents a term that contributes
to the summation in Eq. 2.8. The reported ARF value for each peak integration method is an
average of all computed response factor values for that method.
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Figure 2.5 – The combination matrix for Eq. 2.9, where the m and l are indices of different
concentration levels of SAM, and where m > l . Each square represents a term that contributes
to the summation in Eq. 2.9. The reported ARF value for each peak integration method is
an average of all computed response factor values for that method. Index 0 represents the
unamended sample, and index 1 represents the lowest amendment level.
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2.2. Methods

Tests of relative error for the ESM offset and the SAM offset

The magnitude of the ESM offset is interpreted to reflect the uncertainty introduced by the

calibration method into the quantification [77, 78, 102]. A non-zero offset can result from a

poor baseline correction or peak delineation, particularly in the case of complex samples [98,

107]. In order to produce an offset equal to zero, an integration algorithm should accurately

isolate the resolved analyte signal from the chromatogram non-analyte signal. Thus we

evaluated the relative offset error, defined as:

er el ,ESM (%) = 100 · eESM

y0
(2.10)

where er el ,ESM is the offset error in %, y0 is the integrated analyte signal in the sample, and

eESM is the offset of the ESM. The er el ,ESM statistic provides an estimate of the relative uncer-

tainty of the analyte concentration as determined by the ESM, assuming no matrix effect. A

value of er el ,ESM > 50% was operationally defined as an indication that the external standard

peak volumes were inadequate for the quantification.

The SAM offset, f , is an estimate of the integrated analyte signal in the sample, y0, plus the

uncertainty of the standard addition model, eS AM (Eq. 2.5). The discrepancy between the

observed analyte signal for the unspiked sample (y0) and the SAM offset ( f ) represents a

measure of the uncertainty (eS AM ) introduced into the quantification by the standard addition

model (Eq. 2.11) [78, 97]. We defined the SAM relative offset error as the ratio of the offset

error divided by y0:

er el ,S AM (%) = 100 · (
f − y0

y0
) = 100 · (

eS AM

y0
) (2.11)

where f has been determined using only the spiked samples and y0 is the integrated in-

strument signal for the unspiked sample in the SAM. Ideally, the offset, f , should equal the

integrated instrument signal, y0. Thus an accurate peak integration method should give a

er el ,S AM value close to zero. We used the er el ,S AM as a diagnostic for the adequacy of the SAM

for the quantification of the target analytes. If er el ,S AM >50% for a given target analyte, we

considered that the SAM was inadequate for the quantification of that target analyte.

Assessment of the change in apparent instrument sensitivity induced by the matrix

Matrix effects change the apparent instrument sensitivity for an analyte, where the sensitivity

is defined as the slope of the line describing the increase in analyte signal with increasing

analyte concentration [74, 77, 78, 97, 108]. For a given analyte, the slope of the ESM indicates

instrument sensitivity in the absence of matrix, whereas the slope of the SAM indicates

instrument sensitivity in the presence of matrix [76]. Cardone et al defined the proportional
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error factor as a way to diagnose and compensate for matrix effects [75]:

P = bS AM

bESM
(2.12)

The value of P represents the change in apparent instrument sensitivity caused by the matrix

effect [77]. Thus a peak integration method that avoids the introduction of matrix effects will

produce a P factor close to 1. The significance of P 6=1 can be established by evaluating the P

confidence interval [76]. Cardone et al suggested a practical way to perform the so-called P

correction, in which the analyte is quantified by correcting the ESM results for matrix effects

[74]:

x0 = y0 −eESM

P ×bESM
= y0 −eESM

bS AM
(2.13)

2.3 Results and discussion

We conducted a comparative assessment of peak integration methods using a suite of target

analytes evaluated in two different types of complex environmental samples with two different

types of instrument detectors. These were: (1) 7 PAHs that had been added to a certified diesel

fuel and analyzed using GC×GC-FID (Figures 2.6 and 2.8); and (2) 29 chlorinated hydrocar-

bons, including both PCBs and chlorinated pesticides, that were analyzed in a water column

extract from Lake Geneva using GC×GC-µECD (Table 2.1, and Figures 2.7 and 2.8). These

analytes were quantified using both the external standard method and the standard addition

method. Additionally, both the chlorinated hydrocarbon standards and the lake water extract

were further analyzed by GC×GC-ENCI-TOFMS (Figure 2.9). This latter analysis enabled a

qualitative confirmation of the presence of chlorinated hydrocarbon target analytes in the

lake water extract.

Several chemometric tests (sections 2.2.6 and 2.2.7) were applied to the analyte peak volume

data obtained from both GC×GC-FID and GC×GC-µECD measurements. For each test, we

report either mean results or else the frequency with which the test result falls within an

acceptable interval. The maximum or minimum values of each chemometric test were also

viewed as representing the "worst case" performance for the considered samples. Finally,

we conducted Kruskal-Wallis one-way analysis of variance ([109]) on the results of each test.

The Kruskal-Wallis method produces a non-parametric statistic that indicates whether the

median test results can be considered as meaningfully different among the different peak

integration methods, expressed as a p value or significance level. A finding of p < 0.05 indicates

that at least two of the peak integration methods give significantly different test results. For

each chemometric test, we computed the Kruskal-Wallis statistic of the test residuals after

subtracting the mean test value of all peak integration methods for each analyte.

26



2.3. Results and discussion

2.3.1 Successful detection and integration of target analytes, and resulting signal-
to-noise ratios

All of the peak integration methods successfully integrated the analyte signal of the 7 PAH

standards and the 29 chlorinated hydrocarbon standards for all concentration levels of ex-

ternal standard chromatograms. Additionally, all of the integration methods detected and

integrated the 7 PAH analytes having confirmed presence in the certified diesel fuel analyzed

by GC×GC-FID. However, not all 29 chlorinated hydrocarbon target analytes were detected in

the GC×GC-µECD chromatograms of the lake water extract (Table 2.4).

Unsuccessful integrations of analytes in GC×GC-µECD chromatograms of the lake water

sample were diagnosed as: failure to detect the analyte peak; delineation of an incoherent

peak; or convergence failure of the algorithm. These problems were attributed to the presence

of unresolved signal overlapping with the analyte signal. For example, octachlorobiphenyl

(std29), which had retention times of 84.88 min in the first dimension and 2.44 s in the second

dimension, fell in a region of significantly elevated signal that often appears in µECD chro-

matograms of PDMS extract. None of the peak integration methods were able to integrate this

peak. These peak volume omissions affected 13 chlorinated hydrocarbon analytes for the LT,

LI, DI, and EIλ peak integration methods, leaving us with 16 analytes that were successfully

detected and integrated in all lake water extract chromatograms using these methods. How-

ever if we detected an analyte in all concentration levels of the standard addition except the

unspiked sample, we still included that analyte for subsequent data analysis. The LG method

exhibited failure to converge for most (18 out of 29) of the chlorinated hydrocarbon analytes

in the lake water extract. This mostly occurs due to overlapping peaks, which the algorithm is

not designed to handle.

The lake water extract and the chlorinated hydrocarbon standards also were analyzed by

GC×GC-ENCI-TOFMS. The highly sensitive soft chemical ionization enabled us to detect the

molecular ion and/or fragment ions of trace level chlorinated hydrocarbon target analytes

in the lake water extract [88, 89, 110, 111]. To our knowledge, the present work is the first to

publish the use of GC×GC coupled to TOFMS with negative chemical ionization. GC×GC-

ENCI-TOFMS analysis enabled us to confirm the presence of 17 out of 29 target analytes in the

lake water extract. Our inability to confirm the presence of the remaining 12 target analytes

in the lake water extract was attributed either to the absence of these analytes in the lake

water extract or to the detection limits of GC×GC-ENCI-TOFMS, which has lower sensitivity

than GC×GC-µECD. For all 17 detected chlorinated hydrocarbons, we observed agreement to

within ± 2 mmu for at least three m/z values when comparing the external standard spectrum

with the sample spectrum of the same analyte peak (see section 2.2.4).

Several target analytes that had been confirmed in the lake water extract (via GC×GC-ENCI-
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TOFMS) were also successfully detected and integrated in GC×GC-µECD chromatograms. The

inverted watershed algorithm (LI, DI, EIλ) resulted in the highest number of GC×GC-µECD in-

tegrated peaks that were also confirmed by GC×GC-ENCI-TOFMS, depending on the baseline

correction algorithm used (Table 2.4). For example, the DI method detected and successfully

integrated 24 of the 29 target analytes. Of these 24 analytes, 15 were separately confirmed by

GC×GC-ENCI-TOFMS, and the remaining 9 were not found by GC×GC-ENCI-TOFMS. This

also means that the DI algorithm failed to find 2 of the 17 analytes that had been confirmed by

GC×GC-ENCI-TOFMS. The LT and LG peak integration methods produced lower numbers

of successfully detected and integrated chlorinated hydrocarbon target analytes that had

confirmed presence in the lake water sample.

In subsequent chemometric tests (section 2.3.2), we considered only the chlorinated hy-

drocarbon analytes that had confirmed presence and that were successfully integrated in

GC×GC-µECD chromatograms using the LT, LI, DI, and EIλ peak integration methods. We

evaluated all five peak integration methods for 7 PAHs in the GC×GC-FID chromatograms

of the certified diesel fuel, and we evaluated four of the algorithms (LT, LI, DI, EIλ) for the 11

confirmed chlorinated hydrocarbon analytes that were successfully integrated in GC×GC-

µECD chromatograms of the lake water extract. We neglected consideration of the LG method

applied to the chlorinated hydrocarbon analytes, due to the low success rate of this method

with the lake water extract matrix.

For the thus selected 18 successfully integrated target analytes (7 PAHs and 11 confirmed

chlorinated hydrocarbons), we computed signal-to-noise ratios of analyte peaks for the sample

chromatograms and also for chromatograms of the lowest concentration level of the external

standard. A signal-to-noise ratio (S/N) >10 guarantees that the integrated analyte signal is

larger than the Limit of Quantification (LOQ) [76]. The S/N was computed with GC Image,

using the ratio of the absolute signal value, measured at the apex of the peak, to the white

noise level as measured by the deadband baseline. We found values of S/N >100 for the lowest

concentration level of all 7 PAH standards (0.1 mg L−1) and all 11 chlorinated hydrocarbon

standards (0.0005 µg L−1). Additionally, we found S/N > 100 for these same 7 PAHs in the

diesel fuel and 11 chlorinated hydrocarbon peaks in the lake water extract. Thus the integrated

signal was larger than the LOQ for all target analytes that were considered in subsequent

chemometric assessments (section 2.3.2).
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2.3. Results and discussion

Table 2.4 – The number of peaks successfully detected and integrated by different peak integra-
tion algorithms, when applied to environmental samples. The integration method acronyms
are explained in Table 2.3.

Known polycyclic aromatic hydrocarbons
in the certified diesel fuel

Peak integration method
Instrument method LT LI EI6.5 EI5 EI4 DI LG

Integrated peaks
from

GC×GC-FID 7 7 7 7 7 7 7
(7 target analytes)

Target chlorinated hydrocarbons
in the lake water extract

Peak integration method
Instrument method LT LI EI6.5 EI5 EI4 DI LG

Integrated peaks
from

GC×GC-µECD 18 19 24 25 25 24 11
(29 target analytes)

Integrated peaks
from

GC×GC-µECD
and confirmed by 9 12 15 17 17 15 5

GC×GC-ENCI-TOFMS
(17 analytes)

Integrated peaks
from

GC×GC-µECD
but not found by 9 7 9 8 8 9 6

GC×GC-ENCI-TOFMS
(12 analytes)

29



Chapter 2. Analyte quantification with GC×GC

Figure 2.6 – GC×GC-FID chromatograms of (a) the PAH standard mixture and (b) the certified
diesel fuel. Both chromatograms have been baseline corrected using the deadband method
[81]. The black rectangle shows a subregion of the chromatogram that is expanded in Figure
2.8.
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Figure 2.7 – GC×GC-µECD chromatograms of (a) the chlorinated hydrocarbon standard
mixture and (b) the lake water extract. Both chromatograms have been baseline corrected
using the deadband method [81]. The green rectangle shows a subregion of the chromatogram
that is expanded in Figure 2.8.
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Figure 2.8 – Zoom of subregions of GC×GC chromatograms of (a) the PAH standard mixture;
(b) the certified diesel fuel; (c) the chlorinated hydrocarbon standard mixture; and (d) the lake
water extract. All chromatograms have been baseline corrected using the deadband method
[81].
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Figure 2.9 – GC×GC-ENCI-TOFMS total ion chromatogram of the lake water extract, baseline
corrected using the deadband method [81].

2.3.2 Quantitative performance assessment of peak integration methods

Based on the results discussed in section 2.3.1, we conducted several chemometric tests on

peak volumes produced by the different peak integration methods. We considered GC×GC-

FID data of 7 PAH analytes in the certified diesel fuel and GC×GC-µECD data of 11 confirmed

chlorinated hydrocarbon analytes in the lake water extract. The PAH standards have been

introduced into the certified diesel mixture in known quantities, hence their concentrations

are known a priori. This enabled a side-by-side assessment of the quantification accuracy of

these PAHs for the different peak integration methods that we tested. The lake water extract

offered the opportunity to further test the same peak integration methods, but in a more

realistic context where the target analyte concentrations in the matrix are not known.

Reproducibility of the integrated peak volume over replicate injections

A reliable peak integration method should provide quantitatively reproducible peak volumes

when applied to multiple analyses of the same standard or sample. The observed variability in

analyte peak volumes for replicate injection samples provides a lower bound on the quantita-

tive reliability of a peak integration method. Hence we viewed the relative standard error (%)

of the peak volume, RSE (Eq. 2.7), as a prime indicator of the skill of a peak integration method.

External standard chromatograms allowed us to evaluate replicate variability of peak volumes

33



Chapter 2. Analyte quantification with GC×GC

under the best chromatographic circumstances, where analyte peaks are well-separated, well-

shaped, and unimpeded by matrix effects (Table 2.5). Under these conditions, some peak

integration methods produced more reliable peak volumes than others for the test set of 18

external standard peaks. The EI4 method gave the most repeatable peak volumes overall, with

average RSE values of 5.7% for PAHs and 8.9% for chlorinated hydrocarbons (Figs. 2.10 and

2.11). The LG method performed comparably to the EI4 method for the PAH standard set.

The other peak integration methods, including LT, LI, EI6.5, EI5, and DI, performed less well

than EI4 for the PAH standards. For chlorinated hydrocarbon analytes, the peak integration

methods produced results that were comparable to each other, with the exception of the LI

method, which produced poor repeatability for the lowest concentration level of std6 due to

slight tailing in the second dimension. The Kruskal-Wallis statistic indicates that differences in

RSE values given by different peak integration methods are significant, with p < 0.01 for both

the PAH standard set and the chlorinated hydrocarbon standards set (Table 4). For chlorinated

hydrocarbon standards, RSE values were inversely correlated to concentration level for all

peak integration methods (Figure 2.11). This suggests intuitively that the analyte signal was

increasingly difficult to separate from instrument noise with decreasing injected standard

concentration level.

When confronted with a complex environmental sample, none of the peak integration meth-

ods produced quantitatively repeatable volumes (e.g., RSE ≤ 20%) for all target analytes. PAHs

in the diesel fuel were reasonably separated from the hydrocarbon unresolved complex mix-

ture, and for these compounds all peak integration methods gave good results, with average

RSE values ranging from 2.5 to 3.8%. However, the peak volumes of target chlorinated hy-

drocarbons in the lake sample matrix proved more difficult, with average RSE values ranging

from 7.9% (EI6.5) to 17.5% (DI), depending on the method. Again, the EI4 peak integration

method appeared to perform the best overall, with average RSE values of 2.5% for PAHs in

the certified diesel fuel and 8.2% for chlorinated hydrocarbons in the lake water extract. The

peak integration methods EI4 and EI5 gave reliable peak volume repeatability for all of the

chlorinated hydrocarbon target analytes except for std26 in the unspiked lake water sample

chromatogram. For this peak, EI4 and EI5 gave RSE values of 43.9% and 51.9% respectively,

and this appeared to be due to co-elution with unresolved signal. All of the peak integra-

tion methods produced a large RSE (%) value for std26 in the unspiked lake sample, which

demonstrates the challenge of complex samples for these methods. Compared to the EIλ
methods, other peak integration methods performed less well, with the DI method producing

the highest average RSE value (17.5%) and highest maximum RSE value (89.7%), again arising

from std26. For chlorinated hydrocarbons in the lake water extract, differences in RSE values

given by different peak integration methods were significant, characterized by a Kruskal-Wallis

statistic of p <0.01. Among most of the methods, the largest peak volume variability appeared

to arise from improper demarcation of the baseline and co-elution between the target analyte

signal and the unresolved signal.
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The reproducibility of the integrated peak volume provides a direct measure of the ability

of the peak integration method to handle slight changes in analyte peak shape from one

chromatogram to another. Overall, the EI4 and EI5 peak integration methods were consistently

found to produce the most repeatable peak volumes for external standards and also for

analytes in environmental samples, irrespective of the detector type (FID or µECD). Other

methods performed less well. The sharp contrast in performances of the EIλ and DI methods,

especially in the presence of unresolved complex mixture, illustrates the importance of using

an appropriate baseline method for achieving reproducible integration of the resolvable

analyte signal. These two peak integration methods use the same peak delineation algorithm

(inverted watershed) and differ only in baseline algorithm.

Table 2.5 – Average and maximum relative standard error (RSE %) of integrated peak volumes
for each peak integration method, computed using Eq. 2.7 for different sample sets. The peak
integration method acronyms are explained in Table 2.3.

External standard chromatograms
PAH standards (GC×GC-FID)

Peak integration method
LT LI EI6.5 EI5 EI4 DI LG p valuea

Average RSE (%)b 9.8 10.1 9.5 9.5 5.7 10.1 5.6 <0.01
Max RSE (%)c 19.6 21.1 21.2 21.0 20.0 20.9 18.5 -

Chlorinated hydrocarbon standards (GC×GC-µECD)
Peak integration method

LT LI EI6.5 EI5 EI4 DI LG p value3

Average RSE (%)b 8.9 9.9 8.5 9.8 8.9 8.1 - <0.01
Max RSE (%)c 16.5 85.3 17.2 22.4 17.5 17.7 - -

Standard addition chromatograms
PAH analytes in the certified diesel fuel (GC×GC-FID)

Peak integration method
LT LI EI6.5 EI5 EI4 DI LG p valuea

Average RSE (%)b 3.8 2.8 2.5 2.8 2.5 2.6 2.7 0.6
Max RSE (%)c 15.2 6.3 5.4 6.1 7.3 8.0 7.3 -
Chlorinated hydrocarbon analytes in the lake water extract (GC×GC-µECD)

Peak integration method
LT LI EI6.5 EI5 EI4 DI LG p valuea

Average RSE (%)b 8.8 11.0 7.9 11.4 8.2 17.5 - <0.01
Max RSE (%)c 45.8 80.2 86.7 51.9 43.9 89.7 - -

a Kruskal-Wallis one-way analysis of variance p value; b The averaged RSE (%) is the mean
RSE value for all standards and levels of concentration of the sample type, where a single RSE
(%) value is based on 3 replicate injections of a single analyte at a single concentration level; c

Maximum RSE (%) value in the sample set.
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Figure 2.10 – Average relative standard error (RSE ) values in % for: (a) PAH standards mixture;
and (b) PAH standard additions of the certified diesel fuel sample. The peak integration
method acronyms are explained in Table 2.3 of the main text. The error bars represent the
variability of RSE of different analytes within each level of concentration.
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Figure 2.11 – Average relative standard error (RSE ) values in % for: (a) chlorinated hydrocarbon
standards; and (b) chlorinated hydrocarbons additions of the lake water extract sample. The
peak integration method acronyms are explained in Table 2.3 of the main text. The error bars
represent the variability of RSE of different analytes within each level of concentration.
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Proportional response of integrated peak volume with respect to injected analyte concen-

tration

For the analyte concentrations explored here, both the FID and µECD detectors were ex-

pected to produce linear response. Hence the peak volume of a target analyte should increase

proportionally with increasing injected analyte mass, once zeroed to the offset. To evaluate

the ability of peak integration methods to faithfully produce proportional response across

different concentration levels, we computed the average response factor statistic, ARF , for

both external standard signal data (Eq. 2.8) and standard addition signal data (Eq. 2.9).

The EIλ peak integration methods produced the best analyte signal proportionality results for

external standard data. These methods produced average response factor values of 0.9 < ARF

< 1.1 for all 7 PAH standards and all 11 chlorinated hydrocarbon standards (Table 2.6, and

Figures 2.12 and 2.13). The LT algorithm performed only slightly less well. Other algorithms

performed well for most standards, but the DI and LI methods both produced aberrant ARF

values of 1.39 and -0.53, respectively, for std6. At the higher standard concentration levels, the

DI method apparently failed to delineate the peak boundaries correctly, splitting this peak

into two parts. Consistent with the ARF results, integrated analyte signal exhibited a strong

linear correlation with injected concentration in most cases, revealing squared correlation

coefficient values of r2 > 0.98 for all methods and all standards, with the exception of the DI

method applied to std6.

All peak integration methods gave good analyte signal proportionality results for standard ad-

dition data of the 7 PAHs in diesel fuel, finding 0.9 < ARF < 1.1 for all of these analytes. These

peaks were reasonably well-separated from the hydrocarbon unresolved complex mixture.

However the peak integration methods had more difficulty with chlorinated hydrocarbon

analytes in the lake water extract, where several analytes co-eluted with unresolved signal. The

EI5 and EI4 methods produced 0.9 < ARF < 1.1 for the largest number of analytes, compared

to other methods. However these two methods gave inflated ARF values for both std13 and

std15, attributed to difficulty handling peak tailing in both the first and second dimensions.

Other peak integration methods gave poorer signal proportionality results for chlorinated

hydrocarbon standard addition data. For example, the LI peak integration method resulted in

negative ARF values of -1.75 and -1.07 for std6 and std26. Both of these peaks were slightly

tailed in the second dimension and also overlapped with unresolved signal. In these cases,

the inverted watershed algorithm split the tail into a separate peak, a behavior that has been

previously documented for this delineation method [65]. These outcomes can be viewed as

matrix interferences that arise from difficulty in handling the baseline and/or peak delineation.

This problem also affected the standard addition offset for these peaks, as discussed in the

next section. Similar problems were observed for handling of std6 by the DI peak integration

method, leading artifactually to a negative slope for the standard addition of this analyte.
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The ARF test demonstrates the importance of the peak integration method for obtaining the

correct apparent signal response to concentration variation. We interpreted non-proportional

signal response as an indication that the peak integration method was unable to properly de-

lineate the resolvable analyte signal from the unresolved signal and this was viewed as a matrix

interference (section 2.2.7). The peak integration methods that appeared least affected were

EI4 and EI5. The contrast between the performances of EIλ and other methods demonstrates

the importance of both the baseline correction and peak delineation for obtaining correct

apparent signal response behavior.

PAH1 PAH2 PAH3 PAH4 PAH5 PAH6 PAH7

0.8

0.9

1

1.1

1.2

1.3

LT
LI
EI6.5
EI5
EI4
DI
LG

PAH1 PAH2 PAH3 PAH4 PAH5 PAH6 PAH7

0.8

0.9

1

1.1

1.2

1.3
LT
LI
EI6.5
EI5
EI4
DI
LG

Figure 2.12 – The average response factor (ARF ) values for: (a) PAH standards; (b) PAH
standard addition of the certified diesel fuel sample, based on Eqs. 2.8 and 2.9. The peak
integration method acronyms are explained in Table 2.3 of the main. The error bars are the
95% confidence interval computed using the bootstrap method with 1000 synthetic samples.
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Table 2.6 – Average response factor (ARF ) statistics for the peak integration methods, for
different sample sets, based on Eqs. 2.8 and 2.9. The peak integration method acronyms are
explained in Table 2.3.

External standard chromatograms
PAH standard (GC×GC-FID)

Peak integration method
LT LI EI6.5 EI5 EI4 DI LG p valuea

Max ARF valueb 1.00 1.00 1.00 0.99 1.07 1.00 1.06 0.01
Min ARF valuec 0.97 0.96 0.95 0.95 0.96 0.95 0.97 -

Number of analytes having
0.9 < ARF < 1.1 7 7 7 7 7 7 7 -

(out of 7 analytes)
Chlorinated hydrocarbon standards (GC×GC-µECD)

Peak integration method
LT LI EI6.5 EI5 EI4 DI LG p valuea

Max ARF valueb 1.11 1.39 1.09 1.07 1.10 1.10 - <0.01
Min ARF valuec 0.94 0.93 0.93 0.92 0.93 -0.53 - -

Number of analytes having
0.9 < ARF < 1.1 10 10 11 11 11 9 - -

(out of 11 analytes)

Standard addition chromatograms
PAH analytes in the certified diesel fuel (GC×GC-FID)

Peak integration method
LT LI EI6.5 EI5 EI4 DI LG p valuea

Max ARF valueb 1.06 1.02 0.99 1.01 1.02 1.00 1.08 <0.01
Min ARF valuec 0.95 0.94 0.95 0.95 0.95 0.95 0.95 -

Number of analytes having
0.9 < ARF < 1.1 7 7 7 7 7 7 7 -

(out of 7 analytes)
Chlorinated hydrocarbons in the lake water extract (GC×GC-µECD)

Peak integration method
LT LI EI6.5 EI5 EI4 DI LG p valuea

Max ARF valueb 1.77 1.58 2.00 1.25 1.25 1.54 - 0.08
Min ARF valuec 0.90 -1.75 1.03 0.98 0.98 -0.20 - -

Number of analytes having
0.9 < ARF < 1.1 3 6 5 9 8 4 - -

(out of 11 analytes)

a Kruskal-Wallis one-way analysis of variance p value; b The Max ARF is the maximum ARF
value observed for the set of analytes in the studied sample; c The Min ARF is the minimum
ARF value observed for the set of analytes in the studied sample.
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Figure 2.13 – The average response factor (ARF ) values for: (a) chlorinated hydrocarbon
standards; (b) chlorinated hydrocarbon standard addition of the lake water extract sample,
based on Eqs. 2.8 and 2.9. The peak integration method acronyms are explained in Table 2.3
of the main. The error bars are the 95% confidence interval computed using the bootstrap
method with 1000 synthetic samples.

Magnitude of the offset as an indicator of fidelity of the peak integration method

The magnitudes of the relative offset errors, er el ,ESM and er el ,S AM , provide information about

the extent to which the resolvable analyte signal has been correctly isolated from the instru-

ment background signal and the unresolved signal. These metrics are given by Eqs. 2.10 and

2.11. The relative offset errors also indicate the adequacy of the quantification method for

concentration estimation of analytes. We defined a relative offset error (er el ,ESM or er el ,S AM )

value of > 50% as indicating that the approach is unreliable for quantification of that analyte

in that sample.

For external standard data, the relative offset errors were varied, with er el ,ESM values ranging

from -0.48% for PAH2 (with method EI4) to 361% for std26 (with method LI). However some

peak integration methods consistently produced smaller offset errors than others (Table 2.7).

The EI4, DI, and LG peak integration methods provided low average er el ,ESM values and also

low maximum er el ,ESM values for the PAH standard set, compared to other methods. Among

the PAH standards, PAH7 led to the worst relative offset error results for all peak integration

methods. This may have arisen because PAH7 was at a lower concentration in the diesel fuel

(0.05 mg L−1) than the other target PAH analytes. The EIλ and LI methods produced the lowest

average er el ,ESM values and lowest maximum er el ,ESM values for the chlorinated hydrocarbon

standards. The EIλ and LI methods also produced the highest number of analytes having

er el ,ESM < 50% for both the PAH standard set and chlorinated hydrocarbon standard set.

Hence these two peak integration methods enabled the quantification of a larger number of

analytes than did the other methods. Among the chlorinated hydrocarbon standards, the
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LT method gave an especially poor er el ,ESM value of 361% for std9. For this standard the

LT method produced a small y0 value compared to all the other peak integration methods,

attributed to the co-elution of unresolved signal with this peak. The two-step algorithm, which

is sensitive to the peak width in the second dimension, appeared to define inappropriate

boundaries of std9 in the lake water extract chromatogram. The LT method also produced

the largest number of analytes having er el ,ESM > 50% in the lake water extract; these analytes

were thus considered non-quantifiable.

All peak integration methods gave standard addition relative offset errors, er el ,S AM , that were <
50% for all 7 target PAHs in diesel fuel (Table 2.7) indicating that peak volume results would be

eligible for quantification by SAM in all cases. The LG, EI4, and EI5 peak integration methods

produced the lowest average er el ,S AM values (4.3, 6.6, and 7.7%) and also the lowest maximum

magnitude er el ,S AM values for the PAHs in diesel fuel. However, offset errors were higher

for the chlorinated hydrocarbons in the lake water extract, many of which co-eluted with

unresolved signal from the complex mixture. The EI4 and EI5 methods produced the lowest

average er el ,S AM value and also the lowest maximum values for chlorinated hydrocarbons

in the lake water extract (LG was not applied to this sample). The EI4 and EI5 methods also

resulted in high numbers of analytes considered eligible for quantification (er el ,S AM < 50%)

in the lake water extract. The LT, DI, and LI peak integration methods fared less well. The LT

method produced only 3 analytes considered eligible for quantification by SAM in the lake

water extract. The poorer performance of these peak integration methods was attributed to

baseline corrections that were not aggressive enough to isolate the analyte signal from the

unresolved signal. When unresolved signal is present, an overly conservative baseline inflates

the apparent volume of the peak, causing an overestimation of the peak volume. For the LT, LI,

DI and EI6.5 peak integration methods, improper demarcation of the baseline was believed to

lead to an overall overestimation of the standard addition offset and therefore a large offset

error.

Overall, analysis of the offset errors suggests that the EI4, EI5, and LG peak integration methods

provide more accurate delineations of resolvable analyte signal compared to other methods.

For both the er el ,ESM and er el ,S AM data sets, differences among the peak delineation methods

were found significant according to the Kruskall-Wallis statistic (p values < 0.01). Proper

demarcation of the baseline is especially important for controlling the offset error [98, 112].

We find that the lowest offset errors are consistently obtained using the baseline estimation

method of Eilers (EI4 and EI5 methods) or using a baseline that is optimized simultaneously

together with the peak delineation (LG method).

Diagnosis of matrix effects

Matrix effects change the apparent sensitivity of the instrument, and this is diagnosed by the

proportional error factor, P (Eq. 2.12). Based on the results of the peak volume reproducibility
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Chapter 2. Analyte quantification with GC×GC

Table 2.7 – The average absolute value and maximum magnitude of the relative offset error
(%) (er el ,ESM and er el ,S AM , Eqs. 2.10 and 2.11), and the number of analytes with relative offset
error below 50%, for each peak integration method. The peak integration method acronyms
are explained in Table 2.3.

External standard chromatograms
PAH standards

Peak integration method
LT LI EI6.5 EI5 EI4 DI LG p value

Average absolute value of er el ,ESM (%) 30.8 32.4 30.7 38.1 17.7 21.4 22.7 <0.01
Max absolute magnitude of er el ,ESM (%) -118.0 -132.0 -115.6 -161.0 -63.4 -71.0 -74.4 -

Number of analytes with
er el ,ESM< 50% 6 6 5 5 6 6 5

(out of 7 analytes)
Chlorinated hydrocarbon standards

Peak integration method
LT LI EI6.5 EI5 EI4 DI LG p value

Average absolute value of er el ,ESM (%) 114.3 18.2 17.5 16.7 19.9 25.5 - <0.01
Max absolute magnitude of er el ,ESM (%) 361.1 41.4 34.8 36.3 46.9 76.1 - -

Number of analytes with
er el ,ESM< 50% 3 10 11 11 11 10 -

(out of 11 analytes)

Standard addition chromatograms
PAH analytes in the certified diesel fuel

Peak integration method
LT LI EI6.5 EI5 EI4 DI LG p value

Average absolute value of er el ,S AM (%) 11.0 10.8 11.7 7.7 6.6 9.5 4.3 <0.01
Max absolute magnitude of er el ,S AM (%) -32.7 18.5 -36.8 -25.5 -22.4 28.8 -7.5 -

Number of analytes with
er el ,S AM< 50% 7 7 7 7 7 7 7

(out of 7 analytes)
Chlorinated hydrocarbon analytes in the lake water extract

Peak integration method
LT LI EI6.5 EI5 EI4 DI LG p value

Average absolute value of er el ,S AM (%) 140.0 80.6 48.7 24.2 29.5 53.5 - <0.01
Max absolute magnitude of er el ,S AM (%) 296.0 361.8 217.6 70.2 69.7 264.3 - -

Number of analytes with
er el ,S AM< 50% 3 8 8 9 8 7 -

(out of 11 analytes)
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tests (section 2.3.2), we defined a proportional error interval of 0.8 < P < 1.2 as indicating an

absence of matrix effect. Under the analysis conditions used here, matrix-altered sensitivity is

attributed to the inability of the peak integration method to accurately discriminate resolvable

analyte signal from the unresolved signal arising from poorly separated constituents in the

sample. Matrix interferences were diagnosed separately (section 2.3.2). Hence the compared P

factors of different peak integration methods were viewed as a diagnostic of their comparative

skill for avoiding the introduction of matrix effects into the quantification.

For the PAHs in diesel fuel, the P factors ranged from 0.73 for PAH7 (with method LT) to

1.93 for PAH2 (with method LG). The EI4, DI, and LG peak integration methods produced

acceptable P factors (0.8 < P < 1.2) for 5 out 7 PAHs, indicating the absence of matrix effects

(Table 2.8 and Figures 2.14 and 2.15). However, all of the peak integration methods produced

P factors outside of the acceptable range for PAH2 and PAH3, indicating the presence of a

substantial matrix effect for these two PAHs. These peaks eluted in close proximity to the

raised signal produced by unresolved hydrocarbon complex mixture (Figure 2.8), apparently

leading to difficulties in demarcating an appropriate baseline and peak boundaries.

For chlorinated hydrocarbons in the lake water extract, the EI4 and EI5 peak integration

methods produced P factors within the acceptable range (0.8< P <1.2), indicating absence

of the matrix effects, for 10 out of 11 analytes. Conversely, the LT method elicited substantial

apparent matrix effects for 6 out of 11 analytes. For the LT peak integration method, we

interpreted that the local linear baseline correction frequently was unable to discriminate

adequately between analyte signal and unresolved signal from the complex mixture, which led

to an overestimation of peak volume in many cases (section 2.3.2). Additionally, the two-step

algorithm often was unable to define the peak boundaries precisely, sometimes incorporating

the tails of surrounding peaks to the analyte peak of interest. These failures may have led to a

systematic overestimation of the peak volume for the higher concentration levels compared to

the lower concentration levels of standard addition, and thus an inflated P factor. A similar

situation was observed for the LI peak integration method. Compared to other methods, the LI

method tended to expand the peak boundaries, especially for the higher concentration levels

of standard addition. Thus the P factors produced by the LI method were slightly larger than

those of the LT method. The DI peak integration method was unable to produce acceptable P

factors for 7 out of 11 chlorinated standards, indicating frequent substantial matrix effects, and

this was mainly attributed to a baseline correction method that was insufficiently aggressive

to discriminate the unresolved signal from the analyte signal. Similarly, the Eilers baseline

correction with the λ=106.5 apparently was not aggressive enough to remove the unresolved

signal from the analyte signal.

When judged by the P factor, the EI4 and EI5 peak integration methods were found to be

the most effective at eliminating matrix effects for target analytes in the both the certified
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Chapter 2. Analyte quantification with GC×GC

diesel fuel and the lake water extract, despite the abundant unresolved signal arising from

complex mixture in these samples. A comparison of results of the DI and EIλ methods demon-

strated that increased aggressiveness of the baseline correction method resulted in dramatic

improvement in the P factor, indicating improved discrimination of the resolvable analyte

signal from the unresolved complex mixture signal. Notably, the large variability in the P factor

from compound to compound illustrates that the conventional internal standard method (IS)

would fail to remove the matrix effect for many of these analytes.

Table 2.8 – Summary of proportional error factor results, P a, indicative of the presence of
matrix effects produced by each peak integration method for 7 PAHs in diesel fuel and 11
chlorinated hydrocarbons in the lake water extract.

PAHs in the certified diesel fuel
Peak integration method

LT LI EI6.5 EI5 EI4 DI LG
Max P factorb 1.91 1.76 1.83 1.85 1.84 1.83 1.93
Min P factorc 0.73 0.79 0.79 0.79 0.84 0.81 0.84

Number of analytes with
0.8 < P< 1.2 4 4 4 4 5 5 5

(out of 7 analytes)

Chlorinated hydrocarbons in the lake water extract
Peak integration method

LT LI EI6.5 EI5 EI4 DI LG
Max P factorb 1.36 1.51 1.42 1.13 1.13 1.52 -
Min P factorc 0.96 0.62 1.04 0.71 0.77 -0.22 -

Number of analytes with
0.8 < P < 1.2 5 2 5 10 10 4 -

(out of 11 analytes)

a The P factor was computed with Eq. 2.12; b The max P factor was the single highest P
factor among all analytes for each peak integration method; c The min P factor was the single
smallest P factor among all analytes for each peak integration method.
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Figure 2.14 – Average P factors of 7 PAHs in the certified diesel fuel, computed using Eq. 2.12.
The peak integration method acronyms are explained in Table 2.3 of the main text. The error
bars show the 95% confidence interval computed using the bootstrap method with 1000
synthetic samples.
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Figure 2.15 – Average P factors of 11 chlorinated hydrocarbons in the lake water extract,
computed using Eq. 2.12. The peak integration method acronyms are explained in Table 2.3 of
the main text. The error bars show the 95% confidence interval computed using the bootstrap
method with 1000 synthetic samples.
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Quantification of PAHs in diesel fuel by GC×GC-FID

The concentration of each target PAH in the certified diesel fuel was estimated using three

methods: the external standard method (Eq. 2.3); the standard addition method (Eq. 2.6);

and the external standard method with P correction (Eq. 2.13). These determinations were

compared to the known PAH concentrations in this reference material (Table 2.9).

The external standard method successfully quantified PAH1, PAH5, and PAH6 with accuracy

of < 0.07 mg L−1 when using peak volumes given by any of the peak integration methods

(Table 2.9). The ESM was considered inadequate to perform quantifications for PAH7, which

was present in the diesel fuel at a concentration of only 0.05 mg L−1, based on the high ESM

offset errors observed for all peak integration methods (see section 2.3.2). For PAH4, which

was present at 0.11 mg L−1, ESM quantifications with the EI6.5, EI5, and LG methods were

considered ineligible based on high ESM offset errors. However the remaining methods (LT,

LI, EI4, and DI) led to reasonable ESM quantifications having accuracy of <0.03 mg L−1 for

PAH4. The ESM gave poor results for PAH2 and PAH3, with errors of roughly 0.60 mg L−1 and

0.30 mg L−1, respectively, for all the peak integration methods. This corresponds to 100%

overestimation of PAH2, and a 70% overestimation of PAH3, using any of the peak integration

methods. This outcome was attributed to a significant matrix effect that affected all of the

peak integration methods, already diagnosed by the large P factors for these two PAHs (section

2.3.2).

Standard additions led to improved quantification results for PAHs, using peak volumes given

by any of the peak integration methods (Table 2.9). Compared to the ESM, the SAM pro-

duced drastically improved quantifications for both PAH2 and PAH3, confirming the previous

diagnosis that these two PAHs were impacted by matrix effect. When corrected for matrix

effects, some peak integration methods still produced better peak volumes than others. Using

the SAM quantification based on EI4, EI5, or LG peak integration methods, we achieved a

quantification error of 0.07 mg L−1 or less for all 7 PAHs in diesel fuel. This provided quantita-

tively meaningful concentration estimates for several of the PAHs, which had concentrations

ranging from 0.05 to 0.60 mg L−1. The uncertainty levels provided by Restek were ± 10% for

each of the known PAH concentrations in the certified diesel fuel reference material.

Among the peak integration methods assessed here, the EI4, EI5, and LG methods produced

the best quantifications for PAHs in diesel fuel, but only after correction for matrix effects

using standard addition. In previous sections, the EI4 and EI5 peak integration methods were

found to produce the best results for peak volume reproducibility, average response factor,

and offset error. These methods both feature an aggressive baseline correction. All of peak

integration methods produced erroneous peak volumes for PAH2 and PAH3, despite that

these two compounds appeared reasonably well-separated in the GC×GC chromatogram. A
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standard addition procedure effectively eliminated these matrix effects.

Quantification of target chlorinated hydrocarbons in the lake water extract by GC×GC-

µECD

In contrast to the PAHs in the certified diesel fuel, the concentrations of the 11 target chlori-

nated hydrocarbons in the lake water extract are not known a priori, although their presence

has been confirmed qualitatively by GC×GC-ENCI-TOFMS (section 2.3.1). Hence we can

assess the quantifications of chlorinated hydrocarbons by GC×GC-µECD only using indirect

measures.

External standard method quantification depended strongly on the peak integration method

used to determine the analyte peak volume (Table 2.10). The three EIλ methods led to valid

ESM quantifications for all 11 of the considered target chlorinated hydrocarbon analytes. How-

ever the DI, LI, and LT methods fell short of this success rate, due to either a large ESM offset

error (section 2.2.7) or due to failure to detect the analyte in the sample. For example, using

LT peak volumes, the ESM was able to quantify only 3 of the 11 target analytes. Among the

analytes that were quantified, different peak integration methods led to ESM quantifications

that often disagreed by > 0.5 µg mL−1 (Figure 2.16). This represents substantial disagreement

for a set analytes having estimated concentrations ranging from 0.1 to 4.2 µg mL−1.

Compared to the external calibration procedure, the standard addition method produced

fewer valid quantifications. The EIλ and LI peak integration methods enabled SAM quantifica-

tions of 8 or more of the 11 target chlorinated hydrocarbon analytes, whereas the DI and LT

methods led to a lower success rate for quantification. Unsuccessful quantifications resulted

from either a large SAM relative offset error or failure to detect the analyte in the unspiked

sample (section 2.3.2).

However the standard addition procedure leads to substantially improved agreement among

the quantification estimates produced by different peak integration methods, compared to

quantifications by external standard method (Table 2.11 and Figure 2.16). Among the analytes

that could be quantified by SAM, different peak integration methods led to quantifications that

exhibited improved agreement with each other, usually within < 0.5 µg mL−1. Compared to

the ESM quantifications, the standard additions eliminated consideration of the most difficult

or "pathological" cases (those exhibiting a large offset error) and compensated for matrix

effects for the remaining analytes.

These results indicate that the peak integration methods differ markedly in their ability to

eliminate matrix effects. To further evaluate this hypothesis, we compared SAM quantification
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Table 2.9 – Quantifications of 7 PAH standards (mg L−1) in diesel fuel using ESM, SAM, and
ESM with P correction. The peak integration method acronyms are explained in Table 2.3.

Quantification by external standard method (Eq. 2.3)
Peak integration method

refa LT LI EI6.5 EI5 EI4 DI LG
PAH1 0.25 0.31 0.31 0.31 0.30 0.29 0.31 0.30
PAH2 0.60 1.21 1.20 1.21 1.20 1.17 1.22 1.20
PAH3 0.43 0.73 0.73 0.72 0.72 0.71 0.72 0.74
PAH4 0.11 0.09 0.10 nqb nqb 0.08 0.10 nqb

PAH5 0.13 0.18 0.17 0.17 0.17 0.18 0.17 0.17
PAH6 0.25 0.31 0.32 0.31 0.31 0.29 0.31 0.33
PAH7 0.05 nqb nqb nqb nqb nqb nqb nqb

AADc - 0.18 0.18 0.21 0.21 0.17 0.18 0.21
Max ADd - 0.62 0.60 0.61 0.60 0.58 0.62 0.60

Quantification by standard addition method (Eq. 2.6)
Peak integration method

refa LT LI EI6.5 EI5 EI4 DI LG
PAH1 0.25 0.29 0.29 0.27 0.26 0.27 0.28 0.24
PAH2 0.60 0.63 0.69 0.66 0.64 0.64 0.66 0.61
PAH3 0.43 0.57 0.55 0.52 0.50 0.50 0.52 0.46
PAH4 0.11 0.07 0.079 0.05 0.05 0.07 0.07 0.07
PAH5 0.13 0.16 0.15 0.15 0.14 0.15 0.16 0.15
PAH6 0.25 0.32 0.33 0.31 0.30 0.25 0.33 0.32
PAH7 0.05 0.03 0.03 0.03 0.02 0.038 0.04 0.03
AADc - 0.05 0.06 0.05 0.04 0.03 0.05 0.03
Max ADd - 0.14 0.09 0.09 0.07 0.07 0.09 0.07

Quantification by external standard method with P correction (Eq. 2.13)
Peak integration method

refa LT LI EI6.5 EI5 EI4 DI LG
PAH1 0.25 0.31 0.30 0.29 0.28 0.27 0.29 0.26
PAH2 0.60 0.63 0.68 0.66 0.65 0.64 0.67 0.63
PAH3 0.43 0.57 0.54 0.52 0.51 0.50 0.53 0.48
PAH4 0.11 0.11 0.10 nqb nqb 0.08 0.10 nqb

PAH5 0.13 0.20 0.18 0.18 0.17 0.18 0.18 0.17
PAH6 0.25 0.34 0.36 0.34 0.33 0.27 0.35 0.35
PAH7 0.05 nqb nqb nqb nqb nqb nqb nqb

AADc - 0.07 0.07 0.06 0.06 0.04 0.06 0.04
Max ADd - 0.14 0.11 0.10 0.08 0.07 0.09 0.10

a The reference concentration of each PAH in the certified diesel fuel (listed uncertainty is
± 10%); b The offset error of this PAH standard was larger than 50%, thus the analyte was
considered non-quantifiable (nq); c AAD of concentration is the absolute average deviation
between the reference concentrations and the estimated concentration, excluding the nq
values, using each peak integration method; d Max AD is the maximum absolute deviation
between the reference concentrations and the estimated concentrations using each peak
integration method.

48



2.3. Results and discussion

results to ESM quantification results, among the analytes that could be quantified with both

methods (Table 2.11). We find that the EI4 peak integration method produces quantifications

that are in agreement to within 0.25 µg mL−1, on average, when using SAM versus when using

ESM for the quantification. The EI5 method gives results similar to EI4, whereas the LI and

LT integration methods exhibit much larger discrepancies for quantification by SAM versus

by ESM. This result lends direct support to the interpretation that the EI4 and EI5 methods

eliminated some matrix effects that confound the ESM quantification, whereas other peak

integration methods exhibited less skill at this task. This conclusion is consistent with the

findings presented in sections 2.3.2 and 2.3.2.
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Table 2.10 – Quantification of target chlorinated hydrocarbon concentrations (µg mL−1) in
the lake water extract sample by ESM, SAM, and ESM with P correction. The peak integration
method acronyms are explained in Table 2.3.

Quantification by external standard method
(Eq. 2.3)

Peak integration method
LT LI EI6.5 EI5 EI4 DI

std2 1.6 2.0 1.9 1.5 1.4 2.0
std6 nqa 1.8 1.6 1.0 0.9 nqa

std7 nqa 1.1 1.0 0.5 0.4 1.1
std9 nqa 0.8 0.8 0.5 0.4 nqa

std11 nqa 0.4 0.6 0.4 0.6 0.1
std12 1.7 1.7 1.7 4.2 3.8 1.6
std13 nqa 3.7 3.5 1.7 1.1 3.6
std15 0.2 3.6 3.5 1.7 1.1 3.6
std23 nqa 0.4 0.6 0.5 0.3 0.5
std26 ndb 0.5 0.5 0.9 0.8 1.0
std28 ndb ndb 1.7 1.2 1.0 1.1

Quantification by standard addition method
(Eq. 2.6)

Peak integration method
LT LI EI6.5 EI5 EI4 DI

std2 1.3 1.8 1.9 1.7 1.6 1.9
std6 nqa 4.0 1.9 1.5 1.4 nqa

std7 0.8 0.9 0.7 0.6 0.5 nqa

std9 nqa 1.2 1.4 0.8 0.7 1.5
std11 nqa nqa 0.8 0.7 0.8 nqa

std12 3.0 2.4 2.6 nqa nqa 2.4
std13 nqa 3.0 3.0 1.7 1.3 3.0
std15 nqa 3.0 3.0 1.7 1.3 3.0
std23 nqa 0.8 nqa 0.7 0.6 0.7
std26 ndb nqa nqa 1.50 nqa nqa

std28 ndb ndb nqa nqa nqa nqa

Quantification by external standard method
with P correction (Eq. 2.13)
Peak integration method

LT LI EI6.5 EI5 EI4 DI
std2 1.4 1.8 1.8 1.8 1.6 1.8
std6 nqa 2.7 1.4 1.2 1.0 nqa

std7 nqa 0.8 0.8 0.5 0.4 nqa

std9 nqa 0.7 0.6 0.5 0.3 nqa

std11 nqa nqa 0.4 0.4 0.5 nqa

std12 1.8 1.1 1.2 nqa nqa 1.0
std13 nqa 2.5 2.5 1.7 1.0 2.4
std15 0.1 2.6 2.6 1.8 1.1 2.5
std23 nqa 0.3 nqa 0.5 0.2 0.4
std26 ndb nqa nqa 1.0 nqa nqa

std28 ndb ndb nqa nqa nqa nqa

a non-quantifiable (nq) because either the offset error of ESM or the offset error of SAM was
larger than 50%; b "nd" indicates that a peak was not detected by the automated matching
algorithms in the sample.
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Figure 2.16 – The deviation of the quantified concentration produced by each peak integration
method from the median quantified concentration of all peak integration methods, for all
quantified analytes, in µg mL−1: (a) using the external standard calibration method; (b) using
the standard addition calibration method; (c) using the external standard calibration method
with P correction.
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Table 2.11 – The averaged differences between the concentrations quantified by SAM and by
ESM for chlorinated hydrocarbons (µg mL−1). The peak integration method acronyms are
explained in Table 2.3.

Quantified by SAM vs by ESM
Peak integration method

Chlorinated standard mix LT LI EI6.5 EI5 EI4 DI
AAD of conc (µg mL−1)a 0.800 0.675 0.413 0.244 0.250 0.500
Max AD of conc (µg mL−1)b 1.30 2.20 0.900 0.600 0.500 0.800

Quantified by SAM vs by ESM with P correction
Peak integration method

Chlorinated standard mix LT LI EI6.5 EI5 EI4 DI
AAD of conc (µg mL−1)a 0.133 0.490 0.346 0.227 0.164 0.422
Max AD of conc (µg mL−1)b 0.200 1.20 1.00 0.50 0.200 1.20

a AAD of concentration is the absolute average deviation between the concentration quantified
by SAM and the concentration quantified using ESM, excluding the nq values, for each peak
integration method; b Max AD is the maximum absolute deviation between the concentration
quantified by SAM and the concentration quantified by ESM, excluding the nq values, for each
peak integration method.

2.4 Conclusions

Recent years have featured extensive developments in new methods for analyzing GC×GC

data, including methods to demarcate the baseline and methods to detect and delineate

analyte peaks. Taken together, a baseline algorithm and a peak delineation algorithm for-

mulate a complete peak integration method. However little has been done to evaluate peak

integration methods for their ability to produce reliable quantifications of analytes in GC×GC

chromatograms of real samples. Here, we attempt to address the gap that lies between existing

GC×GC peak integration methods and the objective criteria needed to achieve confident

analyte quantification in real samples analyzed by GC×GC-FID and GC×GC-µECD.

Using chemometric tests that can be applied to real samples, we assessed several peak inte-

gration methods for their abilities to distinguish resolvable analyte signal from unresolved

signal and from the instrument background signal. We find that proper demarcation of the

baseline is important for achieving a low offset error, good integrated analyte signal repro-

ducibility, proportional integrated signal response, avoidance of matrix effects, and good

analyte quantification. The magnitude of the offset error is found to be a good indicator

of proper demarcation of the baseline. Some baseline algorithms were found to be overly

conservative, including both the GC Image deadband algorithm and the ChromaTOF local

linear baseline. These baselines led to inflated offset errors and decreased reliability at analyte

quantification. In contrast, the Eilers algorithm, when parameterized to estimate an aggressive
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baseline (λ = 104 or 105), was associated with the best performance in all of our chemometric

tests, and this also produced the best analyte quantifications. Our results show that proper

demarcation of the baseline is crucial for obtaining reliable, quantitative results from GC×GC

univariate data.

Delineation of GC×GC analyte peaks is challenging, and the choice of algorithm is important.

The GC Image inverted watershed algorithm and ChromaTOF two-step algorithm both were

successful for achieving quantitative delineation of most analytes. However the inverted

watershed algorithm sometimes produced inappropriate fragmentations of analyte peaks,

leading to large errors in proportional integrated signal response and analyte quantification.

Both the inverted watershed and two-step algorithms also sometimes incorporated surround-

ing unresolved signal together with the analyte signal. This behavior was associated with

poor proportional signal response, inflated offset error, and/or altered apparent instrument

sensitivity. Interestingly, the choice of baseline algorithm has a substantial impact on the

skill of the peak delineation algorithm, even though these algorithms are usually applied in

two separate steps. With conservative baseline corrections that aggregate unresolved signal

together with the analyte signal, the peak delineation algorithms were prone to define the peak

boundary over a region that further exceeded the analyte signal footprint. These combined

effects can lead to substantial overestimates of the integrated peak volume.

We show that peak integration methods differ in their tendency to eliminate or generate appar-

ent matrix effects. This is a key consideration when choosing the combination of algorithms

to apply to a complex sample. Apparent matrix effects arise from improper discrimination

of the analyte signal from the unresolved signal, and thus both the baseline algorithm and

peak delineation algorithm are important. Using a traditional standard addition procedure,

we find that some peak integration methods avoid matrix effects much more consistently

than others. Among the algorithms tested here, the choice of baseline algorithm constituted

the chief factor for controlling apparent matrix effects. When judged by either proportional

signal response or by apparent instrument sensitivity, the aggressive Eilers baseline (λ = 104 or

105) led to the most successful elimination of matrix effects. Simply by applying the inverted

watershed peak delineation algorithm with two different baseline algorithm (Eilers baseline

versus deadband baseline), we find dramatic differences in the resulting severity of apparent

matrix effects (Table 2.8). This illustrates clearly the importance of the baseline correction

step for controlling matrix effects.

Peak detection was not investigated extensively in this study. Nonetheless, we find that

different peak integration methods lead to different sets of detected peaks in the GC×GC chro-

matogram, and the baseline plays an important role for peak detection. For example, when

applied to a GC×GC-µECD chromatogram of lake water extract that was baseline-corrected

with an aggressive Eilers algorithm, the inverted watershed delineation algorithm successfully

53
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detected all 17 chlorinated hydrocarbon analytes that had been independently confirmed

by GC×GC-ENCI-TOFMS. However when the same chromatogram was subjected to less ag-

gressive baseline algorithms, the inverted watershed algorithm found only 15 or fewer of the

confirmed analytes (Table 2.4).

A source of error not discussed in this work is the propagation of analysis replicate uncertainty

into the final analyte quantification. These random errors are embedded in our quantification

results, which are based on replicate GC×GC analyses of real samples. However we did not

specifically diagnose for the impact of replicates variability on our quantification results,

which could be handled by applying a propagation of error analysis.

The proposed chemometric tests in this investigation are useful for diagnosing and handling

certain sources of error that arise during the quantification of analytes by GC×GC-µECD and

GC×GC-FID. However, these tests do not provide a rigorous diagnosis of the reasons behind

the failure of a certain combination of baseline correction and peak delineation method, and

further study is needed in this direction. Among the peak integration methods assessed here,

the EI4, EI5 and LG methods gave the best results for chemometric tests. However, the LG

method suffered a high rate of convergence failure when applied to complex matrix. Presently

we recommend the EI4 and EI5 peak integration methods for analyte quantification of real

samples. The aggressive baseline provided by the Eilers algorithm (using λ = 104 or 105) was

associated with the best chemometric test results and the most accurate analyte quantification

results. Compared to other baseline methods, the aggressive Eilers baseline also improved the

delineation behavior of the inverted watershed algorithm, leading to the fewest incidences of

improperly split peaks, for example. Additionally, the EI4 and EI5 methods performed better

than other methods for eliminating unresolved signal that gave rise to apparent matrix effects.

However it is important to recognize that none of the peak integration methods tested here

were immune to matrix effects, manifest as overlap or co-elution between the target analyte

signal and the unresolved signal. Ultimately, the analyst has to decide which algorithms are

most appropriate for quantifying signal data on a case by case basis. Further assessments

of these and other methods for peak detection and peak integration, including methods

dedicated to signal deconvolution, would be very useful follow-up work to the present study.

The diagnostic approaches presented here should provide guidance for further efforts to assess

the performance of these and other algorithms, including further studies with other analytes

and other samples.
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Abstract

We detected and quantified two brominated pollutants, 1,3,5-tribromobenzene (TBB) and

4-bromobiphenyl (4BBP), in the deep water column of Lake Geneva, using comprehensive

two dimensional gas chromatography coupled to electron capture detector (GC×GC-µECD)

and electron capture negative chemical ionization time-of-flight mass spectroscopy (GC×GC-

ENCI-TOFMS). These compounds have not been previously detected in lakes, nor they have

been investigated extensively in the environment. Averaged water column concentrations

were 625 ± 68 pg L−1 for TBB and 668 ± 86 pg L−1 for 4BBP over the depth range 70 to 166.5 m,

during the summer of 2011. These water column concentrations were one to two orders of

magnitude higher than for pentabromoethylbenzene and the polybrominated diphenylethers

BDE99, BDE100, and BDE153. Observed vertical concentration trends in the lake water

column provide insight into the removal processes affecting these brominated pollutants.

Based on analysis of sediment and treated wastewater effluent samples, we concluded that

wastewater effluent, urban run-off, and atmospheric deposition are plausible sources of

TBB and 4BBP into the lake. Based on their estimated chemical properties, both of these

pollutants exhibit likely persistence in the environment, bioaccumulation potential, long

range transport potential, and Arctic contamination potential. Wider studies of TBB and 4BBP

are recommended.

3.1 Introduction

Many nonpolar organic brominated pollutants have been found to persist in the environment,

bioaccumulate, and pose an important risk to human health and ecosystem through their

toxicity [113, 114, 115, 116, 7]. Most of these compounds are brominated flame-retardants

(BFRs) [117, 113] or industrial chemicals [10, 4] having wide commercial use [3, 4]. These

brominated persistent and bioaccumulative pollutants (Br-PBPs) are expected to occur and

potentially accumulate in surface water systems based on inputs from urban wastewater and

run-off, atmospheric deposition, and associated long-range transport [19, 118, 119, 120, 121,

122, 123, 124, 125]. For example, polybrominated diphenyl ethers (PBDEs) and polybromi-

nated biphenyls (PBBs) have been found in the water column and precipitation of the Great

Lakes, in biota from the Baltic Sea and North Sea, in surface waters in the Arctic, and in lake

sediments in Europe [19, 118, 119, 120, 121, 122, 123, 124, 125]. Many of the PBBs and PBDEs

have been widely studied for their environmental fate and behavior [126, 117]. As a result,

the US production and use of the most commonly used PBBs (e.g., Firemasterr technical

mixture) was stopped in 1974 [114], and production in Europe was discontinued after 2000

[120]. Global restrictions have been placed on the production and use of PBDEs employed as

flame retardants (e.g., pentaBDE technical mixture) [115].

However, many potential Br-PBPs are currently produced that have undergone much less

scrutiny for their environmental impact. This includes so called novel brominated flame-
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retardants (NBFRs), which became used as replacements for the discontinued BFRs, PBDEs

and PBBs [127]. Howard and Muir recently identified 80 Br-PBPs of various origins that

have annual global production volume > 1 t y−1 and are considered potentially persistent

and bioaccumulative in the environment [3]. Amongst these 80 pollutants, published envi-

ronmental occurrence data are considered limited for 21 compounds, when compared to

well-investigated pollutants such as PBDEs [3]. Hereafter we refer to these pollutants as novel

Br-PBPs.

In the present study we conducted a further prioritization on the 21 novel Br-PBPs, which led

us to four high priority compounds: 1,3,5-tribromobenzene (TBB), 4-bromobiphenyl (4BBP),

pentabromoethylbenzene (PBEB), and hexabromobenzene (HBB). For 4BBP and TBB, very

limited published occurrence data are available. 4BBP has been detected in River Daqing

sediments, China [128], and TBB was measured in snow cores in Devon Ice Cap, Nunavut,

Canada [10]. No other environmental occurrence data are reported for these two pollutants.

4BBP and TBB may have industrial origin [10, 4, 3] and may conceivably arise in the environ-

ment as degradation products of PBBs and HBB, respectively [129, 130, 131, 132, 133, 134, 135].

4BBP and TBB have not been reported in lake systems, even though lakes are well-known

convergence areas for persistent pollutants from wastewater treatment plants, urban run-off,

and long range transport [32, 136, 7, 19, 119]. PBEB and HBB are presently used NBFRs [126]

and have been relatively more widely investigated in the environment [117, 137, 138, 139].

Additionally, little is known about the depth profiles of Br-PBPs in the water column of deep

water bodies. Published water column measurements of Br-PBPs in lakes are limited to surface

samples having depths < 10 m [19, 36, 37, 9, 38, 49, 21]. However, several modeling studies

have suggested that vertical gradients could arise for hydrophobic compounds in the water col-

umn, due to transformation or transport processes affecting these pollutants [140, 40, 136, 47].

The measured vertical profiles of polycyclic aromatic hydrocarbons (PAHs) in open seas have

demonstrated that such gradients can exist [51]. To our knowledge there are no data available

regarding the depth profiles of Br-PBPs in the water column of deep lakes, such as Lake Geneva.

The Br-PBPs are particularly difficult to measure in environmental samples with conventional

analytical tools such as gas chromatography coupled to mass spectrometry (GC-MS), due

to the complexity of the analyzed matrices and the trace concentration levels of these com-

pounds in the environment [33, 141, 137, 142, 119, 143, 120, 121, 122]. Br-PBPs are difficult

to detect with conventional electron impact (EI) ionization used with GC-MS, due to the low

sensitivity of EI for these compounds. A much less common technology, GC-MS with electron

capture negative chemical ionization (ENCI), is effective for measurement of Br-PBPs [144].

In two recent studies, we developed and validated a highly sensitive analytical method for the
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detection, quantification and identity confirmation of trace level halogenated hydrocarbons

in environmental samples [15, 16]. This method employs comprehensive two dimensional

gas chromatography (GC×GC) coupled to the highly sensitive micro electron capture detec-

tor (GC×GC-µECD) and GC×GC coupled to electron capture negative chemical ionization

time-of-flight mass spectrometry (GC×GC-ENCI-TOFMS), which enable us to successfully

detect and quantify pg L−1 levels of halogenated hydrocarbons in aquatic samples [15]. By

comparison, GC×GC-TOFMS with conventional electron impact (EI) ion source has poorer

sensitivity towards halogenated hydrocarbons such as Br-PBPs [145, 146, 147, 148, 149]. Our

previous study also evaluated several signal integration approaches for analyte quantification

and matrix effect elimination for halogenated hydrocarbons analyzed by GC×GC-µECD [15].

Finally, GC×GC has the additional advantage that environmental partitioning properties can

be estimated for nonpolar pollutants based on their GC×GC retention times as long as they

have boiling point ≤ 402 ◦C [150].

In the present study, we aimed to: (1) search for the overlooked brominated pollutants TBB

and 4BBP as well as (the more widely studied pollutants) PBEB and HBB in the water column

and sediments of Lake Geneva, using GC×GC-µECD and GC×GC-ENCI-TOFMS; (2) evaluate

concentration trends of these novel Br-PBPs with respect to water depth in the deep lake; (3)

and assess the likely characteristic environmental behaviors of these novel Br-PBPs, based on

chemical properties estimated by GC×GC retention times and other quantitative structure

activity relationship (QSAR) methods.

3.2 Experimental section

3.2.1 Sampling location

Our sampling site, Lake Geneva, is one of the largest fresh water resources in Europe, having a

surface area of 580 km2 and a maximum depth of 310 m [151]. Lake Geneva is the main drink-

ing water source for more than 520,000 people [152]. Commercial and recreational fishing in

Lake Geneva together amount to approximately 1000 tons of fish per year, used 100% for local

consumption [153].

The water column sampling location was located at 46◦49’82.88" N and 6◦58’10.55" E (World

Geodetic System, WGS84), about 1200 m distance from the lake shore and 500 m distance

from the effluent discharge of Lausanne’s Vidy wastewater treatment plant (WWTP), which

serves a population equivalent of approximately 220,000. This sampling site has a total water

depth of 167 m. During the summer of 2011, for the three consecutive months, June, July and

August, we deployed two passive samplers at five different water depths. To deploy the passive

samplers, we used a stainless steel chain connected to a buoy and a stainless steel bottom

release. The sampling depths were: 70, 107, 147, 162 and 166.50 m. The deepest sampling
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point was 0.5 m above the sediment bed. We were not permitted to place samplers more

shallow than 70 m due to the operation of fishing trawlers at these depths. To protect from

biofilm formation and from bioturbation, the passive samplers were placed inside solvent

pre-washed stainless steel cages. The cages were then deployed at the desired depths.

We also collected sediment cores at four widely separated locations of the lake (Figure 4.1),

using either a Benthos gravity corer from a boat (Sed1 and Sed4) or a human-occupied MIR

submersible (Sed2 and Sed3) during the ELEMO field campaign, 2011 [151]. The sediment

samples were collected in locations having total depths of: 167 m (Sed1), 310 m (Sed2), 180 m

(Sed3) and 80 m (Sed4). After collection, sediment samples were brought immediately to the

lab and stored at -20 ◦C until extraction for analysis.

*HQHYD

�

���

���� (d)

Figure 3.1 – Maps depicting (a) sampling location for the water column and sediment (Sed1) in
Lake Geneva, with lake bathymetry contours of 45 m overlaid; (b) the four sediment sampling
locations, with bathymetry contours of 20 m overlaid; and (c) population density of the Lake
Geneva area (person km−2), by municipality, 2007 (source: bfs.admin.ch). (d) Schematic
showing depths at which the water column samplers were deployed.

3.2.2 Target analyte selection

To identify Br-PBPs of high priority, we performed a prioritization screening on the 21 novel

Br-PBPs listed in the Howard and Muir 2010 paper [3]. The screening criteria were that chem-

icals must be: (1) amenable to GC-µECD without derivatization; (2) neutral; (3) thermally
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stable; (4) available as analytical chemical standards from research chemical suppliers; (5)

registered in the European Union’s Registration, Evaluation and Authorization of Chemicals

(REACH) database; (6) and not banned from production in Europe. Applying these criteria

led us to four high priority novel Br-PBPs: 4-bromobiphenyl (4BBP), 1,3,5-tribromobenzene

(TBB), hexabromobenzene (HBB), and pentabromoethylbenzene (PBEB).

We additionally analyzed for the legacy pentaBDE technical mixture, which consisted of

2,2’,4,4’-tetrabromodiphenyl ether (BDE47), 2,2’,4,4’,5-pentabromodiphenyl ether (BDE99),

2,2’,4,4’,6-pentabromodiphenyl ether (BDE100), 2,2’,4,4’,5,5’-hexabromodiphenyl ether (BDE153),

and 2,2’,4,4’,5,5’-hexabromodiphenyl (HBBP). Throughout the present article we refer to this

technical mixture as "pentaBDEs". These compounds had a historical high volume of produc-

tion [122], and are considered to constitute one of the most toxic PBDE technical mixtures

distributed in commerce [154]. This mixture has been widely investigated in the environment

in different parts of the world, including Switzerland [119, 143, 142, 121, 122, 123, 124, 155, 156].

Our findings for the pentaBDEs provided a point of comparison for interpreting the levels and

trends of the novel Br-PBPs in Lake Geneva.

3.2.3 Chemicals

We purchased analytical standards PCB 30, PCB 50, PCB 145, PCB 204, 4-bromobiphenyl,

1,3,5-tribromobenzene, 2,3,4,5,6 -pentabromoethylbenzene, and hexabromobenzene from

Sigma-Aldrich Switzerland. We purchased technical pentaBDE mixture (EPA method 527)

from AccuStandard Switzerland (see Table B.1 in Supporting Information). Diatomaceous

earth, Florisil, and sodium sulfate were purchased from Sigma-Aldrich. We obtained pesticide

grade hexane, ACS grade acetone, and ACS grade pentane from VWR Switzerland.

3.2.4 Water column sampling

Passive samplers are often employed for measurements of persistent and bioaccumulative

pollutants in aquatic systems, due to their low expense to deploy, ease of storage and transport,

and stability over time [157, 158, 159, 160]. The rate constant describing pollutant uptake

into strips from the water column (ke ) was estimated based on the rates of disappearance

of several performance reference compounds (PRCs) during the sampling period (Eq. A.1 in

Appendix) [161, 30, 162]. For more information see Appendix, section A.1.

3.2.5 Sample preparation and clean-up

Extraction of the passive samplers deployed in the lake

For passive sampling of the water column we used polydimethylsiloxane sheets (PDMS, AlteSil

Laboratory Sheet, UK) of thickness 0.5 mm. PDMS exhibits linear mass transfer behavior
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over a wide range of sorbate Kow values [163, 164]. The PDMS sheets were cut into strips of

10×1×0.05 cm3 and had an average weight of 1.98 ± 0.20 g. The strips were then cleaned using

Soxhlet extraction with methanol for 24 hours [22, 165, 166, 167] and subsequently stored at

-20 ◦C. Five cleaned strips were used as the PDMS blank. Before the field deployment we loaded

the PDMS strips with four PRCs (PCB 30, PCB 50, PCB 145, PCB 204) to a concentration of 20

ng g−1 of each standard. The details of the PRC loading process are explained elsewhere [162].

After the loading step, five strips were used to determine the initial PRC concentrations in the

strips. After deployment in the lake, extraction of the strips was carried out by soaking them

in 20 mL of pentane for eight hours, three consecutive times. The volume of the final extract

(60 mL) was reduced to 1 mL by rotary evaporation and simultaneously solvent-exchanged to

hexane. The final extract was stored at -20 ◦C until analysis. We did not perform any clean-up

step on the final extract.

For quality assurance, we analyzed four different types of blanks. These were: the 5 PDMS

blanks (explained above); the solvent blanks, which were the solvents used for extraction

(pentane and hexane); 3 field blanks, which were extracts of loaded strips brought to the field

but not deployed; and the method blank, which was a solvent extract of the glassware used for

the extraction and rotary evaporation.

Sediment samples extraction and clean-up

We culled sediment from the top 1 cm of each sediment core (Figure A.1). Only the center

section of the sediment core was taken, thereby excluding sediment in contact with the plastic

walls of the coring tube. The resulting sediment samples had an approximate dry weight

of 5 g each. Each lake sediment sample was air dried and then homogenized (EPA method

EPA-823-B-01-002, revision of October 2001). 0.5 g of each homogenized sediment sample

was extracted using Accelerated Solvent Extraction (ASE), which was a modified version of

EPA Method 3545A, Revision 1 February 2007 [16]. Further method details are given in section

A.2 of Appendix.

3.2.6 GC×GC-µECD and GC×GC-ENCI-TOFMS conditions

We analyzed water column extracts and sediment extracts with a Leco Corp GC×GC-µECD

instrument equipped with a modified Agilent 7890A GC system having a split/splitless injector

and a dual-stage quadruple-jet modulator. We separated the samples using a 30 m length,

0.25 mm inner diameter (i.d.), 0.25 µm film thickness RTX-1 column (Restek, USA) as the first

dimension, and 2 m length, 0.1 mm i.d., 0.1 µm film thickness BPX-50 column as the second

dimension (Restek, USA). Further instrument details are provided in Supporting Information,

section A.3.
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GC×GC coupled to electron capture negative chemical ionization (ENCI)-time of flight-mass

spectrometer (TOFMS) (Zoex Corp. USA) was used to additionally analyze three lake water

extracts and two sediment sample extracts. Instrument details are reported in Supporting

Information, section A.3.

3.2.7 Target analyte quantification

All chromatograms were baseline-corrected using the Eilers baseline [82] via Matlab. The three

unitless algorithm parameters, λ, p and d, were set to 104, 0.02, and 2, respectively. The Eilers

baseline is effective for eliminating poorly resolved background signal in complex samples

analyzed by GC×GC [15, 80]. After baseline correction, analyte peaks were integrated with

the inverted watershed algorithm implemented in the GC Image package (GC Image, LLC

[81]). The peak integration parameters in the GC Image software were set to default values

(Table A.2). This combination of baseline correction and peak integration algorithms was

recently shown to give good performance for analyte quantification by GC×GC-µECD and

GC×GC-FID [15].

3.2.8 Chemical property estimation

We estimated several environmentally relevant chemical properties of both the novel and

legacy Br-PBP target analytes. Where experimental property data were available, we gave prior-

ity to those values. For TBB, 4BBP, PBEB, HBB, and BDE47, several partitioning properties were

estimated using GC×GC retention times [150]. For compounds having boiling point > 402 ◦C

(BDE99, BDE100, BDE153, and HBBP), we used EPISuite [168]. We also assessed target ana-

lytes for persistence using BIOWIN [168] and the expert judgment criteria for biodegradability

potential [169, 3].

3.3 Results and Discussion

3.3.1 Successful detection, identity confirmation, and quantification of target an-
alytes by GC×GC-µECD and GC×GC-ENCI-TOFMS

With GC×GC-µECD we successfully detected and quantified 7 out of 9 target Br-PBPs in water

extracts and 4 out of 9 target Br-PBPs in sediment extracts (Figure A.2, Table 3.2 and Table A.3).

GC×GC-µECD is seldom applied for trace analysis of halogenated pollutants, despite being

roughly two orders of magnitude more sensitive than conventional GC-MS for halogenated

analytes. Here we achieved excellent separation of the target analytes, even though limited

sample clean-up was applied (Figures A.2). Limit-of-quantification (LOQ) values range from

1.0-50 pg L−1 for water column samples and from 3.5-4.0 pg g−1 for sediment samples, de-

pending on the analyte (Table 3.1).
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For selected samples, GC×GC-ENCI-TOFMS analysis provided further successful identity

confirmation for the Br-PBPs, delivering far better separation and sensitivity for halogenated

compounds than conventional GC-MS with electron impact source. We applied a five-point

criterion for target analyte identity confirmation by GC×GC-ENCI-TOFMS. These were: posi-

tive matches between standard peak and sample analyte peak for retention times in both the

first and second dimension, and positive matches between standard peak and target peak for

three m/z values within a tolerance level of 5 mmu (Table 3.1). This procedure is in confor-

mity with criteria for identity confirmation established by the European Union [87]. Using

this methodology, we observed 100% agreement between GC×GC-µECD and GC×GC-ENCI-

TOFMS for positive detection of Br-PBPs, and we also observed 100% agreement for negative

detection (absence) of Br-PBPs, over all 9 target compounds in 5 different samples (Table 3.1).

Further details on methods used for detection, quantification, and identity confirmation of

halogenated analytes by GC×GC-µECD and GC×GC-ENCI-TOFMS are provided in our recent

report [15].

In collaboration with the ENCI-TOFMS manufacturer (Tofwerk, Switzerland), we evaluated

the mass precision of the GC×GC-ENCI-TOFMS instrument, where the mass precision is

defined as the difference between the exact mass of the fragment and the measured accurate

mass of that fragment. We evaluated the mass precision based on an injection of 100 pg of

octafluoronaphthalene (OFN) into the instrument. This demonstrated that under optimized

conditions (i.e. methane pressure, temperature of ionization chamber, and the fitting of

the mass calibration models) the instrument produces a mass precision of ± 2 mmu for the

271.9872 spectral fragments produced by OFN. However, we did not optimize the instrument

conditions for our target analytes. Therefore we assume that the non-optimized instrument

has (not better than) unit mass accuracy for the absolute m/z values of injected standards,

and thus we report only unit mass values for the major fragments of these mass spectra (Table

3.1). However, we still assume that the instrument has a high mass precision for the purposes

of comparing injected standards with target analyte peaks in samples. For the pollutants listed

in Table 3.1, we consistently observed mass differences of ≤ 5 mmu between the spectra of

the standards and the target peaks in environmental samples, despite that the system was not

optimized to produce the accurate masses of the target analytes. This justifies our criteria for

positive detection of target analytes outlined above in this section.

3.3.2 Concentrations and trends of target Br-PBPs in the water column of Lake
Geneva

Although never reported previously in lakes, 4BBP and TBB were found to have water col-

umn concentrations approaching 1 ng L−1, one to two orders of magnitude higher than the

legacy pentaBDEs. The depth-averaged concentration of 4BBP was 625 ± 68 pg L−1 and the
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3.3. Results and Discussion

depth-averaged concentration of TBB was 668 ± 86 pg L−1 over three the month sampling

period (Figure 3.2). For PBEB the concentration was 7 ± 1.8 pg L−1, and HBB was not detected

(LOD of 10 pg L−1). By comparison, measured levels of the pentaBDEs ranged from 2 ± 0.8

pg L−1 (HBBP) to 27 ± 7 pg L−1 (BDE99). These pentaBDEs levels are comparable to water

column concentrations of the same compounds reported in all five Great Lakes [19, 38] and

in rivers and lakes in Europe, including Lake Thun and Greifensee in Switzerland [122, 124].

Higher levels of pentaBDE compounds have been reported in Niuchao Lake, China (4020 pg

L−1 winter and 520 pg L−1 summer) [36]. The surprisingly high water column levels of 4BBP

and TBB in Lake Geneva warrant concern, and further environmental measurements of these

pollutants are needed.
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Figure 3.2 – The average water column concentrations of the target analytes. The error bars
show the concentration variability (± 2 standard deviations) over 30 water column samples
taken at five different depths during three sampling periods (June, July, and August 2011).

Water column concentrations of 4BBP and PBEB exhibited no statistically significant trend

over the sampled depth range of 70 to 165.5 m, whereas vertical concentration trends were

observed for TBB and the legacy pentaBDE compounds (Figures 3.3 and A.3). The vertically

uniform concentrations of 4BBP and PBEB suggest a situation of slow change, in which com-

pound source or removal processes (assumed to be near the lake surface or at the sediment

bed) are slow relative to vertical transport in the water column. We assumed that the water

column in this sampling area had experienced complete vertical mixing during the winter

prior to the sampling campaign; the 2011 winter holomixis was reported to have reached a

depth of 200 m [172]. TBB and BDE100 both exhibit a trend of decreasing concentration with

increasing depth, over the sampled depth range. This may indicate active biodegradation of
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Chapter 3. Overlooked brominated pollutants in Lake Geneva

these pollutants at the sediment bed [129, 131, 130, 148, 173]. Anaerobic dehalogenation has

been previously documented for PBDEs in other sediments (Table 3.3) [148, 173]. Finally, the

legacy compounds BDE153, BDE99, and HBBP exhibited decreased relative concentrations at

70 m depth, followed by elevated concentrations at 107 m depth, and decreased concentrations

at 147-166.5 m depth (Figures 3.3 and A.3). The hump-shaped vertical concentration profiles

of these three pentaBDEs may indicate removal due to direct photolysis near the lake surface

and anaerobic dehalogenation at the sediment bed. Again, we assumed that these compounds

had vertically homogenized water concentrations during the previous winter’s holomixis.

When exposed to direct sunlight, BDE153, BDE99, and HBBP all undergo direct photolysis

within hours, whereas this process is much less rapid for BDE100 (Table A.4) [174, 175]. These

relative magnitudes in the rates of direct photolysis are roughly consistent with the observed

concentration trends of BDE153, BDE99, HBBP, and BDE100 between 70 and 107 m (Figures

3.3 and A.3). Photolysis rates are not reported in the literature for TBB, 4BBP, and PBEB.

At all measurement locations, all measured pollutants except BDE153 and HBBP exhibited

statistically unchanging concentrations over the three individual one-month measurement

periods of June, July, and August 2011. The temporal stability of measured concentrations

further lends confidence to the interpretation that the observed vertical trends are meaningful.

The lake appeared well-stratified at the passive sampling location, exhibiting a thermocline

between 15-35 m depth (Figure 3.4). At the sampled depth range (70-167 m) the water column

temperature varied between 5.9 ◦C at 70 m depth and 5.6 ◦C at 167 m depth. The temperature

profile at the passive sampling location suggests that the water column of the lake at that

location may be reasonably vertically well mixed. However, the concentration profiles of some

of the analyzed PBPs (e.g. TBB and BDE153) indicated the presence of statistically meaningful

concentration differences with respect to the depth, as discussed above. In the absence of

more sophisticated (e.g., 3-dimensional and time-dependent) modeling of the lake physics, it

is not straightforward to interpret the water mass mixing in this area of the lake. Therefore

these temperature profile data were considered insufficient to make quantitative inferences

about vertical or horizontal transport of PBPs at this sampling location.

Limited published data are available regarding the vertical concentration trends or gradients

for hydrophobic compounds in aquatic systems, especially in the deep water column. How-

ever, modeling efforts have suggested that hydrophobic compounds could exhibit vertical

gradients in large aquatic or marine systems, due to the simultanous influences of currents and

turbulent mixing, air-water exchange, atmospheric deposition, sedimentation, and transfor-

mation reactions [140, 136, 47, 40]. Lake Geneva exhibits a spatially and temporally complex

physical structure, diverse pollutant inputs, and highly variable forcing from the overlying

wind field [176, 172]. Thus, confident interpretations of the observed pollutant concentration

trends would require more measurement data and the modeling of relevant sources and

processes affecting these hydrophobic compounds. Nonetheless, the observed water column

trends at our sampling site suggest insight into the relative susceptibilities of these Br-PBPs
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toward removal by anaerobic degradation at the sediment bed and photolysis in the upper

water column.
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Figure 3.3 – Water column concentration with respect to depth for (a) 4BBP; (b) TBB; (c)
PBEB; and (d) BDE153. The error bars indicate the observed concentration variability (95%
confidence interval) over the three-month sampling period.

3.3.3 Occurrence of target Br-PBPs in the lake sediments

At the same site where water column samples were taken (Figure 3.3), sediment concentrations

of 4BBP, PBEB, BDE99, and BDE153 were successfully quantified (Sed1, Table 3.2). At this

sampling site, sediment concentrations of 4BBP, BDE99, and BDE153 were found to be ap-

proximately explained by partitioning equilibrium with the overlying water column. For these

three compounds, the sediment-water concentration ratio (CSed1/Cw ater ) were reasonably

consistent with with estimated equilibrium partitioning coefficient (Kd ) values, exhibiting

discrepancies of a factor of 6 or less (Table 3.3). Kd values were estimated by assuming that

these Br-PBPs sorb to the organic matter of the sediment [32] based on a measured fraction of

organic carbon ( foc ) value of 0.059 reported [177] at a nearby location (Table 3.3). However for

PBEB the CSed1/Cw ater ratio was 28 times smaller than the estimated Kd . This discrepancy

may be explained by active biodegradation of PBEB in the sediment or error in the estimated

Kd value. For TBB, BDE100, and HBBP, which were not detected in Sed1, we used the sediment

limit-of-detection (LOD) value to estimate an upper bound on the possible CSed1/Cw ater

value. For TBB, sediment concentrations are at least 33 times lower than can be explained

by partitioning equilibrium with the water column, according to our estimated Kd . Based

on this finding and the observed water column gradient for this pollutant (Figure 3.3), we
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Figure 3.4 – Water column temperature profile of Lake Geneva at the passive sampling location.
The dotted lines depict the sampled depth range. Data are provided by Neil Graham, University
of Geneva.

propose that sediments of the lake in that location may rapidly eliminate TBB via anaerobic

degradation. HBBP was not detected in any of sediment samples and was detected in the

water column only during August, 2011; therefore we did not draw any conclusions about this

compound. Finally, HBB and BDE47 were detected neither in the water column nor in the

sediments.

We observed elevated concentrations of all target analytes in sediment samples collected in

the middle of the deep lake (Sed2) and near the highly urbanized area of Lausanne (Sed1)

relative to samples collected in eastern region of the lake (Sed3 and Sed4), as shown in Table

3.2. The observed concentration distributions at these four sampling sites may provide insight

into the sources of these pollutants into the lake, and this is discussed further in the next

section. The highest measured 4BBP sediment concentration in Lake Geneva (187.0 pg g−1)

was higher than the 4BBP concentration reported in the River Daqing sediment samples in

China (up to 40 pg g−1). For BDE99, we observed sediment concentrations in Lake Geneva that

were comparable to levels reported in sediments of Lake Thun, Switzerland, (200-1600 pg g−1)

and for BDE153 we observed sediment levels that were two orders of magnitude smaller than

reported in Llobergat River, Spain (17,000 pg g−1, Table 3.2). Concentrations of BDE99 were

smaller than the reported levels in other American and European lakes and rivers sediment by

between one to three orders of magnitude (Table 3.2) [122, 125, 124, 182, 178, 179, 180].
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Table 3.2 – Sediment concentrations of the detected target analytes in the sediment samples.a

Concentration in the sediments Literature values
of Lake Geneva (pg g−1)b for other sediments (pg g−1)

Target analyte Sed1 Sed2 Sed3 Sed4
4BBP 59.5 187.0 < 4.0c < 4.0c nd-40.0 d

PBEB 4.5 13.7 < 4.0c < 4.0c nd-32.0e, nd-10.0f , and nd-100g

BDE99 65.9 89.6 < 4.0c 15.5 nd-10,000f , and 200-1,600h

BDE153 28.6 33.0 < 4.0c 5.2 nd-17,000f

a TBB, HBB, BDE47, BDE100 and HBBP were not detected in any of sediment samples; b The
concentration is expressed per dry weight of the sediment sample; c The target was detected
in the sample, however its concentration was smaller than the sediment LOQ; d Sediment
samples of 14 rivers from Hai River Basin, China [128]; e Sediment samples from Loselva River,
Norway [178]; f Sediment samples from Llobergat River, Spain [179]; g Sediment samples from
San Francisco Bay [180]; h Sediment samples from Lake Thun, Switzerland [125, 124].

3.3.4 Potential sources of the target analytes

TBB and 4BBP have several conceivable sources in the environment, but little is known about

their global production and distribution volumes. Both TBB and 4BBP have estimated global

production volumes of > 1 t y−1, [3] and the major producer of these chemicals is China

[175]. 4BBP is utilized in industrial synthesis of different chemicals, including rodenticides,

pharmaceuticals, and personal care products [183, 184, 185]. Similarly, TBB is used as a

reagent in production of different pharmaceuticals and personal care products [186, 187].

TBB is also used as an added flame retardant together with HBB during the production of

organic polymers [188, 189]. TBB and 4BBP are additionally found to be the anaerobic de-

halogenation products of HBB and HBBP, after several successive dehalogenation reactions

[129, 130, 131, 135, 132]. PBEB and HBB are still in use as NBFRs [117].

We considered plausible pathways for the introduction of TBB and 4BBP into Lake Geneva. The

presence of these compounds seemed unlikely to be explained by dehalogenation of higher

brominated congeners. Although TBB and 4BBP are dehalogenation products of HBB and

HBBP, respectively, they are not the main products of these pathways [132, 135, 129, 130, 131].

Additionally, in our search of the GC×GC-ENCI-TOFMS data of all of the analyzed sed-

iment samples, we failed to find the target ions for 1,3,4,5-tetrabromobenzene and 2,2-

dibromobiphenyl, which are the transformation intermediates that would be expected to

produce TBB and 4BBP upon dehalogenation, respectively [129, 130, 131, 135, 132]. Therefore

the surprisingly high levels of TBB and 4BBP in the water column of the lake are unlikely to be

explained by in situ production of these compounds through the anaerobic dehalogenation of

HBB and HBBP, respectively. Considering their industrial use, TBB and 4BBP may plausibly be

present in industrial and urban waste water effluents. In a recent study by our group, TBB was

69



Chapter 3. Overlooked brominated pollutants in Lake Geneva

Table 3.3 – Comparison of the estimated sediment-water equilibrium partitioning constanta

(Kd ) with the sediment-water column concentration ratio (CSed1/Cw ater ) at sampling site
Sed1.

Estimated Anaerobic
log Kd

a Observed dehalogenation
Compound (L kg−1) log CSed1/Cw ater

b half life (weeks)

TBB 2.28c ≤ 0.76d not determinede

4BBP 2.78c 1.98 ± 0.06 1f

PBEB 4.24c 2.80 ± 0.09 not determinede

BDE100 3.92g ≤ 2.86d 2 g , 25 h

BDE99 2.92i 2.99 ± 0.22 2 g , 25 h

BDE153 4.41i 4.29 ± 0.04j 2 g , 25 h

HBBP 6.60i ≤ 3.59j,d 50 k

a Estimated as Kd = foc × Koc−w , where foc = 0.059 is the fraction of organic carbon in sediments
reported at a location about 200 m distance from the Sed1 site and at a total depth of 100 m
[181, 177]; b Measured sediment-water concentration ratio (L kg−1), based on levels observed
in the Sed1 sample (July, 2011) and the averaged water column concentration during June-
August 2011; c Based on Koc−w estimated from GC×GC retention times according to the
model of Nabi et al [150]; d This upper bound value is computed using the sediment LOD,
defined as LOQ/3 (Table 3.1); e No data are available for anaerobic degradation half-life of this
compound; f This value was measured with inoculated Woods Pond (Lenox, Mass.) sediments
after one week of acclimation [131]; g This value was determined using three different cultures
of anaerobic dehalogenating bacteria (inoculated) added to San Francisco Bay sediments
[148]; h This value was determined using two different sediment samples collected from Er-Jen
River and Nan-Kan River basins without inoculation [173]; i Based on a Koc−w value estimated
using EPISuite; j This value is based on the water concentration measured only during August
2011, since water concentrations were < LOD during the months of June and July; k This value
is based on river and/or lake sediment microorganisms incubated with reduced anaerobic
mineral medium and non-inoculated sediment [129].
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detected but not quantified in Lausanne’s Vidy WWTP effluent (Table 3.4), which indicates

the involvement of WWTPs as a potentially prominent source of TBB into the lake. 4BBP

was not detected in Vidy WWTP effluent. The largest tributary into the lake, the Rhône River

[153], did not appear to be a major source of 4BBP, based on the finding that two sediment

samples nearest to the Rhône delta, Sed3 and Sed4, contain much lower levels of 4BBP than

the sediment samples Sed1 and Sed2 (Table 3.2). For TBB, the role of the Rhône is less clear,

since this compound was not detected in any of the four sediment samples.

Further insights may be gained by comparing the observed distributions of the four Br-PBPs

that were successfully quantified in sediment samples. Inspection of Table 3.2 shows that 4BBP,

PBEB, BDE99, and BDE153 all exhibit similar trends in concentration among the four analyzed

sediment samples: the highest levels of all four compounds are observed for Sed2 (near the

middle of the lake), followed by Sed1 (near the urbanized Lauasanne area), and with lowest

levels observed for Sed3 and Sed4 (near the Rhône delta). This similarity in concentration

trends may indicate similarity in sources of the four compounds. Atmospheric deposition is

considered to be a major source for the introduction of PBDEs into Swiss lakes, including Lake

Geneva [124]. BDE99, BDE100, and BDE153 were also detected in Lausanne’s Vidy WWTP

effluent, indicating that this is a proximate source of these compounds [16].

Taking together the above considerations, we conclude that atmospheric deposition and

possibly WWTP effluents and urban run-off are the most plausible sources of TBB and 4BBP

in Lake Geneva. However, further environmental sampling would be needed to confirm the

importance of proximate sources of these lake pollutants.

3.3.5 Physical and chemical property estimation and predicted environmental
behaviors of TBB and 4BBP

To assess the wider fate and environmental behavior of TBB and 4BBP, we compiled data for

several environmentally relevant properties based on literature and our own estimates (Tables

3.5 and A.4). This enabled us to make inferences about the long range transport potential,

Arctic contamination potential, and bioaccumulation potential of these pollutants.

Long range transport potential (LRTP) and Arctic contamination potential (ACP)

We screened 4BBP and TBB for environmental persistence, long range transport potential

(LRTP) and Arctic contamination potential (ACP). Both pollutants met criteria for environ-

mental persistence defined as an estimated atmospheric oxidation half life > 1 d and by expert

judgement (see references [3, 169]). 4BBP and TBB also were found to have both LRTP and

ACP as defined by the criteria: 4 < log Kow < 8, 6 < log Koa < 9, and -3 < log Kaw < 1 [190].

Previously reported detection of TBB in a snow core in Nunavut, Canada [10] may be viewed
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Table 3.4 – Occurrence of Br-PBP target analytes in the Lausanne’s Vidy WWTP effluent (taken
from [16]).

Detection by Concentration in

Compound GC×GC-ENCI-TOFMSa Liquid phaseb (ng L−1)
TBB detected <0.4c

4BBP not detected not determined
PBEB not detected not determined
HBB detected <30c

BDE47 detected <2c

BDE100 detected <9c

BDE99 detected not determined
BDE153 detected <10c

HBBP not detected not determined

a Based on the GC×GC-ENCI-TOFMS analysis of a PDMS passive sampler deployed in the
effluent stream for 24 h, using the five point criterion method for identity confirmation; b

The WWTP effluent liquid phase concentration was determined from filtered grab samples
analyzed by GC×GC-µECD; c Upper bound on the possible concentration for compounds that
were detected but had levels below the reported LOQ by [16].

as supporting evidence for its potential for long range transport and associated Arctic contam-

ination. Among our target analytes, the pentaBDEs, HBB, and PBEB all have been previously

investigated for LRTP and ACP [191, 192, 37, 121, 193, 10], whereas 4BBP and TBB have not.

Based on their estimated partitioning properties and plausible persistence properties, we

conclude that long range transport and Arctic contamination are likely important processes

affecting the global fate and behavior of TBB and 4BBP.

Bioaccumulation potential

According to our chemical property estimates, 4BBP and TBB meet the bioaccumulation po-

tential criteria set by Howard and Muir, 2010 [3], defined as log Kow > 3 and bio-concentration

factor (BCF) > 500. These criterion are slightly more conservative than the criteria used by

REACH, which is BCF > 2000 [194]. Previously reported occurrences of 4BBP in biological

samples are consistent with its predicted tendency to bioaccumulate. 4BBP has been re-

portedly found in human tissues of cancer patients in China [195] and human breast milk

in Denmark and Finland [196]. Biotic occurrence data is absent for TBB. However TBB is a

structural analogue of trichlorobenzene, which is considered as bioaccumulative and per-

sistent [197]. Based on estimated partitioning properties and limited existing occurrence

data, we interpret that 4BBP and TBB have a high likelihood of bioaccumulation poten-

tial and that this process likely plays an important role in the environmental and human

health impacts of these compounds. HBB has been measured in several biotic samples in

the environment including bird eggs (Peregrine Falcon, Glaucous Gulls, and Herring Gulls)
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and freshwater fish (northern snakehead fish and mud carp) [179, 198, 199, 200, 201]. Sim-

ilarly both PBEB and pentaBDEs have been found to bioaccumulate in the environment

both based on their properties and their previously reported occurrences in biotic media

[200, 180, 202, 142, 203, 193, 191, 204, 205, 206, 207, 199, 208, 209]. Further investigations into

the bioaccumulation behavior of 4BBP and TBB are warranted.

Toxicity

Previously reported laboratory experiments indicate that both 4BBP and TBB are toxic [210,

211, 212, 213, 214]. High dosages of 4BBP cause liver cancer in rats and mice [212]. Both TBB

and HBB cause liver damage [210, 211], and in repeated high dosages they cause liver failure

[211]. There is no published report regarding the toxicity of PBEB. The pentaBDEs constituted

the first PBDE technical mixture that was banned globally in part due to toxicity [154, 215].

Further toxicology studies of 4BBP and TBB are warranted.

Recommendation

Here we report TBB and 4BBP at near ∼ 1 ng L−1 concentrations in the water column of Lake

Geneva. Surprisingly, these pollutants have never been reported in any lake. These pollutants

are considered most likely to have entered the lake primarily by atmospheric deposition

and/or in municipal wastewater effluents, and/or urban run-off. Based on estimates of their

chemical properties, TBB and 4BBP exhibited likely persistence in the environment and have

potential to bioaccumulate, undergo long range transport, and contaminate Arctic regions.

These pollutants also may be toxic. We recommend urgent environmental risk assessment

studies and prompt evaluation of whether regulatory restrictions should be placed on the

production and use of TBB and 4BBP.
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Chapter 4. Pentachlorothiophenol, a newly identified aquatic pollutant

Abstract

Pentachlorothiophenol (PCTP) was successfully detected and semiquantitatively determined

in both the water column and sediments of Lake Geneva, based on measurements using

comprehensive two dimensional gas chromatography coupled to electron capture detec-

tor (GC×GC-µECD) and comprehensive two dimensional gas chromatography coupled to

electron capture negative chemical ionization time-of-flight mass spectroscopy (GC×GC-

ENCI-TOFMS). This is the first published report of PCTP in an aquatic system. The average

water column concentration of PCTP in the deep lake was estimated to lie between 3 ng L−1

and 3000 ng L−1, and its sediment concentrations varied between < 2.2 ng kg−1 and 153.8 ng

kg−1. Two potential precursors of PCTP, hexachlorobenzene (HCB) and pentachloronitroben-

zene (PCNB), were successfully detected and quantified in the sediments of the lake. We also

detected HCB, but not PCNB, in the water column of the lake. We estimated several environ-

mentally relevant partitioning properties of these three compounds. These properties were

used as a basis to make inferences about the potential sources of PCTP into the lake. We also

detected pentachloromethylthiobenzene (PCMTB), which is a known degradation products of

PCTP in soil and plant roots. The detection of PCMTB may indicate the involvement of PCNB

in the introduction of PCTP into Lake Geneva.

4.1 Introduction

Pentachlorothiophenol (PCTP) was recently proposed as a new potential persistent and bioac-

cumulative pollutant (PBP) by Howard and Muir, based on its estimated chemical physical

properties and its US-Canada volume of production of > 1 t y−1 [3, 2]. However, very little is

known about the environmental distribution of PCTP and about its fate and behavior. Prop-

erties relevant to the partitioning or degradation of PCTP have not been measured and the

few properties available are estimated. Only one previous study has reported PCTP in the

environment: Arinaitwe et al recently detected PCTP in aerosol particles in east Africa using

conventional gas chromatography coupled to electron capture negative chemical ionization

mass spectroscopy (GC-ENCI-MS) [12]. The current study is the first report of detection and

quantification of PCTP in an aquatic system.

Several different plausible sources could potentially lead to the occurrence of PCTP in the

environment, including both industrial waste and/or direct production. PCTP was classified

as a high volume of production chemical ( > 1000 t/y) in Europe by 1993 [221]. Recently, PCTP

was entered in the list of persistent, bioaccumulative and toxic substances by the Registration,

Evaluation, Authorisation and Restriction of Chemicals (REACH regulation) and also was con-

sidered for further regulations [222]. Today PCTP is still in use in Europe however, its global

production volume is unknown and the major producer and distributor is China [223]. PCTP is

used in the rubber industry during the vulcanization of tires [224]. PCTP is one of the main re-

actants used in the industrial production of pentachloronitrobenzene (PCNB) [225]. PCTP also
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has been utilized as an intermediate in synthesis of several organic compounds [224, 226, 225]

and in Raman Spectroscopy as a surface enhancer [227]. Therefore, the wastewater effluents

of different industries such as rubber industry [228], chemical companies [225], and pharma-

ceutical companies [226] may plausibly contain PCTP. PCTP may also conceivably arise in the

environment as a degradation product of the commercial chemical precursors PCNB and hex-

achlorobenzene (HCB) [229, 230, 231, 232, 233, 234, 235, 236, 237, 238, 239, 240, 241, 242]. Pub-

lished experiments on the biodegradation of PCNB in soil and in the roots of plants reported

PCTP as one of the degradation products [240, 241, 229, 230, 231, 232, 233, 234, 235, 237].

PCNB is a widely used fungicide, particularly in Japan and China [243]. Other transformation

products of PCNB have been detected and quantified in soil samples in Japan and sea waters

in Singapore [244, 245]. Finally, PCTP also can be produced through enzymatic transformation

of HCB in the liver of rodents and humans [236, 242, 230, 237, 238]. Thus PCTP is monitored in

urine samples of the industrial workers as an indicator of HCB exposure [246, 247, 248]. HCB

was one of the twelve chlorinated compounds considered for global ban or reduced emission

during the International Convention of Organic Pollutants in Stockholm, 2004 [249].

Typically employed analytical protocols for analyzing hydrophobic organic pollutants are un-

likely to successfully detect and quantify PCTP in complex environmental samples. Oxidative

clean up steps with either sulfuric acid or metallic Cu are commonly used to eliminate con-

founding matrix prior to analysis [17, 63, 250]. However, these sample preparation procedures

will also oxidize the thiol group in PCTP, and thus PCTP would not be detected. Indeed, the

only previously reported detection of PCTP in the environment was made without using any

clean up step. Instead, successive fractionations were applied to decrease sample matrix effect,

followed by GC-ENCI-MS analysis [12].

Comprehensive two-dimensional gas chromatography (GC×GC) [54, 58, 63, 146, 147, 251, 15],

which can be thought of as a tandem fractionation process, is another analysis approach that

can be used to mitigate the matrix effect for analysis of trace level PBPs in complex environ-

mental samples. The resolving power of GC×GC makes it possible to minimize or bypass

the clean up process, thus widening the spectrum of trace level PBPs that can be detected

and quantified in complex environmental samples [16]. We recently developed a method for

detection and quantification of halogenated pollutants in complex environmental samples

by GC×GC coupled to micro electron capture detector (GC×GC-µECD) and electro capture

negative chemical ionization time-of-flight mass spectroscopy (GC×GC-ENCI-TOFMS), and

this approach would be appropriate for analysis of PCTP [15].

The aims of the present investigation were to: (1) analyze the water column and sediments

of Lake Geneva for PCTP and its precursors (i.e. PCNB and HCB [252, 248, 253, 244, 254])

using GC×GC-µECD and GC×GC-ENCI-TOFMS; (2) evaluate the potential sources and sinks

of PCTP in the lake environment; (3) estimate the environmentally relevant physical and
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chemical properties of PCTP and its precursors in order to pre-evaluate the environmental

fate and behavior of these compounds. We additionally performed a suspect screening of pen-

tachloromethylthiobenzene (PCMTB) in the samples analyzed using GC×GC-ENCI-TOFMS,

since this compound is a known degradation product of PCTP [233, 236, 242].

4.2 Methods

4.2.1 Target analyte selection

Howard and Muir published a list of 610 compounds with production volumes > 1 t y−1 that

may have potential to be bioaccumulative and persistent in the environment and that have

been somewhat overlooked by the environmental community [2]. We further screened these

compounds, considering only those that are: thermally stable; amenable to GC-ECD; avail-

able as analytical standards from commercial research suppliers; registered in Registration,

Evaluation and Authorization of Chemicals (REACH) database; and not banned or limited in

their global volume of production. This resulted in a list of 12 compounds [16], one of which is

PCTP. We also analyzed for PCNB and HCB, which are potential environmental precursors for

PCTP [233, 236, 242, 228].

4.2.2 Chemicals

Analytical standards PCB 30, PCB 50, PCB 145, PCB 204, pentachlorothiophenol (PCTP),

pentachloronitrobenzene (PCNB) and hexachlorobenzene (HCB) were purchased from Sigma-

Aldrich Switzerland. We also purchased diatomaceous earth, Florisil
®

, and sodium sulfate

from Sigma-Aldrich Switzerland. Pesticide grade hexane, ACS grade acetone, ACS grade

methanol, and ACS grade pentane were obtained from VWR Switzerland.

4.2.3 Environmental sampling

Lake Geneva is a large freshwater lake with 580 km2 surface area and 310 m maximum depth

[151, 153]. The lake provides drinking water for more than 520,000 people and supports both

commercial and recreational fishing [255]. More than 10 large wastewater treatment plant (i.e.,

which each serves a population equivalent of > 10,000) and 20 small wastewater treatment

plants (which each serves population equivalent of between 1,000 and 10,000) discharge their

treated effluent into the lake[153]. Several studies have reported legacy PBPs in the sediments

and biota of Lake Geneva [256, 257, 258, 259, 254, 260], whereas the water column of the lake

has been mainly monitored for pharmaceuticals [261, 262, 152] and some nonpolar bromi-

nated compounds [53].

We deployed passive sampling strips, in duplicate at depths of 70, 107, 147, 162 and 166.5 m,

at a site which has a bottom depth of 167 m, near Vidy Bay at 46◦49’82.88" N and 6◦58’10.55" E
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(World Geodetic System, 1984). Sampling was carried out for three consecutive one-months

periods during June, July, and August of 2011. The samplers were deployed in solvent pre-

washed stainless steel cages attached to a vertical stainless steel chain connected to a buoy

and a bottom weight. The cages were used to protect the PDMS strips from bioturbation.

Sediment cores were collected at four locations in the lake (Figure 4.1). Two cores (Sed1

and Sed4) were taken by boat with a Benthos gravity corer, and two cores (Sed2 and Sed3)

were retrieved with human-occupied MIR submersibles during the 2011 ELEMO sampling

campaign [151].

*HQHYD

�

���

���� (d)

Figure 4.1 – Maps depicting: (a) sampling site for the sediment (Sed1) and the water column in
Lake Geneva, with lake bathymetry contours of 45 m overlaid; (b) the four sediment sampling
locations, with bathymetry contours of 20 m contours overlaid; and (c) population density
of Lake Geneva area, by municipality, 2007 (source: bfs.admin.ch). (d) Schematic showing
depths at which the water column samplers were deployed.

4.2.4 Sample preparation

Passive sampling

Passive samplers are used widely for measuring hydrophobic organic chemicals in aquatic

systems, owing to their inexpensive deployment, ease of storage and transport, and sta-

bility [263, 158, 160, 157]. Passive samplers measure the truly dissolved fraction of chem-
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icals in water, thereby excluding the chemical fraction associated with suspended parti-

cles and dissolved organic matter [25]. We employed performance reference compounds

(PRCs)[161, 264, 21, 265] for estimation of the rate of mass transfer (ke ) of each target analyte

between the water and the passive sampler. The concentration estimation of target analytes

using the PRCs is explained in Appendix.

We employed polydimethylsiloxane (PDMS) as passive sampler material due to the demon-

strated linearity of mass transfer of PBPs over a wide range of Kow values [265]. Each PDMS

strip was loaded with four PRCs (PCB30, PCB50, PCB145, and PCB204) and deployed in the

lake. At the end of each sampling period, the strips were immediately extracted using pentane

and stored at -20 ◦C until analysis. The detailed procedures for PDMS strips loading, extraction,

and quality control are provided in Appendix B.1.

4.2.5 Sediment samples extraction and clean up

The top 1 cm of each core was sampled. We only collected the center section of the sediment

core, therefore we excluded the sediment in contact with the plastic tubing (Figure A.1). These

sediment samples were air dried and homogenized according to the method EPA-823-B01-002,

revision October 2001. We used accelerated solvent extraction for the extraction of 0.5 g of

homogenized sediment sample based on method EPA 3545A, revision 1st February 2007.

Further method details are available in Appendix B.2.

4.2.6 Analysis by GC×GC-µECD and GC×GC-ENCI-TOFMS

A Leco Corp GC×GC-µECD system was used for initial identification and quantification of

target analytes in both water column and sediment extracts. The instrument was a modified

Agilent 7890A GC system with split/splitless injector equipped with a dual stage quadruplet

jet modulator, and FID/µECD detectors. The separations were carried out on a 30 m, 0.25

mm inner diameter (i.d.), 0.25 µm film thickness RTX-1 column from Restek (Restek, USA) as

the first dimension and 2 m, 0.1 mm i.d., 0.1 µm film thickness RTX-50 column as the second

dimension. Helium was used as the carrier gas. Further instrument and analysis details are

provided in Appendix B.3.

To further confirm the presence of our target analytes, we analyzed three lake water extracts

and two sediment sample extracts by GC×GC-ENCI-TOFMS (Zoex Corp. USA). Instrument

settings and analysis details are given in Appendix B.3.
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Quantum chemical computations

All quantum chemical computations were performed using the Gaussian09 program [266].

To estimate partition properties of both neutral and anionic PCTP, the following protocol

was used. Gas phase geometries were optimized with the B2PLYPD [267, 268]/aug-cc-pVTZ

[269, 270, 271, 272] model chemistry. Harmonic vibrational frequency calculations were car-

ried out with the B2PLYPD/aug-cc-pVTZ method. Single point energy calculations on gas

phase geometries were conducted using the B2PLYPD model chemistry, in water, n-octanol,

n-hexadecane, and propylacetate solvent using the SMD [273] implicit solvation model as

implemented in Gaussian09.

For pKa calculations, the CBS-QB3 [274, 275] method was applied: geometry optimizations

were conducted with the B3LYP [276, 277]/6-311G [278] model chemistry. Thermal contribu-

tions to the Gibbs free energy were computed as implemented in CBS-QB3 composite method.

Solvation free energies were assessed with the B2PLYPD/aug-cc-pVTZ model chemistry and

the SMD implicit solvation model [273].

4.3 Results and discussion

4.3.1 Estimated PDMS-water partitioning coefficient of target analytes

We estimated the PDMS-water partition coefficient, Ksw , of our target analytes, needed to

convert the measured concentrations in passive samplers into water column concentrations

in the lake (Table 4.1). For the Ksw vale of the nonpolar target analyte, HCB, we obtained

an experimentally determined value by Kwon et al [167]. For Ksw value of PCNB, we first

estimated the Kow value for this target analyte using EPISuite [168]. This estimated Kow value

was then entered in a linear free energy relationship (LFER) developed by Kwon et al [167] to

estimate the Ksw (Table 4.1). For PCTP, the Ksw is speciation dependent, since this compound

can deprotonate at neutral pH. Therefore, we needed to determine or estimate the pKa of

PCTP in water, as well as the species-specific Ksw values of both the neutral and anionic form

[279, 280, 32]. We employed a quantum chemical computation approach to estimate the pKa

of PCTP, giving a value of 4.3 ± 1.00. Further details regarding these calculations are provided

in Appendix B.3.

For PCTP, we estimated the apparent PDMS-water partitioning constant (Ksw ). The apparent

partitioning constant (K app
p ) of an ionizable compound between water and an organic phase

is defined as [279, 280, 32]:

K app
p =αi ·K H A

p + (1−αi )K A−
p (4.1)

where K app
p is the apparent partition coefficient between water and the organic phase (in this

81



Chapter 4. Pentachlorothiophenol, a newly identified aquatic pollutant

Table 4.1 – Estimated and experimental chemical and physical properties of the target analytes.

PCTP PCNB HCB
Chemical-physical property Acronym A− HA Apparenta Nb Nb

Partitioning constant between PDMS and water log Ksw (unitless) -9.49c 5.04c 1.80 4.06d 4.91e

a The reported property is the apparent value, estimated using Eq. 4.1, assuming an envi-
ronmental pH of 7.5 (measurements via CIPEL) and a pKa of 4.26; b "N" indicates a neutral
compound that does not dissociate at neutral pH; c The property was estimated using SMD
method; d Estimated via EPISuite [168]; e Experimental value by Kwon et al [167].

case PDMS), K H A
p is the partition coefficient of the protonated species for two those phases,

K A−
p is the partition coefficient deprotonated species for the two phases, and αi is the neutral

fraction of an organic acid, given by:

αi = 1

1+ Ki ,a

[H+]

= 1

1+10pH−pKi ,a
(4.2)

where Ki ,a is the dissociation constant of an acid in water. As for the pKa value of PCTP, we

used quantum chemical calculations to estimate the K H A
p and K A−

p of PCTP in both water and

PDMS (Table 4.1). These estimated parameters were then entered in Eq. 4.1 to estimate the

apparent Ksw of PCTP.

4.3.2 Estimation of environmentally relevant properties

Several environmentally relevant partitioning properties of the target analytes were estimated

using different approaches (Table 4.2). These partitioning properties enabled us to make

inferences about the fate and behavior of PCTP in the Lake Geneva environment. In order

to estimate the properties of the neutral target analyte, HCB, we used a recently developed

model based on GC×GC retention times [150]. We used EPISuite for estimation of partitioning

properties of PCNB [168]. For environmental partitioning properties of PCTP, we employed

Advanced Chemistry Development (ACD/Labs) V11.02 [281] which takes into account both

the environmental pH and pKa of the analyzed chemical.

For the air-water partitioning coefficient (Kaw ), we assumed that the ionized fraction is not

present in the gas phase [32], thus the apparent air water partition coefficient of an ionizable

target analyte was estimated using:

K app
aw =αi ·K H A

aw (4.3)

For the partitioning properties where we could not neglect the presence of the dissociated

species in non aqueous phases (i.e. Kow , Koc , and BCF) we used Eq. 4.1.
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Table 4.2 – Estimated and experimental chemical and physical properties of the target analytes.

PCTP PCNB HCB
Chemical-physical property Acronym A−a HA Apparentb Nc Nd

Partitioning constant between octanol and water log Kow (mol L−1 · mol−1 L) 2.22 5.19e 2.58 5.03 5.45 (5.47 f )
Partitioning constant between air and water log Kaw (mol L−1 · mol−1 L) - -2.31e -5.55 g -3.71 -1.48
Partitioning constant between organic carbon and water log Koc−w (mol kg−1 · mol−1 L) 1.15 4.63e 1.60 3.87h 4.67
Bioconcentration factor log BCF (mol kg−1 · mol−1 L) 0.70 5.69e 2.46 2.87 5.75
Water solubility (mg L−1) - - 1.15 - 0.44 0.67
Boiling point (◦C) - - 315.71c - 335.5 291.43c

Melting point (◦C) - - 231.5c - 144.0 231.8c

Acid dissociation constant pKa - 4.26± 1.00 i - - -
- 3.14 ± 0.50h - - -
- 2.58j - - -

Reduction potential of the non-protonated radical species (V) E 0
r ed 0.55 - - - -

a The reported property belongs to the ionized dissociated species (A−) assuming a pKa of 4.3
± 1 and a pH of 10 at 25 ◦C, estimated using Advanced Chemistry Development (ACD/Labs)
V11.02 [281], unless it is specified differently; b The reported property is the apparent value,
estimated using Eq. 4.1, assuming an environmental pH of 7.5 (measurements by CIPLE [260]);
c Estimated using EPISuite [168] unless it is specified otherwise; d The reported property be-
longs to the neutral species, N, estimated using model based on GC×GC retention times [150]
unless it is mentioned otherwise; e The property of the neutral species (HA) was estimated
assuming a pKa of 4.3 ± 1 and a pH of 2 at 25 ◦C, estimated using Advanced Chemistry Devel-
opment (ACD/Labs) V11.02 [281]; f Experimental value of Kwon et al [167]; g Estimated using
equation 4.3, Schwarzenbach et al [32]; h Estimated using Advanced Chemistry Development
(ACD/Labs) V11.02 [281]; i The property was estimated using the computational protocol
described in Methods; j Estimated value taken from [282].

Additionally, we estimated the one-electron reduction potential of the non-protonated radical

species, PCTP. / PCTP− couple, based on computed aqueous bond dissociation enthalpy

(BDEaq ) of the S-H bond of PCTP[282] and the theoretical pKa the value for PCTP that we

computed. We took advantage of the thermodynamic cycle that links pKa , E 0
r ed , and BDEaq ,

as described in paragraph 3.1 of Warren’s study [283].

E 0
r ed = BDEaq −1.37pKa −CH ,aq

23.06
(4.4)

where the factor CH ,aq represents the H+/ H. standard reduction potential in water and

corresponds to 55.8 kcal mol−1 [283]. For the PCTP. / PCTP− half-reaction, the resulting

estimated reduction potential is 0.55 V.

4.3.3 Detection and confirmation of target analytes in environmental samples by
GC×GC-µECD and GC×GC-ENCI-TOFMS

We employed a recently developed protocol for detection, quantification and identity con-

firmation of the target analytes using GC×GC-µECD and GC×GC-ENCI-TOFMS [15]. Tar-

get analytes were initially detected in both water column and sediment sample extracts by

83



Chapter 4. Pentachlorothiophenol, a newly identified aquatic pollutant

GC×GC-µECD based on a 2-D retention time match with known standards, with a retention

time tolerance of ± 0.08 min in the first dimension and ± 0.3 s in the second dimension. The

presence of the target analytes was further confirmed by GC×GC-ENCI-TOFMS analysis for

three selected water column extracts and two sediment samples. From the standard mixture

chromatogram we extracted three m/z values from the averaged spectrum of each individual

target analyte peak using GC Image software package (GC Image, LLC [81]). These three m/z

values were the molecular ion, if available, and two (or three) expected fragments for each

target analyte [230]. We compared the three m/z values of the target analyte in the standard

mixture chromatogram to the suspected target analyte peak in the environmental sample

chromatogram (see Table 4.3). A target analyte had confirmed presence in the environmental

sample chromatogram if the suspected peak matched all three m/z values of the standard

within a tolerance ± 5 mmu and the retention times also matched within ± 0.08 min in the first

dimension and ± 0.3 s in the second dimension (Table 4.3). This procedure is in conformity

with the European Union quality assurance of laboratories [87]. This procedure resulted in

100% agreement between positive detections by GC×GC-µECD and GC×GC-ENCI-TOFMS

for all 3 target analytes in the 5 samples.

4.3.4 Matrix effect elimination and accurate quantification of the target analytes
in environmental samples

We successfully quantified the target analytes in both water and sediment extracts using

GC×GC-µECD. To limit the impact of matrix effects we employed an aggressive baseline cor-

rection, which was the Eilers baseline correction method [82] implemented via Matlab [93].

For the peak delineation algorithm, we used the inverted watershed algorithm [69]. Recent

work has shown that this combination of algorithms leads to good results for quantification of

target analytes in real samples by GC×GC, compared to other tested algorithms [15]. In partic-

ular, the choice of baseline algorithm is important for reducing the impact of apparent matrix

effect [15]. The combination of the optimized separation via GC×GC and the data processing

algorithms enabled the successful detection and quantification of the target analytes (Figure

B.2). For analyte quantification, we used a five point external standard calibration curve with

three replicates at each level of concentration. Chemometric tests indicated that external

standard curves were unbiased and had low offset error (see Appendix, Quality assurance).

4.3.5 PCTP, HCB and PCNB in the water column and sediments of Lake Geneva

PCTP and HCB were successfully detected and quantified in all 30 water extracts, whereas

PCNB (LOD of 3.3 pg L−1) was not detected in any of the water column samples. The averaged

water column concentration of PCTP ranged between 193.7 ng L−1 and 225.2 ng L−1, whereas

for HCB the averaged water column concentration varied between 0.016 ng L−1 and 0.155

ng L−1 (see Table B.4 and Figures 4.2 and B.2). The average water column concentrations

of reported HCB at this site in Lake Geneva, 60.0 pg L−1, was 3 times larger than that re-

ported in Lake Baikal, 20.0 pg L−1 [284], whereas it was about one order of magnitude larger
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than reported average concentrations in remote mountain lakes in Europe (6 pg L−1) [285].

However, the dissolved HCB concentration in Lake Geneva was comparable to HCB water

column concentrations in the Great Lakes [19]. The absolute water column concentration of

PCTP may lay between 3 ng L−1 and 3000 ng L−1. This large level of uncertainty is due to the

inherent uncertainties in the estimates of the two crucial parameters of pKa and apparent Ksw

of PCTP. The estimated pKa value of PCTP using the quantum chemical approach may have

an uncertainty of 1 log unit, and the K H A
sw also estimated by the quantum chemical approach

has an uncertainty of perhaps 0.6 log unit. Therefore, the absolute average water column

concentration PCTP may have an uncertainty of ∼ 1.5 log units.

For both PCTP and HCB we observed a homogenous distribution of concentration as a func-

tion of time and depth during all three months which was in agreement with trends observed

in concentration profiles of hydrophobic brominated hydrocarbons, 4-bromobiphenyl and

pentabromoethylbenzene at this site in the lake [53]. This uniform vertical concentration

distribution suggests a situation of slow change in compound source and removal process

relative to vertical mixing at this location of the lake. It is worth noticing that even though

the absolute concentration of PCTP in the water column of the lake is not well defined due

to the inherent uncertainties in the two key parameters pKa and apparent Ksw , the relative

concentrations of PCTP are well constrained. Therefore, the observed concentration trend for

PCTP in the water column is meaningful, independently from the uncertainty inherent in the

absolute average water column concentration.

We detected PCTP, HCB and PCNB in all four sediment samples (Table 4.4 and Figure B.2).

PCTP concentrations in the sediment extracts varied from non-quantified ("nq") to 6.8 ng kg−1,

whereas HCB and PCNB concentrations ranged between 9.2 ng kg−1 and 318.4 ng kg−1, and

from nq to 153.8 ng kg−1, respectively, Table 4.4. This is the first report of PCTP in sediments

of a lake. The average measured HCB sediment concentration of 158.1 ng kg−1 was about

one order of magnitude smaller than the levels reported 30 years ago by Thomas et al in Lake

Geneva [254]. However, the Lake Geneva sediment concentration of HCB is comparable to

levels reported in sediments of Lake Redó, Spain (180 ng kg−1) [286]. Observed PCNB levels in

Lake Geneva sediments appeared to be two to three orders of magnitude smaller than levels

reported in sediment samples from 20 major river basins in the US [241].

For all three target analytes, we observed higher concentrations in the sediment samples Sed1

and Sed2, which were collected in Vidy Bay and in the center of the lake, compared to the

other sediment samples. The sediment spatial distribution of the target analytes provides

insight into the potential sources of these target analytes. We discuss the plausible sources

of our target analytes in the later section "The fate and behavior of PCTP in the Lake Geneva

environment".
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4.3. Results and discussion

Table 4.4 – Concentrations of the target analytes in the sediment of Lake Geneva.

Sediment concentration (ng kg−1)a

Target analyte Sed1 Sed2 Sed3 Sed4 Literature value reported in log log
other sediments (ng kg−1) Kd (L kg−1) Cs/Cw (L kg−1)

PCTP 4.6 6.8 < 2.0b 2.5 - 0.38c -1.41
HCB 245.6 318.4 9.2 61.0 750-1250d, 180e, 160.0e 3.65 3.45

PCNB 153.8 107.9 < 4.5b < 4.5b up to 180,000g - 2.65

a The concentration is normalized by the dried weight of the sediment sample; b The target
analyte was detected in the sample but its concentration was smaller than the method limit
of quantification (LOQ) c Estimated using a pKa of 4.3 and an environmental pH of 7.5; d

This value was reported in 1984 by Thomas et al for sediments of Lake Geneva [254]; e This
value was reported for sediments of Lake Redó, Spain [286]; g This value was reported for the
sediments of Lake Geneva, 2006, close to the outfall of Vidy Bay WWTP [177]; g This value is
the maximum value reported in the sediments of 20 major river basins in the US [241].

The concentration distribution of HCB between sediment and water at the Sed1 sampling

location appeared to be explained by partitioning equilibrium of HCB between these two

compartments. We compared the measured concentration ratio of HCB in sediment and in

water (CSed1/Cw ), to the equilibrium sediment-water partition coefficient of this pollutant,

Kd , defined as Koc−w × foc [32]. The foc is the fraction of organic carbon in the sediment,

measured at a location about 200 m from the Sed1 site, having a total depth of 100 m [177, 181].

For HCB, the absolute deviation of log transformed CSed1/Cw and the estimated log Kd was

0.21 log units, suggesting that the water column and sediment are at partitioning equilibrium

at this site.

The sediment-water concentration distribution ratio of PCTP of 0.04 was about 60 times

smaller than the estimated apparent Kd of 2.40. The water column concentration of PCTP

has a large level of uncertainty due to the inherent errors in the estimated pKa and estimated

apparent Ksw . The estimated apparent Kd is also affected by the uncertainty of pKa and

estimated apparent Koc−w . Therefore, an assessment of the sediment-water partitioning

equilibrium state proved to be difficult. Measurements of these chemical property parameters

are needed.

PCNB was not detected in the water column of the lake. We estimated the expected water

column concentration of PCNB based on its concentration in sediment, assuming partitioning

equilibrium between the two compartments. The lack of detection of PCNB in the water

column was attributed to the fact that PDMS was not an adequate medium for sampling PCNB

in water [16, 287].
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Figure 4.2 – The concentration profiles of (a) PCTP and (b) HCB in the water column of Lake
Geneva. The error bars represent the observed concentration variability over the three-month
sampling period.

Suspect screening of pentachloromethylthiobenzene (PCMTB) in the environmental sam-

ples

We detected PCMTB in both the water column and sediment samples of the lake, employing a

suspect screening of GC×GC-ENCI-TOFMS chromatograms. We did not include PCMTB in

our initial set of target analytes. However, given the potential role of PCMTB for understanding

the occurrence of PCTP, we evaluated our samples analyzed using GC×GC-ENCI-TOFMS for

PCMTB. To perform the suspect screening, we employed a protocol similar to the method

of Hernández et al [288]. We analyzed the GC×GC-ENCI-TOFMS chromatograms of the five

selected samples for five m/z values for PCMTB reported previously (see Table 4.5) [228]. There

was only one resolved peak in the environmental samples that contained all five m/z values.

This peak had a first dimension retention time of 45.14 min and second dimension retention

time of 4.68 s. Based on the PCMTB boiling point (323.42 ◦C estimated via EPISuite [168]) and

log Kow of 5.51 (estimated using ACD/Labs [281]), we found good agreement between the

retention times of the suspected peak in the environmental samples and predicted retention

window of PCMTB, estimated from its boiling point and log Kow (i.e., first dimension retention

time between 44 min and 46 min, and second dimension retention time between 3 s and 5 s).

This result provides high confidence that PCMTB is present in our samples. To further confirm

this result and also to quantify PCMTB in environmental samples, the use of an analytical

standard would be necessary.
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4.3. Results and discussion

Table 4.5 – Previously reported m/z values for PCMTB, and comparison to the suspect peak.

m/z value literaturea m/z this study fragment
296 296 Mb

246 246 M - CH3 - Cl
211 211 M- CH3 - 2×Cl
174 174 M- 3×Cl - SH
139 139 M- 4×Cl - SH

a Benz et al [228]; b M represents the molecular ion.

4.3.6 The fate and behavior of PCTP in the Lake Geneva environment

There are several plausible pathways that could introduce PCTP into Lake Geneva. The Euro-

pean production and consumption of PCTP decreased from > 1000 t/y, in 1993 [221], to < 4 t/y

[222]. PCTP can be released into the environment as an industrial waste [224, 226, 227, 225],

or it can be produced by degradation of HCB and PCNB [229, 230, 231, 232, 233, 234, 235, 236,

237, 238, 239, 240, 241, 242]. We found no information about the production and consumption

levels of PCNB in Switzerland. One of the main metabolites of PCNB, i.e. pentachloroaniline,

has been detected and quantified in different soil samples in Switzerland [289]. Moreover, we

detected PCMTB, which is one of the degradation products of PCTP, in sediment and the water

column of Lake Geneva (Figure 4.3). This information may suggests that the degradation of

PCNB in soil, plants, sludge and sediment is a production pathway for PCTP, even though

PCNB was not detected in the water column of the lake (possibly due to the lack of affinity for

PDMS). Interestingly, a recent study reported PCNB in Vidy Bay WWTP effluent (Table 4.6)

[16]. Thus, the effluents of WWTPs and runoffs may be an important source for PCTP into the

lake systems. The other important PCTP precursor, HCB, had higher concentration levels and

also different spatial distribution in the sediments of the lake when compared to PCNB and

PCTP. These higher levels were attributed to the heavy past use of this pollutant in the Lake

Geneva area [177, 254], whereas the sediment spatial distribution may be attributed to the

different sources of HCB compared to PCTP and PCNB. The only pathway for degradation of

HCB to form PCTP mainly takes place in the liver of animals and humans exposed to HCB

[230, 236, 237, 238]. However, considering the ban posed on HCB and also its levels in the

Swiss environment [290], this pathway appeared unlikely to be a relevant process for the

environmental production of PCTP. We also evaluated the sediment spatial concentration

distribution of PCTP and PCNB. The sediment spatial distribution of PCTP and PCNB may

suggest the involvement of the highly urbanized area of Lausanne in the introduction of these

pollutants into the lake. Considering different potential introduction ways of PCTP into the

lake, we think that both the direct release through WWTP effluents and urban runoffs, and

also the degradation product of PCNB may be important sources of PCTP in the lake area.

Once in the water column of a lake, PCTP may partition into biota, dissolved organic carbon

(DOC) in the water column, and organic carbon bound to sediments (OC) and particulate
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Table 4.6 – Occurrence of the target analytes in the Lausanne’s Vidy WWTP effluent (taken
from reference [16]).

Detection by Concentration in
Target analyte GC×GC-ENCI-TOFMSa Liquid phaseb (ng L−1)

PCTP nac not determined
HCB not detected not determined

PCNB not detected 0.6

a Based on the GC×GC-ENCI-TOFMS analysis of a PDMS passive sampler deployed in the
effluent stream for 24 h, using the five point criterion method for identity confirmation; b

The WWTP effluent liquid phase concentration was determined from filtered grab samples
analyzed by GC×GC-µECD; c Sample was not analyzed for this target analyte.

organic carbon in the water column (POC)[32]. Based on the estimated pKa of PCTP of 4.2,

this pollutant is more than 99.9 % dissociated at the lake pH of 7.5. This lowers the tendency

of PCTP to partition into the hydrophobic phases such as DOC, POC, and OC (Figure 4.3).

However, the estimated apparent BCF of PCTP (102.46) suggests that the partitioning into

the biota may still be important. For air-water exchange processes, the small apparent Kaw

(10−5.55) indicates that this compound has a very low vapor phase concentration relative to

the aqueous phase, at partitioning equilibrium.

The estimated reduction potential of 0.55 V (versus SHE) for the deprotonated PCTP radical

suggests that the PCTP anion would be easily oxidized by several common lake water oxidants,

as shown in Table 4.7. These aquatic oxidants would be able (from a thermodynamic view)

to take an electron away from the PCTP anion. For example, triplet excited state dissolved

organic matter (3DOM∗) has an estimated reduction potential of approximately 1.36-195 vs

NHE, according to estimates by Canonica et al [291]. In sunlit aquatic waters, 3DOM∗ and

carbonate radical are in much higher concentration than hydroxyl radical [32]. Thus these

oxidants may play an important role in the degradation of PCTP in the lake environment.

However, further work would be needed to test these hypotheses.

4.3.7 Implications

This is the first report of the concentration of PCTP in the water column and sediments of

an aquatic system. Due to the high separation power of GC×GC, we were able to detect and

quantify PCTP in the water column samples without performing any clean up step on the lake

water extracts, and with only limited clean up carried out on the sediment samples of Lake

Geneva. We employed GC×GC-µECD for quantification and GC×GC-ENCI-TOFMS for the

identity confirmation of PCTP in the environmental samples. PCTP has been detected and

quantified in atmospheric particulates collected from east Africa recently [12] and also in the

sediment samples collected in Tokyo Bay, Japan (personal communication by Dr. Y. Zushi)
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Table 4.7 – Environmentally relevant oxidants, their reaction and the E 0
r ed

a (V).

Oxidant Reaction in water E 0
r ed (V)

HO· HO·+e− → HO− 1.9
O3 O·

3+e− → O−
3 1.0

1O2
1O·

2+e− → O·−
2 0.83

HO·
2/O·−

2 HO·
2+e− → HO−

2 0.75
ArO· b ArO·+e− → ArO− 0.79
RO· c RO·+e− → RO− 1.2

ROO· c ROO·+e− → ROO− 0.77
CO·−

3 CO·−
3 +e− → CO2−

3 1.6
NO·

3 NO·
3+e− → NO−

3 2.3
3DOM∗ - 1.36-1.95 d

a Data is taken from reference [32]; b Ar stands for phenyl; c R stands for alkyl; d Data is taken
from reference [291].

	
  

HA HA 

A- A- 

Ka 

Koc-w
HA 

Koc-w
A- 

Direct input 

PCNB 

HCB 

Potential sources 

PCTMB 

Other sinks 

Potential sinks 

	
  

Water  
phase 

POC 
Solid 

anaerobic  

degradation  

anaerobic  

degradation  

enzymatic 
  

tra
nsfo

rm
atio

n  
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using high resolution GC×GC-EI-TOFMS. In all three cases of detection and quantification

of PCTP, the clean up step during the sample preparation was limited compared to what is

common in the literature [250, 17, 63] and the use of advanced separation techniques such as

GC×GC-TOFMS was needed. In our opinion, the lack of environmental occurrence data of

PCTP is likely due to the inadequacy of the methods used commonly for sample preparation

and analysis.

For the water column sampling, the use of passive samplers deployed in steel cages minimizes

the formation of biofilm [292], therefore the clean up step can be avoided. For sediment

samples, matrix effect is more important. Nonetheless, with the separation power of GC×GC

coupled with different detectors and combined with adequate data processing tools [15, 63],

the analyst can detect and quantify trace levels of PCTP in these complex environmental sam-

ples. In future work, the application of polymers with higher affinity for ionizable pollutants

(e.g. polyacrylate) may be more effective for sampling of water.

In upcoming work we are planning to measure both the pKa and the apparent Ksw of PCTP at

pH of 7.5, using HPLC-MS, in order to improve the water column concentration estimate of

PCTP.
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5 Development, modeling and field test
of an in-situ accelerated sampler for
the truly dissolved fraction of organic
pollutants in deep and shallow water.
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Abstract

An accelerated sampler was developed to measure the truly dissolved fraction of hydrophobic

organic compounds (HOPs) in aquatic systems. This sampler collects the truly dissolved frac-

tion of HOPs in the water column by flushing water at high velocity past a polymeric sampling

phase, in-situ. The sampler was initially developed and tested with controlled laboratory

experiments. A two-compartment mass transfer model was developed and was applied to the

depletion profiles of 11 PCBs in laboratory experiments, at three water flow rates of 1, 2, and 4

L min−1. The mass transfer model consisted of a bulk polymer compartment that participated

in an absorption process, and a surface compartment that hosted an adsorption/desorption

process. This model successfully described the mass transfer kinetics of PCBs between the

polymer and water. To conduct a field test, a prototype of the accelerated sampler was de-

ployed in the benthic water column of Lake Geneva at depths of 120-125 m and 140-145 m.

We also deployed passive samplers at similar depths at a location about 500 m distance from

the accelerated sampling site, for two consecutive months of June and July of 2011. Both water

column sampling methods enabled successful quantification of 4 out of 11 PCBs in the water

column. We compared the average water column concentrations of these 4 PCBs as measured

using the conventional passive sampling methodology and using the accelerated sampler.

We found an excellent agreement between the two sampling methodologies. The absolute

concentration deviation between the two methods were smaller than 53% for all four PCBs,

which was within measurement error. The accelerated sampler enabled us to measure ∼ 0.001

pg L−1 levels of truly dissolved fraction of HOPs in the deep water column of this aquatic

system only after 2 h of deployment, without being affected by suspended solids and dissolved

organic matter in the water column.

5.1 Introduction

Measuring hydrophobic organic pollutants (HOPs) in aquatic environments is a challenging

task due to the trace level concentrations of these compounds and due to the complex matrix

encountered in environmental samples [15, 16, 17, 18]. Large volume sampling [19, 17] and

passive sampling methodologies [20, 21, 22] are the conventional methods for measuring

these compounds in the water column of aquatic systems. Large volume sampling of HOPs

requires particular care in sample handling and storage [23, 24, 18]. A recent study showed that

large volume sampling is sensitive to the suspended solids and the dissolved organic matter

in the aquatic system [25]. Additionally, large volume sampling is not a practical approach

for water depths > 100 m, due to the possibility of cross-contamination caused by the use of

long tubes and pumping system [17, 18]. By comparison, the passive sampling methodology

is inexpensive, stable, and easy to handle [23, 26, 27]. However, passive sampling necessitates

exposure times of 4 to 8 weeks, depending on the water concentration levels, hydrophobicity

of the target analytes, and the hydrological conditions [28, 29]. Additionally, passive samplers

may encounter problems with biofilm formation, due to the long exposure times required

[30]. Most passive sampling efforts have been conducted in shallow water [24, 22], due to the
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logistical challenges of deep water deployments [29, 31, 28].

Little published data are available regarding the concentration of the truly dissolved (TD)

fraction of HOPs in deep waters. The TD fraction of a HOP is the fraction of the HOP that

is dissolved in water and that is not associated with suspended particles, dissolved organic

matter, particulate organic carbon [32]. This fraction (i.e. TD fraction) tends to bioaccumulate

into the biota due to its high bioavailability [32]. Therefore when HOPs are analyzed in aquatic

systems, the TD fraction is considered widely important even when present at trace level

concentrations [17, 7, 33, 32, 25]. There have been several attempts to measure HOPs in the

water column of aquatic systems [35, 34, 19, 17], however these studies were mainly limited to

the surface water. There are a few published works in development of new sampling systems

that are able to overcome the issues of cost, time, energy and the difficulty of sample handling,

for sampling of HOPs in the deep water columns of aquatic systems [31, 28]. Petrick et al

developed an in situ system that uses an immersible pump, to push water through a glass fibre

filter followed by an XAD resin [31]. This sampling system was test at 4000 m depth, with the

maximum depth of deployment of 6000 m. However, this system uses plastic tubes for the

connections, and this may cause cross-contamination due to the absorption of HOPs to the

plastic tubings. This sampling system also difficult to deploy in aquatic systems with a high

concentration of suspended solids. The higher concentration of suspended solids may cause

the glass filter to clog and therefore the sampler may not reach the limit of quantification for

that HOP. Llorca et al used a passive sampling based system to measure polycyclic aromatic

hydrocarbons in an outlet of a wastewater treatment plant in Spain, having a sampling depth

of 1 m [28]. However, their sampling system required a sampling time of 5 days in order to be

able to accurately quantify their target analytes. To our knowledge there is no fast sampling

system available that can sample trace levels of the truly dissolved fraction of HOPs in deep

water column of aquatic systems, without being affected by suspended solids and/or dissolved

organic matter in the water column.

The aim of this study is to develop, model, and field test an accelerated sampler that can

sample the truly fraction of HOPs in the both shallow and deep water column of an aquatic

system. We developed a pumped flow device with the ability to sample quantitatively the truly

dissolved fraction of HOPs within 5 hours in deep and shallow water. We developed a mass

transfer model to describe the uptake of HOPs from water into the sampling polymer, based

on controlled laboratory experiments. The performance of the accelerated sampler and mass

transfer model were field validated by comparing the accelerated sampler results with field

measurements obtained using conventional passive samplers.
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Table 5.1 – The list of performance reference compounds (PRCs) used in this study and their
chemical-physical properties.

PRCs used during the laboratory experiment

Compound Acronym Mw
a log Kow

b Kpw
c Dw

d Dp
e

2,3’,6-trichlorobiphenyl PCB27 255.961 5.69f 4.73i 5.27 7.41
2,4’,5-trichlorobiphenyl PCB31 255.961 5.69f 4.73i 5.27 6.03
2,2’,4,6’-tetrachlorobiphenyl PCB51 286.922 5.84f 5.10i 4.82 3.63
2,2’,5,5’-tetrachlorobiphenyl PCB52 286.922 5.84g 5.38h 4.82 3.63
2,2’,4,5,5’-pentachlorobiphenyl PCB101 323.883 6.38g 5.71h 4.46 3.02
2,3,3’,4,4’-pentachlorobiphenyl PCB105 323.883 6.61h 5.89h 4.46 3.16
2,3’,4,4’,5-pentachlorobiphenyl PCB118 323.883 6.61h 5.87h 4.46 2.82
2,2’,3,4,4’,5’-hexachlorobiphenyl PCB138 357.844 7.06h 6.20h 4.15 2.57
2,2’,3,4’,5’,6-hexachlorobiphenyl PCB149 360.878 7.28f 6.37i 4.15 2.69
2,2’,3,4,4’,5,5’-heptachlorobiphenyl PCB180 395.3232 7.36g 6.40h 3.89 2.40
2,2’,3,3’,4,4’,5,5’-octachlorobiphenyl PCB194 429.7683 8.92g 8.02i 3.67 1.86

PRCs used for environmental sampling

2,4,6-trichlorobiphenyl PCB30 255.961 5.69f 4.73h 5.27 6.03
2,2’,4,6-tetrachlorobiphenyl PCB50 286.922 5.84f 5.10h 4.82 3.63
2,2’,3,4,6,6’-hexachlorobiphenyl PCB145 360.878 7.28f 6.37h 4.15 2.69
2,2’,3,4,4’,5,6,6’-octachlorobiphenyl PCB204 429.7683 8.92f 8.02h 3.67 1.86

a The molecular weight of the PRC (g mole−1); b The partitioning constant of the compound
between octanol and water; c The polydimethylsiloxane (PDMS) and water partitioning con-
stant of the PRC; d The diffusion coefficient of the PRC (× 10−10) in water having units m2

s−1, estimated using reference [32]; e The diffusion coefficient of the PRC (× 10−11) in PDMS
having units m2 s−1. Value is taken from the reference [293]; f Estimated using EPISuite [168];
g Value taken from reference [294]; h Value taken from reference [295]; i Value estimated using
the LFER in reference [167].

5.2 Experimental

5.2.1 Chemicals

An analytical standard mixture of polychlorinated biphenyls (PCBs) was purchased from

Sigma-Aldrich Switzerland. This mixture consisted of 11 PCBs in a solution of heptane (Table

5.1). We also obtained PCB30, PCB 50, PCB 145, PCB 204 standards from Sigma-Aldrich.

Pesticide grade methanol, hexane, and pentane were purchased from VWR Switzerland.

5.2.2 Loading of performance reference compounds (PRCs) onto PDMS polymer
strips

We used polydimethylsiloxane sheets (PDMS, AlteSil Laboratory Sheet, UK) with a thickness

of 0.5 mm. We chose PDMS due to its exhibited linearity in the mass transfer for compounds
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having a wide range of hydrophobicity, i.e. Kow [164, 163, 219]. We cut the PDMS sheets into

strips of 10×1×0.05 cm3, which resulted in an average strip weight of 1.98 ± 0.20 g. To clean

the strips, we extracted them with methanol using Soxhlet extraction for a duration of 24 h.

The cleaned PDMS strips were then stored in a glass container at - 20 ◦C.

The cleaned PDMS strips were loaded with performance reference compounds (PRCs) [162,

165] using the method of Booij et al. [162]. For the laboratory desorption experiment we

loaded the strips with 100 ng of each individual PCB present in the PCB standard mixture

(Table 5.1). For the environmental deployment we loaded the PDMS strips with 4 PRCs, which

were PCB30, PCB50, PCB145, and PCB204, at 20 ng g−1 each.

5.2.3 Laboratory desorption experiment

The laboratory desorption experiment consisted of a SP-400 immersible pump (Fulz Pumps,

Inc, USA), emplaced in a 50 L glass container with a distilled water inflow, and with the PRC-

loaded PDMS strip suspended in stainless steel pipes that carried pump water outflow (Figure

5.1). The desorption experiment was carried out at 3 different flow rates of 1 L min−1, 2 L

min−1, and 4 L min−1. We evaluated the depletion of 11 PCBs over time periods of 120 min,

360 min, and 240 min for the desorption experiments, at flow rates of 1 L min−1, 2 L min−1,

and 4 L min−1, respectively. However, for the 1 L min−1 experiment we were unable to sample

the depletion levels over periods longer than 120 min due to difficulties of maintaining this

water flow rate with the SP-400 pump.

The glass container and the pump were washed by distilled water and rinsed with solvent,

hexane, prior to each experiment. Before starting each experiment we flushed the pump and

the stainless steel pipes with distilled water for 30 min, in order to avoid cross-contamination.

Finally, for the laboratory experiment, the PRC-loaded PDMS strip was positioned downstream

from the pump. This setup enabled us to prevent cross-contamination that would otherwise

be caused by sorption of PRCs to the pump and the surface of glass container.

5.2.4 Accelerated sampler prototype

The accelerated sampler consisted of an SP-400 immersible pump system attached to 60 cm

of stainless steel pipes at the pump intake. The PRC-loaded PDMS strip was placed inside of

the intake pipe for the deployment in the environment. The pump system was connected to a

control-box, used to regulate the water flow rate. This prototype was analogous to the labora-

tory setup used for the desorption experiment. However, in the field sampler prototype, we

decided to have the PRC-loaded PDMS strips placed upstream from the pump. This position-

ing of pump and the PDMS strip enabled us to avoid interferences from cross-contamination

in between field measurements. Finally, the pumps used for the field experiment were not
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(1)
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(3)

(4)

(5)

(6)

Figure 5.1 – A simplified schematic of the desorption experiment. The numbers indicate
different components of the experimental setup: (1) distilled water inflow, (2) glass container
filled with water, (3) SP-400 immersible pump, (4) stainless steel pipe, (5) the PDMS strip, (6)
water outflow. The arrows indicate the direction of the water flow.

utilized for the laboratory experiments.

5.2.5 Field sampling in Lake Geneva

We deployed both conventional passive samplers and also a prototype of the accelerated

sampler in Vidy Bay, Lake Geneva (Figure 5.3). The passive samplers served as a reference

measurement in order to evaluate the performance of the accelerated sampler. The conven-

tional passive samplers were deployed at five different depths between 70 and 166.5 m for

an exposure period of 1 month, during two sampling periods of June and July, 2011. This

location is about 1200 m from the northern shore of the lake and has a total depth of 167

m, having 46◦49’82.88" N and 6◦58’10.55" E (World Geodetic System, 1984). For the field

test, the accelerated sampler was deployed twice, both times at locations about 500 m east of

the passive sampling location. These accelerated sampler deployments were conducted on

June 12th and July 2nd , 2011 at 120-125 and 140-145 m depths, respectively using the human-

occupied MIR scientific submersibles, which followed the trajectories shown in Figure 5.2.

These deployments were carried out for exposure times of 73 min and 178 min, respectively,

and with an average pump water flow rate of 4 L m−1.
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(1)$ (2)$

(3)$

Water$inflow$$

Water$ou2low$$

Figure 5.2 – A simplified schematic of the prototype of the accelerated sampler deployed using
the MIR human-occupied scientific submersibles, and also a photograph of the accelerated
sampler integrated into the MIR chassis. Labeled in the schematic are (1) the PRC-loaded
PDMS strip, (2) stainless steel pipe, and (3) the SP-400 immersible pump system.
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Figure 5.3 – Map showing the locations of conventional passive sampling, Lausanne’s Vidy
wastewater treatment plant (WWTP) outfall, and the trajectories of the accelerated sampler de-
ployed using MIR submersibles, in World Geodetic System (WGS84) coordinates. Bathymetry
contours of 45 m are overlaid.
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5.2.6 Extraction of PDMS strips after deployment

All PDMS strips, including those from the desorption experiment, field passive sampling,

environmental deployment of the accelerated sampler, and also controls were extracted with

20 mL of pentane for 8 h, three consecutive times. The final extract volume (60 mL) was

reduced to 1 mL and simultaneously was switched to hexane, using a rotary evaporator. The

final extracts were stored at - 20 ◦C until analysis.

5.2.7 Sample analysis

GC-ECD conditions

We analyzed the PDMS extracts from the laboratory depletion experiments using a Hewlett-

Packard (HP 6890) gas chromatography (GC) system coupled to an electron capture detector

(ECD). The separations were carried out on a 60 m length, 0.25 mm inner diameter (i.d.), 0.25

µm film thickness SPB-Octyl column (Sigma-Aldrich, Switzerland). The oven temperature

program was started at 80 ◦C and held for 30 s, then initially increased to a temperature of

150 ◦C with a ramp rate of 150 ◦C min−1, where it was held at 150 ◦C for 1 min. The second

temperature ramp was a 2.5 ◦C min−1 increase from 150 ◦C to 285 ◦C, where it was held at 285
◦C for 30 min. We injected 1 µL of the sample extracts on-column and employed a constant

carrier gas (helium) flow rate.

5.2.8 GC×GC-µECD and GC×GC-ENCI-TOFMS conditions

PDMS strip extracts from both the passive sampler field deployments and also the accelerated

sampler field deployments were analyzed using a Leco Corp comprehensive two dimensional

gas chromatograph coupled with a micro electro capture detector (GC×GC-µECD) instrument,

which is a modified Agilent 7890A GC system. This system was equipped with a split/split-less

injector and a dual-stage quadruple-jet modulator. We analyzed the environmental sample

extracts employing a first dimension column of 30 m length, with 0.25 mm i.d., 0.25 µm film

thickness RTX-1 (Restek, USA), and a second dimension column of 2 m length, with a 0.1 mm

i.d., and 0.1 µm film thickness BPX-50 (Restek, USA). The main oven temperature program

consisted of: an initial temperature of 45 ◦C, held for 1 min, and then increased to 160 ◦C at 2.5
◦C min−1, and from 160 ◦C to 300 ◦C at 1.8 ◦C min−1, held at that temperature for 10 min. The

secondary oven temperature program was a first ramp from 57 ◦C to 172 ◦C at 3.2 ◦C min−1,

held for 1 min, and then a second ramp from 172 ◦C to 312 ◦C with a ramp-rate of 2.8 ◦C min−1

and held for 33.4 min. A modulation period of 15 s was chosen. We used helium as carrier gas

with a constant flow rate of 1.5 mL min−1

To further confirm the identity of the target analytes in the environmental extracts, we an-

alyzed 3 PDMS strip extracts from the passive sampler deployment and 2 extracts from the

accelerated sampler deployment with a GC×GC coupled to an electron capture negative
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chemical ionization time-of-flight mass spectrometer (ENCI-TOFMS) (Zoex Corp. USA). For

identity confirmation of the target analytes by GC×GC-ENCI-TOFMS, we used a previously

established method [53, 16, 15]. The instrument program is detailed elsewhere [53, 16].

5.2.9 Quality assurance

For sample preparation and analysis control, we analyzed four different blanks. These blanks

comprised of: a PDMS blank, which was an extract of five pre-cleaned PDMS strips; a glassware

blank, which was the solvent extraction of the glassware and rotary evaporator used for the

extraction; a field blank, which was a loaded PDMS strip brought to the field but not deployed;

and finally a solvent blank. All glassware utilized in the analysis was first hand-washed and

oven-baked at 450 ◦C overnight. We also baked the GC systems at 300 ◦C for 30 min before

each standard and sample injection.

5.3 Theoretical background

5.3.1 One compartment Linear model of sorption kinetics

We first describe a model that is widely used to describe sorption kinetics of pollutants associ-

ated with uniphasic passive sampler devices [296, 164, 21, 162, 219, 297, 264], here referred to

as the one-compartment linear model.

This model assumes that the mass transfer between the bulk water and the passive sampler

material takes place by diffusion through a thin water boundary layer (WBL) at the sampler-

water interface and diffusion within the passive sampler material (Figure 5.4). The mass

transfer flux is a linear function of the concentration difference of the HOP between the water

bulk phase and passive sampler phase. The interface between passive sampler phase and

WBL is assumed to be at partitioning equilibrium, and the bulk water phase is assumed well-

mixed. In this case, the mass flux of a HOP between bulk water and the PDMS polymer can be

described by [32]:

Fp−w = νtot (Cw ·Kpw −Cp ) (5.1)

where Fp−w has units of mass time−1 length−2, Cw is the concentration of HOP in bulk water,

Cp is the concentration of the HOP in the PDMS phase, Kpw is the equilibrium partition

constant of the HOP between water and the PDMS phase, and νtot is the total velocity of mass

transfer from bulk water to the PDMS, with units of length time−1 (Figure 5.4). Assuming a

steady-state transfer between the two phases, the total velocity of mass transfer, νtot , is given

by:

1

νtot
= 1

νp
+ Kpw

νw
(5.2)
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where νp represents the velocity of diffusive mass transfer within the polymer material, and νw

represents the velocity of mass transfer across the WBL. Under the assumption that transport

through both the WBL and the polymer phase are governed by steady state diffusion, each

mass transfer velocity can be approximated by the ratio of the diffusion coefficient of the HOP

in that phase and the thickness of the phase layer, or:

νp = Dp

δp
(5.3)

νw = Dw

δw
(5.4)

where the Dp is diffusion coefficient of the HOP in the polymer; Dw is the diffusion coefficient

of the HOP in water; δp is the 1/2 of the thickness of the polymer strip [164, 21, 162, 161, 294];

and δw is the thickness of WBL. Thus Eq. 6.2 can be rewritten as:

1

νtot
= δp

Dp
+ δw ·Kpw

Dw
(5.5)

Therefore Eq. 6.1 can be written as:

Fp−w = 1
δp

Dp
+ δw Kpw

Dw

(Cw ·Kpw −Cp ) (5.6)

In this case the concentration variation of HOPs in the polymer with respect to time can be

explained by:

dCp

d t
= Fp−w · (

Ap

Vp
) = 1

2δp (
δp

Dp
+ δw Kpw

Dw
)

(Cw ·Kpw −Cp ) (5.7)

where the Ap and Vp are the surface area and the volume of the polymer, and therefore
Ap

Vp
= 1

2δp
.

To describe uptake of an HOP by the polymer, we assume that: Cp (t = 0) = 0; and Cw is

constant with time. In this case we can solve Eq. 5.7 to obtain:

Cp =Cw ·Kpw (1−exp(−ke t )) (5.8)

In Eq. 5.8 the parameter ke has unit of time−1 and represents the rate constant of mass transfer

between water and polymer, and it is described as follows:

ke = 1

2δp (
δp

Dp
+ δw Kpw

Dw
)

(5.9)

The same rate of mass transfer, ke , also can be used for describing the depletion of the PRCs
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from the polymer to the water phase. In this case we assume that the Cw = 0 and Cp (t = 0) =

C 0
p , where C 0

p is the initial concentration of the HOP in the polymer phase. Solving Eq. 5.7

gives:

Cp =C 0
p exp(−ke · t ) (5.10)
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Figure 5.4 – The schematic of the one compartment model, illustrating the PRC concentration
profiles expected during the laboratory desorption experiment. Cp is the concentration of the
PRC in PDMS, Cw is the concentration of PRC in water, Kpw is the partitioning constant of
PRC between the two phases, δp is half of the PDMS strip thickness, and δw is the thickness of
water boundary layer.

5.4 Results and discussion

5.4.1 Application of the one-compartment linear model to laboratory desorption
kinetic data

As a starting point in this study, we attempted to apply the conventional one-compartment

linear model to describe the depletion kinetics of HOPs from PDMS polymer during the labo-

ratory desorption experiment. We used Eq. 5.10 to describe the depletion profiles of the 11

PCBs, with ke as a fitting parameter (Table 5.2).

The goodness-of-fit parameters suggested that the one compartment model does not ade-

quately explain the experimental data (Table 5.2). Squared regression coefficient values (R2)
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were < 0.6 for 31 cases out of 33, and root mean square error of the fit (RMSE) values were ∼
0.1 for 27 cases out of 33. The depletion profiles of all 11 PCBs suggested a biphasic desorption

behavior, under all three water flow rates (Figure 5.6). During the initial phase of desorption,

which lasts approximately for 900 s, we observed a fast depletion of all 11 PCBs. After this early

fast kinetic phase, we observed a slower depletion of the target analytes from the polymer.

This prompted us to re-evaluate the main assumption in the one-compartment linear model,

which is that PDMS can be considered as a single-compartment bulk phase.

We considered the possibility that diffusion within the polymer may be sufficiently slow that Eq.

5.3 is inadequate to correctly capture this mass transfer velocity. This hypothetical case would

imply that published Dp values (Table 5.1) are erroneously high. To evaluate this possibility,

we attempted to explain the laboratory desorption experiments using a one-dimensional finite

difference model that allowed transient diffusion kinetics within the polymer phase as well as

steady state diffusion through the WBL at the polymer-water interface [298]. To fit the model

to the observed depletion curves of individual PCBs, Dp and δw were treated as freely fitting

parameters and Dw and δp values were taken as known parameters. This approach failed

to adequately explain the observed PCB depletion curves from the laboratory desorption

experiment, regardless of the flow rate considered[298]. Based on these results, we concluded

that the Dp values in Table 5.1 could not be rejected, and we discarded the hypothesis that

transient diffusion behavior within the polymer was a mass transfer-limiting process during

the laboratory desorption experiments.

Based on the numerical experiments described above, we arrived at the conclusion that

the one-compartment linear model was inadequate to explain the observed PCB depletion

kinetics in the laboratory desorption experiments. This was true regardless of whether we

assumed either steady state or transient diffusion kinetics within the polymer phase. Taken

together, these findings led us to reject the assumption that sorption to the polymer could be

modeled as a single compartment.

5.4.2 Development and application of a two-compartment non-linear model of
sorption kinetics

Several previous investigations have reported that the mass transfer between the PDMS and

water is governed mainly by the sorption into the bulk polymer phase [158, 160, 163, 22, 299].

However, a few recent studies have suggested that adsorption of HOPs may occur on the PDMS

surface [300, 301, 302].

Based on the findings discussed in the previous section, we developed a two-compartment

non-linear model to explain the observed mass transfer kinetics of PCBs between water

and PDMS. This model consisted of two polymer compartments, defined as "surface" and
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"bulk", both of which contact a WBL (Figure 5.5). This model assumes that the two polymer

compartments are additive, thus the total HOP mass in the polymer is the sum of HOP masses

in the two compartments. The second main assumption of this model is that the two polymer

compartments experience desorption independently, in parallel. This latter assumption is

reasonable as long as the time scales of desorption kinetics of the two compartment are very

different from each other.

By analogy to the one-compartment model, the mass flux of an HOP between each polymer

compartment (surface or bulk) and bulk water can be formulated as:

Fps−w = νtot−s(Cw ·Kpsw −Cs) (5.11)

Fpb−w = νtot−b(Cw ·Kpbw −Cpb), (5.12)

where Cw is the concentration of the HOP in water; Cs is the concentration of the HOP in the

surface polymer compartment, defined as the mass of HOPs in that compartment divided

by the surface area of the polymer (mass length−2); and Cpb is the concentration of the

HOP in the bulk polymer compartment, defined as the mass of HOP in that compartment

divided by the total volume of the polymer (mass length−3). In Eqs. 5.11 and 5.12, νtot−s is

the velocity of chemical mass transfer between the surface polymer compartment and the

bulk water phase (time−1), νtot−b is the velocity of chemical mass transfer between the bulk

polymer compartment and bulk water (length time−1), Kpsw is the equilibrium partitioning

coefficient of the chemical between the surface compartment and water (unit of length), and

Kpbw is the unitless equilibrium partitioning coefficient of the chemical between the bulk

polymer compartment and water. Based on the published Dp values reported in Table 5.1, we

assume that diffusion in the PDMS phase is not the rate limiting step during mass transfer

(
δp

Dp
<< δw ·Kpw

Dw
). Thus we assume that mass transfer across the WBL is the rate limiting step

[164, 21, 162, 161, 294]. Therefore,

νtot−s = Dw

Kpswδw
, (5.13)

νtot−b = Dw

Kpbwδw
. (5.14)

We defined an "apparent" surface concentration of HOPs, which has units of mass length−3 as:

Cps =
Cs · Ap

Vp
(5.15)

so that changes in the surface compartment concentration and changes in the bulk polymer

compartment concentration can be considered in terms of common units. Based on the
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Figure 5.5 – Schematic of the two-compartment non-linear model in which concentration
profiles are shown for PRCs during the laboratory desorption kinetic experiments. The top
panel illustrates the model concentration profile of the PRC absorbed in bulk polymer and the
PRC dissolved in water, and the bottom panel shows the the model concentration profiles of
the PRCs adsorbed in the polymer between surface compartment and the PRC dissolved in
water. Cpb is the concentration of the chemical in the bulk polymer compartment, Cs is the
concentration of the chemical in the surface polymer compartment, Kpbw is the partitioning
constant of the PRC between the bulk polymer and water, and Kpsw is the surface sorption
constant of the PRC.
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assumptions of the two-compartment model, the time-dependent changes in concentration

of the HOP in the two polymer compartments are characterized by the following differential

equations:

dCps

d t
= Fps−w · Ap

Vp
(5.16)

dCpb

d t
= Fpb−w · Ap

Vp
(5.17)

If we substitute the flux equations (Eqs. 5.11 and 5.12) into Eqs. 5.16 and 5.17, we obtain:

dCps

d t
= kps(

Cw ·Kpsw

2δp
−Cps) (5.18)

dCpb

d t
= kpb(Cw ·Kpbw −Cpb) (5.19)

where kps and kpb are the rate constants of mass transfer of HOPs between the polymer

compartments and water, with units of time−1:

kps = Dw

Kpswδw
(5.20)

kpb = Dw

2Kpbwδw ·δp
(5.21)

5.4.3 Application of the two-compartment non-linear model to the laboratory
desorption kinetics experiment

To apply Eqs. 5.18 and 5.19 to the laboratory desorption kinetics experiment, we assumed

that: Cw =0, Cps(t = 0)=C 0
ps and Cpb(t = 0)=C 0

pb , consistent with the conditions of the experi-

ment. C 0
ps is the initial apparent surface concentration of the PRC, and C 0

pb is the initial bulk

concentration of that PRC. Thus, solving Eqs. 5.18 and 5.19 leads to:

Cps = C 0
ps ·exp(−kps · t ) (5.22)

Cpb = C 0
pb ·exp(−kpb · t ). (5.23)
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The total concentration of PRC in the polymer (surface and bulk) changes with time according

to:

Cp (t ) = Cps(t )+Cpb(t ), (5.24)

Cp (t ) = C 0
ps ·exp(−kps · t )+C 0

pb ·exp(−kpb · t ). (5.25)

Dividing both sides of Eq. 5.25 by the total initial concentration of PRCs in the polymer, C 0
p ,

we obtain:

Cp (t )

C 0
p

= fps ·exp(−kps · t )+ fpb ·exp(−kpb · t ). (5.26)

In Eq. 5.26, fps and fpb represent the mass fraction of PRCs in each polymer compartment,

such that fps+ fpb=1, which is consistent with the assumption of additive compartments. Eq.

5.26 also assumes that the two compartments undergo mass transfer on different time frames,

such that kps >> kpb , and therefore the compartments can be treated as approximately inde-

pendent. Previous studies have shown that the mathematical expression given by Eq. 5.26 may

be used to characterize the mass transfer of PRCs in a system of two sequential compartments,

as long as the assumption of kps >> kpb is fulfilled [303, 304]. This model also has been used

for describing multiphase mass transfer systems, such as the desorption of hydrophobic con-

taminants from sediment and soil [305, 306, 307, 308, 309, 310] and drug delivery in biological

tissues [303].

We fitted Eq. 5.26 to the experimental depletion profiles of 11 PCBs, allowing the compound-

specific parameters, kps and kpb , to be freely fitted to each flow rate, by non-linear regression.

The parameter fps was interpreted as independent of the water flow rate, and therefore we

optimized this parameter by minimizing the root mean square error between the experimental

data and the model estimate for each PCB at all three water flow rates. In other words, one

value of fps was allowed for each PCB, such that the RMSE was minimized over all three water

flow rates.

The two-compartment non-linear model successfully fitted the depletion profiles of all 11

PCBs at all three flow rates, employing Eq. 5.26. This model was able to describe the mass

transfer from polymer to water of all PCBs for the water flow rates of 2 and 4 L min−1 (Table

5.2 and Figure 5.6). The two compartment model exhibited some difficulties in fitting the

depletion profiles of 5 out of 11 PCBs for the lowest water flow rate of 1 L min−1. This might

attributed to both experimental error and also the difficulties of the pumping system to

maintain a constant water flow rate at 1 L min−1. Overall, the two compartment model

appeared to be reasonably adequate for describing the depletion behavior of the 11 PCBs at

all three water flow rates.
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Figure 5.6 – The depletion profiles of PCB180 fitted with the two compartment model (Eq.
5.26) at: (a) 1 L min−1 water flow rate; (b) 2 L min−1 water flow rate; (c) 4 L min−1 water flow
rate.

109



Chapter 5. Accelerated sampler

The rate constants for surface and bulk mass transfer, kps and kpb

The fitting parameter kps was found to exceed kpb by at least two orders of magnitude for

all PCBs and all flow rates (Table 5.2). Therefore the assumption of polymer compartment

independency was fulfilled. These two parameters represent the rate constants describing

mass transfer between each polymer compartment (surface and bulk) and the water compart-

ment. Based on their physical interpretation (Eq. 5.20 and 5.21), kps and kpb are viewed to be

dependent on both chemical properties and hydrological conditions.

The fitting parameter kps ranged between a low value of 0.01670 min−1, observed for PCB27

with the water flow rate of 1 L min−1, and a high value of 1.1021 min−1, observed for PCB194

with 1 L min−1 water flow rate (Table 5.2). We did not observe any trends between fitted kps

values and the physical and chemical properties of the 11 PCBs, such as Kow , Dw , or water

solubility. kps also did not appear to be statistically associated with variations in the water

flow rate. However, the 95% confidence interval (CI) of the fitting parameter, kps , revealed

high uncertainty in this parameter. We analyzed this variability by dividing the upper bound

of the CI to the lower bound of the CI, (
C Iupper

C Ilower
). This ratio exhibited a value > 4 for 23 out 33

cases (Table 5.2), meaning that the fitted parameter has a high level of uncertainty. Thus the

lack of trend between kps and the PCB properties may be attributed to the large uncertainty

observed for kps .

The second fitting parameter kpb , varied between a low value of 0.09810 × 10−3 min−1 for

PCB194 at the 1 L min−1 water flow rate, and a high value of 1.954 × 10−3 min−1 for PCB27 at

the 4 L min−1 water flow rate (Table 5.2). We also evaluated the statistical uncertainty of the

fitting parameter kpb . For kpb , 20 out 33 cases resulted in
C Iupper

C Ilower
values < 4, which indicated

that this parameter was more successfully well-determined than kps . The log 1/kpb was found

to be highly correlated with log Kpw . Therefore log 1/kpb would also correlate with log Kow

(Figure 5.7). The correlation coefficients between log 1/kpb and log Kow were exactly the same

as the correlation coefficients between 1/kpb and log Kpw . This similarity was due to the

LFER slope of ∼ 1 [167], used for estimation of Kpw based on Kow . The squared correlation

coefficients between log Kow and log kpb were ≥ 0.84 for all three water flow rates (Figure 5.7).

This is consistent with the assumption that the mass transfer of a HOP between bulk polymer

compartment and water is controlled by the equilibrium partitioning coefficient of that HOP

into the bulk PDMS, as illustrated by Eq. 5.21. However, linear regressions of both log Kow

and log Kpw versus log 1/kbp produces a slope < 1 for all three flow rates. For the 1 L min−1

flow rate, the slope is 0.1874; for the 2 L min−1 flow rate, the slope is 0.1909; and for the 4 L

min−1 flow rate, the slope is 0.0227. This indicates that 1/kpb has a much weaker dependence

on Kow (or Kpw ) than the linear model relationship given by Eq. 5.21. This suggests that the

two-compartment model may be missing an important transport process or compartment.

A sub-linear dependence of 1/kpb on Kow also has been observed in previous studies that

employed the one-compartment approach to model PDMS-water sorption kinetics of HOPs
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[164, 162, 22, 311, 312, 294].

We briefly evaluated the possibility that diffusion within the bulk polymer phase may need

to be considered. This was done by extending νtot−b in Eq. 5.14 to include the term Dp /δp ,

which describes diffusion within the bulk polymer phase, analogous to Eq. 5.5. At the fastest

flow rate of 4 L min-1, the Dp /δp term was found to account for less than 20% of the observed

νtot−b for all PCBs that were tested. At lower flow rates, the Dp /δp term was a negligible

contribution to νtot−b . Inclusion of the Dp /δp term into the rate constant, kpb , did not lead

to improved regressions between log kpb and log Kow . Based on these observations, diffusion

within the polymer does not appear to be a dominant limitation to mass transfer for any of

the conditions and compounds considered here. However, based on the uncertainties in the

parameters Dp and νtot−b , we cannot rule out the possibility that diffusion within the polymer

may play an important role. At the present time, we have decided to neglect this process in

the two-compartment model, since it adds needless complexity to model without aiding our

interpretation of the datasets available here.

We also observed an increase in kpb by increasing the water flow rate. This trend was attributed

to the effect of the water flow rate on the thickness of the WBL, δw . We estimated the thickness

of WBL by solving Eq. 5.21 for δw :

δw = Dw Ap

Kpw kpbVp
. (5.27)

The data reported in Tables 5.1 and 5.2 were used for estimation of δw . This estimated param-

eter, δw , had an average value of 0.23 µm for the 4 L min−1 water flow rate. At this flow rate,

the smallest δw value was 0.0004 µm, obtained for PCB194. The largest δw value was 1.1 µm

obtained for PCB27. For the 2 L min−1 water flow rate we found an average δw of 1.03 µm. The

smallest δw value for this water flow rate was 0.0069 µm for PCB194 whereas the largest δw

was 4.7 µm, obtained for PCB27. The average δw , for 1 L min−1 water flow rate, was 1.15 µm,

whereas the smallest and the largest δw at this water flow rates were 0.0076 nm and 5.2 µm,

respectively, obtained for PCB194 and PCB27.

Based on the estimates shown above, the lowest δw values are physically unrealistic. These

values are associated with the most hydrophobic PCBs (PCB194, PCB180, and PCB149). Ad-

ditionally, δw values exhibit a clear trend with respect to compound hydrophobicity; δw is

inversely correlated with log Kow according to a squared correlation coefficient of 0.92. How-

ever, according to the boundary layer model used here, δw should be compound independent.

The apparently unphysical behavior of the estimated δw is consistent with the finding the

log 1/kpb exhibits the wrong dependency on log Kow , as discussed in the previous paragraph.

This suggests that an important transport process or compartment is not included in the

present modeling approach. For practical purposes, the present estimates of δw are viewed
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as semi-quantitative, and these values allow comparisons with other studies that have used

similar modeling approaches to estimate δw .

We compared the magnitude of the average δw of the present study to the same parameter

reported for PCBs using the one compartment model and a batch system, where the water

compartment was mixed using either a twister or by shaking the container [311, 312, 294, 167].

The averaged δw , for the water flow rate of 4 L min−1, was about five times smaller than the

values reported by Jeannot and Cantwell, and tar Laak et al. [311, 312, 294], whereas for the

smaller water flow rates (i.e. 2 L min−1 and 1 L min−1) the δw was comparable to the literature

reports [311, 312, 294].
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Figure 5.7 – The value of log Kow (Table 5.1) plotted vs the log kp f (Table 5.2) for: (a) 1 L min−1

water flow rate experiments (logKpb=- 0.1874·logKow -2.4331), R2 = 0.86; (b) 2 L min−1 water
flow rate experiments (logKpb=-0.1909·logKow -2.3649), R2 = 0.84; and (3) 4 L min−1 water flow
rate experiments (logKpb=-0.0227·logKow -2.5969), R2 = 0.87.

The surface and bulk polymer compartments, fps and fpb

To estimate fps , we treated this parameter as an optimization parameter (Table 5.2). We

divided the interval between 0 and 1 (according to our model fps may vary between 0 and 1)

into 500 points and fitted the other two fitting parameters, kps and kpb , for each value of fps ,
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Table 5.2 – The model parameters and the statistical parameters for 11 PCBs estimated with
both three compartment and one compartment models.

Two compartment model One compartment model
Water flow rate 1 L min−1

Compound fps
a kps (95% confidence interval) kpb (95% confidence interval)×1000 R2b RMSEc ke R2 RMSE

(min−1) (min−1)
PCB27 0.2310 0.01670 (0.0014, 0.0415) 0.4113 (0.0033, 1.1796) 0.33 0.0529 0.002151 0.01 0.06434
PCB31 0.2564 0.0570 (0.0024, 0.0129) 0.4111 (0.1435, 1.8623) 0.59 0.0651 0.001380 0.15 0.06761
PCB51 0.1795 0.01240 (0.0051, 0.0220) 0.3922 (0.1189, 0.8297) 0.83 0.0241 0.001651 0.73 0.03050
PCB52 0.2051 0.01260 (0.0021, 0.0240) 0.3933 (0.0893, 0.5717) 0.61 0.0376 0.001804 0.46 0.04460
PCB101 0.2051 0.1845 (0.0570, 0.3241) 0.3573 (0.0287, 0.4321) 0.92 0.0251 0.002879 0.08 0.1029
PCB105 0.2051 0.3031 (0.0129, 0.7282) 0.3573 (0.0227, 1.1855) 0.92 0.0264 0.003530 0.06 0.09698
PCB118 0.2308 0.1634 (0.0389, 0.2831) 0.3114 (0.0360,0.1974) 0.90 0.0295 0.003111 0.02 0.1177
PCB138 0.2051 0.2083 (0.0096, 0.4433) 0.2934 (0.0923, 0.4240) 0.75 0.0362 0.002523 0.07 0.09369
PCB149 0.2051 0.08350 (0.0374, 0.1359) 0.3114 (0.1454, 0.4813) 0.94 0.0222 0.002666 0.17 0.08014
PCB180 0.2051 0.2227 ( 0.0372, 0.1340) 0.1557 (0.0324, 0.1705) 0.99 0.00850 0.003069 0.08 0.1017
PCB194 0.2308 1.1021 (0.0203, 2.1172) 0.09810 (0.0397, 0.2537) 0.98 0.0138 0.003783 0.09 0.1585

Water flow rate 2 L min−1

Compound fps
a kps (95% confidence interval) kpb (95% confidence interval)×1000 R2b RMSEc ke R2 RMSE

(min−1) (min−1)
PCB27 0.2308 0.08500 (0.0696, 0.1283) 0.4572 (0.2314, 0.4693) 0.97 0.0198 0.001518 0.04 0.1086
PCB31 0.2564 0.2735 (0.0588, 0.4458) 0.4570 (0.1847, 0.8550) 0.90 0.0415 0.002003 0.04 0.1861
PCB51 0.1795 0.1650 ( 0.1127, 0.2480) 0.4367 (0.2849, 0.4681) 0.98 0.0149 0.001256 0.06 0.09815
PCB52 0.2051 0.0830 (0.0293, 0.1470) 0.4370 (0.2206, 0.6104) 0.94 0.0264 0.001452 0.10 0.1030
PCB101 0.2051 0.1555 (0.1029, 0.2168) 0.3970 (0.3319, 0.5159) 0.99 0.0128 0.001472 0.03 0.1150
PCB105 0.2051 0.0946 (0.0698, 0.1484) 0.3970 (0.2289, 0.3454) 0.98 0.0158 0.001314 0.15 0.1095
PCB118 0.2308 0.1312 (0.0908, 0.1682) 0.3460 (0.2066, 0.3540) 0.99 0.0127 0.001470 0.05 0.1296
PCB138 0.2051 0.1171 ( 0.0918, 0.1491) 0.3260 (0.2531, 0.3983) 0.99 0.0101 0.001351 0.03 0.1047
PCB149 0.2051 0.0745 ( 0.0591, 0.0951) 0.3460 (0.2380, 0.3681) 0.99 0.0109 0.001275 0.02 0.1007
PCB180 0.2051 0.1105 (0.0928, 0.1582) 0.1730 (0.1116, 0.2543) 0.97 0.0172 0.001310 0.20 0.1107
PCB194 0.2308 0.1020 ( 0.0613, 0.1393) 0.1090 (0.0407, 0.2698) 0.97 0.0172 0.001308 0.06 0.1116

Water flow rate 4 L min−1

Compound fps
a kps (95% confidence interval) kpb (95% confidence interval)×1000 R2b RMSEc ke R2 RMSE

(min−1) (min−1)
PCB27 0.2308 0.0982 (0.0164, 0.1372) 1.954 (1.1824, 2.6020) 0.95 0.0426 0.004175 0.50 0.1323
PCB31 0.2564 0.0278 (0.0055, 0.0517) 1.952 (0.4578, 1.4119) 0.79 0.0718 0.002870 0.65 0.09264
PCB51 0.1795 0.1267 (0.0398, 0.2339) 1.936 (1.4605, 2.0161) 0.98 0.0222 0.003299 0.61 0.09773
PCB52 0.2051 0.0804 (0.0014, 0.1633) 1.937 (1.1206, 2.0602) 0.95 0.0375 0.003407 0.57 0.1101
PCB101 0.2051 0.1526 (0.0282, 0.2855) 1.900 (1.2484, 1.9955) 0.96 0.0299 0.0034899 0.43 0.1206
PCB105 0.2051 0.09420 (0.0017, 0.2053) 1.903 (1.1651, 2.0607) 0.96 0.0343 0.003435 0.54 0.1117
PCB118 0.2308 0.1376 (0.0311, 0.2407) 1.856 (1.4376, 2.5452) 0.97 0.0334 0.004329 0.47 0.1311
PCB138 0.2051 0.08660 (0.0174, 0.2051) 1.856 (1.0514, 2.4133) 0.96 0.0344 0.003625 0.51 0.1222
PCB149 0.2051 0.1153 ( 0.0068, 0.1704) 1.713 (1.1817, 2.2104) 0.96 0.0298 0.003548 0.57 0.1123
PCB180 0.2051 0.1153 (0.0194, 0.1551) 1.710 (1.0876, 1.8191) 0.96 0.0298 0.003248 0.46 0.1150
PCB194 0.2308 0.1367 ( 0.0408, 0.2292) 1.663 (1.3614, 2.3009) 0.97 0.0302 0.004046 0.50 0.1224

a This parameter was optimized by dividing the 0 to 1 interval into 500 nodes and fitting the
other two fitting parameters, kps and kpb freely for each value of fps ; b The squared regression
coefficient, representing the goodness of fit; c The root mean square error of the fit, which
represents the distance between each experimental point and the model estimation.
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employing Eq. 5.26. The fps value that produced the largest R2 and the smallest RMSE for all

three water flow rates was considered the optimized fps .

The optimized value of fps varied between 0.1795, found for PCB51, to 0.2564 for PCB31. The

magnitude of fps indicates that the surface sorption compartment contributed importantly

to the observed PCB desorption kinetics. fps values exhibit little variability over the PCB

set, and we did not observe any clear evidence of compound dependency in this property.

Thus, according to the two-compartment model results, PCB desorption kinetics can be

mostly explained by absorption into the bulk PDMS phase ( fps ∼ 80%), with a smaller fraction

explained by surface adsorption to the PDMS surface ( fps ∼ 20%). This is in agreement with

previous studies that have suggested that mass transfer between PDMS and water is governed

mainly by sorption into the PDMS bulk phase [158, 160, 163, 22, 299].

Sensitivity analysis of the model parameters

We evaluated the sensitivity of our model towards the optimization parameter fps and the

fitting parameter kps . We also examined the effect of these parameters on the third fitting

parameter kpb under three different conditions: (1) kpb was estimated while constraining

kps at the average value of 0.1173 (calculated using the data in Table 5.2) and with fps as a

simultaneous optimization parameter; (2) kpb was estimated while constraining fps at the

average value of 0.2145 (calculated using the data in Table 5.2) and leaving kps as a simulta-

neous optimization parameter; and (3) kpb was estimated while setting both fps and kps at

the average values of 0.2145 and 0.1173, respectively. As a point of reference, we used the kpb

values that had been estimated with all three parameters (kps , kpb and fps) freely fitted, as

given in Table 5.2.

Fitted values if kpb appeared to be more sensitive to fps than to kps (Figure 5.8). With kps set

to the average value of 0.1173, we observed a good agreement between the re-optimized kpb

values and the reference kpb values for all three water flow rates. However, with fps constrained

to an average value of 0.2145, re-optimized kpb values exhibited less good agreement with

the reference kpb values. This effect was most severe for values obtained with the desorption

experiment at 4 L min−1 water flow rate. In the third case, where both fps and kps were set to

the average values, the re-optimized kpb values deviated far from the reference values shown

in Table 5.2. These disagreements were most pronounced for the experiments with water

flow rates of 1 and 4 L min−1. These outcomes suggest that the optimization parameters fps

and the fitting parameter kps can not be constrained at the same time. However, the lack of

sensitivity towards kps indicates that this parameter may be approximated by the average

value of 0.1173 ± 0.073 over all 11 PCBs and three water flow rates (excepting the abberant kps

value for PCB194 with 1 L min−1 water flow rate). Considering the lack of trend between fps

and the compounds properties, such as Kow , water solubility and Dw , this parameter needs to

be defined for each compound experimentally.
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Figure 5.8 – The unconstrained kpb vs the constrained kpb estimated having: (a.1) 1 L min−1

and kps = 0.1173; (a.2) 2 L min−1 and kps = 0.1173; (a.3) 4 L min−1 and kps = 0.1173; (b.1) 1
L min−1 and fps = 0.2051; (b.2) 2 L min−1 and fps = 0.2051; (b.3) 4 L min−1 and fps = 0.2051;
(c.1) fps = 0.2051 and kps = 0.1173, and 1 L min−1 water flow rate; (c.2) fps = 0.2051 and
kps = 0.1173, and 2 L min−1 water flow rate; and (c.3) fps = 0.2051 and kps = 0.1173, and 4 L
min−1 water flow rate.

The surface adsorption coefficients of 11 PCBs

We estimated the surface adsorption coefficient (Kpsw ) of 11 PCBs using Eq. 5.20. We solved

Eq. 5.20 for Kpsw and obtained:

Kpsw = Dw

kps ·δw
. (5.28)

We entered compound-specific Dw , δw and kps values for each water flow rate, in Eq. 5.28

for all 11 PCBs (Table 5.3). The Kpsw values ranged from 0.28 (m) for PCB101 at the 1 L min−1

water flow rate to 2.61 for PCB194 at the 4 L min−1 water flow rate. We also considered a

second approach for estimation of Kpsw , which was independent of the desorption kinetics of

the depletion experiment. We defined Kpsw as follows:

Kpsw = Cs

Cw
(5.29)

where Cs is the concentration of the HOP adsorbed on the surface of polymer. Assuming a

partitioning equilibrium between two phases, Cw = (1− fps) · Cp

Kpw
, and therefore Eq. 5.29 can

be rewritten as follows:

Kpsw = (
fps

1− fps
) · (

Vp

Ap
) ·Kpw (5.30)
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Table 5.3 – The estimated polymer surface adsorption coefficient, Kpsw , for 11 PCBs at three
water flow rates.

Kpsw
a (length)

Compound 1 L min−1 2 L min−1 4 L min−1 Flow rate independent (Eq. 5.30)
PCB27 0.36 0.08 0.29 4.43
PCB31 1.07 0.02 1.04 5.09
PCB51 1.09 0.09 0.53 7.57
PCB52 2.04 0.35 1.59 17.02
PCB101 0.28 0.36 1.76 36.40
PCB105 0.25 0.90 4.31 55.09
PCB118 0.39 0.54 2.67 61.16
PCB138 0.61 1.23 8.60 112.48
PCB149 2.39 3.03 13.85 166.37
PCB180 0.50 1.06 10.24 178.26
PCB194 2.61 31.06 349.68 8638.85

a The value estimated using using Eq. 5.20, average δw for each water flow rate, and the
averaged kps of 0.1173.

Eq. 5.30 enabled us to estimated Kpsw of 11 PCBs independently from the depletion experi-

ment kinetics. The Kpsw values estimated with Eqs. 5.30 vs 5.28 exhibited discrepancies of 1 to

3 orders of magnitude (Table 5.3). However, these different estimates were correlated with one

another. The R2 for 4 L min−1 water flow rate was 0.93. However, correlation between these

two parameters, i.e. Kpsw estimated using Eqs. 5.30 and 5.28, for 2 L min−1 water flow rates

appeared to be less good with a R2 of 0.67 (Figure 5.9). We did not observe any correlation

between these two parameters for the case of the 1 L min−1 water flow rate. Further investiga-

tions are needed in order to better understand the processes involved in the mass transfer of

HOPs to the polymer surface.

Application of the two compartment model to compound uptake

To apply the two-compartment model to compound uptake, we assume that the HOP con-

centration in both polymer compartments is zero at t = 0, and we assume that Cw is constant

(and is not affected by the uptake). Based on these assumptions, the solution to equations

5.18 and 5.19 are:

Cps(t ) = Cw ·Kpsw

2δp
(1−exp(−kps · t )) (5.31)

Cpb(t ) = Cw ·Kpbw (1−exp(−kpb · t )). (5.32)
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Figure 5.9 – The value of Kpsw estimated using Eq. 5.28 vs the same parameter estimated using
Eq. 5.30 for: (a) 1 L min−1 water flow rate; (b) 2 L min−1 water flow rate; and (c) 4 L min−1

water flow rate.

Under the assumption of two additive polymer compartments, the total polymer concentra-

tion variation of an HOP as a function of time can be formulated as:

Cp (t ) =Cw · (
Kpsw

2δp
(1−exp(−kps · t ))+Kpbw (1−exp(−kpb · t ))). (5.33)

The surface compartment may be neglected during the uptake of HOPs. We evaluated the

relative contributions of the surface compartment and the bulk compartment during the

uptake process. We used: the Kpsw values of the desorption experiment at 4 L min−1 water

flow rate (Table 5.3), the kps values listed in Table 5.2, kpb values listed in Table 5.2, the

exposure time of 200 min, and finally we assumed that Kpbw≈Kpw . The contribution of the

surface polymer compartment was < 5% for all 11 PCBs at all three water flow rates. This

implies that uptake kinetics may be approximately represented by neglecting the surface

compartment, which gives:

Cp (t ) =Cw Kpw (1−exp(−kpb · t )) (5.34)

In this case kpb may be estimated using the LFER established between log kpb and log Kow

(Figure 5.7).
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Field evaluation of the novel sampler

We compared the accelerated sampler with conventional passive samplers for measurements

of concentration of the truly dissolved fraction of 11 PCBs in the water column of Lake Geneva.

Amongst the 11 PCBs in this study, we were able to successfully detect 5 PCBs in the water

column of the lake with both sampling methods, and four out of the five detected PCBs could

be quantified by both sampling methodologies (Table 5.4). The two sampling methodologies

produced concentration estimates that were in close agreement for all four quantified PCBs.

Overall, the absolute concentration distribution (ACD) for all four compounds was ≤ 50%,

which was within the acceptable experimental error interval [15], indicating the agreement

between these two sampling methodologies. The largest discrepancies arose for the two PCBs

that were very close to the method LOQ (PCB101 and PCB118). This agreement between the

two methodologies demonstrates the adequacy of both the accelerated sampling approach

and the two compartment model used for describing the accelerated sampler system.

This accelerated sampler is able to reach a method limit of quantification of 0.001 pg L−1 for

these PCBs in the water column after only 2 h of sampling (Figure 5.10). Thus the accelerated

sampler is able to capture the variations in the water column of an aquatic system with a

time resolution of 2-5 h, whereas the passive sampling method has a time resolution of 4-8

weeks, depending on the hydrophobicity of the target analyte. Additionally, the accelerated

sampler collects only the truly dissolved fraction of the target analyte in the water column,

independently from the suspended solid and the dissolved organic matter of the aquatic

system. This type of sampling is extremely difficult to perform using large volume sampling,

whereas it has been made possible by the accelerated sampler. The accelerated sampler also

overcame the issue of the sampling in the deep water column, which is a challenging task for

both passive sampling and large volume sampling.
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Table 5.4 – The concentrations of four PCBs in the water column of Lake Geneva, measured
using two different sampling methodologies.

Passive samplers Accelerated sampler
Average June 12th July 2end Average

Compound Cw June (pg L−1) Cw July (pg L−1) Cw
a (pg L−1) AEa (%) Cw (pg L−1)b Cw (pg L−1)b Cw (pg L−1) AEc (%) ACD%d

PCB52 0.043 0.036 0.040 25.0 0.033 0.043 0.038 20.7 5.6
PCB101 0.0022 0.0016 0.0019 33.2 0.0019 0.0011 0.0015 37.7 38.5
PCB118 0.0027 0.0021 0.0024 32.8 0.0011 0.0013 0.0012 3.5 52.9
PCB138 0.0052 0.0056 0.0053 17.5 0.0051 0.0058 0.0055 10.0 3.1
PCB180 nqe nqe nqe nqe nqe nqe - - -

a The vale is determined based on 20 PDMS strips deployed at depths ranging from 70 m to
166.5 m; b Water column concentration has been estimated using Eq. 5.34, neglecting the
polymer surface compartment; c The absolute error computed is based on 2 PDMS strips of
the accelerated sampler field deployment; d The absolute concentration deviation (ACD) from
the average value; e The concentration was smaller than the method limit of quantification
(MLOQ) of 0.001 pg L−1, thus non-quantifiable "nq".
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Chapter 6. Spatial distribution of Hydrophobic organic pollutants

Abstract

It is frequently assumed that hydrophobic pollutants have uniform spatial distributions in

surface water bodies such as lakes. We evaluated the spatial concentration distributions of

11 quantifiable hydrophobic organic pollutants (HOPs) in the water column of Lake Geneva,

using both vertical and horizontal measurement transects. We successfully detected and

quantified these 11 HOPs in 16 distinct water column sampling locations, using comprehensive

two dimensional gas chromatography coupled to an electron capture detector (GC×GC-

µECD). We further confirmed the identity of these target analytes in a selected subset of

samples, employing GC×GC coupled to electron capture negative chemical ionization time-

of-flight mass spectroscopy (ENCI-TOFMS). The observed concentration differences in a

vertical profile from 70 to 166.5 m (bottom) depth ranged between a factor of 2 to 3. Based

on sampling at 5 statistically grouped geographical locations in deep waters near the lake

bottom, we observed horizontal concentration differences that varied between a factor of 2

to 60. We also analyzed 4 sediment samples collected from 4 different locations in the lake.

We successfully detected and quantified 9 out of 29 target analytes in the sediment samples.

Most of the quantified target analytes measured in both the water and sediment samples

were found to be at/or near sediment-water partitioning equilibrium. Based on the spatial

concentration distribution of our target analytes in both the water column and sediment of

the lake, we were able to suggest potential source areas for several of the pollutants. To our

knowledge, the present study is the most comprehensive report of concentration distributions

of HOPs in the water column of a deep aquatic system.

6.1 Introduction

It is frequently assumed that HOPs exhibit uniform concentrations throughout the water

column of an aquatic system [32, 41]. Accurate determination of trace concentrations of HOPs

is logistically challenging and costly [17, 33, 63], and this has discouraged the acquisition

of large measurement datasets needed to resolve spatial and temporal gradients of HOPs

in aquatic systems. Consequently, assessments of aquatic HOPs and related environmental

modeling efforts frequently rely on a few measurements taken at a single location in an aquatic

system [42, 313, 314, 136, 47]. However, if it is the case that HOPs concentrations do exhibit

substantial spatial variability in an aquatic system, then studies that conduct measurements at

only a single location may commit significant errors in their estimates of inventories, sources,

sinks, and exposures of these pollutants.

Little published data are available regarding the spatial distribution of HOPs in the water

columns of aquatic systems. Most of these published data are focused on the shallow wa-

ter column (depths < 10 m) and on the horizontal spatial distribution of HOPs [19, 34, 35,

36, 37, 21, 9, 38]. There are a few works that have evaluated the vertical gradient of HOPs

in the deep water column of an aquatic system [51, 52, 53]. All of these studies indicated
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the possibility of existence of significant vertical and/or horizontal gradients of HOPs in the

water column. To our knowledge there is no published work that evaluates both vertical and

horizontal concentration distributions of HOPs in the deep water column of an aquatic system.

HOPs can be introduced into the lake environment through different pathways, such as urban

wastewater effluents and runoff, atmospheric deposition, tributaries, and air-water exchange

[32, 39, 41, 34, 53, 35, 19]. Some HOPs, such as polychlorinated biphenyls (PCBs), organochlo-

rinated pesticides, and polybrominated diphenylethers (PBDEs) have been the subject of

production and use restrictions due to their environmental persistence and toxicity [249, 7].

Measuring these HOPs in complex environmental samples is an on-going challenge, due to

their trace level concentrations [17], the presence of substantial matrix effects [52, 15, 53] and

the logistical constraints involved [18, 24]. Our recent reports showed that the high separation

power of comprehensive two dimensional gas chromatography (GC×GC) coupled to a highly

sensitive detector, such as electron capture detector (ECD) and/or electron capture negative

chemical ionization time-of-flight mass spectrometry (ENCI-TOFMS), enables the analyst to

quantify trace level concentrations and also mitigate matrix effects [53, 15, 16]. In another

recent study, we developed an accelerated sampler that can be deployed in the deep and

shallow water column of an aquatic system and sample the truly dissolved fraction of HOPs in

the water column within only a few hours [315]. This accelerated sampling system enabled us

to overcome the logistical issues of the deep water sampling of HOPs. These advances made it

possible to conduct measurements of HOPs at several locations in the deep water column of a

large aquatic system, Lake Geneva.

In the present study, we analyzed for 29 HOPs along both vertical and horizontal transects in

the deep water column of Lake Geneva. The sediments of the lake were also analyzed for these

29 target analytes at four different locations of the lake floor. We used the spatial distributions

of these pollutant concentrations of the water column and sediment to evaluate the potential

sources of the quantified pollutants and also to gain insight into the processes affecting

their fate and transport in the lake. This is the first study that evaluates the concentration

distribution of HOPs in the water column of a large aquatic system in both the vertical and

horizontal directions.

6.2 Methods

6.2.1 Water sampling location

We sampled the water column of Lake Geneva, Switzerland, at 12 different geographic loca-

tions, using both conventional passive samplers and also a recently developed accelerated

sampler. Lake Geneva is one of the largest fresh water resources in western Europe and it
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provides drinking water to about 520,000 people [151]. The lake also receives treated effluents

of several wastewater treatment plants (WWTP) bordering both the northern and the southern

shores [153].

Passive samplers deployment

We deployed passive samplers in the water column of the lake at depths ranging from 70 to

166.5 m (Figure 6.1). These passive samplers were deployed in duplicates at five different

depths (70, 107, 147, 162 and 166.50 m) at a location having a total depth of 167 m. Thus

the deepest sampler was situated 50 cm above the lake floor. We sampled the water column

of the lake for three one-month long exposure periods during June, July and August of 2011.

The passive sampling site was located at 46◦ 49’ 82.88" N and 6◦ 58’ 10.55" E, World Geodetic

System, WGS84, 1,200 m distance from the northern shore of the lake and about 500 m distance

from the outfall of the largest WWTP that emits effluent to the lake. We used solvent pre-

washed stainless steel cages for deployment of the passive samplers. This deployment method

enabled us to overcome both issues of biofilm formation. We used stainless steel chain and

bottom release for the deployment of the cages.

*HQHYD

�

���

���� (d)

Figure 6.1 – Maps depicting (a) sampling location for the water column and sediment (Sed1) in
Lake Geneva, with lake bathymetry contours of 45 m overlaid; (b) the four sediment sampling
locations, with bathymetry contours of 20 m overlaid; and (c) population density of the Lake
Geneva area, by municipality, 2007 (source: bfs.admin.ch). (d) Schematic showing depths at
which the water column samplers were deployed.
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Accelerated sampler deployment

We employed a recently developed accelerated sampler [315] to measure the truly dissolved

fraction of the target analytes in the deep water column of Lake Geneva. The accelerated

sampler was deployed along 11 different trajectories using the human-occupied scientific MIR

submersibles during the ELEMO field campaign in the summer of 2011 [151]. The trajectories

ranged from 2-10 km in length and were conducted at an altitude of 2 to 5 m above the lake

floor (Figure 6.2 and Table 6.1). The depths of the trajectories of the accelerated samplings

varied between 100 and 310 m. The exposure times during the active sampling ranged from 70

to 180 min, using a sampler water flow rate of 4 L min−1 (Table 6.1).
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Figure 6.2 – MIR trajectories at different locations in Lake Geneva, depicted as blue lines, on a
map of the lake in WGS84 coordinates. Bathymetry contours of 45 m are overlaid. Depicted
numbers represent the trajectory number (Table 6.1). The red circles indicate the location of
WWTP in Vidy Bay and the passive sampling location.

Sediment samples

We collected sediment samples from four different locations in the lake (Figure 6.1). These

sediment cores were collected either using a Benthos gravity corer from a boat (Sed1 and Sed4)

or directly with the MIR submersibles (Sed2 and Sed3). The cores were collected at depths

ranging from 80 (Sed4) to 310 m (Sed2).
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Table 6.1 – Trajectories along which we deployed the accelerated sampler for measuring the
truly dissolved fraction of our target analytes.

Trajectories
Accelerated

Number Date General Geographical area Depth range (m) sampler duration (min)
1 04/07/2011 Vidy Bay area 180-280 130
2 05/07/2011 Center of the lake 300-305 186
3 07/07/2011 Evian area 200-300 120
4 08/07/2011 Vidy Bay area 190-280 116
5 11/07/2011 Rhône delta area 180-300 145
6 12/07/2011 Vidy Bay area 120-125 178
7 12/07/2011 Center of the lake 300-305 130
8 14/07/2011 Vevey area 80-200 88
9 17/07/2011 Center and Lutry area 80-286 52

10 02/08/2011 Vidy Bay area 140-145 73
11 04/08/2011 Center and the Vidy Bay area 83-280 167

All samples collected via conventional passive sampling and accelerated sampler, as well as

experimental controls and sediment cores were immediately transported to the lab and stored

at - 20 ◦C.

6.2.2 Chemicals

We purchased analytical standard mixtures of 11 polychlorinated biphenyls (PCBs) and 18

organochlorinated pesticides from Sigma-Aldrich, Switzerland (Table 6.2). Analytical stan-

dards of PCB30, PCB50, PCB145 and PCB204 were also purchased from Sigma-Aldrich. We

obtained ACS grade pentane, ACS grade methanol and pesticide grade hexane from VWR,

Switzerland.

6.2.3 Sample preparation

Extraction of PDMS strips used for both passive samplers and the accelerated sampler

To measure the truly dissolved fraction of our target analytes in the water column of Lake

Geneva (employing either the passive sampling methodology or the accelerated sampler), we

used polydimethylsiloxane sheets (PDMS, AlteSil Laboratory Sheet, UK) having a thickness of

0.5 mm. These sheets were cut into PDMS strips of 10 × 1 × 0.05 cm3 with an average weight of

1.98 ± 0.2 g. PDMS is an ideal sampling medium due to the linearity of the HOP mass transfer

between water and PDMS for a wide range of Kow values [164, 21]. The PDMS strips were

cleaned using Soxhlet extraction with methanol for a period of 24 h. The clean strips were

subsequently stored at -20 ◦C. 5 clean PDMS strips were utilized as PDMS blanks. Each clean

PDMS strip was loaded with 20 ng of 4 (PCB30, PCB50, PCB145, and PCB204) performance

reference compounds (PRCs). For the PRC loading of the strips we followed the protocol
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Table 6.2 – The complete list of target analytes investigated in this study, their GC×GC-ENCI-
TOFMS first dimension retention time tr 1 (min), their GC×GC-ENCI-TOFMS second dimen-
sion retention time (s), and their positive identity confirmation in environmental samples
using GC×GC-ENCI-TOFMS.

Presence in the environmental samples confirmed by
GC×GC-ENCI-TOFMS

Abbreviation Compound name tr 1 (min) tr 2 (s) Water (passive sampling) Water (accelerated sampler) Sediment samples
HOP1 2,4,5,6-tetrachloro-m-xylene 25.10 2.60 3/3 2/2 0/3
HOP2 α-hexachlorocyclohexane 26.8 2.95 0/3 0/2 0/2
HOP3 γ-hexachlorocyclohexane 27.07 3.54 3/3 2/2 2/2
HOP4 β-hexachlorocyclohexane 27.82 4.32 3/3 2/2 1/2a

HOP5 δ-hexachlorocyclohexane 28.03 4.68 3/3 2/2 1/2
HOP6 2,2’,5-trichlorobiphenyl 28.50 3.21 0/3 0/2 0/2
HOP7 2,4,4’-trichlorobiphenyl 29.10 3.02 0/3 0/2 0/2
HOP8 1,4,5,6,7,8,8-heptachloro-3a,4,7,7a-tetrahydro- 31.75 2.94 0/3 0/2 0/2

4,7-methano-1H-indene
HOP9 2,2’,3,5’-tetrachlorobiphenyl 31.60 3.28 0/3 0/2 0/2

HOP10 aldrin 32.61 3.10 3/3 2/2 1/2a

HOP11 2,2’,5,5’-tetrachlorobiphenyl 33.21 3.22 3/3 2/2 1/2a

HOP12 heptachlor exo-epoxide 33.54 3.92 3/3 2/2 1/2
HOP13 γ-chlordane 34.14 2.80 0/3 0/2 0/2
HOP14 2,2’,4,5,5’-pentachlorobiphenyl 35.53 3.62 3/3 2/2 2/2
HOP15 β-endosulfan 36.68 4.78 3/3 0/2b 0/2
HOP16 α-chlordane 36.82 3.54 0/3 0/2 0/2
HOP17 1-chloro-4-[2,2-dichloro-1-(4- chlorophenyl)ethyl]benzene 37.39 3.40 0/3 0/2 0/2
HOP18 1,1-bis-(4-chlorophenyl)-2,2-dichloroethene 38.62 4.20 3/3 2/2 2/2
HOP19 endrin 38.20 4.50 3/3 2/2 0/2
HOP20 2,3’,4,4’,5-pentachlorobiphenyl 39.22 4.24 3/3 1/2 0/2
HOP21 endrin aldehyde 39.56 4.98 3/3 2/2 2/2
HOP22 2,2’,3,3’,4,4’-hexachlorobiphenyl 40.68 3.80 0/3 0/2 0/2
HOP23 2,2’,3,5,5’,6-hexachlorobiphenyl 41.98 4.40 3/3 2/2 0/2
HOP24 endosulfan sulfate 43.08 5.40 0/3 0/2 0/2
HOP25 1,1,1-trichloro-2,2-bis(4-chlorophenyl)ethane 45.12 3.48 0/3 0/2 0/2
HOP26 2,2’,3,4,4’,5,5’-heptachlorobiphenyl 46.01 4.5 3/3 2/2 0/2
HOP27 1-chloro-4-[2,2-dichloro-1-(4- chlorophenyl)ethyl]benzene 48.52 4.53 0/3 0/2 0/2
HOP28 methoxychlor 49.12 5.85 3/3 2/2 0/2
HOP29 2,2’,3,3’,4,4’,5,5’-octachlorobiphenyl 53.11 4.27 0/3 0/2 0/2

Performance reference compounds used for environmental sampling
PCB30 2,4,6-trichlorobiphenyl 28.95 4.32 - - -
PCB50 2,2’,4,6-tetrachlorobiphenyl 30.54 4.21 - - -

PCB145 2,2’,3,4,6,6’-hexachlorobiphenyl 42.30 3.87 - - -
PCB204 2,2’,3,4,4’,5,6,6’-octachlorobiphenyl 52.32 4.37 - - -

a This target analyte was only detected in sediment sample Sed1 but not in Sed2, analyzed by
GC×GC-ENCI-TOFMS; b This target analyte was not detected by the accelerated sampler in
any of the MIR trajectories, even though it was present in all 30 PDMS strips used for passive
sampling.
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Table 6.3 – List of target analytes successfully detected in the water column and sediments
samples of the lake, employing GC×GC-µECD.

Successfully detected using GC×GC-µECD
Abbreviation Water (passive sampling) Water (accelerated sampler) Sediment samples

HOP1 30/30 11/11 0/4
HOP2 0/30 0/11 0/4
HOP3 30/30 11/11 4/4
HOP4 30/30 11/11 2/4
HOP5 30/30 11/11 2/4
HOP6 0/30 0/11 0/4
HOP7 0/30 0/11 0/4
HOP8 0/30 0/11 0/4
HOP9 0/30 0/11 0/4

HOP10 30/30 11/11 2/4
HOP11 30/30 11/11 2/4
HOP12 30/30 11/11 3/4
HOP13 0/30 0/11 0/4
HOP14 30/30 11/11 4/4
HOP15 30/30 0/11 0/4
HOP16 0/30 0/11 0/4
HOP17 0/30 0/11 0/4
HOP18 30/30 11/11 4/4
HOP19 30/30 11/11 0/4
HOP20 30/30 11/11 0/4
HOP21 30/30 11/11 3/4
HOP22 0/30 0/11 0/4
HOP23 30/30 11/11 0/4
HOP24 0/30 0/11 0/4
HOP25 0/30 0/11 0/4
HOP26 30/30 11/11 0/4
HOP27 0/30 0/11 0/4
HOP28 30/30 11/11 0/4
HOP29 0/30 0/11 0/4
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developed by Booij et al [162]. We used 5 PRC-loaded strips in order to determine initial

concentration of each PRC in the PDMS strips. The remaining PDMS strips were used for:

conventional passive sampling; accelerated sampling; and controls. To determine the HOP

mass on each strip, we extracted the strip using 20 mL pentane for 8 h, 3 consecutive times.

The final extracts of 60 mL were reduced in volume and simultaneously solvent exchanged to

1 mL of hexane, employing a rotary evaporator. We did not perform any clean up on these

final extracts. These water column extracts were stored at -20 ◦C until analysis.

As quality assurance measures, we analyzed 5 PDMS blanks, explained above; the solvent

blanks, which were the solvents used during the extraction (hexane and pentane); an analytical

blank, which was the extract of glassware and also the rotary evaporator; and 5 field blanks,

which were PRC-loaded PDMS strips brought to the field but not deployed. The glassware

used during the extractions was rinsed with solvent and baked in the oven overnight at 450
◦C. For the external standard calibration curves, we performed the injections in increasing

order of the concentration level. Thus the lower concentrations levels were injected before the

higher levels. For both environmental samples and external standard analysis, we baked the

GC systems at 300 ◦C before and after each injection.

Sediment sample extraction and clean up

The center part of the top 1 cm of each sediment core was sampled. Therefore the sediment

in contact with the plastic tube was discarded (Figure A.1). The sediment samples collected

from the lake were air dried and homogenized according to EPA method EPA-823-B-01-002,

revision of October 2001. We extracted approximately 0.5 g of each sediment sample using

accelerated solvent extraction (ASE) with a modified version of EPA method 3545A, revision

1st February 2007 (Chapter 3, section B.2). This method was previously found to have high

recoveries for a wide range of chemicals [53, 16] due to fact that this extraction method uses a

minimal clean up process.

6.2.4 GC×GC-µECD and GC×GC-ENCI-TOFMS instrument conditions

We analyzed both the water column extracts and sediment sample extracts by GC×GC-µECD.

These analyses were performed on a Leco Corp GC×GC-µECD instrument, which is a modified

Agilent 7890A GC system equipped with a split/splitless injector and a dual-stage quadruple-

jet modulator. The separation of the samples was carried out on a 30 m length, 0.25 mm inner

diameter (i.d.), 0.25 µm film thickness RTX-1 column (Restek, USA) as the first dimension,

and 2 m length, 0.1 mm i.d., 0.1 µm film thickness BPX-50 column as the second dimension

(Restek, USA). The primary oven temperature was initially 45 ◦C, held for 1 min; then increased

to 160 ◦C with a 2.5 ◦C min−1 ramp. After holding at that temperature for 1 min, it was ramped

to 300 ◦C at 1.8 ◦C min−1. The secondary oven temperature was started at 57 ◦C, held for

1 min and then increased to 172 ◦C with a ramp rate of 3.2 ◦C min−1. The secondary oven
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temperature then was ramped to 312 ◦C min−1 at a ramp rate of 2.8 ◦C min−1. We used helium

as the carrier gas with a constant flow rate. Modulation periods of 15 s and 8 s were used for

water column extracts and sediment extracts, respectively.

We used a GC×GC coupled to an electron capture negative chemical ionization time of flight

mass spectrometer (ENCI-TOFMS) (Zoex Corp. USA) for the identity confirmation of our

target analytes in selected water column extracts. We analyzed 3 water extracts from the

passive sampling site and 2 water extracts from the accelerated sampler. For the instrument

method and also for the identity confirmation of target analytes, we employed an already

established method (Chapters 2, section 2.2.4) [15, 53].

6.2.5 Target analyte quantification in the environmental samples

Data processing prior to analyte quantification

To quantify target analytes by GC×GC-µECD, we employed external standard calibration with

5 concentration levels, using 3 replicates at each level. The chromatograms of standards and

environmental samples were baseline corrected using the Eilers baseline [82], implemented

via Matlab [93]. The three unitless baseline correction method parameters, λ, p and d, were

set to 104, 0.02, and 2, respectively. We used the inverted watershed algorithm, implemented

via GC Image (GC Image, LLC [81]) for the peak delineation. The peak delineation algorithm

parameters were set to default. Our recent reports have shown the effectiveness of this

combination of baseline correction and peak delineation methods for the quantification

of target analytes and the elimination of matrix effects in complex environmental samples

[15, 80]. We defined the method limit of qualification (LOQ) as the intercept of the external

standard calibration curves and the method limit of detection as LOQ/3. Our LOQs were

comparable to published LOQs for the same target analytes measured in the surface water of

the Great Lakes, using conventional GC-MS [35, 19].

Determination of the water column concentrations of target analytes measured by passive

samplers

Target analytes measured by passive sampling methodology were quantified as follows. As-

suming that the mass transfer of HOPs across the water boundary layer is the rate limiting

step, the depletion of the PRCs from the passive sampler material can be described as:

Cp (t )

C 0
p

= exp(−ke · t ) (6.1)

where Cp is the concentration of the PRC in the strip after environmental exposure, C 0
p is

the initial concentration of the PRC in the strip, ke is the rate constant of mass transfer, and
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t is the exposure time. The ke values determined for the PRCs for the environmental field

sampling period were used to establish a linear free energy relationship (LFER) with log Kow

(octanol-water partitioning constant). The squared correlation coefficients, R2, between log

Kow and ke , calculated based on 4 PRCs, were > 0.94 for all the PDMS strips. These LFERs were

then employed to estimate ke for the target analytes. These ke values were inserted into the

uptake equation for estimation of the water column concentrations of the target analytes.

Cw = Cp (t )

Kpw · (1−exp(−ke · t ))
(6.2)

where Cw is the water column concentration of the target analyte and Kpw is the polymer-

water partitioning equilibrium constant of that target analyte. We employed Eq. 6.2 to estimate

the water column concentrations of target analytes measured with passive samplers.

Water column concentrations of target analytes were determined with the accelerated sam-

plers method described in Chapter 5. For quantification of the water column concentrations

measured using the accelerated sampler, we used the LFER established between log Kpw and

log kpb [315] to estimate the kpb for our target analytes. The kpb parameter was the rate of

mass transfer of HOPs between the bulk polymer and water compartments. This LFER had

a R2 of 0.87 for 11 PCBs. These estimated kpb values then were utilized for estimation of the

water column concentration of our target analytes according to Eq. 5.34 in Chapter 5.

6.3 Results and discussion

6.3.1 Successful detection and quantification of HOPs in the deep water column
and sediments of Lake Geneva

We analyzed the 41 water column and 4 sediment samples for 29 target analytes, using GC×GC-

µECD. We were able to successfully detect 15 out 29 target analytes in all water column samples,

including both the PDMS strips collected using passive sampling methodology and those of

the accelerated sampler (Tables 6.2 and 6.3). With the exception of HOP15, β-endosulfan, we

found 100% agreement in positive and negative detections between the two water column

sampling methods. The accelerated sampler was not able to reach the concentration needed

to detect β-endosulfan. This was attributed to the fact that PDMS is not an ideal material for

sampling this compound. 11 target analytes out of 15 were successfully quantified in all 41

water column extracts.

We also analyzed four sediments samples of Lake Geneva, using GC×GC-µECD for detection

and quantification of the target analytes. We detected 3 out of 29 target analytes in all four

sediment samples (Table 6.2). The frequency of positive detection varied among the sediment

samples collected from different locations in the lake. The highest number of positive detec-
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tions was found for Sed1 (9 positive detections), collected in the Vidy Bay, whereas the lowest

number of positive detections was observed in Sed2 in the center of the lake (4 successful

detections). 7 out of 9 target analytes were successfully quantified in Sed1, 3 out of 9 were

quantified in Sed2, 6 out of 9 were quantified in Sed3, and finally 7 out of 9 were quantified in

Sed4.

We further confirmed the presence of the target analytes in selected water column and sedi-

ment samples employing GC×GC-ENCI-TOFMS (Table 6.2). We analyzed: three water extracts

collected using the passive sampling method at the water column depth of 166.5 m; two

water extracts collected employing the accelerated sampler for trajectories 7 (8M1) and 10

(15M1); and the two sediment extracts, Sed1 and Sed2 (Figure 6.1). For the water column sam-

ples, GC×GC-ENCI-TOFMS analysis confirmed the presence of all 15 target analytes that had

also been successfully detected by GC×GC-µECD in these same samples. For the sediment

samples, GC×GC-ENCI-TOFMS confirmed the presence of 9 target analytes that had been de-

tected by GC×GC-µECD in these samples. For the analyzed sediment extracts, we found 100%

agreement between the GC×GC-ENCI-TOFMS and GC×GC-µ-ECD positive detections and

also negative detections. For the water column samples, with the exception of β-endosulfan,

we found complete agreement between GC×GC-ENCI-TOFMS and GC×GC-µ-ECD for both

the positive and negative detections.

6.3.2 Comparison of pollutant concentrations measured by passive sampler and
by accelerated sampler

We compared the pollutant concentrations measured using conventional passive sampling

with those measured by the accelerated sampler. Specifically, we compared the average water

column concentrations of 14 successfully quantified target analytes during the months June,

July and August as measured by passive samplers at 162 and 166.5 m depths with the average

water column concentrations of these target analytes obtained by accelerated sampler during

the trajectories 10 (August 2nd and 6 (July 12th) (Table 6.4 and Figure 6.3). We chose these two

MIR trajectories because they were both relatively short in length and were focused in an area

roughly 500 m distance from the passive sampling location. The passive sampling site and the

accelerated sampler trajectories were both located just outside of Vidy Bay.

The two sampling methodologies produced comparable water column concentrations for all

14 quantified pollutants (Table 6.4). The absolute concentration deviation (ACD, in %) ranged

from 5.6% for HOP11 to 74.7% for HOP20. We observed the largest ACD values for compounds

that had water column concentrations near the LOQ. For most of the target analytes the

observed ACDs were within the acceptable range of experimental error. These results provide

convincing validation of the use of the accelerated sampler for the determination of water

column concentrations of HOPs in aquatic systems.
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Chapter 6. Spatial distribution of Hydrophobic organic pollutants

Figure 6.3 – Map of WWTP outfall, passive sampling locations and the two trajectories 6 and
10. Depicted numbers show the trajectory number (Table 6.1). Bathymetry contours of 20 m
are overlaid.

6.3.3 Occurrence and general trends of the target analytes in the water column of
Lake Geneva

We evaluated the water column concentration levels of 15 successfully detected target analytes

in the lake. The truly dissolved concentration of these target analytes ranged between below

LOQ (0.001 pg L−1) for HOP26 to 120 pg L−1 for HOP21 during the trajectory 10M1 (Table

6.5). The levels of the target analytes were comparable to the levels of the same pollutants

measured in the surface waters of the Great Lakes [35, 19]. These concentrations were several

orders of magnitude smaller than that observed for the same compounds in the water samples

from Strait of Johore, Singapore, East Lake, China, and Uluabat Lake, Turkey [36, 316, 317].

We observed significant spatial variability in the water column concentrations of some pol-

lutants. For example, 2,4,5,6-tetrachloro-m-xylene (HOP1) exhibited an 80 fold variability

in concentration in different sampling locations of the lake (Table 6.5). Endrin aldehyde

(HOP21) exhibited 2.2 fold variability in concentration along the depth profile sampled near

Vidy Bay (Figure 6.7). Some pollutants, such as γ-hexachlorocyclohexane (HOP3), exhibited

comparatively homogeneous concentrations among the different sampling locations and

depths.

In most cases, higher levels of pollutants were measured near to the shores of highly populated
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6.3. Results and discussion

Table 6.5 – Water column concentrations of the 15 detected pollutants measured at 12 different
locations in the lake.

Water column concentration (pg L−1)
Passive samplers Trajectories

Literature reports from
Target analytes PV i d y

a 1 2 3 4 5 6 7 8 9 10 11 other surface water and marine systems
HOP1 4.340 3.512 0.146 3.401 3.426 0.344 4.250 0.119 0.302 0.507 3.512 0.161 -b

HOP3 38.330 37.330 27.670 49.130 50.750 60.720 45.990 24.080 77.190 49.250 42.530 11.120 24.0-117c

HOP4 5.140 4.930 4.703 7.289 1.457 1.175 4.955 3.966 8.483 8.266 5.954 2.774 12300-60500d

HOP5 0.652 1.383 2.823 0.590 1.278 0.541 1.146 2.000 0.752 51.050 1.019 19.320 390-4620d

HOP10 0.031 0.032 0.075 0.166 0.099 0.053 0.039 0.053 0.045 0.076 0.054 0.024 49-446d

HOP11 0.041 0.047 0.013 0.019 0.051 0.016 0.043 0.013 0.027 0.045 0.032 0.014 130-470f

HOP12 1.93 1.547 0.386 3.095 2.872 0.992 1.682 0.402 0.798 1.340 1.959 0.428 0.1-2.0e

HOP14 0.0024 0.001 nqg nqg 0.001 nqg 0.001 nqg nqg nqg 0.002 nqg <0.005f

HOP18 0.074 0.056 0.031 0.293 0.025 0.059 0.040 0.022 0.038 0.225 0.076 0.029 11.4-36.6c

HOP19 0.990 0.541 0.161 0.235 0.254 0.205 0.661 0.168 0.334 0.560 0.401 0.179 7.47-72.2c

HOP20 0.0023 0.001 nqg nqg 0.001 nqg 0.001 nqg nqg nqg 0.001 nqg 0.35-1.09f

HOP21 58.30 108.300 23.930 40.580 42.300 34.750 47.180 26.040 49.730 120.100 52.760 47.430 10-486d

HOP23 0.0053 0.006 nqg nqg 0.005 nqg 0.006 nqg nqg nqg 0.005 nqg 330-6220d

HOP26 nqg nqg nqg nqg nqg nqb nqg nqg nqg nqg nqg nqg <0.005-1630.000f

HOP28 0.750 0.346 0.238 0.030 0.375 0.302 0.245 0.248 0.492 0.826 0.591 0.264 4000d

a The average concentration is computed over 30 PDMS strips deployed during June, July and
August 2011; b There are no published data available; c Concentrations in the surface water of
the Great Lakes, taken from reference [19]; d Value is Beijing Guanting reservoir surface water
column concentration, taken from reference [318]; e Concentrations in the surface water of
the lower Great Lake (US), taken from reference [35]; f Concentration in the surface water in
the East Lake, China, taken from reference [36]; g This compound was detected in the water
column of Lake Geneva however its concentration was < LOQ.

areas such as Lausanne and Evian. For example, levels of HOP1, measured during the trajectory

6 in Vidy Bay, were about one order of magnitude higher than in the center of the lake and/or

the Rhône River area. Additionally, the concentrations of pollutants measured in the Rhône

River area (5) were typically similar to those measured in the center of the lake (7). Previous

work in Lake Erie has revealed elevated concentrations up to 42 fold for pollutants measured

near the Toledo, OH region compared to levels measured in the middle of that lake [35].

6.3.4 Classification of the water column sampling locations and the variability
within each class

We classified the 12 water column sampling locations into different categories based on

variability in concentrations of the 15 target analytes at these different locations. For the clas-

sification, we used the Spearman rank-order correlation, which is a nonparametric statistical

test used to define the correlation between two or more variables [319]. We also computed

the p value, which indicates the significance level of the Spearman correlation coefficient, rs

(Table 6.6). To calculate rs , we performed the Spearman test on the normalized concentration

of each target analyte in each sampling location, using average concentration in all samples

as the normalizing factor for each compound concentration. We considered a correlation

between two trajectories statistically meaningful if the p value < 0.05 and an absolute rs value

> 0.6 for those trajectories.
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Chapter 6. Spatial distribution of Hydrophobic organic pollutants

The classification of the sampling locations resulted in 5 different categories (Figure 6.4). The

first group contained trajectories 2 and 8, which represent the center of the lake (A). The

second group contained the trajectories 9 and 11, representing the area in between Vidy Bay

and the center of lake (B). The third group contained trajectories 1, 4, 6, 10, and the passive

sampling site (PV i d y ) viewed to represent Vidy Bay (C). The fourth group was trajectory 3

reflecting the Evian and Thonon area (D). Finally, the trajectories 5 and 8 formed the fifth

group, interpreted as the Rhône River affected area (E). These categories were consistent with

the geographical location of the trajectories and also with the current patterns of the lake

[320, 321].

We evaluated the variability in concentration of each pollutant within each geographical

category. For the center of the lake, the absolute concentration deviation from the average

value (ACD) ranged between 3.0% for HOP12 to 25.0% for HOP10 and HOP18. We observed

an ACD < 50% for all of quantified target analytes in Vidy Bay. For the Rhône delta area, we

observed low ACD values for all quantified pollutants except for HOP4, which had an ACD

of 70%. The highest level of variability was observed within the overlapping area between

the center of the lake and Vidy Bay (trajectories 9 and 11), where the ACD varied between

73% for HOP18 to 109% for HOP19. Results of the Kruskal-Wallis test, with a p value < 0.01,

indicated that the differences amongst the categories were larger than the variability within

each geographical group.

6.3.5 Spatial distribution of HOPs in the deep water column

We analyzed the horizontal and vertical spatial distributions of the concentrations of 14

detected pollutants in the lake. For compounds that were detected at all 12 locations but

not quantified at one or more locations, we used the LOQ at that location. The horizontal

spatial distribution enabled us to evaluate large scale gradients between different locations,

which may indicate regional pollutant sources and areal sinks. The vertical distributions at

the passive sampling site were also used to make inferences about possible sources or sinks,

on a more localized scale.

Horizontal concentration distributions of analyzed pollutants in the deep water column

We analyzed the horizontal concentration distributions of the 14 quantified pollutants in the

deep water column of Lake Geneva. Overall pollutant concentrations were found to be the

lowest in the center of the lake. Therefore, we considered the concentration of each pollutant

in the center of the lake as the reference value. We normalized the average concentration of

each pollutant in an individual geographical category by the concentration of that pollutant in

the center of the lake (Figure 6.5).
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6.3. Results and discussion

Table 6.6 – The Spearman correlation coefficient, rs [319], for the pollutants concentration
data with respect to the different sampling locations and statistical significance test (p value)
of the Spearman correlation coefficient.

Spearman rs
a value

Trajectories 1 2 3 4 5 6 7 8 9 10 11 PV i d y
b

1 1.00 -0.61 -0.29 0.51 -0.58 0.80 -0.30 -0.31 -0.59 0.64 -0.48 0.72
2 1.00 0.29 -0.46 0.73 -0.63 0.97 0.83 0.54 -0.58 0.65 -0.69
3 1.00 -0.09 0.49 -0.21 0.12 0.25 0.10 -0.37 -0.08 -0.38
4 1.00 -0.14 0.64 -0.26 -0.38 -0.83 0.61 -0.69 0.47
5 1.00 -0.54 0.71 0.73 0.36 -0.45 0.34 -0.55
6 1.00 -0.44 -0.35 -0.85 0.71 -0.75 0.78
7 1.00 0.77 0.54 -0.36 0.66 -0.36
8 1.00 0.42 -0.31 0.52 -0.38
9 1.00 -0.71 0.88 -0.68

10 1.00 -0.59 0.79
11 1.00 -0.60

Pvi d y 1.00

pc value
Trajectories 1 2 3 4 5 6 7 8 9 10 11 PV i d y

b

1 1.00 0.02 0.30 0.05 0.03 0.00 0.28 0.26 0.02 0.01 0.07 0.00
2 1.00 0.30 0.08 0.00 0.01 0.01 0.00 0.04 0.03 0.01 0.01
3 1.00 0.74 0.07 0.45 0.67 0.37 0.71 0.17 0.77 0.16
4 1.00 0.61 0.01 0.34 0.16 0.00 0.02 0.01 0.08
5 1.00 0.04 0.00 0.00 0.19 0.09 0.22 0.04
6 1.00 0.10 0.20 0.00 0.00 0.00 0.00
7 1.00 0.00 0.04 0.19 0.01 0.18
8 1.00 0.12 0.26 0.05 0.16
9 1.00 0.00 0.00 0.01

10 1.00 0.02 0.00
11 1.00 0.02

Pvi d y 1.00

a Spearman rs value, which indicates the extent of correlation between two variables. An
| rs | > 0.6 suggests a high level of correlation between the analyzed variables; b The average
concentration is computed over 30 PDMS strips deployed during June, July and August 2011; c

p value represents the meaningfulness of the rs value. A p > 0.05 indicates that the correlation
between the two variable is not statistically meaningful.
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Figure 6.4 – Map showing MIR trajectories at different locations in Lake Geneva, in WGS84 co-
ordinates. The rectangle in each color represents a different geographical category. Bathymetry
contours of 45 m are overlaid. Depicted numbers represent the trajectory number (Table 6.1).
The geographical categories are represented by capital lettres.
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In the water column samples taken at different locations in the lake, we observed three distinct

spatial distribution patterns amongst the analyzed pollutants. For HOP3, HOP4, HOP10,

HOP21, HOP26, and HOP28, we observed relatively homogenous concentrations in all sam-

pled locations of the lake. The concentrations of these pollutants were within a factor of ≤ 2

compared to the center of the lake, at all sampled locations. These concentration variabilities

amongst different geographical categories were not considered meaningful, indicating that

the pollutants do not have a clear source or sink area. This was considered consistent with

the European restrictions on the production and use of all of these pollutants. We observed a

strong concentration decrease from one or more shorelines towards the center of the lake for

the pollutants HOP1, HOP11, HOP12, HOP14, HOP19 and HOP20 (Figure 6.5). The magnitude

of these concentration differences ranged between a factor of 6 and a factor of 80 in concen-

tration. For pollutants such as HOP11, HOP12, HOP14, HOP19, and HOP20 the wastewater

treatment plant in Vidy Bay is a historical point source [177, 262, 152]. Moreover, HOP11 and

HOP19 were recently detected and quantified in the treated effluent of Vidy Bay’s WWTP [16].

The pollutants HOP11, HOP14, HOP20 and HOP23 are polychlorinated biphenyls (PCBs),

which historically were found to have elevated concentrations near the highly urbanized area

of the northern shore of the lake [254]. The elevated concentrations observed in the Vidy Bay

area for these compounds (relative to the center of the lake) indicates that the northern shores

of the lake may be still today considered as a potential source of these compounds. For HOP1

and HOP12, the observed elevated concentrations in the nearshore areas of both Vidy Bay

and Evian may indicate the involvement of these areas in the introduction of these pollutants

into the lake. These two locations are both highly urbanized areas. Neither of these two target

analytes were detected in Lausanne’s Vidy WWTP effluent [16]. For HOP5 we observed a

highly elevated concentration in the B geographical category, which is the intermediate area

between the center of the lake and Vidy Bay. Between the two trajectories in this group, HOP5

had the highest concentration at trajectory 9. This may be attributed to the Venoge River

tributary, which is known as a point source for agricultural and industrial pollutants [322]. For

HOP18, we observed a higher concentration near the southern shores and also at the northern

shore close to Lutry. This trend suggested that the southern shores of the lake near the highly

populated areas of Evian and Thonon may be a source for this pollutant. For the high levels

observed close to the shores of Lutry, in collaboration with colleagues in EPFL (Dr. Damien

Bouffard) we are investigating the possibility of explaining these trends by the current patterns

in the lake. However, further measurements of these compounds in the water column of the

lake may be needed in order to gain a better understanding of the potential sources of these

target analytes.

Vertical concentration profiles of the analyzed pollutants in the water column

We evaluated the vertical concentration distribution of our target analytes outside of Vidy Bay,

between the water column depths of 70 and 167 m (Figure 6.1). We observed no statistically

meaningful vertical gradients for HOP1, HOP3, HOP5, HOP10, HOP18, HOP19 and HOP26 (Fig-

ure 6.6). This homogenous vertical concentration distribution indicates that vertical mixing
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Figure 6.5 – The spatial distribution of: (a) the pollutants with no apparent gradient; (b) the
pollutants with a statistically meaningful gradient from shoreline to the center of the lake;
and (c) uncategorized target analytes, in Lake Geneva. The averaged concentration in each
geographical category is normalized to the average concentration in the center of the lake.
Each solid bar indicates an individual geographical category (see legend). The error bars
indicate the variability within each geographical category (± standard deviations).
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processes are more rapid than proximate source or removal processes for these compounds in

this region of the lake. We observed similar trends for pentachlorothiphenol, hexachloroben-

zene, [52] and some brominated hydrocarbon compounds at this same sampling location

[53]. For HOP11, HOP12, HOP20, HOP21, and HOP23, we observed lower concentrations at

lesser depths and a gradual increase in their levels with increasing depth with the highest

concentrations at the bottom of the lake (Figure 6.7). These pollutants were also found to be

at/or near partitioning equilibrium between the sediment and water column of the lake at that

location (discussed further in the next section). These observed elevated concentrations at

the bottom of the water column might be attributed to the heavy past use of these pollutants

[323, 324, 175] and present-day sediment resuspension at the bottom of the lake [140, 136],

which may facilitate the introduction of these pollutants into the bottom waters of the lake.

For HOP4, we observed a higher concentration both at lesser depths and at the bottom of the

lake. This concentration trend may suggest the presence of a potential proximate source near

the surface of the lake for this pollutant. Interestingly, HOP4 was successfully detected and

quantified in the liquid phase of WWTP effluent of Vidy Bay [16], which is thus a potential

source for this compound. However, further data are needed in order to better understand

the potential sources and processes that affect these pollutants in the water column of the lake.

As mentioned in Chapter 3 of this thesis, the temperature profile of the water column of the

lake at the passive sampling location proved insufficient for further inference about both

vertical and horizontal concentration distribution of HOPs (Figure 3.4). More sophisticated

modeling of the lake physics is needed in order to interpret the water mass mixing in this area.

6.3.6 Occurrence of the target analytes in the sediments of the lake

The sediment concentrations of the quantified target analytes ranged between 0.56 ng kg−1

for HOP18 in Sed3 to 147.13 ng kg−1 for HOP3 in Sed2. Sed1 had the largest number of posi-

tive detections (9 out of 29) whereas Sed2 had the lowest number of positive detections and

quantifications of (4 out of 29) analyzed pollutants (Table 6.7). The sediment concentrations

of the quantified pollutants were about one order of magnitude smaller than the concen-

trations of the same pollutants reported at a different location in Lake Geneva (close to the

outfall of Lausanne’s WWTP in Vidy Bay) [177] whereas the sediment concentration of the

same pollutants found to be two orders of magnitudes lower than their concentrations in

Beijing Guanting reservoir sediments [318], and Gaobeidian Lake sediments, China [325]. For

HOP10, HOP14, HOP18, and HOP21, the Sed1 sampling site had the highest concentration

levels compared to the other three sediment samples. Compound HOP3 had the highest

levels in Sed2, collected in the center of the lake, whereas HOP4 and HOP12 had the highest

concentrations in Sed4. Sed3 had the highest concentrations for HOP5 and HOP11. The

spatial distribution of these pollutants in the sediment samples may point to the presence of a

source on the northern, north eastern, and/or eastern shores of the lake. This is consistent

with the intensive industrial and agricultural development of these shore areas. The WWTP
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Figure 6.6 – The vertical concentration distribution of: (a) HOP1; (b) HOP3; (c) HOP5; (d)
HOP10; (e) HOP14; (f) HOP18; (g) HOP19; and (h) HOP26. The error bars indicate the variabil-
ity at each depth calculated over 6 PDMS strips (± 2 standard deviations).
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Figure 6.7 – The vertical concentration distribution of: (a) HOP4; (b) HOP11; (c) HOP12;
(d) HOP20; (e) HOP21; and (f) HOP23. The error bars indicate the variability at each depth
calculated over 6 PDMS strips (± 2 standard deviations).
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Table 6.7 – Sediment concentrations of the 15 pollutants at four sampling locations in Lake
Geneva.

Sediment concentration ng kg−1

Literature reports
Target analyte Sed1 Sed2 Sed3 Sed4 for sediments elsewhere

HOP1 nda nda nda nda -b

HOP3 107.28 147.13 15.17 15.96 540.0c

HOP4 nqd nda nda 52.00 < 50c

HOP5 1.02 nda 5.00 nda 52-467e

HOP10 5.61 nda nda 2.02 132-1300e

HOP11 nqd nda 0.007 nda 670.0f

HOP12 6.13 nda 3.30 10.04 370c

HOP14 0.0076 0.0076 0.0013 0.0019 790.0b

HOP18 25.04 nqd 0.56 4.13 150.0c

HOP19 nda nda nda nda 43.8-513e

HOP20 nda nda nda nda -b

HOP21 20.18 3.18 nda 0.93 36.6-147d

HOP23 nda nda nda nda 1200c

HOP26 nda nda nda nda 970c

HOP28 nda nda nda nda 35.4-352d

a Concentration of the target analyte was below limit of detection (< LOD); b No published
data were available for the sediment concentration of this compound; c This is the measured
concentration of the target analyte in Lake Geneva at a location near to the Vidy Bay WWTP
outfall [177]; d This target analyte was detected in the sample using GC×GC-µECD and had its
identity confirmed by GC×GC-ENCI-TOFMS, however, its concentration was < LOQ; e Sedi-
ment concentration measured at Beijing Guanting reservoir [318]; f Concentration measured
in sediment samples in Gaobeidian Lake, China [325].

in Vidy Bay and the Rhône River both appeared to be involved in introduction of pollutants

HOP18 and HOP4, respectively, into the lake. Previous works on the sediments of the lake also

suggested the importance of these potential sources for the introduction of pollutants into the

lake [254, 177, 16, 53]. However, further measurements would be needed to understand the

magnitude of each of these potential sources.

Evaluation of sediment water partitioning equilibrium of the analyzed pollutants

We evaluated the concentration distributions of the quantified pollutants between sediments

and proximate water column samples. We only considered the target analytes quantified in

both water and sediments. To evaluate whether these two compartments appeared to be at

partitioning equilibrium, we compared the sediment-water concentration distribution ratio

(Cs/Cw ) of each pollutant to the estimated Kd value. We estimated these Kd values assuming

that the pollutants sorb only into the organic fraction of sediment, as indicated by the foc .

Therefore the Kd was defined as [32]:

Kd = foc ·Koc (6.3)
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To estimate the Koc values of nonpolar pollutants having boiling point ≤ 402 ◦C, we employed

a recently developed method based on GC×GC retention times [150]. For other pollutants, we

used EPISuite to estimate the Koc [168]. We assumed an foc of 0.056 for all locations, based

on the measurement taken in the center of the lake [326]. A similar value foc of 0.059 was

measured outside of Vidy Bay, about 200 m distance from the passive sampling location [177].

The sediment-water concentration distribution ratio (Cs/Cw ) of HOP3, HOP4, HOP10, HOP11,

HOP14, and HOP18 at all locations (where Cs/Cw could be quantified) appeared to be approx-

imately explained by partitioning equilibrium between water and sediment (Figure 6.8). The

Cs/Cw values for these pollutants in Vidy Bay (at the location of Sed1) was calculated using

Sed1 and the depth-averaged water column concentration of these compounds, based on

passive sampling measurements during June-August 2011. HOP5 was observed to be near

partitioning equilibrium at the location of Sed1. However, this pollutant had a log Cs/Cw of

3.96 at the Rhône River area (Sed3 and trajectory 7M1), which was larger than the log Kd value

of 2.07. For HOP12, we observed comparable Cs/Cw values of 3.50 and 3.52 in Vidy Bay and

also the Rhône River area to the Kd value of 2.49, whereas the same compound had a larger

log Cs/Cw of 4.10 at the Vevey area (Sed4 and 9M1 trajectory), compared to partitioning equi-

librium constant of 2.49. The discrepancies observed between the Cs/Cw and the Kd values

might be attributed to the non-equilibrium between the sediments and the water column.

However, it may also be due to inherent error in the estimated Kd and also the assumption of

sorption of these pollutants only into the organic carbon fraction of sediment, which does not

take into account the presence of black carbon. Black carbon is an important material for the

sorption of hydrophobic pollutants in some sediments [327, 328].

6.3.7 Environmental implications

The water column of a lake is frequently considered as a well-mixed compartment for HOPs

[32], which implies that the presence of vertical and horizontal gradients of these HOPs in the

water column are negligible. However, some investigations have shown that this assumption

may not be an accurate way to describe the spatial distribution of the hydrophobic compounds

in the water column of an aquatic system [51, 53, 41, 47, 140, 35, 34]. In this study we reported

the presence of statistically meaningful vertical gradients of hydrophobic pollutants in the

water column of the lake. Concentrations varied by between a factor of two and three over 70

to 166.5 m depth at a single sampling site. These gradients were indicative of the processes

affecting each pollutant in the water column at this area. We also report the presence of

horizontal gradients of hydrophobic pollutants in the deep water column of the lake. For

6 target analytes out of 14, these concentration differences were larger than a factor of ten,

which can not be considered as negligible. Additional data sets with higher temporal and

spatial resolution would further aid in assessment of sources, sinks, and transport of HOPs

in Lake Geneva. These results demonstrate that assessments of inventories, exposures, and

inter-compartment transport may be significantly in error if they are based on water column
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Figure 6.8 – The concentration distribution ratio, log Cs/Cw , vs estimated log Kd of the quan-
tified pollutants in both sediment and water column samples of: (a) the location of Sed1,
computed using the depth-averaged water column concentration measured by passive sam-
pling; (b) the location Sed2, calculated using the average water column concentration over the
trajectories 2 and 7; (c) the location Sed3, computed using water column concentrations from
trajectory 5; and (d) the location Sed4, calculated using the water column concentrations from
trajectory 8. The solid line represents the 1 to 1 line and the dash lines represent the plausible
uncertainty in the estimated Kd value of one order of magnitude.
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measurements at only a single location. Thus multimedia fate modeling of some pollutants

would need to employ measurement datasets based on several sampling locations in order to

represent the water column of this lake. These models also need to take advantage of the lake

physics modeling and the water movement, which is non-trivial for complex aquatic systems

[40, 140, 136], such as Lake Geneva.

Published data regarding the water column and sediment concentrations of hydrophobic

organic pollutants are scarce due to difficulties in carrying out these types of measurements

[19, 34, 35, 18, 17]. Even less common are measurements of both sediment and water at the

same location and at the same time. The lack of data for both compartments has often led

investigators to assess the potential pollutant sources by considering only one of the two

compartments. However, the simultaneous consideration of both compartments presents

considerable advantages. For example, our water column data reveal that the two highly

urbanized areas of the northern shore and the southern shore may be potential sources of

some of the analyzed pollutants, whereas the Rhône River did not appear to be a potential

source for any of the pollutants. If we had considered the spatial concentration distribution

of pollutants in only the analyzed sediments, we may have instead inferred the presence

of a source in the northern and eastern shores of the lake, including the Rhône River. The

highly urbanized area of Evian and Thonon would not have been considered as a potential

source for these compounds. International Commission for the protection of waters of Leman

(CIPEL) carries out routine water sampling in the center of the lake [153]. Interestingly, by

combining both the water column spatial distribution and the sediment spatial concentration

distribution, we were able to better constrain the potential source areas of these pollutants

into the lake. Our data clearly demonstrate the utility of investigating both compartments for

an adequate assessment of the potential sources for hydrophobic organic pollutants in a deep

and large lake such as Lake Geneva.
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7 Conclusions

7.1 Main findings and implications

Chapter 2 of this thesis focused on the development of a highly sensitive analytical protocol

for detection, quantification and identity confirmation of trace level PBPs in environmental

samples. In particular, I investigated automated baseline correction and peak delineation

algorithms for their ability to remove the matrix effect and quantify trace level PBPs in complex

environmental samples analyzed by GC×GC-µECD and GC×GC-FID. By employing a suite of

chemometric tests, I systematically assessed different baseline correction and peak delineation

algorithms for their confidence and accuracy in target analyte quantification. The results of

chemometric tests showed the crucial importance of the baseline correction algorithm for

accurate peak integration. An aggressive baseline correction method systematically produced

the best results for the chemometric tests, which indicated improved matrix effect removal.

The results of the analytical protocol were also validated using a certified reference material.

The validated analytical procedure led to the successful detection and quantification of 18

trace level target analytes, including 7 PAHs in a light diesel fuel and 11 chlorinated hydrocar-

bons in a lake water extract. In this chapter I also developed an accurate method for confident

identity confirmation of PBPs in environmental samples. This method employes a "five point

criterion", which consists of two GC×GC retention time matches and three m/z value matches

between the standard peak and the suspect peak in environmental samples. This thesis is the

first report of high mass accuracy GC×GC-ENCI-TOFMS data for novel and legacy PBPs. This

chapter led to the development of a sensitive and accurate protocol for detection, identity

confirmation, and quantification of trace level PBPs in environmental samples. Finally, this

chapter also provides guidance for diagnosis of the matrix effect and biased calibration during

the quantification of analytes using GC×GC with univariate detectors.

In Chapters 3 and 4, I evaluated the occurrence and wider fate and behavior of selected novel

and legacy PBPs in the Lake Geneva environment. Target analytes were the novel PBPs, includ-

ing 4BBP, TBB, HBB and PCTP, and several legacy PBPs, including pentaBDE technical mixture,
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hexachlorobenzene (HCB) and PCNB. To confidently detect and quantify these analytes, the

analytical procedure developed in Chapter 2 was employed. The water column concentrations

of two novel brominated PBPs, 4BBP and TBB, were found to be 0.5-1.0 ng L−1 at our sampling

site, whereas the water column levels of PCTP laid between 3 ng L−1 and 3000 ng L−1. 4BBP

and PCTP were also detected and quantified in the sediments samples. Suspect screening of

the GC×GC-ENCI-TOFMS data additionally revealed the presence of a potential precursor of

PCTP, pentachlorothioanisole, in both the water and sediment samples. This is the first report

of the levels of three of these novel PBPs (4BBP, TBB, and PCTP) in a lake environment. These

chapters also investigate the potential pathways of introduction and elimination of these novel

PBPs in the Lake Geneva environment. The occurrence of these novel PBPs and their relatively

high water column concentrations warrants future investigations of these compounds in the

environment, including the evaluation of their environmental risk.

In Chapter 3, the estimated partitioning properties of TBB and 4BBP were used for evaluation

of the potential for bioaccumulation, long range transport, and Arctic contamination. We

also estimated equilibrium partitioning distributions of these compounds between the water

column and sediments of the lake. Based on both the estimated partitioning properties and

the limited available occurrence data for these PBPs, we concluded that bioaccumulation,

long range transport, and Arctic contamination likely play an important role in the global

fate and behavior of these PBPs. Finally, we concluded that the highly urbanized area of the

northern shore of the lake may be a source for these novel PBPs. Atmospheric deposition also

may be a prominent source of these pollutants into the lake.

Chapter 5 of this thesis focuses on the development, modeling and field testing of an accel-

erated sampler of the TD fraction of PBPs in the deep and shallow water column of aquatic

systems. Using this accelerated sampler, we were able to measure pg L−1 levels of PBPs in

water only after 2 h of sampling. We found an excellent agreement between the water column

concentrations of PBPs measured employing the accelerated sampler when compared to the

results of the established passive sampling methodology. The accelerated sampler enables

high resolution (2-5 h) measurements of the TD fraction of trace level PBPs in both the deep

and shallow water column of an aquatic system.

In Chapter 6, I employed the accelerated sampler developed in Chapter 5 for the measurement

of the spatial distribution of PBPs in the water column of Lake Geneva. I detected and quanti-

fied 14 target PBPs in the water column, whereas 9 target PBPs were detected and quantified

in sediments of the lake. The Lake Geneva concentrations of these PBPs were comparable

to previously reported levels of the same compounds in the surface water of the Great Lakes.

I established the presence of statistically meaningful gradients of several PBPs in both the

vertical and the horizontal directions in the water column. Concentration differences varied

between a factor of 2 to 3 in the vertical direction, whereas they varied between a factor of 6
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to 80 in the horizontal direction. The vertical gradients appeared to be determined by both

the potential sources of the PBPs and removal processes in the water column. The horizontal

gradients appeared to be driven by the potential sources and also the pattern of currents in

the lake. This dataset suggested that the highly urbanized areas of the northern and southern

shores of the lake and also the Rhône River are likely to be sources of the analyzed PBPs. I also

evaluated the partitioning equilibrium of the analyzed PBPs between the sediment and the

water column of the lake in different locations. The analyzed pollutants were found to be near

partitioning equilibrium between the two compartments.

7.2 Remaining challenges

As I discussed in Chapter 3, the estimated water column concentration of PCTP is highly

related to pKa , the apparent Ksw of PCTP, and the environmental pH. The two parameters,

pKa and the apparent Ksw of PCTP, should be measured experimentally or better constrained

in order to produce a more accurate estimate of the water column concentration of PCTP.

In the two-compartment mass transfer model (Chapter 5), the nature of the mass transfer

occurring between the polymer surface compartment and the bulk water is not yet clear.

Further modeling and analysis are needed to better explain the mass transfer between these

compartments.

The spatial concentration distribution of the quantified pollutants in the water column of the

lake may be further interpreted with the aid of physical modeling of the lake water mass and

further measurements of potential source inputs including tributaries, WWTP effluents, and

atmosphere.

7.3 Future work

The detection and quantification of the novel PBPs TBB, 4BB, and PCTP in the Lake Geneva

environment may increase interest in further investigating of these pollutants across the globe.

Further ecotoxicological studies are needed in order to assess the risk posed by the presence

of these novel PBPs in the Lake Geneva environment.

In this thesis, I produced also demonstrated the utility of exploring the spatial distributions of

the novel and legacy PBPs in the water column and sediments of the lake. This dataset can be

used for fate modeling purposes to further investigate the different processes affecting these

pollutants in the water column and sediments of the lake.
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A Supporting information to Chapter
3: Overlooked Persistent and Bioac-
cumulative Brominated Pollutants
in the Deep Water Column of Lake
Geneva: 1,3,5-tribromobenzene and
4-bromobiphenyl

A modified version of this chapter was submitted as Supporting Information to Environ.

Sci. Technol., (es-2015-01534y).

A.1 Passive sampling methodology

We employed a passive sampling technique [21] for measurement of the target analytes

in the water column of Lake Geneva. Assuming that the mass transfer across the water

boundary layer is the rate limiting step in the mass transfer between water and the PDMS

strip, the PRC depletion from the PDMS strip can be explained with the following equation

[329, 164, 162, 22, 30].

Ct

C0
= exp(−ke · t ) (A.1)

where t is the exposure time, Ct is the concentration of each PRC in the strip after exposure,

the C0 is the initial concentration of each PRC in the strip, and the ke is the rate of exchange
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Table A.1 – The ASE recovery (%), and the squared correlation coefficient (R2) of external
standard calibration curves of each target analyte.

Compound Acronym Extraction recovery (%) R2

4-bromobiphenyl 4BBP 92.8 0.998
1,3,5-tribromobenzene TBB 96.1 0.989
hexabromobenzene HBB 95.5 0.993
2,3,4,5,6-pentabromoethylbenzene PBEB 102.0 0.999
2,2’,4,4’-tetrabromodiphenyl ether BDE47 92.0 0.999
2,2’,4,4’,5-pentabromodiphenyl ether BDE99 85.4 0.985
2,2’,4,4’,6-pentabromodiphenyl ether BDE100 87.2 0.996
2,2’,4,4’,5,5’-hexabromodiphenyl ether BDE153 81.3 0.991
2,2’,4,4’,5,5’-hexabromobiphenyl HBBP 83.0 0.954

between water and strips for each PRC. The ke of each target analyte was estimated using a

linear free energy relationship (LFER) established between the log Kow and the observed ke

values of PRCs. The LFERs for all the PDMS strips had a squared correlation coefficient (R2) ∼
0.94 (N = 4). By inserting the estimated ke of each target analyte into the uptake equation, we

were able to estimate the water concentration of the target analyte [329, 164, 162, 22, 30]:

Cw = Ct

Ksw · (1−exp(−ke · t ))
(A.2)

where Cw is the truly dissolved concentration of the target analyte and Ksw is the partition

coefficient of the target analyte between sampler and water [329].

A.2 Sediment samples extraction and clean up

For the sediment extraction we employed the ASE technique based on EPA Method 3545A,

which enabled us to perform the extraction and the clean up steps together [330, 16]. The

extraction cell consisted of the following layers (from inlet to outlet): a layer of activated

Florisil, a layer of diatomaceous earth, 0.5 g of dried sample, a layer of diatomaceous earth,

and a layer of the sodium sulfate. The extraction was carried out at 100 ◦C and 1500 psi for

5 min, using a 50/50 solution of acetone and hexane. The extraction was repeated 3 times.

A flush at 60% of the extraction cell volume was set and the nitrogen purge time lasted 60

s. The volume of final extract was reduced to 1 mL and simultaneously switched to hexane,

using rotary evaporation. Extraction recoveries for individual target analytes were defined by

spiking a sample-less cell with 40 ng of each target analyte and performing the extraction. The

extraction recoveries varied between 81% and 102% (Table B.1). We defined the method blank

as extraction and analysis of a sample-less cell. We also analyzed the individual solvents used

for the sediment sample extraction in order to define the ASE solvent blanks.
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Figure A.1 – A simplified diagram of the analyzed part of the sediment samples.

A.3 GC×GC-µECD and GC×GC-ENCI-TOFMS analysis conditions

GC×GC-µECD and GC×GC-ENCI-TOFMS instrument conditions were optimized in previous

studies, with the goal of obtaining excellent separation of our target analytes in complex

environmental samples [15, 16].

For GC×GC-µECD analysis we used helium as the carrier gas, and separations were carried

out with a constant flow rate of 1.5 mL min−1. The main oven temperature program was: 45 ◦C

initially held for 1 min; then increased to 160 ◦C at 2.5 ◦C min−1 and held for another minute;

and then increased to 300 ◦C at 1.8 ◦C min−1 and held for 10 min. The second column oven

was programmed as: 57 ◦C held for 1 min; then increased with a ramp rate of 3.2 ◦C min−1

to 172 ◦C and held for 1 min; and finally increased to 312 ◦C at 2.8 ◦C min−1 and held at that

temperature for 33.4 min. We employed the same instrument oven program for analysis of all

samples and all standards mixtures. All injections were carried out in splitless mode. After

each injection (i.e., either sample or standard mixture) the instrument ovens were baked out at

300 ◦C for 30 min. The injector port liner was replaced between the standards injections and

samples injections in order to avoid carryover. Modulation periods of 15 s and 8 s were used

during the analysis of the water column samples and the sediment extracts, respectively. All

chromatograms were acquired using ChromaTOF software (Leco, Corp. USA) with a frequency

of 50 Hz.

The GC×GC-ENCI-TOFMS separation was carried out on a 30 m length, 0.25 mm inner di-

ameter (i.d.), 0.25 µm film thickness RXI-1MS column (Restek, USA) as the first dimension,

and a 1 m length, 0.1 mm i.d., 0.1 µm film thickness BPX-50 column (Restek, USA) as the

second dimension. We used helium as the carrier gas and methane as the ionization agent.

The separations were carried out using the following oven temperature program: the first

column oven temperature was initially 32 ◦C and held at that temperature for 1 min; then

increased to 300 ◦C at 4.5 ◦C min−1 and then held for another minute. The second column

oven was programmed as: 67 ◦C held for 1 min; then increased to 300 ◦C at 4.2 ◦C min−1 and

held for 1 min. We used 250 ◦C as the transfer line temperature and 220 ◦C as the ionization
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temperature. All injections were carried out in splitless mode with an injection volume of 1 µL.

An 8 s modulation period was used during the analysis. The TOFMS acquired 50 spectra per

second with a mass resolution of 4000 (full width at half maximum) and a mass accuracy of ±5

milli-mass-units (mmu) over the calibrated mass range of 50 to 600 m/z. The detector was

operated at 2234 V and the ionization source emission current was 0.1 mA.

A.4 Target quantification

Table A.2 – The parameter settings for inverted watershed delineation algorithms implemented
in the GC Image software. Each parameter in the table is explained in the user manual of GC
Image software.

Blob detection and peak delineation
with inverted watershed algorithm

Signal smoothing
Parameter before peak delineation Value Units

First column 0.1 pixel
Second column 1 pixel

Parameter Blob filter Value Units
Minimum area 15 pixel

Minimum volume 0.0 detector intensity
Minimum peak 10 unitless

To quantify target analytes in lake water extracts and sediment samples, we used a five level

external standard method (0.005, 0.01, 0.05, 0.,1 and 0.5 µg L−1) with three replicates at each

level of concentration for each target analyte. The integrated signal-to-noise ratios (S/N) of

all detected target analytes were > 100 for the lowest concentration levels of the calibration

method, lake water extracts, and the sediment samples. A S/N > 100 guarantees that the

integrated signal is larger than instrument limit of quantification (LOQ) [76]. We defined the

instrument LOQ as 10 × S/N. The method LOQ was defined as the absolute value of the offset

of the external standard calibration regression [15] (Table 3.1 in the main text) and the method

LOD was defined as LOQ/3. Throughout the text of the thesis, the term "LOQ" refers to the

method LOQ.
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Figure A.2 – (a) GC×GC-µECD chromatogram of sediment extract, (b) the left-hand-side
zoomed-in subregion of the sediment extract chromatogram, (c) the right-hand-side zoomed-
in subregion of the sediment extract chromatogram, (d) GC×GC-µECD chromatogram of water
column extract, (e) the left-hand-side zoomed-in subregion of the water extract chromatogram,
and (f) the right-hand-side zoomed-in subregion of the water extract chromatogram.
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Figure A.3 – Dissolved water column concentrations with respect to depth for (a) BDE99; (b)
BDE100; and (c) HBBP. The error bars represent the concentration variability at each depth,
based on 6 individual measurements taken at each depth over separate sampling periods
(June, July, August, 2011).
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Table A.3 – The truly dissolved concentrations of the target analytes in the water column of
Lake Geneva and their relative standard error, RSE (%)a, based on two replicates measured at
each depth.

4BBP concentration (pg/L) in the water column of Lake Geneva
Depth (m) Juneb RSE (%) Julyb RSE (%) Augustb RSE (%) Kruskal-Wallis p valuec [109]

70 718 24 505 1 562 12 < 0.01
107 667 2 389 25 688 12
147 748 33 554 98 567 3
162 758 10 634 3 656 8

166.5 650 11 609 6 668 19
TBB concentration (pg/L) in the water column of Lake Geneva

Depth (m) Juneb RSE (%) Julyb RSE (%) Augustb RSE (%) Kruskal-Wallis p valuec [109]
70 1210 28 703 25 892 14 0.11

107 861 4 490 22 673 23
147 800 2 596 38 450 11
162 720 30 490 5 467 27

166.5 549 35 587 4 528 8
PBEB concentration (pg/L) in the water column of Lake Geneva

Depth (m) Juneb RSE (%) Julyb RSE (%) Augustb RSE (%) Kruskal-Wallis p valuec [109]
70 8 43 7 4 6 22 0.01, 0.8e

107 9 339 7 22 4d 79
147 6 18 14d 155 7 4
162 7 6 8 7 7 2

166.5 7 2 8 16 8 92
BDE99 concentration (pg/L) in the water column of Lake Geneva

Depth (m) Juneb RSE (%) Julyb RSE (%) Augustb RSE (%) Kruskal-Wallis p valuec [109]
70 52 88 14 6 25 42 0.6

107 58 83 10 30 56 32
147 54 94 15 92 15 18
162 12 13 17 9 27 63

166.5 23 41 16 3 9 46
BDE100 concentration (pg/L) in the water column of Lake Geneva

Depth (m) Juneb RSE (%) Julyb RSE (%) Augustb RSE (%) Kruskal-Wallis p valuec [109]
70 27 89 3 8 22 73 0.4

107 28 107 3 53 13 50
147 4 22 6 94 14 11
162 4 6 1 34 8 47

166.5 5 20 3 52 10 9
BDE153 concentration (pg/L) in the water column of Lake Geneva

Depth (m) Juneb RSE (%) Julyb RSE (%) Augustb RSE (%) Kruskal-Wallis p valuec [109]
70 ndf - ndf - 2 2 <0.01

107 ndf - ndf - 6 28
147 ndf - ndf - 5 6
162 ndf - ndf - 2 7

166.5 ndf - ndf - 2 10
HBBP concentration (pg/L) in the water column of Lake Geneva

Depth (m) Juneb RSE (%) Julyb RSE (%) Augustb RSE (%) Kruskal-Wallis p valuec [109]
70 ndf - ndf - 2 2 <0.01

107 ndf - ndf - 5 28
147 ndf - ndf - 4 6
162 ndf - ndf - 2 7

166.5 ndf - ndf - 2 10

a The RSE (%) is the relative standard error of each measurement computed using the standard
deviation between two replicates at each depth; b The reported concentration is an average
between two replicates in each depth; c The Kruskal-Wallis test was used to evaluate the
concentration variability over different time periods. A Kruskal-Wallis p value of ≤ 0.01
indicates that the three sampling periods gave statistically different concentration, whereas
a p value of > 0.1 indicates that the concentrations of the three periods were statistically
identical; d This value was found to be an outlier based on Dixon-Q95%-test [331]; e This
Kruskal-Wallis p value was calculated after excluding the two outliers; f The target analyte was
not detected in the water column of the lake. 159
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B Supporting information to Chapter
4: Pentachlorothiophenol, a newly
identified aquatic pollutant

B.1 Water concentration estimation of the target analytes

Assuming that the mass transfer through the aqueous boundary layer is the rate limiting step

[21, 164], the mass transfer of individual PRC between water and PDMS material is defined as:

Ct

C0
= exp(−ke · t ) (B.1)

where Ct is an individual PRC concentration in the sampler at time t , C0 is the initial concen-

tration of the same PRC in the sampler, and the ke is the rate of mass transfer between the

sampler and water for that specific PRC. We found a good agreement between the measured

mass transfer rates of our PRCs and reported values in literature [265]. The ke values estimated

based on the depletion levels of PRCs were used to create a linear free energy relationship

(LFER) with log Kow for each PDMS strip. The squared correlation coefficients (R2) of these

LFERs were ∼ 0.94 for all analyzed PDMS strips. We employed these LFERs to estimate the ke

value for the target analytes. For estimation of water concentration of our target analytes, we

used the estimated ke inserted into the uptake equation (Eq. B.2).

Cw = Ct

Ksw · (1−exp(−ke · t ))
(B.2)
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Appendix B. Pentachlorothiophenol, a newly identified aquatic pollutant

where Cw is the concentration of the truly dissolved fraction of the target analyte and Ksw is

the partitioning coefficient of the target analyte between water and the sampler [297].

B.1.1 Preprocessing and extraction of the PDMS strips

The PDMS strips (10×1×0.05 cm3) were extracted using Soxhlet extraction with methanol for

24 hours [22, 165, 166, 167] and were stored in a freezer (-20 ◦C). Five of the clean strips were

used as the PDMS blank. The strips were loaded with four PRCs (PCB 30, PCB 50, PCB 145,

PCB 204), having a concentration of 20 ng g−1 each. The details of the PRC loading process

are explained elsewhere [162]. Five loaded strips were used for determination of the initial

concentration of each PRC in the strips. After the environmental deployment, we extracted the

strips by soaking them in 20 mL of pentane for eight hours [295], three successive times. The

final extract had a volume of 60 mL and was reduced in volume and simultaneously switched

to 1 mL of hexane using a rotary evaporator, then stored at -20 ◦C until analysis. No further

clean up step was included in our sample preparation.

For quality assurance, we analyzed four different types of blanks. These were: the 5 PDMS

blanks (explained above); the solvent blanks, which were the solvents employed for extraction

(pentane and hexane); 3 field blanks, which were extracts of loaded strips brought to the field

but not deployed; and the method blank, which was a solvent extract of the rotary evaporation

glassware and the other glassware used for the extraction.

B.2 Sediment samples extraction and clean up

The surface sediments of the lake were analyzed, employing ASE technique based on EPA

method 3545A (Figure A.1). This method enabled us to perform the extraction and the clean

up steps together [16, 53]. The extraction cell from inlet to outlet consisted of the following

layers: a layer of activated Florisil, a layer of diatomaceous earth, 0.5 g of dried sample, a

layer of diatomaceous earth, and a layer of the sodium sulfate. The sediment samples were

extracted for 5 min with a solution of acetone and hexane at 50% (volume), at 100 ◦C and at

1500 psi, 3 consecutive times. The solvent flush was set to 60% of the volume of the extraction

cell and the purge time was 60 s. The volume of final extract was reduced and switched to 1

mL of hexane using rotary evaporator. The extraction recoveries were calculated for individual

target analytes by spiking a sample-less cell with 40 ng of each target analyte and carrying

out the extraction (Table B.1). The method blank was defined by extraction and analysis of a

sample-less cell and the solvent blank was defined via analysis of all the solvents involved in

the extraction.
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B.3. GC×GC-µECD and GC×GC-ENCI-TOFMS instrument conditions

Table B.1 – The ASE extraction recovery (%) and the R2 of external standard calibration curves
of each target analyte.

Compound Acronym Recovery (%) R2

pentachlorothiophenol PCTP 80.1 0.989
hexachlorobenzene HCB 119.3 0.993
pentachloronitrobenzene PCNB 85.1 0.991

B.3 GC×GC-µECD and GC×GC-ENCI-TOFMS instrument conditions

We obtained an excellent separation of our target analytes by optimizing the GC×GC-µECD

and GC×GC-ENCI-TOFMS instrument conditions in our previous studies [16, 53, 15].

The GC×GC-µECD instrument was set to the constant flow of helium, having a flow rate

of 1.5 mL min−1. The main oven temperature program was the following: 45◦C held for 1

minute; increased to 160 ◦C at 2.5 ◦C min−1 held for another minute; then from 160 ◦C to 300
◦C at 1.8 ◦C min−1 and held for 10 minutes. The secondary oven was programmed at 57 ◦C

held for one min then ramped to 172 ◦C at 3.2 ◦C min−1 and held for one minute at 172 ◦C;

then ramped from 172 ◦C to 312 ◦C at 2.8 ◦C min−1 and it kept at that temperature for 33.4

minutes. Modulation periods of 15 s and 8 s were used for analysis of water column samples

and sediment samples, respectively. All of the injections were performed in splitless mode. We

used this oven temperature program for all of our samples. All chromatograms were acquired

using ChromaTOF (Leco, Corp. USA) with a µECD sampling rate of 50 Hz.

The GC×GC-ENCI-TOFMS separations were carried out using a 30 m length, 0.25 mm (i.d.),

0.25 µm film thickness RXI-1MS column (Restek, USA) as the first dimension, and a 1 m

length BPX-50 column (Restek, USA) with 0.1 mm i.d. and 0.1 µm film thickness as the second

dimension. Helium and methane were used as the carrier gas and as the ionization agent,

respectively. We programmed the oven temperature program as follows: the first column oven

temperature was started at 32 ◦C and was held at that temperature for 1 min; then increased to

300 ◦C at 4.5 ◦C min−1 and then held one minute. The second column oven was programmed

as: 67 ◦C held for 1 minute; then increased to 300 ◦C at 4.2 ◦C min−1 and held for 1 minute.

The transfer line temperature was set at 250 ◦C and the ionization temperature was 220 ◦C.

We injected 1 µL of each sample in splitless mode, and during the runs we used a modulation

period of 8 s. The mass range of the TOFMS was set between 50 to 600 m/z and it acquired

50 spectra per second via GCsquare (Zoex), with a mass resolution of 4000 (full width at half

maximum) and a mass accuracy of ±5 milli-mass-units (mmu) over the calibrated mass range

(i.e., 50 to 600 m/z). The ionization source emission current was 0.1 mA and the detector was

operated at 2234 V.
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Appendix B. Pentachlorothiophenol, a newly identified aquatic pollutant

B.4 Computational estimates of aqueous pKa values

We estimated the aqueous acid dissociation constant (pKa) of PCTP with quantum chemical

computations. pKa values were assessed by taking advantage of the linear free energy relation-

ship (LFER) that is observed between experimental and computed pKa data within a functional

group family [332, 333]. To establish the LFER, we evaluated computational pKa values for

seven compounds having known experimental pKa values with sulfur as the dissociation

functional group, including thiophenol, 4-chlorothiophenol, cysteine, 3-mercaptopropionic

acid, mercaptan, hydrogen sulfide, and hydrogen disulfide. Raw, "uncorrected" theoretical

pKa values were calculated as follows:

l og kuncor r ected
a =

∆Gdep
aq,r xn

2.303RT
(B.3)

where ∆Gdep
aq,r xn is the Gibbs free energy of the dissociation reaction in aqueous phase. Gas

phase geometry optimizations and Gibbs free energy calculations of the neutral species

and the deprotonated compounds were performed with the CBS-QB3 composite method

[274, 275], which is known to give good results for the gas phase proton attachment energy

used in pKa calculations [334, 335, 336, 337, 338]. Solvation free energies were simulated with

the SMD continuum solvation model with the B2PLYPD/aug-cc-pVTZ model chemistry.

B.4.1 Free energy of the proton in aqueous phase

A value of -6.28 kcal mol−1 was assigned to the free energy of the proton in gas phase, G H+
g as

[334]. This was converted from 1 atm to 1 M standard state at 298 K by adding a factor of 1.89

kcal mol−1. To this term we added the free energy of solvation of the proton, ∆G H+
sol v =−263.12

kcal mol−1 [335]. The resulting value of -267.51 kcal mol−1 was employed for G H+
aq in the 1 M

aqueous standard state and was used for computations of free energy of aqueous dissociation

reaction in Eq B.3. The value for G H+
g as becomes cancelled out in the LFER that we applied to

estimate a pKa value of 4.3 for PCTP.

B.4.2 Quantum chemical computation of the Kapp
sw

To estimate the K app
sw of PCTP according to Eq. 4.1 and Figure B.1, we needed to estimate

the PDMS-water partition coefficient for the protonated species, KH A−sw , the PDMS-water

partition coefficient of the deprotonated species, K A−−sw , and aqueous acidic dissociation

coefficient, pKa . The partition coefficient of both the protonated species and deprotonated

species of PCTP between PDMS and water phase can be computed by taking advantage of

computed solvation free energies and the thermodynamic cycle [341, 342, 343] shown in
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B.5. Quality assurance

Table B.2 – Experimental pKa data, uncorrected quantum chemical pKa , LFER corrected pKa

and the absolute deviation (AD) between the LFER estimated pKa and the experimental value
for 7 sulfur-containing compounds.

Compounds Experimental pKa Uncorrected Quantum Quantum Chemical
Chemical pKa LFER pKa AD

hydrogen disulfide 5.00 a 6.41 5.16 0.16
4-chloro-thiophenol 7.50 b 9.75 6.74 0.76
thiophenol 7.81 b 11.59 7.60 0.21
hydrogen sulfide 6.83 c 12.36 7.96 1.13
cysteine 8.50 a 14.69 9.05 0.56
3-mercaptopropionic acid 10.40 d 15.48 9.42 0.98
mercaptan 10.30 a 17.60 10.42 0.12
pentachlorothiophenol 4.48 4.26

a Value is taken from reference [283]; b Value is taken from reference [282]; c Value is taken
from reference [339]; d Value is taken from reference [340].

Figure B.1:

log K AB = ∆GB −∆G A

2.303RT
(B.4)

where Ksw is the partition coefficient of each species (i.e. neutral and ionized) between the

PDMS phases and water phase,∆GB is the solvation free energy of the PCTP species in PDMS at

1M standard state,∆G A is the solvation free energy of the PCTP species in water at 1M standard

state, R is the molar gas constant and T is the temperature. The SMD solvent model is not

parametrized to simulate PDMS condensed phase. Therefore we used n-hexadecane solvent

as a model proxy of PDMS. We validated this approach by performing further calculations

for K app
AB of four additional ionizable compounds: 2,4-dichlorophenol, 2,4,6-trichlorophenol,

2,3,4,6-tetrachlorophenol and pentachlorophenol. The two partitioning phases chosen for

these additional calculations were water and polyacrylate fiber, based on the availability of

experimental data [344]. In order to mimic the polyacrylate fibre (PA) we assigned the solvent

as propylacetate (pa) in the model. This method enabled us to successfully estimate K app
PA−w

with an absolute deviation from experimental data of ≤ 1.1 log units for all four chlorophenols

(Table B.3).

B.5 Quality assurance

For the quality control purposes sodium sulfate and Florisil
®

were heated to 600 ◦C for 24

hours. All glassware were washed with MilliQ water and rinsed with hexane ACS grade and

baked overnight at 450 ◦C. Additionally, we baked the GC×GC ovens at 300 ◦C for 30 min after

each injection. Injection port liners were changed between standard injections and sample

injections.
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Figure B.1 – Thermodynamic cycle of the partitioning of an acidic compound, HA, between
two phases A and B. Ka−A is the acid dissociation coefficient in phase A, Ka−B is the acid
dissociation coefficient in phase B, KH A−AB is the partition coefficient of the associated acid
between the two phases, and K A−−AB is the partition coefficient of the dissociated acid between
the two phases.

Table B.3 – Estimated partitioning coefficient of selected chlorinated phenols between water
and propylacetate, their K app

pa−w (estimated using Eq. 4.1 assuming a pH of 2), their pKa , and

the experimental K app
PA−w reported by Escher et al carried out at pH=2 [344].

Compounds pKa log K H A
pa−w log K A−

pa−w log K app
pa−w log K app

PA−w ADa

2,6-dichlorophenol 6.97b 2.87 -6.29 2.87 2.60 0.3
2,4,6-trichlorophenol 6.15b 3.32 -5.06 3.32 2.89 0.4

2,3,4,6-tetrachlorophenol 5.40c 3.63 -4.02 3.63 2.91 0.72
pentachlorophenol 4.75c 4.05 -3.04 4.05 2.93 1.12

a The absolute deviation (AD), in log units, between the estimated apparent and experimental
values; b The value is taken from the reference [345]; c The value is taken from reference [346].
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B.5. Quality assurance

Table B.4 – Truly dissolved concentrations of PCTP and HCB at our sampling site in the water
column of Lake Geneva.

Concentration (ng L−1) of PCTP in the water column of Lake Geneva
Depth (m) Junea RSE (%)b Julya RSE (%)b Augusta RSE (%)b Kruskal-Wallis p value [109]

70 197.26 52.5 136.97 32.0 116.60 65.6 0.6
107 297.29 48.0 97.68 25.7 135.10 6.7
147 89.01 43.6 458.87 124.4 272.59 5.0
162 130.53 22.9 159.76 15.6 197.34 11.2

166.5 254.37 37.2 193.16 26.2 404.05 94.7
Average concentration (ng L−1)d 193.69 40.9e 209.29 44.8e 225.15 36.6e

Concentration (ng L−1) of HCB in the water column of Lake Geneva
Depth (m) Junea RSE (%)b Julya RSE (%)b Augusta RSE (%)b Kruskal-Wallis pc value [109]

70 0.035 52.5 0.155 102.6 0.050 52.2 0.8
107 0.053 48.0 0.120 73.4 0.057 15.2
147 0.016 43.6 0.058 29.6 0.061 20.0
162 0.023 22.7 0.062 32.8 0.054 14.8

166.5 0.045 37.1 0.057 24.2 0.071 46.1
Average concentration (ng L−1)d 0.034 40.72e 0.090 52.5e 0.059 29.7e

a The reported concentration is an average of two replicates in each depth; b The RSE (%) is the relative standard
error of each measurement computed using the standard deviation between two replicates at each depth; c The
p value evaluated the differences in the concentration of the target analytes from month to month. A p value >
0.05 indicated that the differences in the concentration observed during different months were not statistically
meaningful; d The concentration averaged over five depths for each month; e The RSE (%) is the relative standard
error of the concentration over five depths for each month.

To ensure the absence of biased calibration, we computed the test for proportionality of the

integrated signal (ARF) on our external standard calibration method (ESM) data set, Eq. 2.8.

The deviation of ARF from a value of 1 was smaller than 20% for all of our target analytes,

which indicated the absence of incorrigible error introduced during the data processing. We

also compiled the offset error values for our target analytes, in order to make sure that the

ESM is adequate for quantification of our target analytes in the environmental sample. The

instrument limit of quantification LOQ was defined as the 10 times S/N. The method LOQ was

defined as the offset of the external standard calibration method. Throughout this manuscript,

the term "LOQ" refers to the method LOQ. All detected target analytes in the analyzed samples

had a S/N > 100, which indicated that the integrated signals for the target analytes were larger

than the instrument LOQ [76]. These tests and their implications have been explained in detail

elsewhere [15].
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Figure B.2 – GC×GC-µECD data showing: (a) the sediment extract chromatogram; (b) and (c)
zoomed in subregions of the sediment extract chromatogram; (d) the water column extract
chromatogram; and (e) zoomed in subregion in the water column extract chromatogram.
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