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Abstract

Al-Zn-Mg(-Cu) (AATxxx) alloys are widely used structural materials owing to
their excellent mechanical properties and low corrosion susceptibility. The high
strength of these materials is obtained by the formation of secondary phases, e.g.
precipitation.

This present thesis aims at contributing to the understanding of the influence of
precipitation in the high strength AA7449 alloy on the internal stress formation at
different length scales. Two different cases are studied in this thesis. In the first
case, the influence of precipitation during quench on macroscopic residual stresses
is studied in an industrial 75 mm AA7449 thick plate. For some investigations the
behaviour of the AA7T449 alloy is compared with the medium strength AA7040
alloy. In the second case, the influence of different precipitation states on the
internal strain formation is investigated at the microstructural length scale.

For the first case, in situ small angle X-ray scattering evidenced that during
quenching the heterogeneous 7 phase forms at high temperatures in contrast to
homogeneous GP(I) zones, which form at low temperatures. The 1 formation is
influenced by the cooling conditions but also by macrosegregation that is present
in thick plates. Yet, the volume fraction of n precipitates is very low and has a
negligible effect on the macroscopic residual stresses in thick plates.

The homogeneous GP(I) zones form during quench with radii in the subnanometre
range. Their formation is strongly influenced by excess vacancies. Fast cooling
rates can lead to higher radius and volume fraction of GP(I) zones compared to
slower cooling. The GP(I) zone formation increases the yield strength during
quench and is responsible for the observed high macroscopic residual stresses in
industrial thick plates. Therefore, the GP(I) zone formation during quench needs
to be taken into account in macroscopic finite element residual stress simulations
by using precipitation modelling.

The GP(I) zone formation during quench is simulated by using a thermodynamic
based Eulerian multi-class model. Therefore, a thermodynamic description for
GP(I) zones is derived from reversion heat treatments by using the solubility
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product. The influence of excess vacancies is taken into account by adapted effec-
tive diffusion coefficients. This simplified approach allows reproducing reasonably
well the measured GP(I) zone formation during rapid coolings. In addition, the
simulated as-quenched surface yield strength of two AA7449 plates compare well
with experimental results reported in literature. The coupling of the precipitation
model with finite element residual stress calculations (performed by the other PhD
student in this project) allows predicting very well the measured residual stress
profiles in two AA7449 thick plates.

For the second case, in situ mechanical testing during tensile deformation us-
ing X-rays and neutrons evidence that the presence of different precipitate types
change the internal strain formation in the aluminium matrix at the microstructural
length scale. The presence of small shearable GP(I) zones leads to an internal
strain formation that is dominated by the intergranular strains of the aluminium
matrix. When large unshearable n precipitates are embedded in the aluminium
matrix the interphase strains clearly dominate the internal strain formation. In the
case of a mixture of shearable and unshearable 7’ and 7 precipitates, the internal
strain formation is influenced by both intergranular and interphase strains. Further,
it is shown that the n phase has a higher elastic modulus than the aluminium
matrix and shows an anisotropic behaviour in the elastic and plastic regime during
deformation.

In addition, it is pointed out that the internal strain formation at the microstruc-
tural length scale can have a significant effect on macroscopic residual stress
measurements performed by XRD when the plastically deformed sample contains
larger ' and 7 precipitates.

Key words: Al-Zn-Mg-Cu alloys, Precipitation, Quenching, Vacancies, Guinier-
Preston zones, Early precipitation, Small-angle scattering, Precipitation modelling,
X-ray and neutron diffraction; Residual macroscopic stresses, Residual intergranular
and interphase strain
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Résumé

Les alliages d’aluminium de la série 7xxx (Al-Zn-Mg (-Cu)) sont principalement
utilisés dans des applications aéronautiques en raison de leurs excellentes propriétés
mécaniques et une faible sensibilité a la corrosion. La résistance mécanique élevée
de ces matériaux est obtenue par la formation de phases secondaires, par exemple
la précipitation.

Cette these vise a contribuer a la compréhension de I'influence de la précipitation
dans l'alliage AA7449 sur la formation des contraintes internes a différentes échelles.
Deux cas sont étudiés dans cette these. Dans le premier cas, l'influence de la
précipitation au cours de la trempe sur les contraintes résiduelles macroscopiques
est étudiée pour une tole industrielle de 75 mm d’épaisseur en alliage AA7449.
Pour certaines investigations, le comportement de 1'alliage AA7449 est comparé
a celui de l'alliage AAT040. Dans le second cas, I'influence de différents états de
précipitation sur la formation des contraintes internes est étudiée a 1’échelle de la

microstructure.

Pour le premier cas, 'expérience in situ de diffusion centrale des rayons X aux
petits angles a mis en évidence la formation de précipités hétérogenes de phase
n & haute température et la formation de zones GP(I) & basse température. La
formation de n est influencée par les conditions de refroidissement, mais également
par la macroségrégation présente dans des toles épaisses. Cependant, la fraction
volumique de phase 7 est tres faible et a un effet négligeable sur les contraintes
résiduelles macroscopiques dans des toles épaisses trempée a I'eau froide.

Les zones GP(I) homogenes se forment pendant trempe avec un rayon de l'ordre
du sub-nanometre. Leur formation est fortement influencée par les lacunes en
sursaturation. Les refroidissements rapides conduisent a des rayons et fractions
volumiques de zones GP(I) plus élevés que ceux mesurés lors de refroidissements
plus lents. La formation des zones GP(I) augmente la limite d’élasticité lors de la
trempe et est responsable des fortes contraintes résiduelles macroscopiques observés
dans les plaques industrielles épaisses. Par conséquent, la formation des zones
GP (I) au cours de la trempe doit étre prise en compte dans la modélisation par
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éléments finis des contraintes résiduelles macroscopiques a l’aide de la modélisation
de la précipitation.

La formation des zones GP(I) pendant trempe est simulée en utilisant un modele
thermodynamique de précipitation basé sur une approche Eulérienne multi-classes.
Par conséquent, une description thermodynamique des zones GP(I) est établie
en utilisant le produit de solubilité. L’influence des lacunes en sursaturation est
prise en compte en adaptant le terme pré-exponentiel et I'activation d’énergie
des coefficients de diffusion. Cette approche simplifiée permet de reproduire de
maniere satisfaisante les mesures de cinétique de formation des zones GP(I) pendant
des refroidissements rapides. En outre, la limite d’élasticité simulée en surface de
deux toles industrielles en alliage AA7449 est en bon accord avec les résultats
expérimentaux rapportés dans la littérature. Le couplage du modele de précipi-
tation avec le modele par éléments finis (effectué par un autre doctorant dans
le cadre de ce projet) permet de prédire des profils de contraintes résiduelles en
excellent accord avec les profils mesurés dans deux toles épaisses de 'alliage A A7449.

Dans le second cas, des essais de traction in situ sous rayons X ou neutrons,
permettant la mesure des déformations élastiques, ont montré que la présence de
différents types de précipités change la formation des contraintes internes dans la
matrice d’aluminium a ’échelle de la microstructure. La présence de zones GP(I),
fin précipités cisaillables, conduit a une formation de contraintes internes dominée
par la déformation intergranulaire. Dans le cas de gros précipités non-cisaillables
71, la formation des contraintes internes est dominée par les incompatibilités de
déformation inter-phases. Lorsque des précipités cisaillables et non-cisaillables de
phase 1 et n coexistent dans la matrice d’aluminium, la formation des contraintes
internes est influencée par les déformations intergranulaires et inter-phases. Par
ailleurs, il est démontré que la phase  a un module d’élasticité plus élevé que la
matrice d’aluminium et présente un comportement anisotrope en régimes élastique
et plastique lors de la déformation.

En outre, il est souligné que la formation de contraintes internes a 1’échelle de la mi-
crostructure peut avoir un effet significatif sur les mesures de contraintes résiduelles
macroscopiques effectuées par DRX lorsque I’échantillon déformé plastiquement
contient de gros précipités de phase 1’ et 7.

Mots clés : Alliages d’aluminium de la série 7xxx (Al-Zn-Mg-Cu), Précipita-
tion, trempe, lacunes en sursaturation, zones GP(I), précipitation, diffusion des
rayons X aux petits angles, diffraction des neutrons et des rayons X, modélisation de

la précipitation, contraintes résiduelles macroscopiques, contraintes intergranulaire
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et d’interphase microscopiques
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Zusammenfassung

Al-Zn-Mg(-Cu) (AA7xxx) Legierungen werden aufgrund ihrer exzellenten mechani-
schen Eigenschaften und geringer Korrosionsneigung bevorzugt als Strukturmate-
rialien eingesetzt. Die Hochfestigkeit dieser Legierungen wird durch die Bildung
von Sekundérphasen, so genannten Ausscheidungen, erreicht.

Die vorliegende Doktorarbeit beschreibt den Einfluss von Ausscheidungen auf die
Ausbildung von Eigenspannungen auf verschiedenen Langenskalen in der hoch-
festen AAT449 Legierungen. Zwei Falle werden in dieser Arbeit untersucht. Ein
Fall untersucht den Einfluss der Ausscheidungsbildung wiahrend dem Abschrecken
einer 75 mm dicken AA7449 Platte auf die makroskopischen Eigenspannungen
untersucht. In einigen Untersuchungen wird das Verhalten der AA7449 Legierung
mit der mittelfesten AA7040 Legierung verglichen. Der andere Fall beschreibt den
Einfluss von verschiedenen Ausscheidungsarten auf die Eigenspannungsausbildung

auf der mikroskopischen Langenskala untersucht.

In ersten Fall wird gezeigt, dass sich wihrend dem Abschrecken bei hohen Tempera-
turen die heterogene n Phase bildet, im Gegensatz zu homogenen GP(I) Zonen, die
bei tieferen Temperaturen ausscheiden. Die Ausbildung der n Phase wird von den
Abkiihlungsbedingungen, aber auch von Makroseigerungen, in den dicken Platten
beeinflusst. Der Volumenanteil der n Phase ist jedoch sehr gering und hat einen
vernachldssigbar kleinen Einfluss auf die makroskopischen Eigenspannungen der
untersuchten dicken Platten.

Die homogenen GP(I) Zonen, die sich wiahrend dem Abschrecken ausbilden, haben
Radien im sub-nanometer Bereich. Ihre Bildung wird sehr stark von der Leer-
stellenkonzentration beeinflusst. Ein schnelles Abkiihlen kann, im Vergleich zu
langsameren Abkiithlungsraten, zu einer Ausbildung von GP(I) Zonen mit einem
hoheren Volumenanteil und Radius fithren. Die sich bildenden GP(I) Zonen erh6hen
die Streckgrenze des Materials wihrend dem Abschreckens und sind deshalb fiir
die gemessenen hohen makroskopischen Eigenspannungen in den dicken industriel-
len Platten verantwortlich. Infolgedessen muss die Ausbildung der GP(I) Zonen
wahrend des Abschreckens in den makroskopischen Finite Elemente Simulationen
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durch ein Ausscheidungsmodel berticksichtigt werden.

Die GP(I) Zonen Bildung wéhrend des Abschreckens wird mit Hilfe von einem
thermodynamisch basierten Eulerian Multiklassen Ausscheidungsmodel simuliert.
Dafiir wurde mit Hilfe des Loslichkeitproduktes eine thermodynamische Beschrei-
bung fiir die GP(I) Zonen entwickelt, die auf Umkehrwarmebehandlungen basiert.
Der Einfluss von tbersattigten Leerstellen wird durch adaptierte effektive Diffusi-
onsparameter beriicksichtigt. Dieser vereinfachte Modellierungsansatz erlaubt es,
die gemessene Bildung von GP(I) Zonen wahrend dem schnellen Abkiihlens gut zu
reproduzieren. Des Weiteren stimmen die simulierten Streckgrenzen an der Ober-
flache von zwei AA7449 Platten sehr gut mit experimentellen Messungen iiberein,
die in der Literatur angegeben wurden. Die Kopplung des Ausscheidungsmodels
mit den makroskopischen Finite Elemente Eigenspannungsberechnungen (die von
den anderen Doktoranden in dem Projekt durchgefithrt wurden) erlaubt es die in
zwei dicken AAT449 Platten gemessenen Eigenspannungsprofile gut vorherzusagen.

In dem zweiten Fall konnte mittels in situ mechanischen Versuchen wahrend
Zugverformung unter Rontgen- und Neutronenbeugung eine Verdnderung der Ei-
genspannungsausbildung in der Aluminium matrix nachgewiesen werden, wenn
verschiedene Ausscheidungstypen im Material vorhanden sind. Kleine scherbare
GP(I) Zonen fiihren zu einer Eigenspannungsausbildung, die im wesentlichen von
der Lastumverteilung zwischen den verschiedenen Kornorientierungen des Alu-
miniums beeinflusst wird. Wenn grosse nicht-scherbare n Ausscheidungen in der
Aluminiummatrix vorliegen, wird die Eigendehnungsausbildung von der Lastum-
verteilung zwischen den beiden Phasen bestimmt. ImFall von scherbaren n" und
nicht-scherbaren 1 Ausscheidungen wird die Eigendehungsausbildung sowohl von
der Lastumverteilung zwischen den verschiedenen Kornorientierungen des Alumini-
ums als auch von der Lastumverteilung zwischen den beiden Phasen beeinflusst. Des
Weiteren konnte gezeigt werden, dass die  Phase einen héheren Elastizitdtsmodul
als Aluminium hat und dassdie n Phase ein anisotropes Verhalten im elastischen
und plastischen Verformungsbereich aufweist.

Ausserdem wurde aufgezeigt, dass die Ausbildung der Eigendehnungen auf der
mikroskopischen Langenskala einen grossen Einfluss auf die Messung von ma-
kroskopischen Eigenspannungsmessungen haben kann, wenn (i) grosse n’ and 7
Ausscheidungen vorliegen, (ii) ein erhéhter Grad an plastischer Verformung vorliegt

und (iii) Réntgenbeugung benutzt wird.
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Il Introduction

Aluminium alloys (AA) are widely used as structural components owing to their
high specific strength, low corrosion susceptibility and high damage tolerance. In
the aircraft industry, heat treatable aluminium alloys are still the dominating
structural materials in spite of growing importance of fiber reinforced materials.
The age-hardenable Al-Zn-Mg-Cu (AA7xxx) alloys, such as the high strength
AA7449 and medium strength AA7040, are commonly used in the fuselage and

wings.

The fabrication of AA7xxx aluminium alloys requires a number of thermo-mechanical
steps such as age-hardening treatment, which allows tailoring the mechanical prop-
erties of these alloys. The quenching step of the age-hardening treatment, induces
high internal stresses that usually emerge over macroscopic distances in the parts,
so called type-I or macro-stresses. Different processes can be applied to reduce the
residual stresses such as stretching that is commonly used for plates. For complex
geometries as in the case of forgings stress relief is not always possible. Yet, residual
stresses cannot be removed completely and part distortions can still occur [1, 2],
which make final shape corrections necessary, thereby increasing the manufacturing
time cycle and costs [3].

Therefore, it is of great industrial interest to simulate the residual stress formation
during the processing of industrial components as part of through process modelling.
Numerical simulation tools such as the finite element method (FEM) are commonly
applied [4, 5]. The formation of residual stresses during quench needs to be well
predicted in order to simulate the redistribution of residual stresses during stress
relief treatments and /or during machining. Eventually, the mechanical properties

during service and lifetime can be predicted by knowing the residual stresses in the
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final manufactured part, which is a superposition of the residual and service stresses.

The demand for larger structural parts, e.g. in the case of the A380 aircraft,
leads to new challenges for manufacturing. One major concern that arises due
to the processing of large industrial Aluminium components such as plates and
forgings is related to the quenching step.

One the one side, residual stresses result from thermal strain and inhomogeneous
plastic strain near the surface of the quenched parts and originate from thermal
gradients. Therefore, the residual stresses will be larger in larger parts because of
the higher thermal gradients between the surface and the center [6].

On the other side, it was evidenced that the lower cooling rates in larger products
can lead also to material property variations due to quench-induced precipitation
[7]. Godard found that precipitates form at high but also at low temperatures
during quench in thick plates, which yield both a softening and hardening effect,
respectively. Godard simulated the quench-induced precipitation and linked it with
a thermo-mechanical model in order to investigate the influence of precipitation
on residual stress predictions. In the case of a 400 mm AA7010 thick plate the
influence was small. In contrast, Chobaut et al. stated that the residual stress
formation during quench in thick AA7449 plates cannot be predicted well, when
the influence of precipitation on the mechanical properties is not considered [8].

Several studies focused on quench-induced precipitation. The heterogeneous for-
mation of the coarse equilibrium 7 phase was evidenced at high temperatures
during quench, predominantly on grain boundaries and dispersoids [9, 10]. The
formation of the n phase has a detrimental effect on the final mechanical properties
[10, 11, 12] and decreases the yield strength during quench [13]. Only few studies
dealt with the simulation of heterogeneous precipitation during quench [7, 14].
The homogeneous precipitation during quench was little investigated since the
temperature changes during quench are rapid and the decomposition after quench
(natural aging) occurs instantly. Zhang et al. evidenced low temperature precipita-
tion during fast cooling by using DSC between 250-150°C, which they ascribed to
the n’ phase [15]. An attempt to simulate quench-induced homogeneous precipita-
tion was proposed so far only by Godard but he could not verify his results against
experimental findings [7].



1.1. Objectives of the thesis

1.1 Objectives of the thesis

This PhD thesis is part of a CCMX project!, which focusses on the measurements
and simulations of quench-induced residual stresses in large industrial components
made of heat treatable aluminium alloys. The main goal is better understand and
model the residual stress build-up during quench in large industrial components by
taking into account the change in microstructure. In more details, a multi-scale
modelling approach is foreseen, which allows implementing the simulation of the
precipitation during quench on the microstructural scale in a macroscopic finite
element model for the residual stress generation.

The present PhD thesis features three distinct objectives, which concern the
influence of precipitation in the high strength AA7449 alloy on the internal stress
formation at different length scale.

On the macroscopic scale:

1. The quench-induced precipitation is characterised in two AA7xxx thick plates
(a 75 mm AA7449 thick plate and to some extent also a 140 mm AA7040
thick plate). The formation of different types of precipitates is investigated
in the as-quenched state but more importantly also in situ during coolings.
The influence of the different precipitation types on the macroscopic residual
stresses is outlined.

2. Based on the experimental findings a modelling approach is presented, which
allows accounting for the major precipitation effect on the residual stress
formation. The precipitation model uses a thermodynamic description for the
homogeneous quench-induced precipitates that is derived from dissolution
heat treatments and takes into account the influence of excess vacanies on
the diffusion.

IThis project is funded by the Competence Center for Materials Science and Technology
(http://www.ccmx.ch/) in the frame of the work entitled “Measurements and modelling of
residual stress during quenching of thick heat treatable aluminium components in relation to
their microstructure” involving EPF Lausanne, PSI Villigen, Univ. de Bretagne Sud Lorient,
Constellium CRV and ABB Turbo Systems Ltd..
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On the microscopic scale:

3. The influence of different precipitation types on the internal stress formation
in the aluminium matrix is investigated at the microscopic length scale (so
called type-II or micro-stresses) by in situ mechanical testing. The impact of
the type-II stresses on macroscopic residual stress measurements is discussed
in AA7xxx alloys.



1.2. Structure of the thesis

1.2 Structure of the thesis

This thesis is divided into eight chapters:

« Chapter 2 provides an introduction to Al-Zn-Mg(-Cu) alloys and a review
of precipitation and quench-induced precipitation in these alloys. Further,
basic thermodynamics concepts are recalled to describe precipitation and the
state of the art to simulate precipitation microstructures in AA7xxx alloys is
discussed. A short overview on strengthening mechanisms is given and an

overview is provides on internal stresses on different length scales.

o Chapter 3 presents the investigated materials and the heat treatment param-
eters. Further, the experimental and numerical methods used in this thesis

are described in more detail.

o Chapter 4 focuses on the characterisation of the quench-induced precipitation
in a 75 mm AA7449 industrial thick plates after quench and during rapid
coolings. The impact of the quench-induced precipitation on macroscopic
residual stresses in thick plates is emphasized. In addition, for some ex-
periments, the differences between the AA7449 alloy and the AA7040 are
highlighted.

o Chapter 5 gives insight on the nature of the quench-induced homogeneous
phase and provides a thermodynamic description for GP(I) zones by using
the solubility product. In addition, the influence of excess vacancies on the
activation energy of GP(I) zone formation is evidenced.

o Chapter 6 presents a precipitation modelling approach to account for the
major effect of quench-induced precipitation the investigated thick plates. The
modelling parameters are calibrated with experimental results and applied
to the quenching in thick plates.

o Chapter 7 investigates the influence of different precipitation types on the
internal strain formation in the aluminium matrix and discusses their influence

on macroscopic residual stresses

o Chapter 8 summarizes the main findings of the thesis and proposes some

starting points for future work.






pd L.iterature review

This chapter presents a short literature review in seven section on topics that are
relevant to this thesis. A short introduction is given to heat treatable Al-Zn-Mg-
(Cu) alloys (Section 2.1), their processing (Section 2.2) and precipitation phenomena
(Section 2.3). Section 2.4 focuses on the precipitation during quench and Section
2.5 provides basic information about the thermodynamics of precipitation and the
state of the art of precipitation modelling. Section 2.6 presents an overview of
different strengthening mechanism and Section 2.7 gives an introduction to internal
stresses.



Chapter 2. Literature review

2.1 Heat treatable Al-Zn-Mg (-Cu) Aluminium
alloys

The Al-Zn-Mg-Cu (AA7xxx) alloys are widely used as structural components for
aerospace applications owing to their excellent mechanical properties and corrosion
resistance as shown in Figure 2.1. The high strength AA7449 alloy is used for upper
wing structures and shows high strength due to an increased zinc content.This
alloy is typically used in the overaged T7X51 temper, which features a reduced
yield strength compared to the peak aged T651 temper, but in return shows a
significantly improved corrosion resistance [3, 16].The AA7040 was developed for
ultra-thick plate applications such as spars and other structural components, since

it is less quench sensitive due to a lower solute content [16, 17].
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Figure 2.1: Application of AATxxx alloys in aerospace industry.

2.2 Processing of 7xxx Aluminium alloys

AATxxx aluminium alloys are commonly processed in plates and undergo a complex
thermo-mechanical processing route as schematically shown in Figure 2.2. The
processing route can be described by two main stages, the primary process and the

age hardening treatment, respectively.



2.2. Processing of 7xxx Aluminium alloys

Primary processing of 7xxx

Temperature i
A Primary process
Casting
Homogenizing Hot rolling Age-hardening treatment
Solution heat treatment

Natural ageing Adificial agein

Cold rolling Pre-stretching

Time

L

Figure 2.2: Typical thermomechanical treatment for 7xxx aluminium alloys (taken
from [18]).

The primary processing features casting, homogenization, hot and cold rolling.
These processing steps control the materials composition and grain structure. The
rolling processes induce crystallographic texture that differs through the plate
thickness [19, 20, 21]. In addition, secondary phases such as intermetallic phases
and dispersoids form during casting and homogenization. Coarse intermetallic
phases form due to impurities e.g. Fe and Si. A large amount of these phases is
detrimental and should be avoided. On the one hand, they decrease the formability
and fracture toughness and one the other hand they decrease the solute content (e.g.
Cu and Mg) and therefore the maximum hardening potential [22, 23, 11, 24, 25].
Further, small amount of transition elements such as Cr or Zr are added to the
alloy in order to form dispersoids. They usually form during homogenization with
sizes in the range of 10-50 nm [26, 27]. The dispersoids do not evolve during the
subsequent heat treatment as they feature slow diffusing elements and they are
rather thermally stable. The formation of dispersoids is beneficial as they inhibit
recrystallization by Zener pinning [28, 18, 29]. The effectiveness depends on their
size, spacing and distribution. Zr is also a peritectic element, which can lead to Zr
segregation at the dendrite cores during solidification. This explains the observed
inhomogeneous distribution of the Al3Zr dispersoids in the microstructure [30].

Secondary processing - age hardening heat treatment

The secondary processing contains the age hardening treatment, which is applied
to tailor the mechanical properties, but also the corrosion properties of the final
product by creating a specific precipitation microstructure. The secondary pro-

9
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cessing features the solutionizing heat treatment (SHT), quenching, stretching and
aging treatment.

The solution heat treatment is carried out above the solvus temperature in the «
region to dissolve the secondary # phases and obtain a homogeneously distributed
solid solution (step 1 in Figure 2.3). After the solutionizing treatment, the ma-
terial is rapidly quenched in cold water. Due to the decreasing solid solubility
with decreasing temperature a supersaturated solid solution is obtained at room
temperature when the quench is fast enough to prevent any atom diffusion (step 2
in Figure 2.3). The retained supersaturated solid solution is crucial to obtain a
maximum hardening potential. The quench or cooling rate is a critical factor as it
influences the vacancy concentration (section 3.5.4), quench-induced precipitation
(section 2.4) and residual stress (RS) formation (section 2.7.1). The stretching
step is performed directly after quenching in order to reduce residual stresses in
the plate, typically by a factor 10 [3]. This helps to minimize the part distortion
during machining. After stretching the material is kept for several days at room
temperature. This step is characterised by the formation of very small coherent
precipitates (Guinier Preston zones) and is called natural aging (NA). Finally,
the multi-step artificial aging is performed to create homogeneously distributed
precipitates in the material, which strengthen the material due to precipitation
hardening (section 2.6) by impeding dislocation motion (step 3 in Figure 2.3). The

possibility to strengthen the material by precipitation during an age-hardening
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Figure 2.3: Schematic of the age hardening treatment consiting of (1) solutionizing
heat treatment, (2) quench and (3) age hardening heat treatment, exemplarily for
the Al-Cu system (pictures are taken from [31]).
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2.2. Processing of 7xxx Aluminium alloys

treatment is the most important metallurgical feature of heat treatable Aluminium
alloys and gives rise to their excellent mechanical properties. The precipitation of
secondary phases from the supersaturated solid solution usually follows a complex
sequence, which involves a number of metastable transition phases before the
equilibrium phase is obtained. The precipitation sequence in AA7xxx alloys will
be discussed in more detail in the next section.

11
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2.3 Precipitation in 7xxx Aluminium alloys

Precipitation sequence

Due to the increasing technological importance as medium and high strength
materials, precipitation in the Al-Zn-Mg (-Cu) alloys has been widely studied
since the 1970’s [3, 16, 17]. Reviews on the decomposition in the Al-Zn-Mg
alloys were given by Loffler et al. and Lendvai [32, 33]. They argued that the
precipitation sequence depends on the Mg/Zn ratio and that two sequences are
possible (SS — GP — zones — n' — n and SS — T" — T'), which lead to the
equilibrium 7 phase (Mg(Al,Cu,Zn),) and T phase ((Al,Zn);9Mgss). In alloys of
practical interest however, the T phase is only forming after long time above 200°C
and is usually negligible. Mondal and Mukhopadhyay pointed out that in the 7xxx
alloys containing copper in addition to the 7 and T phases the S phase (Al,CuMg)
and 6 phase (Al;Cu) can also appear, depending on the alloying elements [34].
However, the sequence that leads to the n phase is the most relevant one.

For the precipitation sequence leading to the equilibrium 7 phase, two routes have
been proposed [35, 36]:

SS — GP(I) zones — ' — n

SS — VRC — GP(II) zones — 1 — n

GP(I) zones form during natural aging or at low aging temperatures. The GP(II)
zones develop from or nucleate on solute aggregates that contain vacancies (called
vacancy rich cluster (VRC)), which form during quench or within short aging time
after the quench. GP(I) and GP(II) zones precede the semi-coherent 7’ phase
[35, 36, 37]. Further growth of the 1’ precipitates will lead to the incoherent
equilibrium 7 phase. In the following, the characteristics of different transition
phases, such as the structure, composition and temperature range, will be discussed

in more detail.

Vacancy-rich clusters

In literature it is reported that in addition to the GP(I) zones, which are forming
during natural aging or aging at low temperatures, VRC appear during and/or
shortly after quenching from the solutionizing temperature [38, 39, 40, 32, 41, 42].
Positron annihilation spectroscopy (PAS) supported the existence of clusters rich
in vacancies [43]. Positrons are trapped by complexes with vacancies surrounded

by Zn. The number of VRC depends sensitively on quench parameters, such as
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quench temperature and rate [33]. Lacom et al. concluded that VRC are smaller
than 1 nm and stable up to 200-250°C [44]. Therefore, VRC can act as nucleation
site at higher temperatures compared to GP(I) zones. Katz and Ryum stated that
the number of VRC decreases during natural aging as they anneal out. In contrast,
the GP(I) zones volume fraction increases during natural aging [39].

As the VRC anneal out with time after the quench the chemical composition is not
easy to estimate. Juhasz et al. proposed that VRC form with an Zn/Mg ratio of
4:1, which was supported by Jiang et al. who argued that VRC are zinc-rich cluster
[45, 36]. Also PAS measurements indicated a Zn concentration of 72 + 5 at%
within the zones [43]. Yet, direct information on size, structure and composition
of VRC have not been reported [32]. Recent 3D atom probe tomography (APT)
studies evidenced solute clusters in Al-Zn-Mg-Cu alloys. Sha and Cerezo reported
on clusters with 10-30 atoms in size and a Zn/Mg ratio of 0.85 in the as-quenched
(AQ) and natural aged state (1.5h) for an AA7050 alloy [42]. Liddicoat et al. also
observed clusters in an AAT075 alloy after natural aging. They were smaller in
size (4-7 atoms) with a Zn/Mg ratio of 1 and an Al content of 36 at.% [46]. Since
both, GP(I) zones and VRC can be present at room temperature, it is not clear if
the solute clusters refer to VRC or GP(I) zones.

Guinier Preston zones

Two types of Guinier Preston zones have been reported for the Al-Zn-Mg-Cu alloys.
Differential scanning calorimetry (DSC) and small angle X-ray scattering (SAXS)
experiments evidenced their presence between 60 and 100°C [47, 32, 48].

The spherical GP(I) zones form at room temperatures and up to 120-150°C, de-
pending on the Zn content. The GP(I) zones are fully coherent with the matrix
and consist of layers parallel to {100} matrix planes and give rise to diffuse diffrac-
tion spots near {100} ,, and {110} ,, in the (100) ,, projections [49, 32, 35]. It is
reported that the GP(I) zone formation is not dependant on the the amount of
quench-induced vacancies and is not influenced by VRC [50, 32, 51]. The coherent
GP(II) zones form at aging temperatures above 70°C after quenching from above
450°C [47, 51]. They are described as Zn-rich clusters, which are parallel to {111}
matrix planes with a thickness of 1-2 atom layers and a width of 3-6 nm [48].
The chemical composition of the GP(I) zones has been investigated in several
studies by means of 3D-APT, SAXS and also first principle calculations. An
overview of the results is given in Table A.1 in Appendix A. GP(I) zones contain
Zn and Mg with a ratio between 1-1.3 depending on alloy composition, aging
temperature and time. Cu can also be present in GP(I) zones. Controversy exists
about the Al content in the GP(I) zones, which was reported in the range of 30 to
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85 at.%. The radius of the zones is typically up to 1 nm.

The kinetics of GP zone formation has been found to be controlled by movement
of the Mg atoms owing to the high binding energy of Mg atoms with vacancies.
This is supported by the activation energy of GP(I) zone formation, which is close
to Mg migration energy in Aluminium, around 0.6 ev [45, 52, 53|. In contrast, the
activation energy for the growth of GP(I) zones and the transformation to 7’ is
close to that of Zn migration [53, 54]. GP(I) zones and GP(II) zones have been
reported to be precursors of the i’ precipitates [36, 48, 42]. This also explains
the industrial practice of a two-step aging. The critical size for GP zones is much
smaller and therefore the density much higher compared to the 7’ precipitates.
This results in a higher strength compared to a one step aging.

1’ phase

The semi-coherent and metastable i’ phase is generally seen as the main hardening
phase in the Al-Zn-Mg-Cu alloys [18]. The 1’ phase is characterised by a hexagonal
crystal structure with a = 0.496 nm and ¢ = 1.40 nm [55, 48, 56]. The precipitates
have a platelet like shape and are aligned with the Al matrix as follows: (0001),,
| (111), or (1210),, || (110), [57]. The 1 precipitates can either form on existing
GP(I) or GP(II) zones or nucleate directly at higher temperatures [36, 48, 42]. The
phase appears in the range of 120 to 180°C and has a solvus between 250-300°C
depending on the alloy composition.

The chemical composition of the 1’ precipitates is known to change as a function
of time and temperature [42, 58]. An overview of the chemical composition of 7’
is given in Table A.2 in Appendix A. The Zn/Mg ratio is reported to take values
of 1 to 2.2. Sha and Cerezo evidenced an increasing Zn/Mg ratio from 1.1-1.3
during isothermal holding at 121°C [42]. Marlaud et al. observed an increas-
ing Cu content in 7’ precipitates during isothermal holding at 160°C. Generally,
the composition of 7’ is different from the equilibrium MgZns, but rather close
to the GP zones. This supports the direct nucleation of 7 on existing GP zones [59].

n phase

The incoherent equilibrium 7 phase has like 7" a hexagonal structure but with a
= 0.5221 nm and ¢ = 0.8567 nm [48]. The homogeneous 7 phase can be found
either forming above 180°C or during longer holding times at lower temperatures
transforming from 7’ precipitates. The n precipitates are typically found in the
overaged T7 state [57, 60, 18]. The 1 phase can have up to 11 types depending on
their orientation and origin (nucleation on metastable phases, dislocations or in
the bulk) [61].

14
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Experimental results about the chemical composition of 7 are summarized in Table
A.3 in Appendix A. The composition is typically far from the MgZn, but rather
Mg(Zn,Cu,Al);. The Zn/Mg ratio is higher compared to GP(I) zones and " and
in the range of 1.4-2.1. The Aluminium content is generally smaller than in GP
zones and 1’ precipitates.

The chemical composition of heterogeneous n phase, which forms heterogeneously
at higher temperatures is given in Table A.4 in Appendix A.

Effects of excess vacancies on precipitation

Excess vacancies are point defects that can be present in the material after quench
from high temperature or due to plastic deformation [62, 63]. It is generally ac-
cepted that vacancies increase the rate of solute diffusion and therefore the kinetics
of phase transformations [64, 44, 7, 31, 42, 65]. Excess vacancies are responsible for
the rapid formation of GP(I) zones at room temperature after quench. Moreover, it
was pointed out that vacancies are also important in the nucleation of precipitates
(64, 44]. One explanation is that the vacancies reduce the misfit strain energy of
the nucleus. This will lead to a smaller critical size of the nucleus as illustrated
in Figure 2.4. Excess vacancies can form clusters with solute atoms, which serve
as nucleation sites for the GP zones or 7’ precipitates. A high vacancy density is
necessary for the nucleation of a high number density of precipitates and a fine
precipitate dispersion [64, 41, 66]. Slower quench rate will lead to a loss of excess
vacancies and therefore, to a coarser distribution of clusters and a lower number
density of hardening precipitates [64, 67].

Figure 2.4: Schematic of the free energy change AF' as a function of the critical
nucleus radius r due to the presence of vacancies in solute clusters [64].
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2.4 Precipitation during quench in 7xxx alloys

In general fast quenching is applied after solutionizing to obtain a supersaturated
solid solution at room temperature by preventing any atom diffusion. However, the
quenching of thick industrial components feature inhomogeneous cooling conditions
between the surface and core. The high thermal gradients lead on the one hand to
residual stresses due to non-homogeneous plastic strain near the surface [6] and
on the other hand to variations of the microstructure (i.e. precipitation) owing
to slower cooling rates towards the center of the component. Alloys with high
solute contents are more sensitive (e.q. called quench sensitivity) to slower cooling
conditions and have a higher tendency to form quench-induced precipitates. A
general review on the metallurgical changes during quenching of heat treatable
Aluminium alloys was given by Shuey and Tiryakioglu [67].

Heterogeneous quench induced precipitation

Quench-induced precipitation is generally referred to the formation of the coarse
equilibrium 7 phase. The coarse n phase nucleates heterogeneously on lattice
defects such as grain and subgrain boundaries, dispersoids and dislocations. These
sites are thermodynamically and kinetically favoured since part of the free energy
associated with the defect is released (Section 2.5) and diffusion is enhanced in
the vicinity of these defects [9, 65, 68]. After a slow air quench, Deschamps and
Brechet evidenced heterogeneous precipitation of the n phase mostly on Als3Zr
dispersoids, which were distributed in bands. The strong solute depletion inhibited
the formation of hardening precipitates during aging. The lower amount of available
solute not only decreases the driving force for 1’ precipitates, but also limits the GP
zone formation, which act as nucleation sites for the 7’ phase [69, 9]. Zhang et al.
showed that the nucleation on Al3Zr dispersoids is more effective in recrystallized
grains. During recrystallization the subgrain boundaries pass through the Al3Zr
dispersoids and change their interphase character from coherent to incoherent [29].
Godard et al. investigated the precipitation sequence during quenching using
interrupted quenching in the AA7010 alloy. The n phase forms not only within
the grains on coherent and semi-coherent dispersoids AlsZr, but also intergranular
on grain- and subgrain boundaries. Precipitates (n-phase) were also found on
dislocations at lower temperatures (250-150°C). The S’ and T phase were also
observed between 300 and 200°C after long holding times due to Mg and Zn
depletion. Godard et al. summarized their microstrucural studies in a nucleation
diagram and emphasized the temperature domains, where the different nucleation

sites and phases are active [10].
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Archambault and Godard used in situ electrical resistivity measurements to charac-
terize the 7 precipitation kinetics at high temperatures above 200°C in the AA7010
alloy. They described the precipitation kinetics as a single process, which follows
Mathiessen’s rule. The mechanical softening was expressed with the power-law
(n=2/3) relation [70]. Deschamps et al. showed that the size and volume fraction
of the precipitates is quench rate dependant. In contrast the nature of the present
quench induced precipitates was found to be the same, mainly consisting of coarse
precipitates on dispersoids but also smaller intergranular precipitates. The precip-
itate free zone (PFZ) that formed around the quench-induced precipitates after
aging depends only moderately on quench rate [71] (Figure 2.5a). Zhang et al.
developed continuous cooling precipitation (CCP) diagrams for the AA7150 and
AA7020 alloys by using DSC with different cooling rates (0.005-3 K/s). In the
AAT150 three reactions were observed during the cooling’s (Figure 2.5b). They
ascribed the two high temperature reactions to n and also S phase precipitation.
The chemical composition of the heterogeneous 7 formed during isothermal holding
at 350°C was estimated to be 14.6A1-38.3Zn-33.3Mg-13.8Cu (in at.%) [58].

Heterogeneous precipitation at higher temperatures is thus undesirable since
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Figure 2.5: (a) Quench-induced 7 precipitates sourrounded by the characteristic
precipitate free zone (PFZ) in a T6 sample [71] and (b) CCP diagram of the
AAT150 alloy obtained by DSC experiments [15].

it lowers the mechanical properties such as yield strength, toughness, and fatigue
in the resulting material [10, 11]. The loss of solute and vacancies leads to the
formation of a PFZ around the heterogeneous 7 precipitates [71] (Figure 2.5a).
The decreased fracture toughness was related to the PFZ, where crack initiation
starts [12]. The heterogeneous 7 precipitates lowers the strength of the grain
boundaries and decrease the intrinsic strength of the grain interior due to the
absence of hardening precipitates. Reich and Kessler performed compression tests
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after cooling with different constant cooling rates with an AA7020 alloy. They
evidenced an decreasing yield strength when the cooling rate is decreased, which

was associated with solute loss due to high temperature precipitation [13].

A method to predict the effect of heterogeneous n during continuous cooling
on the T6 yield strength was developed by Evancho and Staley, namely the quench
factor analysis (QFA) method [72]. The hardness data obtained from isothermal or
continuous cooling experiments is fitted numerically by multiple regression analysis
based on classical nucleation theory. This method was theoretically proven by
Staley [73]. It was applied to numerous Aluminium alloys in order to predict
properties such as yield strength, corrosion resistance and toughness, to optimise
quench residual stresses and to predict cast of aluminium alloys [74, 75, 76]. The
numerical descriptions can be implemented into finite element (FE) simulations
using internal variables [77, 78]. Some of the practical and theoretical limitations of
this method were improved by several authors [79, 80, 81]. However the QFA still
only describes the solute loss due to heterogeneous precipitates and therefore the
reduced hardening potential after aging. The effects of homogeneous precipitation
during quench are not taken into account.

Homogeneous precipitation

The quench-induced homogeneous precipitation has been studied much less. Inves-
tigations after quench are usually not effective since the decomposition after quench
is rapid and natural aging occurs instantly at room temperature in most 7xxx alloys
[18]. Studing the quench induced homogeneous precipitation directly during cooling
is difficult due to the rapid time and temperature changes. Direct observations were
made by Zhang et al. by using a DSC with cooling rates up to 3K/s. Figure 2.5b
shows in addition to the high temperature precipitation, also a low temperature
reaction between 250-150°C. Zhang et al. ascribed the low temperature peak to
the formation of n’ phase. However, the cooling rates are still much lower than the
ones found in industrial practise. Indirect evidence of quench-induced homogeneous
precipitation was given by residual stress measurements in 7xxx thick plates and
forgings [8, 82]. The measured as-quenched residual stresses of up to 300 MPa are
much higher than the as-quenched yield strength of the material. Further, several
authors argued that vacancy rich clusters are appearing during quenching from the
solutionizing temperature [38, 39, 40, 32, 41, 42]. Yet, no direct observations have
been reported.
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2.5 Thermodynamics of precipitation

Precipitation is generally defined by three stages; nucleation, growth and coars-
ening. In the following, the three steps and the basic thermodynamic concepts
will be described shortly. The presented thermodynamic framework is taken from

Reference [31], which provides also a more detailed description.

Nucleation of secondary phases

The free energy change AG related to the nucleation of a spherical secondary
phase of radius r is shown in Figure 2.6a. The nucleation of the secondary phase
of volume V decreases the free energy by VAG,, where AG, is the volume free
energy (chemical driving force). The creation of the interfacial area A between the
matrix and the precipitate with an isotropic interfacial energy v will increase the
free energy by A~. In addition, the misfit strain between the precipitate of volume
V and the matrix will increase the free energy by VAG,, where AG is the misfit
strain energy. The total free energy change AG due to nucleation of a spherical

precipitate is summarized as:

AG = ~VAG, + Ay + VAG, = —;,le(AGv = AG,) + 47y (2.1)

The critical radius r* and energy barrier AG* to form a stable nuclei can be
obtained by differentiation of the above equation:

2y
* 2.2
" T 3(AG, — AG,)? (22)

1673

AGr = 0m
¢ = aG, - AGY

(2.3)
In addition to homogeneous nucleation, secondary phases can also nucleate hetero-
geneously on defects such as grain boundaries, dislocations and dispersoids. These
defects increase the free energy of the material. The activation energy barrier of
the formation of a nucleus on a defect is reduced since part of the free energy is
released. The heterogeneous nucleation on grain boundaries and dislocation will
reduce the grain boundary energy and strain energy, respectively. A shape factor
SF, which is related to the wetting angle 6,,, is commonly used to describe the
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reduction of the activation energy barrier due to heterogeneous nucleation:

_ AG;kwt
AGE

hom

SF(0,) (2.4)
The homogeneous and heterogeneous nucleation rate N will depend on the mi-
gration of atoms w exp(—AG,,/kT), the activation energy barrier of nucleation
exp(—AG*/kT) and the number of (homogeneous or heterogeneous) nucleation
sites N,q. The nucleation rate is then expressed as:

AG,,  —AG*
kT P Ter

N = N,qew exp — (2.5)

where w accounts for the vibration frequency of atoms and the area of the critical
nucleus, AG,, is the activation energy for atomic migration, 7" is the temperature
and k is the Boltzmann constant.

Growth of secondary phases

Once a stable nuclei is created the [ precipitate can grow when the interface
migrates. The concentration of solute in the precipitate Cs is higher than the one
of the a matrix Cy (Figure 2.6b). This leads to a solute depleted zone around the
precipitate. Local equilibrium can be assumed on the precipitate/matrix interface.
The growth rate v depends on the supersaturation ACj, which is defined as the
difference between the initial solute content Cy and the equilibrium content C, in
the matrix. In order to migrate the interface of the precipitate, a certain flux of

solute has to diffuse from the matrix to the precipitate. The flux of solute depends

AG
Ay o r?

-VIAGy « AGy) o r°

~VAGy

(b) X "

(a)

Figure 2.6: (a) Free energy change AG associated with the nucleation of a homo-
geneous spherical nucleus as a function of radius r (b) Concentration profile at the
interface of the precipitate and matrix [31].
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on the concentration gradient. Zener proposed a linearized approximation of the

concentration gradient and showed that the growth rate can be calculated as:

AC)H D
v= W\/? (2.6)

where t is the time and D the diffusion coeflicient.

Coarsening

The concentration gradient will decrease with time as the matrix depletes of solute.
This leads to an overlap of the diffusion fields around the precipitates (indirect
impingement). When the matrix solute depletion reaches C,, the diffusion con-
trolled growth stage ends and the interface controlled coarsening stage starts.
The curvature effect (Gibbs-Thomson effect) is the driving force for coarsening
of the precipitates (even when all the available precipitate volume fraction has
precipitated) [83]. This is due to the higher solubility of smaller particles, which

become unstable and dissolve in favour of larger precipitates that grow.

Modeling the evolution of precipitates in heat treatable Aluminium
alloys

Based on the classical nucleation and growth theory, three different approaches have
been proposed to model precipitation in metallic alloys namely the mean radius
approach, the Euler-like multi-class approach and the Lagrange-like multi-class
approach [84]. The mean radius approach restricts the particle size distribution
(PSD) to its mean radius and density in contrast to the two multi-class approaches,
where the PSD is discretized in a large number of classes. The Euler-like multi-class
approach is characterised by predefined size classes, where the fluxes between
neighbouring classes are followed with time (left Figure 2.7). The Lagrange-like
multi-class approach also discretizes the PSD into classes, but the radius evolution
of each class with a fixed number of precipitates is calculated (right Figure 2.7).

The three ways treat nucleation, growth and coarsening as concomitant processes.

Several models were proposed in the last years based on the three approaches to
model the precipitate evolution during various isothermal and non-isothermal heat
treatments in heat treatable Aluminium alloys. The evolution of the precipitate mi-
crostructure was modelled during isothermal heat treatments such as aging in 7xxx
(85, 51, 86] and 6xxx [87] alloys and also homogenisation [88]. Several models were
also proposed to simulate the precipitation state during non-isothermal heat treat-
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ments e.g. friction stir welding (FSW) of 7xxx [89, 90, 91] and 6xxx [92, 93] alloys,
linear heating in 7xxx [94] and 6xxx [87] alloys. Further, reversion heat treatments
and welding in 7xxx [95, 96] have also been modelled. Finally, the development of
PF7Z’s after imperfect quenching [89] and during homogenisation was simulated [97].

Modelling of the precipitation in 7xxx alloys was often restricted to the equi-
librium 7 phase and the chemical composition was assumed to be the stoichiometric
equilibrium composition of MgZn,. Sigli [86] proposed an aging model of the 7
phase, which allows for variation of the precipitate composition (MgZny( . Cu.Al,)
in order to maximise the nucleation rate. Few studies concerned the evolution of
metastable phases in 7xxx. Kamp et al. simulated the evolution of heterogeneous
precipitation during FSW and considered metastable ' and the equilibrium 7
phases and the transition between them. Lang et al. [94] modelled the evolution
of GP zones, 1 and n precipitates upon heating and they compared their results
with DSC measurements.

Only few studies concerned the precipitation modelling during quench in 7xxx
alloys. Yanjun et al. only considered the formation of the heterogeneous 1 phase
with a MgZn2 stochiometry [14]. Further, they found that the 1 volume fraction
decreased with increasing of cooling rate and they associated the increased hard-
ness after quench to the hardening due to heterogeneous n precipitates. Godard
simulated the heterogeneous 7 phase and a homogeneous hardening phase at lower
temperatures during quench of 400 mm AA7010 thick plates [98]. He showed that
both precipitation types form during the quench and influence the residual stresses

Figure 2.7: Schematic of an Euler-like (left) and Lagrange-like multi-class model.
Step 1 and 4: disappearance of a class below the critical radius of nucleation. Step
2: flux of precipitates between neighbouring classes. Step 3 and 5: Creation of new
classes. Step 6: Growth of present classes. Step 7: Reduction of interclass distance
by introducing a new class. (taken from [18]).
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by changing the yield stress of the material. Yet, he could not directly compare the
modelling results against experimental data. Further, he pointed out that influence

of excess vacancies on the kinetics need to be considered.

The outcome of precipitation modelling can be used in many ways. Deschamps and
Perez emphasized that precipitation modelling is a useful tool for extracting physi-
cal parameters of phase transformations in metallic alloys [99]. Further, the output
of the physical precipitation models such as the volume fraction, PSD, average
radius and number density of precipitates can be directly compared with the results
from SAXS experiments. In addition, the output can be used in FE simulations
through physical based strengthening models as proposed by Kocks-Mecking or
Deschamps [100, 101].
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2.6 Strengthening mechanism

Plastic deformation at low homogeneous temperatures occurs in conventional metals
mainly by the glide of dislocations. The required shear stress necessary to initiate
slip in a slip system of a single crystal is defined as the critical resolved shear stress
7. (CRSS). The tensile yield stress is related to the CRSS by the Schmid factor
(cos¢ cosy) [102]:

Te = (€OSPCosP)oys (2.7)

where ¢ is the angle between the normal of the slip plane and the direction of the
applied stress and ¢ is the angle between the slip plane direction and the direction
of the applied stress. The macroscopic yield strength of the polycrystalline material
with grains of random orientation is linked to the CRSS by the Taylor factor M,
which depends on the crystal structure and on the activated slip systems. The
macroscopic yield strength is then defined as [102]:

oys = M, (2.8)

The Taylor factor was calculated to 2.6 for fcc polycrystals using elasto-plastic
self-consistent modelling (EPSC) [103]. For rolled 7xxx material a Taylor factor of
2.7 was reported for the rolling direction [57].

A material can be strengthened by impeding dislocation motion. Different obstacles
to dislocation motion can be present in a material. A short overview of different
strengthening mechanism is given in the following. More detailed information can
be found in the References [104, 102].

Lattice friction

To move a dislocation in the periodic structure of the crystal lattice, a friction
stress (called Peierls-Nabarro stress) has to be overcome [102]. The internal friction
is generally very low in fcc materials and in the order of 107¢ to 1075y (shear
modulus). In Aluminium alloys the lattice friction only accounts for a small stress

contribution to the yield stress of about 1MPa.

Dislocation strengthening

The shear stress in a material increases when the dislocation density is increased.
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2.6. Strengthening mechanism

This is usually expressed by the Taylor hardening law:

Tp = apby/pp (2.9)

where « is a constant, p is the shear modulus, b represents the Burgers vector and

pp is the dislocation density.

Grain boundary strengthening
Grain boundaries are strong obstacles for dislocation motion. The Hall-Petch
relationship relates the grain size d with grain boundary strengthening.

oage = 09 + kapd™" (2.10)

where o is a constant stress of uncertain origin, n is an exponent in the order of

0.5 and kgp is a materials constant [102].

Solid solution strengthening

Point defects such as substitutional impurities can also interact with dislocations.
The elastic distortion around the point defect due to the size misfit can oppose the
stress field of the dislocation and make the dislocation motion more difficult [102].
A review of solid-solution hardening of crystalline materials is given in Reference
[105]. The strengthening effect due to a solute of concentration C' can be expressed
as [106]:

TSSZTpure—i-KCn (2.11)

where 7,,,. is the flow stress of the pure metal, K is a strengthening coefficient
and C is the alloy concentration. The exponent n is typically 1/2, 2/3 or 1. . For
ternary or quaternary alloys the following relationship was proposed [107]:

TsS = Tpure + Z(chz)n (212)

where K; describes the strengthening per at. % of a solute element i and C; is
the concentration. This equation is commonly used for Aluminium alloys [24, 108].
Some authors use a global average parameter Kgg instead of considering each
solute element [101, 18].

Precipitation strengthening
The main strength contribution in high strength Aluminium alloys such as 7Txxx
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alloys originates from precipitation hardening. Precipitates increase substantially
the yield strength of a material. Strengthening of the precipitates can be due to
modulus strengthening, order strengthening, chemical effect, coherency strengthen-
ing and stacking fault strengthening [109]. In addition, the strengthening effect
depends also on the size, shape and distribution of the precipitates [104]. Homoge-
neously distributed precipitates will randomly intersect slip planes and interact
with gliding dislocations. Dislocation can either cut through (shear mechanism)
or bow around the obstacle (Orowan or by-passing mechanism) depending on
the lowest resistance (Figure 2.8). In addition, the obstacles can be overcome by
cross-slip at elevated temperatures [102]. The transition from shearing to Orowan
mechanism defines in most cases the peak aged T6 state of a material. More
in depth information about strengthening due to precipitation can be found in
References [110, 104, 109, 102].

The strengthening due to statistically distributed shearable precipitates of radius

Particle Cutting

1
/L—>.=>‘%lt

Precipitate

Particle Looping

/e e/

Particle/
Precipitate

Figure 2.8: Illustration of the two dislocation precipitate interaction mechanisms:
precipitate shearing and precipitate bypassing (Orowan). [111].

R can be expressed as [109]:

RS,

; (2.13)

Tshear = 0. 7053/2M

where « is a constant related to the obstacle strength and f, the precipitate volume
fraction. When the precipitates are bypassed the strength contribution can be
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2.6. Strengthening mechanism

calculated as:

Rl

TOrowan = MW 9 R (214)

The precipitates are often characterised by a particle size distribution. Several
author proposed to take this into account for the strength calculation [86, 112].
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2.7 Internal stresses

Residual stresses refer to stresses that remain in a material when all external forces
are removed. They are present in every engineering material due to thermal and
mechanical processing [113].

Residual stresses introduced during processing usually emerge over macroscopic
distances and are defined as macrostresses or type-I stresses (Figure 2.9). In
addition, internal stresses are generated during plastic deformation due to het-
erogeneous plastic flow on the microscopic length scale (microstresses or type-11
stresses)[114]. In single phase polycrystalline materials type-II stresses arise because
of strain incompatibilities between neighbouring grains with different orientations
due to elastic and plastic anisotropy (intergranular microstresses). Type-II stresses
evolve also in multiphase materials or when phase transformations take place. The
interphase microstresses develop because of large property mismatches between
the phases and can become more significant than the intergranular stresses [115].
Furthermore, microstresses can be also inside single grains and are called third
order internal stresses. Stresses caused by dislocations, second phase particles or
misfit stresses inside a single grain are called intragranular microstresses or type-III
stresses and are highly localized. These short range type-II and type-III stresses
add to the macrostresses. A review on the origin and nature of residual stresses
can be found in Reference [116].

Residual stresses are self-equilibrating, therefore the residual stress over the whole
body is zero. This means that the residual stresses must vary spatially within
the body to hold the stress balance condition ([, o;;dV = 0) unless it is zero
everywhere [114].

2.7.1 Macroscopic residual stresses in large AA7xxx com-

ponents

Heat treatable 7xxx alloys undergo a complex thermo-mechanical treatment. In
particular the quenching step of the age hardening treatment generates macroscopic
residual stresses in large industrial components. High thermal gradients between
during quenching lead to thermal strain and inhomogeneous plastic strain, especially
close to the surface [6]. This results in residual stresses, which are observed typically
after quench in plates and forging made of AAT7xxx alloys [117, 82, 8]. Macroscopic
residual stresses can be determined by different techniques such as diffraction or

material removal methods [118]. The residual stress profile of thick plates features
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generally compressive stresses in the surface and compensating tensile stresses in
the center, the so called skin-core effect (Figure 2.10). The residual stresses can be
up to 300 MPa at the plate surface, which is much higher than the as-quenched
strength of the material [8, 18]. Stretching is applied to reduce the RS, typically
by a factor of 10 [3]. Still, part distortions during machining are not uncommon

and require expensive corrections [1, 2].

Influence of quench-induced precipitation on macroscopic residual
stresses
Tanner and Robinson argued that heterogeneous and homogeneous precipitates
increase the as quenched strength, since large forgings show higher surface hardness
than smaller ones after quench. Such pieces preserve for a longer time intermediate
temperatures around 100°C at the surface by conserving larger temperatures in
the center. During quench, precipitates can interact with dislocations and thereby
alter the yield stress and work hardening [120]. Robinson et al. found that less
quench sensitive alloys show much higher stresses in forgings. The alloys with
higher quench sensitivity will experience higher solute loss during quenching, which
lowers the yield stress and therefore the residual stresses [82].
The residual stress formation can be modelled by using finite element (FE) com-
putational techniques [5, 117, 6]. To predict the RS a good knowledge about

the heat transfer coefficient as a function of temperature is required in order to

.
-

Stress

i3 -
Distance

gl e
VO
Figure 2.9: Illustration of macrostresses (o), intergranular microstresses (o) and

intragranular microstresses (oy;7) in a randomly orientated polycrystalline material
[113].
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calculate the cooling condition in the component. In addition, an appropriate
thermo-mechanical model is needed to describe the elasto-viscoplastic properties of
the material. However, in the case of quench sensitive alloys precipitation has to
be considered to account for changes of the yield strength during quench [7, 8].
Godard showed that precipitation has to be taken into account for residual stress
simulations of AA7010 thick plates (400 mm) [7]. He pointed out that two types
of precipitation phenomena occur during imperfect quenching. Heterogeneous n
precipitates form at high temperatures and decrease the yield strength due to solute
loss. This promotes an increasing plastification and therefore a lower residual stress
level. In contrast, homogeneous precipitation occurs at lower temperatures, which
is responsible for the hardening during cooling and therefore higher residual stresses.
Further, he argued that residual stresses are mainly affected by the mechanical
properties at lower temperatures, e.g. the strain hardening rather than the rate
dependency. He proposed to couple macroscopic residual stress simulation with a
precipitation model to better simulate residual stresses.

A simple model to take into account the effects of precipitation was proposed by
Chobaut et al. [121]. They used a Gleeble machine to reproduce the cooling condi-
tions on the plate surface and measured the yield strength at room temperature.
By knowing the yield strength at the end of the quench, they could reproduce the

measured residual stresses in several 7xxx plates.
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Figure 2.10: Residual stress in several AA7xxx thick plates measured by neutron
diffraction [119].
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2.7.2 Intergranular and interphase microstresses

Powerful tools to evaluate type-II stresses in single and multiphase materials are
in-situ testing techniques such as neutron (ND) and synchrotron X-ray diffraction
(XRD) [122]. Diffraction measurements are sensitive to individual phases and also
to grain families. The diffraction peaks allow determining the relative change in
interplanar spacing and therefore the lattice strain in each phase and for each

particular orientation.

Intergranular microstresses

In polycrystalline single phase materials intergranular stresses are generally ob-
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Figure 2.11: Schematic illustration of (a) intergranular microstrain evolution in a
single crystalline polycrystal and (b) intergranular and interphase microstrain in a
two-phase material [taken from [113]]

served because of the different mechanical response of differently oriented crystallites
(grain families). Figure 2.11a shows schematically the lattice strain response upon
loading of three grain families ({111}, {002} and {220}) with lattice planes per-
pendicular to the loading direction (axial direction) in a single phase polycrystal.
As the material is elastically anisotropic and the three grain families have different
diffraction elastic constants, the lattice strain evolution in the elastic regime is
different [118]. When the material plastifies deviations from linearity are observed.
Once slip is initiated in certain grain families part of the elastic load they carry
is transferred to grains in other orientations ({111} and {220}). The plastically
deformed grains show a roughly constant lattice strain while the grains that have
not yet plastified show large increases in lattice strain ({002}). When the material
is unloaded residual tensile or compressive microstrains Aeyy; remain in the specific

grain families [113].
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The intergranular microstrain formation during deformation was investigated for
several fec polycrystals [123, 124, 125, 126]. Clausen and Lorentzen measured
the intergranular strain evolution in a commercial purity Aluminium polycrystal
(AL2S). They found that the 111 grain families carry the highest elastic strains
(hard direction) and the 220 grain families the smallest elastic strains (soft direc-
tion). The 200 reflection were found in between these two [123]. Clausen et al.
used an EPSC model to simulate the development of elastic strains in an Alu-
minium polycrystal during uniaxial deformation [103]. They evidenced a low elastic
anisotropy. The deviations from linearity in the plastic regime for the axial (grain
families with lattice planes perpendicular to the loading direction) and transverse
direction (grain families with lattice planes parallel to the loading direction) are
shown in Figure 2.12. In both directions the largest differences are seen between
the stiffest 111 and most compliant 200 reflections. The 220 reflection shows also a
stiff behavior whereas the 311 reflection is only little affected. Similar trends were
observed in the plastic regime for an Al-2Mg alloy and an AA7050 alloy that was
artificially aged to the T7451 Temper [127, 128]. The elastic properties were found
to change with alloying. Further, Pang et al. pointed out that intergranular stresses
can have a large impact on macroscopic residual stresses and that intergranular

stresses introduced by rolling are much more complicated than by uniaxial tension
[128].

Interphase microstresses
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Figure 2.12: Deviations from linearity during plastic deformation of a Aluminium
polycrystal in the (a) axial and (b) transverse direction [taken from [103]]

In multi-phase materials interphase stresses are generated due to different elastic
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and plastic properties of the phases, which will superpose the intergranular stresses
in each phase [113]. Internal stresses build-up due to different elastic properties
of the phases, which leads to a load transfer between them. Further, the local
differences in yield stress and hardening behavior during plastic flow results in
local reaction stresses and redistribution of the macroscopic applied load [118].
Figure 2.11b illustrates schematically the evolution intergranular and interphase
microstrains in a matrix containing precipitates as a function of plastic deformation.
After the yielding of the {220} matrix grains the load transfers to the {002} matrix
grains, which have not yet yielded. When all matrix grains have yielded the load
is partitioned to the precipitate phase [113].

An increasing amount of in situ diffraction studies have been accomplished during
the last two decades in order to study different phenomena in multi-phase materials.
Phase transformations have been studied in TiAl based alloys [129, 130, 131] and
Aluminium alloys [132]. Further, the kinetics of the martensitic phase transforma-
tion were studied in metastable austenitic steels and its influence of the deformation
behavior discussed [133, 134, 135, 136, 137, 114].

Several studies concerned also the internal stress generation in ferritic, bainitic and
dual-phase steels [138, 139, 140, 141]. The main focus was on the interplay between
the ferrite phase and reinforcing phases such as cementite and their influence on
internal stresses [140, 142, 143, 144, 145]. Yet, the influence of precipitates on
internal stress formation during deformation has not been studied in Aluminium

alloys.

The understanding of the formation of type-II microstresses is important. On the
one hand, they can have a marked influence on macroscopic RS measurement be-
cause diffraction measures the superposition of type-I and II stresses [128, 118]. On
the other hand, type-II microstresses can have an influence the materials properties,
e.g. by crack initiation or cause void formation [146]. Finally, the information
obtained from the in situ diffraction experiments are useful to validate and improve

micromechanical models of materials deformation [147, 118, 128].
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8] Experimental and numerical
methods

In this section the experimental and numerical applied in this thesis are presented
and explained. Section 3.1 concerns the investiagted alloys and the different
performed heat treatments. Details about the used microscopy techniques and
thermal analysis methods are given in Sections 3.2 and 3.3. Section 3.4 provides
an overview about small angle scattering experiments applied in the study and
Section 3.5 introduces the solubility product, the applied precipitation model and
the phenomenological framework to estimate the influence of vacancies on the
diffusion. The used yield strength model is outlined in Section 3.6 and details
about the in situ mechanical testing using diffraction are given in Section 3.7.
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3.1 Materials and heat treatments

Two commercial heat treatable Aluminium alloys from the Al-Zn-Mg-Cu (AA7449
and AA7T040) system were investigated in this study. Both alloys were provided by
Constellium CRV as as-quenched (and natural aged) plates with a thickness of 75
mm and 142 mm for the AA7449 and AA7040, respectively. The nominal chemical
compositions of both alloys are displayed in Table 3.1.

The two alloys were used in different tempers during the study. Table 3.2 gives an

Table 3.1: Nominal composition (in wt.%) of the AA7449 and AA7040

Alloy ‘ Zn ‘ Mg ‘ Cu ‘ Al ‘ trace elements

7449 7.5-8.7 1.8-2.7 1.5-2.3 balance | Si, Fe, Mn, Zr
7040 5.7-6.7 | 1.7-24 1.4-2.1 balance | Si, Fe, Mn, Zr, Ti, Cr

overview of the different tempers and the corresponding heat treatment parameters.
To homogenize the material a solution heat treatment was applied before natural
and artificial aging. The T4 state describes a material that has been quenched
from the solutionizing temperature and kept at room temperature for at least 3
days (and up to more than 1 year) to ensure a substantially stable condition. The
T6x state refers to a slightly overaged state, which is close to the peak aged T6
state. The T7x state describes an overaged state for the AA7449, obtained by
performing the T6x heat treatment and in addition, 24 h at 210°C.

The heat treatments at low temperatures, such as aging, were performed in a low
temperature furnace or in an oil bath. The SHT and high temperature isothermal
holdings were conducted in a salt bath or in a vacuum furnace. The samples for
the experiments were taken from the quarter thickness of the plate (if not stated

otherwise) to ensure a homogeneous chemical composition.

Table 3.2: Laboratory heat treatment performed for this study

Heat treatment ‘ Alloy ‘ Procedure

SHT 7449 1h at 474°C

SHT 7040 ramp to, 1h at 483°C

T4 7449 & | water quenched after the SHT and naturally
7040 aged for at least 3 days

T6x 7449 SHT, 4 days at 20°C, 30K /h to 120°C, 6h at

120°C, 15 K/h to 160°C, 9h at160°C
T7x 7449 T6x 4 24h at 210°C
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3.2 Electron microscopy

Different electron microscopy techniques were applied to characterise the microstruc-
ture on different length scales.

Scanning electron microscopy (SEM)

A FEI-XLF30-FEG scanning electron microscope was applied in secondary-electron
(SE) or backscattered electron (BE) mode to study the intermetallic phases. Energy
dispersive X-ray spectroscopy (EDX) was conducted to characterise the chemical
composition of the intermetallic phases and matrix material with an EDAX Si(Li)
EDX detector. In general, an acceleration voltage of 20 kV was used.

The grain and subgrain structure and also local texture was investigated by elec-
tron back scattered diffraction (EBSD). The investigations were conducted with
a FEI-XLF30-EBSP microscope, which is equipped with an Oxford Instruments
INCASynergy 350 and a NordlysS II EBSD detector. An acceleration voltage of 20
kV, a tile angle of 70° and a working distance of 12 mm were typically applied.
High resolution scanning electron microscopy (HRSEM) was performed with a
Zeiss Merlin microscope to study the heterogeneous precipitation. The in-lens
SE or energy selective backscattered electron (EsB) detector was used with an
acceleration voltage in the range of 2 to 5 kV.

The samples investigated by SEM were compression hot mounted with Konduc-
toMet and ground with silicon carbide paper (finish with Buehler P4000). The
subsequent polishing was performed with diamond solution (0.25 pm). In addition,
the samples used for EBSD and HRSEM were finished by 2 h polishing with a
vibrating polisher (Buehler Virbromet).

Transmission electron microscopy (TEM)

Transmission electron microscopy was applied to study the nature and size of the
heterogeneous and homogeneous precipitates. The bright and dark field TEM
images and also the selected area diffraction patterns (SAED) were obtained either
with a Philips/FEI CM12 or FEI Tecnai Osiris using an acceleration voltage of
120 kV and 200kV, respectively. The TEM EDX measurements were conducted at
the FEI Tecnai Osiris, which is equipped with four Super-X SDD EDX detectors.
The TEM samples were prepared from 3 mm discs, which were extracted from the
thick plates by electrical discharge machining. The samples were ground down to
100 pm and then electro polished with Struers Tenupol-5 twin-jet. A solution of
HNOj3 and methanol (1:3 in volume) was used at -20°C with a voltage of 18V.
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3.3 Differential scanning calorimetry

Differential scanning calorimetry (DSC) experiments were performed on a Perkin
Elmer power compensation DSC8000 machine. Typical sample size was 4 mm in
diameter and 1 mm in thickness with a weight around 33 mg. Cooling and heating
experiments were performed with varying rates between 2 and 80 K/min (0.033
- 1.33 K/s). The sample was always measured together with a pure Aluminium
sample (Al4N) as a reference. Before or after each sample measurement one baseline
measurement was performed using two pure Aluminium samples in order to account
for baseline drift and variability [148, 149].

Typically, the baseline measurement was subtracted from the sample data. The
heat flow was then normalised for the sample weight and the applied heating/cool-
ing rate. The normalized data was then analysed using the peak analyser option
of the Origin software. A spline background was fitted to the DSC curves using
temperatures, where the heat flow should be zero (usually: -20, 5 and 476°C). A
review concerning the use of DSC to study precipitation phenomena in Aluminium
alloys can be found in Reference [149].

Peak temperature analysis

When solid state transformations occur during DSC analysis, the change in thermal
properties and heat content is characterised by a peak or deflection from the base-
line. The peak temperature can be associated with the temperature of maximum
reaction rate. If the reaction is thermally activated the position of the peak and
the peak temperature will change as the heating rate changes. Therefore, the
activation energy of the reaction can be estimated from this change of the peak
temperature by applying the a peak temperature analysis [150, 151, 152, 153]:

h AFE
In— = ——— 1
nTg RTP+OI (3.1)

where h is the heating rate, T}, is the peak temperature, AE is the activation energy
for dissolution/formation, R is the gas constant and C) is a constant. When h/7’ p2
is plotted against 1/RT, the slope of the linear fit yields the activation energy of
the reaction.

DSC heating experiments were performed on samples that were as-quenched and
natural aged for more than one year with heating rates of 2, 5, 10 and 20 K/min.
Further, DSC heating experiments were also performed on samples directly after
quench with heating rates of 10, 20 and 40 K/min.
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3.4 Small angle scattering

Small angle scattering using X-rays (SAXS) or neutrons (SANS) has proven to be
a useful tool for the investigation of precipitation phenomena as for example in
heat treatable 2xxx, 6xxx and 7xxx Aluminium alloys [11, 154, 155, 156, 157, 158,
159, 58, 160, 161, 62, 162].

Small angle scattering (SAS) is a well-established technique for investigating
inhomogeneities with sizes in the range of 0.4 nm to 400 nm that have a high
contrast with respect to the matrix. SAXS is sensitive to the electron density and
therefore to fluctuations of the atomic number (chemical composition). Due to
the high flux of modern synchrotron sources, SAXS experiments can be performed
time resolved and in situ during specific heat treatments. The contrast in SANS
experiments originates from the atom nuclei and their magnetic moment. SANS is
typically used when the precipitates have a low contrast in atomic number and/or
a low volume fraction because of the high penetration depth of the neutrons and
therefore a large illuminated sample volume (increased statistics) [163].

Both techniques has been used extensively to study precipitation phenomena in Al
alloys ex situ and also in situ during aging [51, 164, 161] or non-isothermal heat
treatments [96, 18]. Providing information on the size and volume fraction of the
precipitates, SAS is very useful to validate thermodynamic-based precipitation
model predictions [96, 84, 18, 99].

3.4.1 Scattering theory

Small angle scattering is based on the general theory of diffraction. The incoming
wave ko (X-rays or neutrons) is diffracted or scattered wave k; under the scattering
angle 260 in the sample by objects such as electrons (for X-rays) and nuclei (for
neutrons) as schematically shown in Figure 3.1. The difference between the incident
wave and the scattered wave can also be expressed by the scattering vector q, which
is defined as q = 47w /X sin(20/2), where X is the wavelength. The amplitude of the
scattered wave by a single scatterer positioned at 7 is defined by [163]:

I(q) =™ (3.2)

Small angle scattering probes fluctuations that are larger than the interatomic
spacing. Therefore, the contribution of all scatterers per unit volume Vhas to
be considered. This is defined by the scattering factor density (scattering length
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INCl

Figure 3.1: Schematic illustration of a SAXS [taken from [165]]

density (SLD) for neutrons) p(r). The scattered intensity is then calculated as
[163]:

I(@) = |A@F (3:3)

where A is the scattered amplitude
A@] = [ | [ o) exp(igr)av (3.4)

In the case of an isotropically scattering sample (isotropic inhomogeneities or a
textureless polycrystal with small grain size compared to the beam size), the vectors

can be replaced by their amplitude [163]:

1@ =] [ [ otr) expl-iaryav| (35)

With the assumption of a dilute solution of identical particles of scattering factor
density p, dispersed in a matrix of scattering factor density p,,, this term can
be simplified by averaging over all orientations (exp(—igr)dV = % - Debye
formula) [18]:

R (3.6)

For a single spherical precipitate of radius R and volume V,, = 4/37 R? the scattered

intensity is then written as:

sin(qR) — qR cos(¢R)®
qR

I(g, R) = 47 (pp — pm)*V; (3 )? (3.7)
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In real metallic systems, precipitates typically feature a size distribution N(R)
and they are not always spherical, which has to be considered using different
form factors F'(¢, R). Further, in some cases (e.g. GP(I) zones) the interparticle
distance of the precipitates is similar to the precipitate size, which can result in
interference effects when the volume fraction f, is high. The interference effects
can be considered for the scattered intensity by a structure factor S(q, R, f,). The
difference in scattering factor density of the precipitates p, and the matrix p,, is
defined as Ap. The scattered intensity at scattering vector ¢ is then expressed in
the general form [63]:

1) = (20 [ Fla. B S(q. R £,) N(R)dR (38)

For metallic alloys the lognormal size distribution is often used to describe the
precipitate size distribution [63]:
1 —(In(R/po))?

NB) =y f(R) = my o exp — (3.9)

where ng is the number density of precipitates, f(R) is the normalized lognormal
distribution of the precipitates radii, s is the dispersion parameter and gy is the

location parameter.

3.4.2 SAS experiments

In the scope of this thesis, different SAXS and SANS experiments were performed
at different facilities. The heterogeneous 7 precipitates were examined by SANS
measurements at the SANS-I beamline of the Swiss Spallation Neutron Source
(SINQ) at the Paul Scherrer Institut (PSI) [166]. Time-resolved in situ SAXS
experiments during fast heating and cooling were realised at the cSAXS beamline of
the Swiss Light Source (SLS) at PSI. The laboratory SAXS source of the Science et
Ingénierie des Matériaux et Procédés (SIMAP) Laboratory at the Institut national
polytechnique de Grenoble (Grenoble INP) was used for isothermal holdings and
slow heating experiments. The experimental details are explained for each beamline
in the following.

SANS at the SANS-I beamline (PSI)

SANS measurements were performed to study the quench-induced heterogeneous n
precipitates in the 75 mm AA7449 and the 142 mm AA7040 thick plates, which
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were in the as-quenched (and natural aged > 1 year) state. The samples were
taken out parallel to the rolling direction between the surface and the center of
the plates. The samples featured a thickness of 2 mm and a diameter of 26 mm.
The samples were labelled by distance between the middle of the sample and the
surface of the plate. A wavelength A of 0.6 nm and an aperture with a diameter of
19 mm were used in the experiments. The measurements were performed at three
different detector to sample distances (18 m, 6m and 1.5 m) allowing to measure
the scattering vector ¢ in the range of 0.001 A~ < q < 0.21 A

SAXS at the cSAXS beamline (PSI)

Time-resolved in situ SAXS experiments were performed at the cSAXS beamline,
owing to the high photon flux provided by the synchrotron source at the SLS
(PSI). The specimens were taken from the quarter thickness of a 75 mm AA7449
plate (T4 state) exhibiting a size of 3 x 25 x 0.5 mm (width x length x thickness).
The samples were solutionized for 1h at 474°C and quenched in water to dissolve
residual precipitation before the SAXS experiment.

A laser-based heating system [167], which was originally designed for the TOMCAT
beamline of the SLS, was used to apply different heat treatments to the sample.
The samples were positioned upright and the laser system was installed around the
sample position (Figure 3.2). The sample was heated by the laser from both sides
at the same height to ensure a homogeneous radial heat distribution. This setup
allows heating up the sample to the solutionizing temperature and subsequent
fast cooling of the sample by carefully controlling the power of the lasers. The
temperature profiles were PID controlled by manipulating the output power of
the lasers based on the temperature readings from a K-type thermocouple. The
thermocouple was attached to the sample by spot welding and reinforced by a
two-component glue. The laser spots were positioned at the height of the X-ray
beam, which was around 2 mm above the thermocouple. The temperature gradient
between the heating position and the thermocouple position was measured for
different temperatures and accounted for in the applied temperature profile and
during further data analysis.

Before the rapid cooling, the samples were heated to solutionizing temperature
and held for 7 min to homogenise the microstructure. The cooling was performed
either by 3 linear temperature ramps or by switching off the lasers to get the fastest
possible cooling. The obtained cooling rate between the solutionizing temperature
and 200°C were in the range of -80 to -5 K/s. Below 200°C the cooling rates slowed
down and followed a Newtonian cooling to near room temperature. The heating to
the solutionizing temperature and the isothermal holdings were controlled manually.
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Figure 3.2: Schematic of the set-up used to perform the in situ SAXS experiments
at the cSAXS beamline (adapted from [167])

In order to observe the dynamic processes during quenching, scattering patterns
were recorded every 0.5 seconds.

The small angle X-ray scattering experiments were performed at a wavelength
of 0.774 A (16 keV). The distance between the sample and the Pilatus 2M pixel
detector was either 7m or 2.1 m giving an accessible scattering vector range of
0.0023 8" <q<0.3 A" and 0.007A™" <q<l1 A_l, respectively. The beam di-
aphragm was completely opened (~ 200 x 200 yum?) to ensure good grain statistics.

SAXS at the SIMAP laboratory

The SAXS experiments of long duration have been performed on the laboratory
rotating anode at the SIMAP laboratory in Grenoble. A Cu K, source was used
giving an energy of 8 keV and a wavelength A of 1.54 nm. The samples featured
typically a thickness of 80-120 pm. The size of the X-ray beam was 1x1 mm?
giving an illuminated volume of roughly 1x1x0.1 mm3. In situ heating experiments
or isothermal holdings were carried out using a dedicated furnace [96]. The signal
was recorded with a CCD camera. The detector to sample distance was adjusted
for each experiment in order to better observe the scattering due to GP(I) zones or
n'/n hardening precipitates. The accessible scattering vector range was limited to
Qi > 0.01 47" and quas < 0.7A.

Three different types of experiments have been performed on the laboratory source.
SAXS mappings were performed through the half thickness of a 75 mm AA7449
plate. To this aim thin slices were machined out from the surface to 45 mm
below the surface (center = 37.5 mm) by electrical discharge machining (EDM)
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and subsequently polished down to 100 micron. Three different microstructural
states were investigated. The samples were in the T4 (sample as received from
the as-quenched and natural aged thick plate), T6 (sample as received from T4
thick plate and artificial aged to T6) and perfect T6 state (sample solution treated,
quenched as thin sample and artificially aged to T6). For the T4 sample only 1
scan was performed from the surface to 44 mm below the surface, whereas for the
T6 and perfect T6 samples 3 scans have been investigated. The distance between
measurement, points was 1 mm in the scan direction, 1.5 mm between each scan.
The measurement time for one image was 500s.

Isothermal holdings were performed at temperatures of 75 and 105°C. The small
samples were heat treated and quenched before the SAXS experiment. The time
at room temperature between the quench and the start of the experiment was
between 5 to 10 min. The samples were heated at approx. 5 K/s to the holding
temperature. An image was averaged over a measurement time of 500s for 75°C
and 150s for 105°C.

Reversion heat treatments were applied to samples that were taken from the surface,
quarter and center position of a 75 mm thick plate. The samples were in the T4
state and were heated to approx. 300°C with two different heating rates of 1 and
5 K/min. The measurement times for one image were 150s and 30s for 1 and 5
K/min, respectively.

3.4.3 Data treatment

In general, the recorded scattering pattern has to be corrected for any data
distortions introduced by the x-ray or neutron detection system and normalised for
measurements and sample parameter in order to obtain the intensity in absolute
units [168]. The most important raw data correction steps and their appropriate
order are outlined in Figure 3.3. The raw data is usually recorded as a 2D image,
which has to be read-in (DS) and corrected for detector defaults if necessary
(e.g. for CCD cameras). In addition, a mask needs to be created, which allows
covering e.g. incorrect pixels and the beamstop (MK). The measured intensity has
to be normalized by sample measurement time (TI) before it can be radially or
azimuthally averaged to obtain 1D data. The corrected intensity I..., will then
be normalized by the sample transmission (TR) and thickness (TH). Further, the
background noise [, has to be subtracted from the raw data. The background
should be measured for the same amount of time as the sample. As a last step,

the corrected data needs to be scaled to absolute intensity. Typically a secondary
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Figure 3.3: Necessary amount of corrections for SAXS raw data when the samples
are without a strongly absorbing container, the X-ray beam is stable, a good
detector is used and low dark current and/or natural background is present [168]

standard such as glassy carbon is used to determine a calibration factor F, which
is calculated by comparing the intensity of the calibrated data file with the locally
collected intensity [169]. The data normalisation after the radial averaging can be

summarized as:

I I,
Lps = F(=220 — g 3.10
w = Frprh TRy, - THbg) (3.10)

The scattering vector ¢ is commonly calibrated by using Silver Behenate as stan-
dard. Details on the data treatment for each beamline are presented in the following.

SANS at the SANS-I beamline
The Grasp software was used to apply the corrections and normalisations and to
perform the radial averaging [170]. The 2D SANS images were corrected for empty

45



Chapter 3. Experimental and numerical methods

cell contribution, background noise (Cd spectrum) and detector efficiency. The
measured intensity was further normalised by the sample transmission, sample
thickness and the measurement time. The absolute intensity was calibrated using
water as secondary standard.

SAXS at the cSAXS beamline

The radial averaging of the 2D images was done with a Matlab routine that was
provided by the ¢SAXS beamline. An additional Matlab routine was written to
perform the data treatment and normalisation. In order to increase the measure-
ment statistics, the 1D intensity data files taken during the rapid cooling from
solutionizing to room temperature were averaged over 100 equidistant temperature
segments (A T = 4.5K). In addition, the data was subjected to a median filter
treatment and was then normalised by the sample thickness and sample trans-
mission (direct flux measurement). The scattering spectrum at the solutionizing
temperature was used for background subtraction. The absolute intensity was

calibrated using glassy carbon as a secondary standard [169].

SAXS at the SIMAP laboratory

The data treatment of the SAXS data was performed with programs provided
by the SIMAP laboratory. The 2D-SAXS images were corrected for read-out
noise, distortion, dark field (correction of detector noise) and flat field (different
efficiencies of each pixel). The images were then integrated over 360 degrees and
the background noise was subtracted. The intensity data was normalised by the
sample thickness and sample transmission before a median filter treatment was
applied.

Another correction has to be applied to the SAXS data. The normalised in-
tensity has to be corrected for the scattering of the disordered solid solution and
the fuorescence of secondary elements, the so called Laue correction. This correction

was done during the data analysis procedure as explained in the next section.

3.4.4 Data analysis

Model independent analysis has been applied in this study to extract structural
parameters such as average radius and volume fraction from the scattering experi-
ments. A Matlab routine was written that allows to fit the Guinier radius R, of

the scatterers and the scattering invariant ). An additional Matlab routine was
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written that allows to calculate the volume fraction from the estimated scattering
invariant by making assumptions on the chemical composition of the precipitates.

The details of the analysis are presented in the following.

Size analysis
The size of scattering objects is estimated by using the Guinier approximation. At
low q ( @ — 0), the equation 3.7 can be written as:

R’

I(q) = (Ap)* V;} exp(— 3

) (3.11)

where R, is the radius of gyration (Guinier radius) of the precipitate. The Guinier
radius is measured by a linear fit in the Guinier plot (log(I) vs ¢*). The Guinier
radius is then calculated from the initial slope m as [171]:

R, =+v-3m (3.12)

For monodispersed precipitates the radius can be estimated from the Guinier
radius as Ry, = \/%R. However, precipitates in metallic systems are typically
characterised by a size distribution. It was shown that when the dispersion of the
PSD is 0.2 the average precipitate radius of the PSD is equal to the Guinier radius
as shown in Figure 3.4 [171]. Further, it can be seen that for a constant average
radius R, of the PSD, an increasing dispersion of the PSD will lead to a higher
Guinier radius. This originates from the higher sensitivity of the Guinier radius to
the large precipitates (I Rg).
For practical reasons, throughout the thesis the PSD dispersion is considered to be
around 0.2, if not stated otherwise. This allows using the Guinier radius as average
precipitate radius.

The size of the scatterers can also be estimated from the position in the maximum
intensity of the Kratky plot (I¢* vs ¢) [163]. The position of the maximum ¢4, can
be interpreted as the g-value, which has the largest contribution to the integrated

intensity. The so-called pseudo Guinier radius R,,,, can be calculated as:

V3

Qmax

Rmax =

(3.13)

The pseudo Guinier radius can be used as a first estimate for the boundaries
(a/Rmar < ¢ < b/Rpq, for typical values of a =1 and b = 2) of the linear Guinier
fit. This allows to measure the Guinier radius R, in a self-consistent way [171].

The number of atoms Nysoms With the atomic radius R, in a cluster or precipitate
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Figure 3.4: The influence of the dispersion s of the particle size distribution on the
measured Guinier and pseudo Guinier radius (taken from [171]).

with the radius R, can be calculated as:

V::luster 77—\/§ o @Wﬂ
Vatom 3 RS 3

(3.14)

Natoms =

Volume fraction analysis

The volume fraction of the scattering precipitates is proportional to the invariant
or integrated intensity (), which is proportional to the area under the scattering
curve in the Kratky plot. Assuming a two phase model, separated by a sharp
interface, the volume fraction can be calculated as [162]:

Qo= [ Ita)g® =22 (2p) 1,1~ £ (3.15)

Measuring the whole scattering curve from 0 to infinity is not possible due to a
limited g-range in the experimental measurements. Therefore, extrapolations for
the low-q and high-q regions are necessary.

In the low-q region, a linear extrapolation from the first measured point ¢ to 0
can be performed, which is exemplarily shown in Figure 3.5a. This is only valid if
there is no strong parasitic scattering, e.g. double Bragg scattering or scattering
from large particles. In the high g-region, the integral can be extended to infinity
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Figure 3.5: (a) SAXS signal in Kratky representation and (b) Evolution of the
chemical composition is shown as a function of the precipitate size.

by fitting the scattered intensity with the Porod law:

K
[q~>oo = ?f + Iraue (316>

with K, being the Porod constant and /4, the background noise, which originates
from Laue scattering of the disordered solid solution, but also from fluorescence
of secondary elements. The I}, is usually subtracted from the scattering curves
and K, can be used to extend the integral from the last measurement point ¢; to

infinity. Finally, the scattering invariant () can be estimated as [163]:

q0 9 q1 9 oo 9
Q :/0 I(q)q"dq +/ I(q)¢"dg+ | I(q)q°dgq (3.17)
q0 q1
and
I 3 a K
Q =~ (90) 75 +/ I(q)¢*dg + =2 (3.18)
2 q0 q1

When the integrated intensity and the Porod constant are known, it can be useful
to calculate the Porod radius R,. The Porod radius represents the radius of a
sphere, which has a surface to volume ratio that is equal to that of the precipitate
size distribution. It is therefore equal to the ratio of the total volume V; and total
surface S; of the precipitate population and is given by:
3Q 3V,

3V (3.19)

Rp - 7TKp N St
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In certain cases the scattering contribution of more than one phase can be present
in the scattering signal. Figure 3.5a shows exemplarily the scattering signal that
arises from the presence heterogeneous 1 phase and homogeneous GP(I) zones. The
two scattering contributions were deconvoluted as follows: the scattering invariant
of the homogeneous phase (blue curve) was estimated as described before and
subsequently subtracted from the whole scattered intensity (red + blue curve).

This approach is of course only a simple estimate and inherits an uncertainty.

For selected SAXS spectra model dependant analysis was applied using the SASfit
software [172]. The form factor of a sphere was used and a lognormal distribution
was assumed to simulate the scattering signal of GP(I) zones at the end of rapid

cooling’s.

Assumptions on the chemical composition of the second phase precipi-
tates

In order to convert the integrated intensity or scattering invariant into volume
fraction the scattering factor density (or SLD for neutrons) contrast between the
matrix and precipitates has to be calculated. The scattering length density used
to analyse the SANS measurements was estimated using the SLD calculator of the
SASfit software. For the SAXS measurements, the scattering factor density in each
phase was calculated by [162]:

i iXa
p= =il

5 (3.20)

where () is the average atomic volume, X; is the atomic fraction of the element ¢

and f; is the scattering factor of each element. The scattering factor f; is given by:

fi=Zi+ f +if] (3.21)

where Z; is the atomic number and f; and f; are the real (coherent) and imaginary
(absorption) contributions to the resonant corrections, respectively.

A good knowledge of the precipitate chemistry is crucial to calculate the scatter-
ing factors and therefore an appropriate scattering contrast Ap. The chemical
composition of the GP(I) zones changes when they grow and transform in 7" and
n precipitates (Section 2.3 and Appendix A). In order to have more accurate
predictions, a size dependant chemical composition was assumed to calculate the
scattering contrast as shown in Figure 3.5b. The size dependant chemical composi-
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tion is based on recent publications [42, 58, 173, 63], but also follows the general
observed trends of increasing Zn and Cu content and decreasing Al content with
increasing precipitate size. The volume fraction of n was calculated using the
chemical composition presented in Section 2.3 and reported in [58].

A matlab program was written that calculates in dependence of the size the scat-
tering factor density of the precipitates and of the matrix (from the solute balance).
The volume fraction was calculated in an iterative way until the initial guess of

the volume fraction and the calculated volume fraction match.

Number density of precipitates
When the size and volume fraction of the precipitates are known, the number

density of spherical precipitates is calculated as:

Nprec = fv/(4/37T RS) (322>

Note on the influence of the scattering vector range

Most ¢SAXS experiments were performed with a detector to sample distance of
2m in order to focus on the evolution of the fine homogeneous precipitates. At this
distance, scattering of the heterogeneous 1 precipitates was also observed at low q.
However, it has to be mentioned that, due to the measurable momentum transfer
was limited to q > 0.007 Afl, the Guinier radius could not be reliably measured
for the n phase. In addition, the scattering invariant cannot be reliably measured
since part of the scattering contribution is cut off. This is shown exemplarily in
Figure 3.6. The scattering due to large n precipitates (R, ~ 60 nm) is shown that
was measured at a detector distance of 7 m. It is obvious that this contribution
cannot be measured well at a detector distance of 2m as indicated by the vertical
black line. Therefore, volume fraction of n (measured at a 2m distance) will be
smaller than the actual volume fraction of 1. Yet, the underestimated volume
fraction still provides a good estimate of the temperature range of the n formation

and gives qualitative information.

Note on the reproducibility of the cSAXS experiments:
Figure 3.7 shows experimental results obtained from in situ SAXS from two similar
cooling conditions. The applied cooling rates and the volume fraction evolution are
very similar in both cases. Small differences can be seen for the Guinier radius (and
therefore also for the calculated density) in the temperature range of 150-100°C.

This can be related to a small scattered intensity and broad scattering signal, which
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Figure 3.6: Influence of the sample-to-detector distance (7m and 2m) for the
scattering due to large 7 precipitates (R, ~ 60 nm) at a distance of 7m. The lowest
g-value for the 2 m distance is indicated by the vertical line.

make the estimation of the Guinier radius difficult. However, it can be seen that
the experimental setup allows reproducing similar cooling conditions, which also

give very similar results.

3.4.5 Considerations about the accuracy of SAS analysis

Guinier radius

The uncertainties of the Guinier radius that are presented throughout the thesis
were calculated from the error associated with the slope of the linear Guinier fit.
The error associated with the influence of the PSD on the average radius is not

considered.

Scattered intensity
Figure 3.8a and b show typical scattering curves obtained from SANS and SAXS
experiments and the associated error of the scattered intensity. The standard error

I, shown for each point was calculated from the radial averaging as [174]:

]std
Iy, = — 3.23
VN (3:23)

where Iy is the standard deviation of the intensity and N is the number of pixels
averaged. It can be seen that the errors of the scattered intensities of the SANS
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Figure 3.7: (a) Volume fraction, (b) Guinier radius, (c¢) cooling rates and (d)
calculated density as function of temperature for two similar cooling conditions
performed at the cSAXS beamline.
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Figure 3.8: Scattering curves and the corresponding error for (a) two SANS
experiments with a 75 mm AA7449 plate on samples with 1 mm and 19.1 mm
distance to the surface and (b) SAXS during cooling performed at the ¢cSAXS
beamline for scattering spectras taken at 343, 162 and 32°C.

experiments are typically very small. For the SAXS measurements the errors are
smaller when the intensity is higher. Low (background) scattering in the high-q
region leads to a high error (green line). In addition, the measurement point close
to the beamstop features also a higher error. The uncertainty of the intensity is
not shown in the figures of the thesis for better clarity. If the transmission is not
measured for each sample, small thickness variations due to machining introduce
an additional source of error. The extrapolations of the scattering signal from
qo to 0 and more importantly from ¢; to infinity are other sources of uncertainty.
Especially the latter, inherits a large uncertainty if the scattering signal is not
measured to sufficiently high ¢ values.

Volume fraction

Sources of errors when estimating the volume fraction originates from the uncer-
tainty due to the absolute intensity calibration with a secondary standard, the
assumptions of the chemical composition of the precipitates and the accuracy of
the scattered intensity calculation.

The uncertainty resulting from the absolute intensity calibration was reported to
be in the range of 5-10% [169, 162]. The error associated with assumptions of the
chemical composition is not easy to estimate. Generally, the error will be higher
for phases, where the exact composition is not well known or changes quickly as a
function of time and temperature (e.g. VRC and GP(I) zones). For the equilibrium
1 phase the composition is relatively well known and the error is considerably

smaller.
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3.5 Precipitation modelling

3.5.1 Calculation of the cooling conditions in the plates

The cooling conditions during quenching of the 75 mm AA7449 and 142 mm
AA7T040 thick plates were calculated by using the COMSOL software. The heat
transfer coefficients (HTC) were taken from Reference [175].

3.5.2 Thermodynamic description of phases

Reliable phase diagram data are crucial for the modelling of precipitation. The
stability of precipitates is described by its solubility curve. The thermodynamic
description of equilibrium phases, such as 7, are available from commercial CAL-
PHAD (Calculation of Phase Diagrams) databases e.g. the Al-Data database
from ThermCalc [176, 173]. Gibbs free energy minimization methods are used to
establish the phase diagram of the specific system [177]. The equilibrium phase is
typically described by their chemical composition and solubility curve as function
of temperature.

The chemical composition of the metastable phases, such as GP(I) zones and 7’ is
generally not provided by commercial databases. The chemical composition of the
metastable phases can vary substantially from the one of the equilibrium phase
and can also change as a function of temperature and aging time (Section 2.3 and
Appendix A).

The solubility curve of a phase can also be calculated using the solubility product
when the chemical composition is known from experiments or by making assump-
tions as presented in References [95, 108]. The regular solution model is only valid
when the alloy is sufficiently dilute, which is the case for most commercial AA7xxx
alloys.

The relationship between the standard free energy of a chemical reaction and

the solubility product K is given by:
AG® = AH’ —TAS® = —~RTInK (3.24)

where AH? is the standard enthalpy of reaction, T is the temperature and AS°
is the standard entropy of reaction. At a given temperature, a precipitation or
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dissolution reaction is presented by:
mM + xA+yB < M, A,B, (3.25)

where M,, A, B, is the precipitate phase and M is main constituent of the alloy, A

and B are the alloying elements. The equilibrium constant K is defined as:
K = (a®)"(a?)¥ (3.26)

with @ and a” being the activities of elements A and B. For dilute regular solid
solutions, the activities are equal to the solubility limits ¢/ and ¢Z in the solid
solution. Pure solids (compounds) and the matrix are not considered in the
solubility product equation since their activities or concentrations are equal to one.
The relationship of the standard free energy can be rewritten as:

_ 0 0
in(a*)"(a”)" = Inel)" (L) = —= 10+ 52

(3.27)

€ €

The above equation can be rearranged so that the solvus of the M,, A, B, precipitate
can be calculated:

—AHY AS°
Az ( By _ - -

) (3.28)

The expressions are only valid for precipitates of an infinite size. For precipitates
of radius R, the influence of the curvature on the solubility has to be considered.
The solvus of a precipitate of radius R is then calculated by the Gibbs-Thompsons
equation that is generalised to the solubility product:
29V
K(r)= Ky — 3.29

(1) = Kaoxp( ) (3.29)
where K, is the equilibrium value, v is the interfacial energy and V,,, is the molar
volume of the precipitate. The solvus temperature of the phase is calculated using
the nominal composition C4 and Cp of the alloying elements as [95]:

AHY

Too1 = -
"7 ASY — Rin(C4Chp)

(3.30)

In this thesis, the solubility product has been used to establish a thermodynamic
description of GP(I) zones. The solvus boundary of the GP(I) zones was estimated
from the change in volume fraction during several dissolution heat treatments. The
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experimental volume fraction curves where normalized on the intial volume fraction
to compare the solvus boundary of the different experiments. Subsequently, the
thermodynamic description was obtained by adjusting the parameters AH and
AS? so that the normalized volume fraction of the thermodynamic description fits
the experimental results. The volume fraction of the thermodynamic description
was calculated by using the solute balance.

3.5.3 Precipitation model

The precipitation model used in this thesis was developed by Mickael Serriere in
his PhD thesis [88, 178] and extended later by Gandin and Jacot to account for
non-stoichiometric precipitates in multi-component alloys [97]. The particle size
distribution method of Eulerian type is applied to describe the evolution of the
precipitates [84]. The model is capable to treat nucleation, growth and coarsening
of more than one phase simultaneously. The model was written such that it can
be coupled with thermodynamic calculations (f.e. ThermoCalc and the Al-Data
thermodynamic database) in order to compute the driving forces for nucleation

and the local equilibrium concentrations.

Model assumptions [178]
The model assumptions can be described as follows:

o At a given temperature, the precipitates form with a uniform composition.
The diffusion in the precipitates is considered infinitely high, thus the com-
position of the precipitates is the equilibrium one in the case of changing
temperature.

o All particles are spherical and embedded in the matrix.
o The misfit strain energy AGj is not considered.

» A steady state diffusion field is assumed around the particles by using the
Laplace approximation.

o A local equilibrium is assumed at the interface between the matrix and
precipitate
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Model description [97]
The conservation equation for the density of v-phase precipitates, N, in the

supersaturated matrix m is defined as:

(‘g\; = -V (N + 5Y, v € [1,q] (3.31)

where vV is the growth rate of the precipitates with radius 7%, n** is the normal
vector to the v/fcc interface pointing towards the matrix, S is the source term for
nucleation and ¢ is the number of precipitation phases present in the matrix phase.
The indexation "'+"" stands for values taken at the v/fcc interface. The growth
rate for the v-phase precipitates, v of radius R", is expressed as:

D oa™ — gt

7 7

- v .U+ m—

U’U

vellqlielln] (3.32)

where z" is the average composition of element ¢ in the matrix. The diffusion
coefficient of solute ¢ in the Al matrix phase, D" is defined using an Arrhenius law.
The source term for the v-phase precipitates, SV, is calculated by a heterogeneous
nucleation law given by:

A Uk f(e)v

S" = (N, —NZ’Ot)ZBeXp[ hom

1 .
o enlOF] el 339

(2

where N . is the nucleation sites density of the v-phase precipitates and N},

s
the total density of v precipitates already present in the matrix phase. The term
accounts for the attachment rate of solute atoms from the matrix to the nucleus.

For binary alloy, it can be calculated by:

m .1
o D"

(A

f = 4n(R") (3.34)
where A is the diffusion distance in the matrix phase. In multi-component alloys
the element with a slow diffusion rate in the matrix and a low composition is the
limiting factor for the growth of the nucleus. The energy barrier to form new
v-phase precipitates of critical radius R"*is given by:

AGY: = 4/3n7"/™(R")? (3.35)

hom
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3.5. Precipitation modelling

where /™ is the interfacial energy of the v/m interface. The critical radius of a

new v-phase nucleus is calculated as:

,yv/mv'u

k T AGY

(3.36)

where V¥ is the molar volume of the v-phase precipitate and AG? is the driving force
for nucleation of the v-phase precipitate in the matrix. Z denotes the Zeldovitch’s
factor, which accounts for nucleus size fluctuations due to solute emission from the

nucleus back into the matrix. It is estimated from the following relationship:

V)2
. A(GY)

= (3.37)
8V (y2/m)3/2N 4o\ ks T £ (6,)

where kg is the Boltzmann’s constant and Ny, Avogadro’s number. The conserva-
tion equation of solute element i is expressed as:

4
Z Z §W<Rv)3Nv<x;) o w:n) =T — x?? CAS [17 Q]7Z € [1,71] (338>

where z; is the average composition of element ¢ in the matrix and x the pre-
cipitate composition. It is given by the interface composition z¢* and can vary
with temperature since the precipitates are not stoichiometric. An ideal solution
approximation is used to calculate the driving force for nucleation of the v-phase

precipitates:
AGE =RTY a'™In——,  vellq (3.39)

X

=1 1

The equilibrium compositions of element ¢ at the (v/m) interface in the Al matrix
(") and in the v-precipitate (x}>) are given by equilibrium calculations at
temperature, T, and average composition of elements i, x;.

The Gibbs-Thompson effect is accounted for based on a modification of the solubility
product, K", with respect to its equilibrium value, K¥*°, which is computed from
the equilibrium compositions:

9 ~v/myY

K’ = K">° exp(ﬁ =T

(3.40)
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with
n n

K' = H[SL’:”JF]:E and KV = H[xmoo]zgm, v € [l,q]

(2
=1 i=1
where 2"t and z}" are the compositions of elements i at the (v/m)-interface in

the Al matrix and in the v-precipitate, respectively.

In this thesis, a thermodynamic description was derived for the GP(I) zones using
the solubility product. The description was used to the calculate the equilibrium
compositions z]"> and x}*°.

3.5.4 The influence of excess vacancies on diffusion

Equilibrium vacancy concentration
The site fraction of vacancies increases as a function of temperature. The equilibrium

site fraction of vacancies yo ., depends on the temperature T and can be calculated
as [65]:

Hy

=) (3.41)

Yo,eg = eXp<_
where Hj is the vacancy formation energy. If one considers the equilibrium vacancy
concentration in a solid solution, the interactions between solute element and
vacancies have also to be taken into account. The solute element can stabilise
vacancy concentration and therefore increase the equilibrium concentration [7].
Fabian and Wolter [179] applied the Lomer equation to account for the interactions

between solute elements and vacancies in the Al-Zn-Mg system:

H E n—ovac E —vac
Yo.eg = AeXp(—?;)(1—13(Czn+cMg)—|—12~cZn eXp(ZRiT)—iJZCMg exp(]\%giT))
(3.42)

where Ez,—pqe and Fpg_yq. are the bindings energies between Zn and Mg with the
vacancies, respectively. A simplified equation was proposed by Godard [7] by using

a unified interaction energy Fls,_.qc between all solute elements and the vacancies:

H E oL—vac
Yo,eg = AeXP(_?joj)(l +0,1 eXP(SEliT)) (3.43)
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Annihilation of excess vacancies

Rapid temperature changes, e.g. quenching, annealing but also plastic deformation
can lead to states that are far from equilibrium with a marked supersaturation
of vacancies yyq. [98, 62, 63, 65]. In order to lower the free energy of the system,
the excess vacancies will annihilate on sinks, such as grain boundaries, incoherent
interfaces (e.g. dispersoids) and jogs at dislocations [49]. Additionally, vacancies
may lead to the nucleation and growth of Frank loops, which can also act as sinks.
The condensation of the excess vacancies is controlled by the vacancy diffusion

Dyq., which is expressed for mono vacancies as:

H
Dyoe = Cia® exp(—ﬁ—;) (3.44)
where C'p; is the Einstein constant, a is the lattice parameter and H,,, the migration
energy of the vacancies. The annihilation rate ¢ depends on the vacancy supersat-
uration, but also on the density of sinks. A simplified equation based on Fick’s law
was proposed by Godard [7], which only takes into account grain boundaries as

sinks for vacancies:
ayvac Yvac — Yo,eq

p— .4
ot T (3.45)

where 7 is the characteristic time (7 = (I/2m)?/D,q.) and 1 is the distance between
the vacancy sinks.

Influence of vacancies on the diffusion of solute elements

It is well known that vacancies are responsible for the transport of solute elements
in the bulk material. Therefore, a supersaturation of vacancies elevates the solute
diffusion compared to the case of an equilibrium vacancy concentration. A phe-
nomenological approach was proposed by Godard [7] to take into account the effect
of excess vacancies on the diffusion of solute. The supersaturation S of vacancies
for a specific temperature is given by:

g _ Yuae (3.46)
yO,eq

The supersaturation of vacancies increases the diffusion so that the effective diffusion
D;;; of an element i is calculated as:
i

i i Q
err = S Dyexp(—5r) (3.47)
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where Dj is the diffusion constant and @’ the activation energy of the element 4 in

the matrix.

A Matlab routine was written to compute an input file for the precipitation
model, which contains the tabulation of the thermodynamic equilibrium description
of the GP(I) zones and the solubility of the solute element in the Al matrix for a
specific thermal path. In addition, the effective diffusion of Mg (slowest diffusion
element present in GP(I) zones) was calculated and the effective diffusion parameter
Qesr and Dy s were fitted in the lower temperature regime (40-220°C) and used
as input for the precipitation modelling. The equilibrium vacancy concentration
was calculated using equation 3.42 with Hy, Ez,_yec and Eyg—ypee being 68000,
12520 and 24080 J/mol, respectively [98]. The condensation rate of the excess
vacancies was calculated using H,, = 68700 J/mol and [ = 0.25¢ m.
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3.6 Yield strength model

The changes of the yield strength due to solute depletion in the matrix and the
presence of shearable precipitates was estimated by using the additive yield strength
model as proposed by Fribourg [18]:

oys =10 MPa+ 0 + Oprec = 10 MPa + K C5 +p M py/f,R/b (3.48)

The strengthening contribution originating from the lattice friction, the dislocations
and the grain boundaries are considered to be a constant value of 10 MPa. The
parameters K, of the solid solution contribution and p of the precipitate shearing
contribution were calibrated against results obtained by Gleeble measurements
performed by Nicolas Chobaut [119, 121]. He performed one test for each cooling
condition and reported an uncertainty of + 5 MPa.
The global parameter K, [101, 18] was calibrated from the as-quenched yield
strength of the AA7449 and AAT7040 alloy (Figure 3.9). Tensile tests were per-
formed directly after rapid cooling (~ 50-80 K/s) from the solutionizing temperature
to room temperature in a Gleeble machine [119]. The global solid solution strength-
ening coefficient was found to be 800 MPa per atomic fraction of solute.
The parameter p of the precipitate shearing law was calibrated by performing the
same cooling conditions with the Gleeble as done for the in situ SAXS experiments
(cooling’s Q1 and Q3 for the AA7449 and cooling Q16 for the AA7040). The
cooling was interrupted at different temperatures (e.g. 200, 150, 100 and 50°C)
and the yield strength was measured as shown in Figure 3.9. The microstructural
information, such as precipitate size and volume fraction, estimated from SAXS
measurements were linked with the mechanical properties obtained by the Gleeble
tests. The parameter p for the shearing of the cluster was found to give the best
agreement as a function of temperature. For the three experimental findings, p
calculated as p = 0.00665 + (-0.82¢= o T [°C]) gives the best compromise for all
three datasets.

This equation does not account for visco-plastic deformation behaviour and is
therefore only valid at temperatures that are smaller than 200°C.
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Figure 3.9: Calculated yield strength for the AA7449 and AA7040 is compared
to the measured yield strength in the Gleeble machine [121] for different cooling
conditions. The root mean square deviation (RMSD) is 9.6 MPa.

3.7 In-situ mechanical testing using diffraction

3.7.1 Diffraction

Neutrons and X-rays may be used for elastic lattice strain determination. X-rays
interact primarily with the “electron cloud” surrounding each atom. Neutrons,
on the other hand, interact primarily with the nucleus. Both, neutrons and X-
rays penetrate deep into the material and provide information about the bulk
structure since their wavelength is comparable to the size of atoms. This is
achieved by constructive interference of the incoming wave, usually in the form of
a monochromatic X-ray beam or thermal neutrons, with a set of planes of same
Miller indices hkl (Figure 3.10). The diffraction of an incident beam of wavelength
A only occurs from a particular set of planes (hkl) at a particular diffraction angle

6. This relation is known as Bragg’s law, which is expressed as: [180].
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3.7. In-situ mechanical testing using diffraction

Figure 3.10: Schematic illustration of Bragg’s law: constructive interference of
incoming waves kq after diffraction at a particular set of lattice planes (hkl) under
a diffraction angle ¢ fulfilling Bragg’s law. The scattering vector ¢ is defined as
ko-k1. (Image adapted from [181])

Here, n is the reflection order, A the X-ray wavelength, dyx; the lattice spacing and
0 the diffraction angle. The wavelength of X-ray beam is calculated as:

A (3.50)

Ebeam

where c is the velocity of light, h is Planck’s constant and Ej,,, is the energy of the
X-ray beam. The distance between two parallel planes of atoms can be calculated
from the lattice cell constant a and the Miller indices (hkl) of the diffracting planes

as illustrated for cubic structures.
a

T —
S/ ey

When a load is applied to a material the interplanar spacing dyx; changes, which

(3.51)

will lead to a shift of the diffraction peak. The change of the interplanar spacing
between particular planes of atoms with respect to the initial state dg i (stress
free reference) allows calculating the lattice strain generated in a family of planes
(hkl) during the deformation in the elastic and plastic regime:

dpit — do pki

Enkl = (352)

do hii

From the measured lattice strain €,y the stress tensor o;; can then be calculated
by using Hooke’s law as:

B hkl 4 Rkl hkl hkl
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In situ mechanical testing allows measuring only two strain components, the axial
and one transverse component, of the stress tensor o;;. To calculate correctly
the type-1I stresses a third strain components should be measured. Yet, in order
to estimate the type-1I stresses, the transverse strain component (€9 and €g3) is
considered to be isotropic and equal for all direction perpendicular to the principle

tensile axis (€7).

3.7.2 Diffraction experiments

In situ mechanical test were performed using neutrons and also synchrotron X-ray
diffraction in order to investigate the lattice strain evolution in the AA7449 alloy
exhibiting different precipitation microstrutures. The experimental details are

given in the following.

Neutron diffraction

In situ neutron diffraction experiments were performed at the pulsed overlap time-
of-flight (ToF) strain scanner (POLDI) at the Swiss Spallation Neutron Source
(SINQ) at PSI. More details of the strain scanner and the concept are presented in
the References [182, 183]. The wavelength of the incident neutron beam was 1.1-5
A. The strain scanner is equipped with one detector bank, which is positioned
horizontally at a 90° scattering angle. Therefore, the loading rig (25kN) had to
be mounted either horizontally or vertically to investigate the materials response
in the axial (grain families with diffraction planes perpendicular to the tensile
axis) and transverse (grain families with diffraction planes parallel to the tensile
axis) direction. Figure 3.11a shows the round tensile samples with a M12 thread
and a diameter of 6 mm that were used. The samples were taken out from the
quarter thickness of a 75 mm AA7449 plate so that the tensile axis is aligned
with the rolling direction. The sample elongation was measured with a clip-on
axial extensometer. The illuminated gauge volume was 3.8x3.8x3.8 mm and
3.8x3.8x 10 for the axial and transverse direction, respectively. The measurement
time for one diffraction pattern was 120 min for the axial direction and 60 min for

the transverse direction.

Synchrotron X-ray diffraction
The in situ synchrotron X-ray diffraction experiments were performed at the ID15B
beamline at the European Synchrotron Radiation Facility (ESRF) in Grenoble,
France. The beam energy was 89.4 keV. The beamline is equipped with a Pixium

66



3.7. In-situ mechanical testing using diffraction

area detector, which features a pixel array of 1910 x 2480 pixels and a pixel size of
154 pm x 154 pm. The loading rig (an Instron electro-thermo mechanical testing
(ETMT)) was limited to a maximum force of 3 kN. Therefore, small flat tensile
samples were used as illustrated in Figure 3.11b. The samples were also taken
out from the quarter thickness of a 75 mm plate AA7449 so that the tensile axis
is aligned with the rolling direction. The illuminated gauge volume was 0.3x0.3
(beam size) x 2 (samples thickness) mm. An extensometer could not be used for
this sample geometry. Therefore, the motor encoder position of the loading rig
was used as displacement to calculate the strain. Diffraction patterns were taken
every 1.6 seconds during continuous loading. In the unloaded state, the diffraction
pattern was acquired for 16 seconds.

3.7.3 Data treatment and analysis

Neutron diffraction

The tensile test was performed stepwise with a long holding period for the neu-
tron diffraction measurement after each step in order to have adequate counting
statistics. The stress-strain curve for a T4 sample is shown exemplarily in Figure
3.12. Typically, the sample was deformed up to a specific load (elastic regime) or
displacement (plastic regime) and held constant during the measurement. The
diffraction measurement points are visible in the stress-strain curve due to the
stress relaxation during the long holding time. The inset of Figure 3.12 illustrates
the stress relaxation during the holding time. Within the first 5-10 minutes the
stress drops quickly, but stays relatively constant for the remaining holding time
(120 min). Therefore, the neutron diffraction pattern was acquired after a 10 min

(@ : ® A
45 ’» J'1 25 41
25 0.1 I ]
N - \= R3
0.98mas | o & e L o.9sxas 10| - T@ )C-_/\/ top view
« Ra 0.8 & = 5 ' \
= M 10 3'6
0.02 mu
(’T//‘///ﬁ ISUETRIC viEw 2[1 T - 1 side view
LE 1: - -
Q- I

Figure 3.11: Tllustration of the tensile samples used for the (a) neutron diffraction
and (b) X-ray diffraction experiments.
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Figure 3.12: (a) Stress-strain curve of a T4 sample investigated at the POLDI
beamline. The inset shows the stress relaxation during holding time for the
diffraction measurement.

waiting period.

The diffraction data obtained from the experiments performed at POLDI were
processed by using the software programs available at the beamline. Single peak
fitting was performed using the Gaussian function, which allowed to determine the
peak position, the full width half maximum (FWHM) and the peak intensity of
the (111), (200), (220) and (311) diffraction peaks of Aluminium.

Synchrotron X-ray diffraction

In contrast to the neutron diffraction experiment, the tensile test and the X-ray
diffraction was performed continuously. Before the in situ experiment, the beam
center and the wavelength of the beam were determined using a standard CeO,
sample since its lattice constant is precisely known. The beam center was estimated
from the CeO, diffraction rings by using the Fit2D software program [184]. Further,
the wavelength of the X-ray beam was estimated by taking diffraction pattern of
CeO, at two different sample-to-detector distances. The beam energy was found
to be 89.4 keV, which corresponds to a wavelength of 0.1389 A.

The Fit2D program was used to integrate the 2D-diffraction over an azimuthal
range of £15° for the axial and also for the transverse direction. This was done
by using a python script for batch processing that was provided by M. Weisser
[185]. The azimuthal range was chosen so that the results can be compared to the
findings of the neutron experiments at POLDI, which features also an azimuthal
range of 30°.
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Figure 3.13: The (111) diffraction peak (blue points) measured at the ID15B
beamline is shown together with the peak fit (red line) and the fitted results in the
upper part. The lower part shows the residuals of the fit.

Single peak fitting was performed on the 1D-data. The peakfit.m function [186]
was implemented in a Matlab routine. This allowed fitting the peak using the
Pearson VII function as shown in Figure 3.13. The fit error was typically in the
range of 0.5 to 2 %. The error can be associated to the low number of points (7 to 9
points per peak) that define a peak. Subsequently the lattice strain was calculated
for each specific orientation. In addition, the diffraction elastic constants were
fitted in the elastic regime in order to obtain the deviation from linearity. Single
peak fitting was performed for the (111), (200), (220) and (311) diffraction peak of
the Aluminium matrix and also (100), (002) and (101) diffraction peaks of the n
precipitates.
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%Y As-quenched microstructure and
precipitation during quench

This Chapter focusses on the characterization of the quench-induced precipitation
in industrial thick plates. The precipitation microstructure in the industrial plates
was investigated after the quench (Section 4.1) and in situ during rapid coolings
(Sections 4.2 and 4.3). The precipitation during rapid coolings and the quench
sensitivity of the AA7449 is compared to the AA7040 alloy in Section 4.4 and
a CCP diagram is proposed for the AA7449 alloy in Section 4.5. Section 4.6
highligths the influence of the quench-induced precipitation on the macroscopic
residual stresses.
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Chapter 4. As-quenched microstructure and precipitation during
quench

4.1 Characterisation of the plate microstructure

after quench

The as-quenched microstructure of the 75 mm AA7449 plate was investigated at
the surface, quarter and center region. Figure 4.1a shows a SEM-EBSD image,
which illustrates exemplarily the inhomogeneous grain structure present in the
material. Large elongated grains are aligned in the rolling direction L. and feature
a length up to 1000 pm and a thickness in the range of 100-200 pym. The grains
comprise subgrains with a diameter in the range of 1-10 um and an average size
of 2 um as estimated from EBSD analysis. This is similar to the 1.5 gm found in
literature [57]. The subgrain size is an important quantity to estimate the diffusion
path length for vacancies to annihilate on the subgrain boundaries. Further, it also
gives an idea about the nucleation site density for heterogeneous nucleation on
grain boundaries [187]. In addition, some recrystallized grains with a grain size of
150-200 pm and without subgrain structure can be observed.

The SEM image in Figure 4.1b shows the elongated grains and further evidences

Figure 4.1: (a) EBSD image showing the heterogeneous grain microstructure with
unrecrystallized and recrystallized grains (black lines = large angle boundaries),
which show no subgrains (grey lines= low angle boundaries) structure. (b) HR-SEM
image in EsB mode illustrating the presence of intermetallic Al;CusFe, (white)
and Mg,Si (black) phases in the AA7449 alloy. Both samples were taken from the
quarter thickness of the plate and L defines the rolling direction.

the presence of two coarse intermetallic phases, which give white and black phase
contrasts. The two phases were characterised as Al;CusFe and Mg,Si by EDX
measurements. The Al;CusFe (white) phase is elongated and oriented along the
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rolling direction in contrast to Mg,Si, which is rather spherical. The two phases
are found throughout the plate thickness in rather low quantities. Image analysis
showed surface area fractions of 0.4 % and < 0.1% for the Al;CusFe and Mg,Si
phase, respectively. This is in a similar range compared to the results reported
in [25]. Overall, the amount of solute depletion due to the intermetallic phases is
rather small. Therefore, the solute depletion will not be taken into account for the
modelling of precipitation presented in Chapter .

In addition to the two intermetallic phases, a third phase is observed on the SEM
image taken from the center of the 75 mm thick plate (Figure 4.2). This phase
is much smaller in size and is situated mainly on the grain boundaries, but also
inside the grains. The phase is inhomogeneously distributed, regions with a high
density were observed as well as regions with no presence. These characteristics
indicate the presence of the quench-induced 7 phase. Image analysis revealed an
area fraction of ~ 0.15% but the error associated with the binarisation of the
image is very high because of the small size of the precipitates compared to the
scale of the image and the large interaction volume of the beam with the sample.
TEM and SAS techniques were applied to overcome these limitations and study
the material on the nanoscale. The results are presented in the following.

Figure 4.2: High resolution SEM image of the AA7449 material taken from the
center of the 75mm plate evidences phase contrast at grain boundaries and inside the
grains. The size of that phase is much smaller in comparison with the intermetallic
phases.

73
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quench

4.1.1 Characterisation of the homogeneous precipitates af-

ter quench

Transmission electron microscopy

The as-quenched microstructure of the 75 mm thick plate was investigated by
TEM in the surface, quarter and center region. Figure 4.3a shows a high angle
annular dark field (HAADF) TEM image of a sample taken from the quarter
thickness of the 75 mm plate, which was in the as-quenched and natural aged
T4 state. It evidences the presence of homogeneously distributed precipitates
(white contrast) with a radius in the range of 0.5 to 1 nm. The selected area
diffraction pattern (SADP) reported in Figure 4.3b shows the (100) projection
with the main diffraction peaks coming from the Al matrix. Weak and diffuse
diffraction spots can be seen at {1, (2n + 1)/4,0} positions that are characteris-
tic for GP(I) zones [42]. GP(I) zones form in the AA7xxx alloys even at room
temperature due to natural aging. Therefore, it cannot be clarified if these GP(I)
zones are quench induced. In addition, diffraction spots, which are characteristic
for the 7’ phase (at 1/3 and 2/3 of {220} ,,) and AlsZr dispersoids (at {100} and
{110} positions) can be seen. The 7’ precipitates usually do not form at room
temperature, which implies that they are quench induced. Objects with a size
of 3-4 nm, which is a typical size of n’ precipitates [18], are seen on dislocations.
The TEM images that were taken on samples at the surface and center position of

the plate showed qualitatively the same features as observed in the quarter position.

Small angle X-ray scattering

In order to characterise quantitatively the fine homogeneous precipitates in the T4
state, SAXS spectra were taken every 1 mm through the half thickness of the 75
mm plate. The measurements were performed at two different sample-to-detector
distances. Shorter sample-to-detector distances allowed measuring reasonably well
the scattering contribution of the GP(I) zones and it was used to estimate the
size and volume fraction. The measurements at longer distance were performed to
measure the contribution of larger objects such as quench-induced heterogeneous 7
precipitates, which scatter at smaller scattering vectors. Two representative Kratky
plots for the two distances are shown in Figure 4.4a. The scattering contribution
at large q with the peak at 0.2 A~' originates from the GP(I) zones. At small g
values (below 0.05 A=) one can observe a scattering contribution that is attributed
to larger objects. The analysis of the large scatterers will be presented in the next
Section 4.1.2.

The Guinier radius and volume fraction of the GP(I) zones are presented as function
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Figure 4.3: (a) HAADF-TEM image showing GP(I) zones (white contrast) and
their characteristic diffuse spots in the (b) selected area diffraction pattern in Al
(100) projection.

of the position in the plate in Figure 4.4b. The radius of the GP(I) zones is in
the order of 0.94 nm, which confirms the first qualitative results from the TEM.
Very small variations of the size can be seen through the plate thickness. The
largest GP(I) zones (0.95 nm) are found in the quarter thickness of the plate. In
the surface and center region, the GP(I) zone radii are slightly smaller (0.925 nm).
The size of the GP(I) zones is in the range of what has been reported in literature
after long natural aging at room temperature [18, 54].

The volume fraction oscillates between 10 and 10.5 % between the surface and the
quarter thickness of the plate. From the quarter thickness to the plate center the
volume fraction decreases down to 9%. The dip observed for the size and volume
fraction seems to be symmetrical around the plate center.

In the case of a homogeneous solute content throughout the plate one would
expect hardly any variations of the volume fraction and precipitate size. Yet, the
volume fraction variations indicate that the solute content changes through plate
thickness due to macrosegregation and/or quench-induced heterogeneous precipita-
tion. Further, the existence of quench induced homogeneous precipitates cannot
be clarified due to the large amount of GP(I) zones that formed during the long
natural aging time, which would overlap with the scattering of the quench-induced
homogeneous precipitates.
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Figure 4.4: (a) Kratky plots of the T4 state for two sample-to-detector distances
and (b) the Guinier radius and volume fraction measured in 1 mm steps through
the half plate thickness of the 75 mm AA7449 plate.

4.1.2 Characterisation of the heterogeneous precipitates
after quench

Transmission electron microscopy

In addition to the fine homogeneous precipitates, TEM revealed also the presence
of larger precipitates, which showed the characteristic diffraction spots of the n
phase in the SADP pattern. The n phase was observed on grain and subgrain
boundaries. Their thickness is in the range of 2-8 nm and the radius ranges from
4-35 nm as it can be seen in Figure 4.5a.

The 7 phase is also observed inside the grains (Figure 4.5b) located on Al3Zr or
Al3(Cr,Ti) dispersoids. The radius is between 20-40 nm and the length in the range
of 60-120 nm. The EDX map in Figure 4.5b indicates that the Cu-containing n
precipitates (light blue) are more likely to nucleate on Alz(Cr,Ti) (red) than on
Al3Zr (dark blue) dispersoids. This might be due to a different coherency of the
two dispersoids with the matrix.

Comparing TEM images from the surface, quarter and center position qualitatively,
one can conclude that the surface region features the smallest amount and the
smallest size of n precipitates whereas the quarter and center region showed similar
precipitate distributions in size and overall appearance.

The influence of the heterogeneous n precipitation on the solute content in
the Al matrix is illustrated qualitatively in Figure 4.6. A TEM-EDX map was
recorded across a 7 precipitate, using a 40 nm x 400 nm area as shown in Figure
4.6a. The measurement was averaged in width in order to improve the signal-to-
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noise ratio. Figure 4.6b shows the averaged EDX linescans of the Zn, Mg and Cu
solute contents, as well as the Al content. The concentrations were normalised
by the compositions found in the matrix far away from the precipitates. Figure
4.6b shows that the solute content around the n precipitate is reduced locally in
the matrix. The diffusion zone around the 70 nm thick precipitate extends to
about 120 nm. This shows that the solute depletion is localised suggesting that
the thermodynamic driving force for nucleation of hardening precipitates far away
from the large precipitates is unaffected. The concentration profiles exhibit the
typical shape, which corresponds to Zener’s approximation (Section 2.5). In the n
precipitate the amount of Zn, Mg and Cu is, as expected, much higher compared

to the matrix and in return the Al content is much lower.

Small angle X-ray scattering

In addition to the SAXS map through the thickness of the plate in the T4 state,
two more SAXS maps were performed on samples, which were in the T6 (sample
as received from T4 thick plate and artificial aged to T6) and perfect T6 state
(sample solution treated, quenched as thin sample and artificially aged to T6) as
explained in Section 3.4.2. In the case of quench-induced precipitation in the 75
mm plate, differences should be visible between the T6 and perfect T6 sample since
residual precipitation will be dissolved in the perfect T6 sample.

The measured volume fraction and Guinier radius are shown in Figure 4.7a for
the T6 and perfect T6 sample. The volume fraction of n’/n precipitates is rather
constant from the surface to 30 mm below the surface with values between 8 and

Figure 4.5: TEM images revealing n precipitation on (a) grain and subgrain
boundaries and on (b) Al3Zr or Al3(Cr,Ti) dispersoids. The TEM-EDX reveals
that the Al3(Cr,Ti) dispersoids are more effective nucleation sites inside the grain.
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8.5% in both samples. Also, the strange oscillation at about 25 mm is found in
both samples. Therefore, it seems to be related to local variations of composition
rather than to a measurement artefact. Besides, there are also large variations
between the measurement lines as it can be seen from the error bars. Overall, the
volume fractions of the two samples are remarkably similar. This indicates that
the heterogeneous 7 precipitates give a very small contribution to the total volume
fraction. Furthermore, similarly to the measurement in the T4 state (Figure 4.4Db)
a symmetrical dip is also observed in the center region of the plate in both samples.
This can be associated with macrosegregation, which is known to occur in thick
plates [7].

The precipitate size is around 4 nm in both samples, which is similar to the
findings of Fribourg [18] and to typical sizes for homogeneous 1" and 1 hardening
precipitates. The size of the hardening precipitates is larger in the T6 sample
compared to the perfect T6 sample, although the difference is only in the range of
0.1 to 0.2 nm. Since the T6 treatment of both samples was performed together,
the major difference is the natural aging time. The size of the GP(I) zones in
the T6 sample was about 0.95 nm after more than 1 year of natural aging. The
perfect T6 sample was only four days at room temperature, which results in GP(I)
zones with a radius of 0.7 nm (Section 7.1). In addition, there are quench-induced
artefacts such as plastic deformation and variations of vacancy concentrations. Any

plastic deformation present in the T6 sample (due to quench induced internal stress

.y

Matrix Precipitate Matrix

Normalized composition
Normalized composition

T
200

Length (nm)

() (b)

Figure 4.6: (a) TEM images illustrating the position of the EDX map across a
n precipitate. (b) The concentration profiles of Zn, Mg, Cu and Al evidence the
different solute content in the matrix and the precipitate and the solute depletion
around the precipitate.
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Figure 4.7: (a) Guinier radius and volume fraction of the precipitates in the T6
and perfect T6 state as a function of the distance to plate surface. (b) The volume
fraction of heterogenous n precipitates through the plate thickness.

relaxation) will increase the precipitate size after ageing. This can explain the larger
size when one gets closer to the plate surface where plastic deformation is largest
[6]. The smaller size towards the center can be related to the macrosegregation
such as for the volume fraction.

In the previous Section 4.1.1 the scattering due to large objects was visible in the
Kratky plot on top of the scattering contribution of GP(I) zones (Figure 4.4a). The
scattering contribution was analysed as explained in Section 3.4.4 and the volume
fraction is shown as a function of the distance to plate surface in Figure 4.7b.
The volume fraction of the heterogeneous 7 precipitates increases from about 0.1 %
in the surface region to a maximum of 0.25 % in the quarter thickness. Towards the
center, the volume fraction decreases to 0.17%. It appears that the heterogeneous
7 precipitation is influenced by the cooling conditions that differs through the
thickness but also by the macrosegregation that is present in the plate.

This implies that macrosegregation, and therefore changes in the thermodynamic
driving force, has to be taken into account when the heterogeneous precipitation of
7 is to be modelled in thick plates. Yet, one has to keep in mind that the scattering
was measured close to the beamstop and that scattering vector was limited to 0.01
A~1 (Sections 3.4.2 and 3.4.4).

Small angle neutron scattering
Figure 4.8a illustrates the low scattering vector part of the measured scattering
curves in Kratky representation on samples taken out between the surface (0 mm)
and up to 41.7 mm below the surface of the 75 mm plate. The scattered intensity,
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which is proportional to the volume fraction, increases from the surface to 23.6
mm. By going further to the plate center and beyond, the intensity is found to
decrease, except for the position at 30.4 mm. No large variations of the scattering
peak maxima are observed, which indicates a similar size of the precipitates. The
scattering curves are very broad, which means that the size distribution of the
scatterers is large. 2 types of heterogeneous precipitates with different sizes and
morphologies form during quenching as shown in Figure 4.5 and reported in refer-
ence [10]. Therefore, the broad scattering signal is explained by the superposition
of two scattering contributions.

The Guinier radius and volume fraction of n are shown in Figure 4.8b. In a similar
way to the scattering signal, the volume fraction of n is increasing up to 23.6 mm
below the surface and decreasing towards the plate center, except for 30.4 mm.
The same trend is observed in Figure 4.7b. Overall, the volume fraction of the
heterogeneous 7 is very small. The volume fraction of 7 is smallest in the surface
region (0.04 %) and highest at 23.6 mm (0.08 %). The volume fractions obtained by
SANS are by a factor of 2.5 smaller compared to the SAXS results shown in Figure
4.7b because the g-range was limited and the SAXS measurement and analysis
were very close to the beamstop. The oscillation of the volume fraction around 25
mm seems strange but relates well with the volume fraction variations seen between
25 and 30 mm in Figures 4.4b and 4.7a. This does not seem to be a measurement
artefact but rather due to local composition variations.

The Guinier radius of n is about 25 nm in the surface region and increases to
roughly 35 nm at 23.6 mm. Towards the center, the Guinier radius decreases to
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Figure 4.8: (a) SANS curves due to heterogeneous 7 precipitates is represented by
Kratky plots for different positions in the plate, where 0 mm presents the plate
surface and 37.5 mm the plate center. (b) Guinier radius and volume fraction of
the heterogenous 7 precipitates as a function of the position in the 75 mm AA7449
plate.
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about 30 nm. These sizes coincide with what has been observed in TEM images
taken from the surface, quarter and center position.

Heterogeneous precipitation in a 142 mm A A7040 plate

In addition to the AA7449 plate, SANS measurements were also performed at
selected positions of a 142 mm AA7040 thick plate in the T4 state. Figure 4.9a
shows the measured SANS signals in Kratky representation for the different samples.
The scattered intensity increases from the surface up to 47.5 mm and decreases
again towards the plate center. The first three samples, which are closest to the
surface show a very broad scattering signal with two peak maxima. This indicates
the presence of scatterers with two different size distributions. The other samples
do not exhibit large variations of the scattering peak maxima, suggesting a similar
size of the precipitates.

The estimated Guinier radius and volume fraction of the n are presented in Figure
4.9b. Similarly to the observations obtained from the scattering curves, the 7
volume fraction is increasing from 0.02% at 8 mm to 0.06 % at 47.5 mm. Towards
the plate center, the volume fraction of 7 decreases to 0.03 %. Two Guinier radii of
71 could be estimated for the samples at 8, 12.5 and 17 mm below the surface. The
larger precipitates show a constant size of about 22 nm. The smaller precipitates
increase from 10 nm to 18 nm from 8 to 17 mm below the surface. The larger
precipitates might refer to the 7 precipitates that nucleate on the dispersoids and
the smaller ones the 7 precipitates on the grain boundaries. Between 20 mm and
56 mm below the surface, n size is roughly 35 nm and decreases slightly towards
the plate center.
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Figure 4.9: (a) The scattering curves are shown as a function of the different
positions in the plate, where 71 mm represents the plate center. (b) The Guinier
radius and volume fraction of the n precipitates is shown as function of the position
in the 142 mm AA7040 plate.

81



Chapter 4. As-quenched microstructure and precipitation during
quench

4.2 Characterisation of homogeneous precipita-
tion during rapid cooling

The characterisation of the precipitate microstructure after quench does not allow
to estimate the amount of quench-induced homogeneous precipitates. Therefore,
dedicated small angle X-ray scattering experiments were performed to investigate
in situ the precipitation during rapid coolings as explained in details in Section
3.4.2.

Figure 4.10 presents the scattering during the fastest cooling using the Kratky rep-
resentation (Iq? vsq), where the intensity scales in z-direction. Since the scattering
curve at the solutionizing temperature was used for the background subtraction of
the data, no scattering effects can be observed at the solutionizing temperature.
During cooling, in most cases two scattering phenomena are observed. First, upon
cooling, the intensity increases dramatically for small q values, which indicates
large-scale scatterers. This phenomena will be discussed in Section 4.3. The second
phenomena is observed during further cooling and leads to an increase in the
scattering intensity around a g-value of 0.3 A~'. This indicates that the scatter
is within a length scale of a nanometre, which corresponds to vacancy-rich or
solute-rich clusters and/or GP zones. In the following the small scatterers will be
addressed as clusters since the nature of this phase cannot be clarified from the

scattering experiment.

AAT449

Figure 4.11a illustrates the five different coolings that were applied to AA7449
(solid lines) and also the cooling conditions found in the surface, quarter and center
region (dashed lines) of the 75 mm plate. The cooling conditions found in the
plate could be reproduced relatively well below 200°C. At high temperatures, the
applied cooling rates are different from the cooling condition in the plate. Also,
the high cooling rate at the plate surface could not be reproduced. The 5 coolings
are labelled in correspondence to their cooling rate at high temperature where Q1
is the fastest and Q5 the slowest cooling.

The Guinier radius of the small scatterers is illustrated as function of temperature
in Figure 4.11b together with the associated error. The Guinier radius decreases
from 260°C to 220°C to a minimum value of about 0.4 nm. This size corresponds to
about 17 atoms. The decreasing radius can be related to the decrease of the critical
radius of nucleation as temperature decreases. Yet, the scattering signal at high-q
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values in this temperature region is low and the uncertainty of the Guinier radius is
high. During further cooling to 120°C the Guinier radius of the clusterss increases
for all five cooling conditions. It is evident that the clusters growth depends on the
cooling conditions at lower temperature: the radius is largest (~ 0.75nm) for the
slowest quench condition and smallest (~ 0.59nm) for the fastest quench. These
sizes are in the range of those reported by Sha and Cerezo who evidenced GPI
zones with 10-30 solute atoms by 3D-APT in as-quenched condition [42]. Further
cooling to room temperature shows a decrease in the average radius of the clusterss
for all coolings. This indicates that limited mobility inhibits further growth of the
existing clusterss but that ongoing nucleation of new clusters with a smaller critical

radius than the average size of the clusterss already present in the sample does occur.

Figure 4.11c shows the volume fraction of the small scatterers. For all five coolings
the volume fraction starts to increase at around 300°C and increases as temperature
decreases to room temperature. Surprisingly, the evolution is very similar for all
cases and only small variations can be seen at temperatures lower than 200°C. At
the end of cooling, Q4 features the lowest volume fraction of clusterss (4.7 %) com-
pared to the Q2, Q3 and Q5, which exhibit the highest volume fractions of clusterss

0.050

q[A7]

100 200 300 400

Temperature [°C]

Figure 4.10: Kratky plot (Iq%vs.q) as a function of temperature for the fastest
quench (FQ). The Iq? scale in the Kratky plot was set to a value of 0.25 in order
to better observe the evolution at high-q.
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around 5.2 %. The formation of clusters does not seem to be dependent on the
cooling rate, at least for rates between -25 and -5 K/s at higher temperatures. This
is unexpected since faster quenching should lead to less precipitation. Moreover,
the clusters volume fractions seem to be high as compared to the maximum volume
fraction of hardening 7’ precipitates in the T6 state, which is about 8 %. This
might be due to wrong assumptions on the clusters composition, which is crucial in
order to extract absolute volume fraction from the scattering invariant. It was as-
sumed that the clusters have the same composition as GP(I) zones ( cf. Section 3.4).

The clusters density was calculated from the volume fraction and the Guinier
radius by using equation 3.23 and assuming spherical precipitates. This is a valid
assumption since the 2D SAXS spectra showed isotropic scattering. In addition,
Sha and Cerezo evidenced clusters with a blocky and therefore rather spherical
structure in the as-quenched state using 3D-APT [42]. The density increases
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Figure 4.11: (a) The cooling rates of 5 different coolings (the fastest Q1 to the
slowest Q5) for the AA7449 are illustrated along with the measured (b) Guinier
radius and (c) volume fraction. (d) The calculated precipitate density during
cooling is shown.
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continuously in all five cases as temperature decreases although there are deviations
between 220°C and 150°C (Figure 4.11d). In this temperature range the size
estimation is difficult due to the low and broad scattering signal. The higher
density in this range indicates an underestimated clusters size; this in turn leads to
an overestimation of the clusters density. Below 150°C the trends of an increasing
density becomes clear and justifies the statement of an increasing clusters density
to room temperature. Overall, at room temperature the highest clusters density
is observed after the fast cooling (7 @ 10 2 m=3) and lowest in the slowest cooled
sample (3 o 10 2> m~3).

Slower cooling rates at higher temperatures lead to lower densities of excess vacan-
cies at lower temperatures due to annihilation on defects [65]. This can explain the
lower number density of clusters for lower cooling rates since early clustersing is
strongly influenced by the number of excess vacancies, as suggested by [33]. This
is however not experimentally observed. It might also explain the similar volume
fraction evolution for the five cooling rates. The longer time for precipitation during
slower quench is balanced by a smaller amount of excess vacancies due to their
annihilation on defects. In addition to the vacancies that influence clustersing, the
solute loss associated with the 7 precipitation also influences the clusters formation
by decreasing the available solute content and thermodynamic driving force for
precipitation. The 7 formation during the rapid coolings is presented in the next

section.

AAT040

In addition to the AA7449 alloy, in situ SAXS during cooling has also been
performed on AA7040 samples with the same setup and specifications. Figure
4.12a shows the six applied cooling rates (solid lines), which are labelled from
Q11 for the fastest to Q16 for the slowest cooling. Additionally, typical cooling
conditions found in the 75 mm and 140 mm plate are displayed as dashed lines.
For the AA7040 maximum cooling rates up to -90 K/s were obtained for Q11 and
Q12 at around 350 °C.

The Guinier radii for each cooling are presented as function of temperature in
Figure 4.12b. For coolings Q13 to Q16 the Guinier radius is around 0.4 nm at
200°C and increases slightly to about 0.45 nm at room temperature. Similar to
the other coolings, the two fastest cooling rates Q11 and Q12 show a Guinier
radius of about 0.4 nm around 200°C. But further cooling from 150°C leads to an
increase to roughly 0.55 nm at the conclusion of the quench. Again, the uncertainty
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of the Guinier radius is high at high temperatures where the scattered intensity
is low. The clusters size after the quench is largest (~ 0.55nm) for the fastest
cooling at high temperature Q11 and Q12 and smallest (~ 0.45nm) for the coolings
Q13-Q15 with highest cooling rates at low temperatures. The clusters size after
the quench is higher when cooling rates are high at high temperatures and low at

low temperatures.

The volume fraction of the clusters is shown in Figure 4.12c. Scattering of the
data is evident but one can observe that the volume fraction starts to evolve in
the temperature range between 250°C and 300°C for the 6 cases and increases
as temperature decreases to room temperature. Down to 125°C the kinetics are
very similar for all 6 cooling rates. Further cooling yields a higher volume fraction
around 3.5 % for Q11 and Q12 compared to roughly 2.6 % for the other four coolings.
Similarly to the clusters size, the volume fraction of the clusters is not dependent on
the cooling rates at high temperatures. This is unexpected since faster quenching
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Figure 4.12: (a) The cooling rates of 6 different coolings (the fastest Q11 to the
slowest Q16) for the AA7040 (b) Guinier radius, (c) volume fraction and (d)
precipitate density.
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should lead to less precipitation and smaller clusters size.

Figure 4.12d presents the calculated clusters density. Despite the scattering of the
data a continuous increase of the clusters density is observed for all six coolings.
The evolution of the clusters density is very similar for all cases. At room tempera-
ture, the density of Q11 and Q12 is around 6 e 10 25 m~3 whereas Q13 to Q16 yield
a slightly higher density of 7 e 10 2> m™3. Therefore, the higher volume fraction
of Q11 and Q12 is due to the larger clusters size suggesting a higher vacancy density.

At the surface of the AA7040 plate, the cooling rates are similar to Q11 and
Q12 below 170°C, but much higher at high temperatures. This indicates that the
homogeneous precipitation is in terms of size and volume fraction in a similar range

or even higher.

Evolution of the precipitate microstructure directly after rapid cool-
ing in the AA7040

After the fast quench Q12 and the slower quench Q14, the evolution of the quench-
induced precipitates was followed during a short period of time, e.g. during
natural aging. The temperature evolution is presented as a function of time in
Figure 4.13a. room temperature (below 35°C) was reached after 65s and 148s
for the fast and slow quench, respectively. The vertical dashed lines indicate
the start of the natural aging and serve as guide to the eyes. The holding time
below 35°C was approximately 880s (~ 15 min) for Q12 and 360s (~ 6 min) for Q14.

Figure 4.13b shows the Guinier radius evolution as a function of time. As it
was described in the previous paragraph, during cooling the Guinier radius is larger
for the fast cooling. Moreover, in both cases the radius first increases as tempera-
ture decreases but decreases again before reaching room temperature. During the

short natural aging, the Guinier radius stays roughly constant and yields 0.465 nm
for Q12 and 0.44 nm for Q14.

In contrast to the radius, the volume fraction and the density increase dur-
ing the natural aging (Figure 4.13c and d). This indicates continuous nucleation
of clusters. The nucleation kinetics do not seem to depend on the applied cooling
speed. The increase of the volume fraction and density with time is very similar
for both cases. This implies that there is either no big difference in the vacancy
concentration or that the influence of the vacancies on the precipitation at room
temperature is not so high. Yet, the time at room temperature after the slow quench
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might not be long enough to see the impact of a higher vacancy concentration. The
clusters density is almost identical but the volume fraction is higher in Q12 due
to more precipitation during cooling. In general, the increase in volume fraction
during cooling is much higher than during short natural aging. This might also
explain the similar precipitate evolution after the cooling.

Overall, the findings are similar to the results reported by Kenesei et al. who
evidenced a nucleation regime for up to 50 min after quench for a Cu containing
7xxx alloy close to the AA7040 after a very fast quench. They reported a size of
0.3 nm which is slightly smaller than the ones measured here, but they performed
water quench [54].
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Figure 4.13: (a) Cooling curves of Q12 and Q14 for the AA7040 with the corre-
sponding (b) Guinier radius, (c¢) volume fraction and the (d) calulated precipitate
density during cooling and natural aging. The vertical dashed lines show the
beginning of the natural aging.
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4.3 Characterisation of heterogeneous precipita-

tion during cooling

In situ small angle X-ray scattering

During cooling from the solutionizing temperature, scattering was evidenced at high
temperature and at low q values as shown in Figure 4.10. These scattering objects
refer to the equilibrium 7 phase, which is known to precipitate heterogeneously on
dispersoids and grain boundaries. The volume fraction and size, typically ranging
from 10- 100 nanometres, is known to depend strongly on the cooling rate (Section
2.4). As pointed out in Section 3.4.4 the limited measurable ¢g-range does not permit
quantitative analysis of the n phase. But it still provides valuable information such
as the temperature range where the heterogeneous n forms as presented in the
following.

Figure 4.14a and b illustrate again the different cooling conditions that have
been performed for the AA7449 and AA7040 alloy, respectively. In the AA7449
material, n starts to form around 400°C and saturates around 200°C regardless of
the applied cooling rate as evidenced in Figure 4.14c. The precipitation kinetics
are fastest between 380 and 280°C. The volume fraction of n is 0.18 % for the
fastest cooling and 0.45 % for the slowest cooling. Clearly, the formation of n
increases with decreasing cooling rate, which is expected due to longer time at high
temperatures.

Figure 4.14d shows the volume fraction evolution of 7 in the AA7040 samples for
the coolings Q11 to Q16. The n phase starts to form around 350°C and finishes at
roughly 200°C for all applied cooling conditions. Precipitation exhibits the fastest
kinetics between 350 and 250°C. The same trend has been observed in the AA7449
alloy. The volume fraction of 7 increases when slower cooling rates are applied.
The largest fraction of 7 is obtained during cooling Q16 (0.08 %) and the lowest
during the coolings Q11, Q12 and Q13 (0.02 %).

DSC during cooling - AA7449

In addition to the SAXS measurements during cooling, DSC (cf. Section 3.3) was
applied to study the precipitation behavior of the AA7449 upon cooling. The range
of applicable cooling rates was in the range of 2 to 80 K/min, which is much slower
compared to the typical cooling conditions found in AA7xxx thick plates.

Figure 4.15a shows the specific heat curves during cooling at different rates. For
the cooling rates of 40 and 80 K/min a second experiment was performed (dashed
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Figure 4.14: Cooling curves and corresponding evolution of the 1 volume fraction
for the AA7449(a,c) and AA7040 (b.d).

lines) to evidence the reproducibility of the DSC measurements. Two exothermal
precipitation reactions are observed regardless of the applied cooling rate.

The high temperature reaction, which can be ascribed to the formation of 7,
starts around 450°C for the slowest cooling rate of 2 K/min and shifts to 430°C as
the cooling rate increases to 80 K/min. The shape of the high temperature heat
effect shows two maxima. This might be related to the precipitation at different
heterogeneous nucleation sites. Godard et al. showed that n forms during cooling
first on dispersoids and with further cooling also on grain boundaries [7]. The peak
size and therefore the amount of 7 that is formed, increases as the cooling rate
decreases. This can be also seen in Figure 4.15b which shows the precipitation
heat as a function of the cooling rate. The high temperature reaction slows down
markedly below 300°C where it overlaps with the low temperature reaction, except

for the cooling at 2 K/min for which the two reactions cannot be separated.

The second exothermal reaction is observed between 260°C and 130°C with a
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maximum around 200°C. This temperature range is usually associated with the
formation of 1" as discussed in Section 2.4. Below 130°C no heat effect is observed.
The precipitation heat for the low temperature reaction is much lower and does
not change much with the applied cooling rates in comparison with the high tem-
perature precipitation (Figure 4.15b). Higher cooling rates should be applied to
study the kinetics of the low temperature reaction as presented in [188, 15]. This
would avoid the formation of n precipitates, which deplete solute and reduces the

driving force for homogeneous precipitation at lower temperatures.
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Figure 4.15: (a) DSC heat flow curves with varying cooling rates from 2 to 80
K/min for the 7449 alloy. (b) Precipitation heat for the two precipitation reactions
as a function of the the cooling rate.
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4.4 Comparison of AA7449 and AA7040

Homogeneous precipitation

The evolution of the precipitate microstructures in the AA7449 and AA7040 alloy
during cooling are compared for three cooling conditions that have been performed
for each alloy (Q1-Q13, Q3-Q15, Q4-Q16).

Figure 4.16a shows the cooling rates as a function of temperature for the 6 coolings
and evidences comparable cooling rates in both alloys. The corresponding Guinier
radius evolution is illustrated in Figure 4.16b. Around 200°C the Guinier radius
is similar for both alloys and in the range of 0.4-0.45 nm. But at the end of the
quench, large differences in the clusters size appear. Slower cooling rates at lower
temperatures yield an increasing Guinier radius of the clusters in the AA7449 alloy
with a clusters radius of up to 0.75 nm for the slowest quench. In contrast, the
Guinier radius of the clusters forming in the AA7040 is unaffected by the different
cooling rates. They show a constant radius around 0.45 nm.

Differences between the two alloys are also observed in the evolution of the
clusters volume fraction during quench (Figure 4.16¢). Clusters (and/or n’) start to
form around 300°C in the AA7449 compared to 250°C in the AA7040 alloy. They
evolve in both alloys continuously during cooling to room temperature and the
amount of volume fraction formed is found not to dependent on the applied cooling
rates. This is unexpected since faster quenching should lead to less precipitation.
Only when the cooling rates are very high, at high temperature as in the case of
Q11 and Q12 for AA7T040 (Section 4.2) the volume fraction varies significantly and
is even higher. This indicates that a higher number of excess vacancies favour
cluster formation. The total volume fraction is about twice as high in the AA7449
compared to the AA7T040 alloy.

The clusters density evolution during quench is very similar in both alloys (
cf. Figure 4.16d). The density increases continuously during cooling and is in the
range of 6 @ 10 2> m™3 to 7 @ 10 2 m~3 at the conclusion of the coolings in both
alloys except for the slow cooling in the AA7449 alloy. The clusters density for
Q4 is lower and in the order of 3 e 10 2> m~3. This can be associated with the
heterogeneous precipitation at high temperature and therefore the solute depletion,
which is highest for the Q4 as it is shown in Figure 4.17b. Overall, the clusters
density has the same order of magnitude as the density of GP(I) zones after natural
aging (Section 7.1).
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During the quenching of AA7xxx thick plates, the evolution of homogeneous
hardening precipitates can be expected to be similar in terms of size and volume
fraction since the cooling rates are comparable to the ones applied here. In the
surface region, where the cooling rates are even higher, the size and volume fraction
can be expected to be even higher based on the trend observed for the AAA7040
alloy (Q11 and Q12).

Heterogeneous precipitation

The evolution of the heterogeneous precipitation during quench for the three cooling
conditions of the AA7449 and AA7040 alloy is compared in Figure 4.17. The onset
of 1 precipitation is shifted from around 400°C in the A7449 material to 350°C in
the AA7040 alloy. In both alloys, the n volume fraction increases as the cooling
rate decreases. The total amount of 7 formed is roughly one order of magnitude
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Figure 4.16: (a) cooling rates, (b) volume fraction, (c) Guinier radius and (d)
precipitate density as a function temperature for selected AA7449 and AA7040
coolings.
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higher in the AA7449 compared to the AA7040 alloy.

The SANS measurements showed a similar trend, but the AA7449 alloy ex-
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Figure 4.17: Comparison of the (a) cooling curves and the (b) evolution of volume
fraction of 7 during cooling for the AA7449 (solid lines) and AA7040 (dashed lines).

hibited only a two times higher volume fraction of 7 for the cooling at 20 mm
distance to the surface compared to the AA7040. The absolute values measured
with SANS and SAXS after quench compare well for the AA7040 alloy. For similar
cooling conditions and chemical composition (Q13 and Q14 compared to the cooling
in quarter thickness of the 142 mm plate), a volume fraction of 0.04 % and 0.03 %
was obtained by SAXS and SANS, respectively.

In contrast, the results of the AA7T449 alloy are rather different. The coolings Q1
and 2, which are similar to the cooling in the quarter position of the 75 mm
plate, revealed a volume fraction around 0.2 % compared to the 0.07 % measured
with SAXS. The differences might be related to uncertainties due to the intensity
calibration and/or a higher scattering intensity owing to measurements close to
the beamstop (SAXS experiments). Nevertheless, the volume fraction of the het-
erogeneous 7 is very small compared to the maximum amount that can form (~

7% and 5% for the AA7449 and AAT040).

In summary, the amount and size of homogeneous and heterogeneous precipi-
tates that form during rapid coolings is higher in the AA7449 compared to the
AA7T040 alloy. The higher solute content increases the thermodynamic driving force
for precipitation and leads therefore, as expected, to a higher quench sensitivity of
the AA7449 alloy.
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4.5 Continuous cooling precipitation diagram -
AAT449

Figure 4.18 shows the CCP diagram, which has been derived from the precipitation
start and end temperatures observed in the DSC curves. Due to the overlapping
of the high and low temperature reaction in the DSC curves and for simplicity,
the minimum between the two reactions was defined as the start temperature for
the 7’ phase and as end temperature for the 1 phase [148]. In reality the reactions
do overlap but fitting the two peaks by using the Multiple Peak Fitting option of
the Origin program was not possible due to the unusual peak shape of the high
temperature 7 reaction (cf. Figure 4.15).

In addition to the information obtained from DSC measurements, the findings
of the SAXS experiments were also plotted in the CCP diagram, although the
cooling rates are not constant below 200°C. The start and end temperatures of
the volume fraction evolution are used. Similar to the DSC results, the SAXS
signal also features the problem of overlapping contributions. The precipitates
with large differences of the scattering length scale such as clusters and n phase
can be relatively well separated. However, the formation of the 7’ affects the
scattering contribution of both other phases. Nevertheless, from the Kratky plots

the beginning of the clusters formation was roughly estimated.

The start temperature of n is decreasing to low temperatures as the cooling
rates increase. In return, the end temperatures are seen to decrease with decreasing
cooling rate except for the points obtained from SAXS. The longer time to form 7
balances the decreased mobility at lower temperatures. The lower end temperatures
of n obtained by the SAXS measurements could be explained by an overlap with
the formation of 17’. The end temperatures of 7 obtained from SAXS seem to match
the end temperatures for the ' precipitates if one extrapolates the points from
DSC. In the SAXS analysis only two peaks were separated. Yet, the formation of
homogeneous 7’ can lead to an increase of the analysed 7 contribution. Overall,
at high temperature the n phase is clearly defined by the typical C-curve. At low
temperature, the fast cooling and SAXS revealed the formation of clusters, which
start between 200 and 250°C and form continuously down to room temperature.
This reaction was not observed in DSC, maybe owing to solute and vacancy loss at

higher temperatures.
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Figure 4.18: Continuous cooling precipitation diagram using cooling rates in the
DSC (dashed grey lines) and SAXS (dashed black lines). The start and end
temperature of 7 are indicated by full and open black squares. The 7' phase is
described by full and open red circles and the clusters by blue triangles that are
full and open. The full black, red and blue lines serve as guide to the eyes for the
temperature regime, where the 7, 7 and clusters are forming.

4.6 Implications for macroscopic residual streses

The results presented in the 4.2 and 4.3 evidence the formation of homogeneous
solute clusters at low temperatures and heterogeneous 7 precipitates at high tem-
peratures during coolings that are similar to the ones found during the quenching
of industrial thick plates. The appearance of both phases alters the mechanical
properties of the material during quench through changes of solid solution strength-
ing and precipitation hardening. The effect of the quench-induced precipitation on
the yield strength is estimated by using equation 3.48 (cf. Section 3.6.

The calculated yield strength for coolings Q1 to Q5 and the yield strength measured
with Gleeble tests (crossed open points) are shown in Figure 4.19a as a function of
temperature. Besides, a black dashed line is shown, which serves as a guide for
the eyes in the temperature region where the yield strength cannot be estimated
correctly (precipitate strengthening contribution). At high temperature a small
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decrease (up to 15 MPa) of the yield strength can be seen due to the formation
of . Around 250°C when the clusters size and volume fraction can be estimated
the yield strength is about 170 MPa for all coolings. Further cooling leads to
an increasing yield strength down to room temperature. The slowest coolings
Q5 results in the highest yield strength of 258 MPa and after the fastest cooling
the lowest strength of 245 MPa is observed. The measured and calculated yield
strengths agree reasonably well for Q1 and Q3 between 200 and 150°C. At lower
temperatures, the agreement is less good. In the case of Q1 the yield strength
is overestimated by about 15 MPa and for Q3 the yield strength is underesti-
mated by roughly 10 MPa. These differences can result from cooling conditions,
which were not exactly the same for the SAXS and Gleeble experiment, from lim-
itations of the SAXS analysis and/or the influence of the PSD on the yield strength.

Figure 4.19b presents the evolution of the yield strength for the coolings Q11 to
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Figure 4.19: (a) Calculated yield strength of the AA7449 for the coolings Q1 to
Q5 together with the yield strength measured with the Gleeble machine (crossed
points) using the cooling paths Q1 and Q3. (b) Calculated yield strength of the
AAT040 for the coolings Q11 to Q16 together with the measured yield strength
using the cooling paths Q16 and at the surface of a 75 mm AA7040 plate(crossed
points).

Q16 performed with the AA7040 alloy. To guide the eyes, a dashed line is drawn
for the yield strength between 200 and 250°C. The solute depletion due to the
7 phase at high temperature is very low in the AA7040. At 200°C the strength
already increase up to ~ 155MPa. With further decrease in temperature, the yield
strength continues to increase. The slower coolings Q13 to Q16 show a similar
yield strength of about 200 MPa at the conclusion of the quench. The measured
and the calulcated yield strengths compare well for Q16. Similar to the evolution
of the Guinier radius and volume fraction, the yield strength is higher for the two
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fast coolings Q11 and Q12. The yield strength starts to deviate around 130°C and
yields 214 MPa at room temperature. This is close to the yield strength of the
plate surface (75 mm), which was measured to be 225 MPa after performing the
surface cooling in the Gleeble. In comparison with the AA7449, the yield strength
of AA7040 is about 50-60 MPa lower after similar cooling conditions owing to the

smaller amount and size of clusters.

The formation of the homogeneous precipitates at low temperatures during cool-
ing has a marked effect on the yield strength, which increases due to clusters
strengthening. The yield strength at the conclusion of the performed coolings is
about 260 and 210 MPa in the AA7449 and the AA7040 alloy, respectively. The
yield strength increase due to the clusters formation explains the unexpected high
residual stresses of about 300 MPa and 250 MPa that have been measured in the
AA7449 and the AAT040 75 mm thick plates [119] (cf. Section 2.7). Robinson
et. al. [82] argued that a higher quench sensitivity results in a softening due to
1 precipitation and therefore lower residual stresses. The obtained results show
that the higher quench sensitivity of the AA7449 can also lead to higher residual
stresses in the case of thick plates owing to a higher volume fraction of clusters
and only a small amount of 7.
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4.7 Summary

In this Chapter, the microstructural changes during rapid coolings of the AA7449
alloy, and to some extent in the AA7040 alloy, have been investigated after and
during different coolings. The combination of time resolved SAXS measurements
and a laser based heating system allowed us to observe directly the microstructural
changes during rapid coolings.

At least two different phases are evidenced during coolings, which were close to
industrial practice. At high temperatures the heterogeneous n phase forms. At
temperatures below 300°C the formation of homogeneous hardening precipitates
are evidenced. Their sizes refer to solute clusters, vacancy rich clusters and Guinier
Preston zones. In addition, there are indications that the 1’ phase also forms during
quench, even though only in small quantity.

From the technological point of view, the experiments reported in this chapter
clearly show that quench-induced precipitation cannot be avoided in thick plates

made of these two alloys.

In more detail, the formation of heterogeneous n during cooling is strongly linked
to the cooling rate. The start temperature, but also the volume fraction and size
increase with decreasing cooling rate, in contrast to the end temperature that
decreases. Cooling rates of up to 100 K/s at high temperature are not sufficient to
completely suppress the heterogeneous precipitation in both alloys. The kinetics of
the heterogeneous 1 formation is most pronounced between 380 and 280°C and 350
to 250°C for AA7449 and AA7040, respectively. In addition, the quench induced
heterogeneous precipitation is also strongly influenced by macrosegregation present
in the thick plates. Therefore, macrosegregation needs to be taken into account
when the formation of quench-induced 7 is to be modelled in thick plates.

However, the amount of heterogeneous n that forms during quenching of the in-
vestigated thick plates is very low. The amount of quench-induced 7 could be
further decreased by increasing the cooling rates in the temperature range where

the kinetics is maximum.

Homogeneous hardening precipitates form below 300°C and 250°C in AA7449
and the AA7040, respectively. Scattering of clusters was only observed below
250°C, which indicates that 1’ precipitates might also form. Higher cooling rates
yield the same or an even higher volume fraction of clusters in comparison with
smaller cooling rates. This is unexpected and was associated with the presence of a

larger number density of excess vacancies that are present after fast coolings. The
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average radius of the clusters is smaller than 1 nm. The size depends on the cooling
rate and increases when the cooling rates are high at high temperature and low at
low temperatures. The observations on the size and volume fraction indicate that
the excess vacancies play a vital role in the formation of the homogeneous clusters.
The density of clusters increases as the temperature decreases and is very similar
way for the applied cooling rates. Only the slowest cooling yields a considerably
smaller density of clusters in the AA7449. This is explained by the solute loss and
not by a vacancy loss at high temperature since similar coolings with the AA7040
did not show this effect.

It is apparent that the AA7449 is more quench sensitive compared to the AA7040
due to a higher solute content. For similar cooling conditions the size of 7 is
larger and the volume fraction is at least double in the AA7449 compared to the
AAT040. Further, the amount of homogeneous precipitation is two times higher
in the AA7449 then in the AA7040 alloy. The same trend is also observed for
the clusters size, which is generally higher. Only the clusters number density was

similar in both alloys.

It is shown that the observed precipitation during rapid coolings change the
mechanical properties of the alloys. The low amount of 7, which forms at high
temperature decreases only slightly the solid solution strength. With the appear-
ance of the homogeneous phase, the yield strength of both alloys increase markedly
due to clusters strengthening. The estimated yield strengths after the applied
coolings are in the range of 245-260 MPa and 200-215 MPa, for the AA7449 and
AA7040, respectively. The cooling conditions on the surface of thick plates are
much faster than the ones applied in the in situ SAXS experiments. From the
observed trend a higher amount of clusters can be expected, which would results in
higher yield strength. The increased yield strength due to the clusters formation
explains the unexpected high residual stresses of 300 MPa and 250 MPa measured
on the surface of the 75 mm AA7449 and AA7040 plate.

Main findings:
1. At least two phases, subnanometre clusters and n precipitates, form during
quenching of industrial thick plates

2. The very low amount of 7 precipitates form heterogeneously at high temper-

atures
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. The high amount of subnanometre clusters that form at low temperatures is

influenced by excess vacancies

. Macrosegregation is important and influences the formation of the n phase
and the clusters in the plates

. The clusters increase the yield strength during quench and therefore the

macroscopic residual stresses
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5] Reversion heat treatments

In the previous Chapter the quench-induced precipitation in the AA7449 (and to
some extent also in the AA7040) alloy has been characterized after and during
quench. It was shown that at least two different precipitation reactions take place
when cooling conditions similar to those during industrial quenching of thick plates
are applied. Further, it was evidenced that only homogeneous clusters have a
marked effect on the yield strength and therefore on the residual stress level. In
contrast, the n phase was found to have minor influence.

This chapter reports on reversion (also called dissolution) heat treatments that
have been performed to characterise the nature (Section 5.1) and thermodynamic
properties of the quenched-induced homogeneous clusters in order to establish a
thermodynamic description (Section 5.2). In addition, the activation energy of
GP(I) zones dissolution after natural aging is compared to the activation energy of
GP(I) zones formation directly after quench to investigate the influence of excess
vacancies on the precipitation kinetics (Section 5.3).
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5.1 Nature of the quench-induced homogeneous

phase

AAT449

In comparison to the high temperature phase that forms during quench, the nature
of the subnanometre homogeneous precipitates is not known. TEM investigations
used for the heterogeneous n phase are not useful since the homogeneous precip-
itates evolve with time at room temperature as reported in References [18, 54].
In the previous chapter this phase was referred to as clusters. To get a better
idea about the nature of the homogeneous phase, dissolution upon heating of the
as-quenched (AQ) clusters was compared to the one of GP(I) zones.

Figure 5.1a illustrates the heat treatment, which was performed on a AA7449
sample. The sample was in the T4 state (= 4 days) and contained only GP(I)
zones. The sample was heated up with ~ 7K/s to the solutionizing temperature
and hold for 7 min before it was cooled down rapidly. The precipitation during
quench refers to Q1, which has been reported in Section 4.2. After the quench the
sample was heated up again with ~ 5K/s to the solutionizing temperature.

The corresponding scattering data for the dissolution of the GP(I) zones and of
the AQ clusters is shown in Figure 5.1b and ¢, respectively. The scattering curves
are shown in Kratky representation as a function of the temperature. The intensity
is illustrated by the colour of the 2D image. Low scattering is in blue and high
scattering in red or white when the intensity is higher than 0.25. The maximum
of 0.25 was chosen to better observe the scattering peak resulting from the AQ

clusters in Figure 5.1c.

A broad scattering peak due to GP(I) zones is visible at a g-value of 0.3 be-
fore the heat up in Figure 5.1b . The absence of scattering at low q values shows
that no heterogeneous 1 was formed during the quench of the sample. Upon
heating the GP(I) zones scattering peak is stable until 100°C. With further heating
the intensity of the GP(I) zones peak at high-q values starts to decrease. This
is due to the dissolution of smaller particles, which become unstable (curvature
effect) and the particle distribution becomes therefore narrower. Around 150°C
the GP(I) zones scattering peak has decreased drastically. With further increasing
temperature around 170°C the scattering peak splits into two parts, which indicates
two different phenomena.

The smaller GP(I) zones dissolve completely between 200-250°C. The larger GP(I)
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zones seem to remain stable and transform into 1’ precipitates as indicated by the
connected scattering peaks. Alternatively, they also dissolve and 7’ forms from
the solid solution. Yet, this point cannot be clarified only from the scattering
data. The ' precipitates grow with further heating and transforms into 7, which
is evidenced by a shift of the scattering peak to lower q values. Around 300°C,
7 start to dissolve but continues to grow until 440°C when the scattering signal
disappears from the measured g-range.

The dissolution of the AQ clusters shows very similar features compared to
the case of GP(I) zones (Figure 5.1c). Before the heat up a scattering peak due
to the quench-induced clusters is seen, yet with a smaller intensity compared
to the GP(I) zones. In addition, at lower q values scattering is observed that
originates from the quench induced 7 precipitates. Increasing the temperature
leads to dissolution of the clusters. As in the case of GP(I) zones, at 200°C the
scattering peak of the clusters splits up into two parts.
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Figure 5.1: (a) Heat treatment details with corresponding heating and cooling rates
applied to the AA7T449 sample. Evolution of the scattering signal upon heating
after (b) natural aging and (c) directly after the cooling Q1. Kratky plots are shown
as function of temperature, where the intensity (scale bar) scales in z-direction.
The intensity was scaled to a value of 0.25, which presents the intensity maximum
of the high-q peak in (c).
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The smaller particles continue to dissolve until 250°C. In contrast, the shift of
the scattered intensity to lower g-values starts slightly earlier compared to the
GP(I) zones. This small difference can be related to either the smaller heating rate
(5K /s vs 7K/s) and/or a higher amount of excess vacancies directly after quench
compared to natural aging of 4 days. Further heating shows a similar behavior
of the " and 7 phase as observed for the dissolution of the GP(I) zones. But the
scattering peak is slightly shifted to lower g-values, thereby indicating a larger size.

Figure 5.2 shows quantitatively the evolution of the GP(I) zones and AQ clusters
in terms of Guinier radius and volume fraction upon heating. The trends observed
in the scattering plots are supported by the quantitative analysis.

The volume fraction and radius of the GP(I) zones (10 % and 0.6 nm) is higher
compared to the AQ clusters (5% and 0.5 nm). Between 80 and 150°C the volume
fraction decreases and the average radius increases in both cases. The average
radius increases due to the dissolution of smaller particles. The splitting of the pre-
cipitate size distribution takes place earlier for the AQ clusters (100°C) compared
to the GP(I) zones (150°C), which can be linked to the smaller size and volume
fraction. The increasing radius between 150 and 200°C relates to the appearance
of i/, which also stabilises the volume fraction. 7’ is seen to form earlier in the case
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Figure 5.2: Evolution of the Guinier radius (black) and volume fraction (blue)
upon heating is shown for the T4 state (full symbols) and the as-quenched Q1 state
(open symbols). The size of the smaller precipitates is also shown as red symbols
without line.
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5.1. Nature of the quench-induced homogeneous phase

of the AQ clusters. As mentioned before, this can be due to the slower heating
rate and/or a higher concentration of non-equilibrium vacancies. Further heating
shows an increasing radius of ' and 7 and decreasing volume fraction from around
300°C until 470°C.
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Figure 5.3: Evolution of the scattering signal upon heating is shown starting with
an initial microstructure of (a) GP(I) zones that formed during 4 days of natural
aging and (b) AQ clusters that formed during cooling. The intensity is scaled to a
value of 0.12 in order to observe better the scattering peak in (b).

The reversion heat treatment with an initial state of T4 and AQ is also performed
with the AA7040 alloy. The heating rate is around 8 K/s for both cases. The
corresponding scattering curves for T4 and AQ state are illustrated in Figure 5.3.
The intensity is scaled to the maximum of the scattering peak (0.12) in Figure
5.3b.

Similarly to AA7449, the GP(I) zones in the AA7040 remain stable until 100°C
(Figure 5.3a). Further heating leads to the dissolution of the GP(I) zones until
200°C. Around 180°C a second scattering peak due to 1’ precipitates appears at
lower g-values. The two scattering contribution are much less connected compared
to AAT449. At high temperatures the n' precipitates grow until 300°C before they
start to dissolve and disappear from the measured g-range at around 410°C.

Figure 5.3b shows the reversion heat treatment of the AQ state, which features
a scattering peak from the AQ clusters and also a scattering contribution from
heterogeneous 7 at lower q values. When the samples is heated up, the AQ clus-
ters start to dissolve around 100°C. With increasing temperature the cluster size
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Chapter 5. Reversion heat treatments

distribution gets smaller until 240°C, where the scattering signal disappears. In
comparison to what has been observed in the case of GP(I) zones in both alloys
and the AQ clusters for AA7449, the second scattering peak due to 1’ does not
appear. In contrast the scattering contribution at low q starts to broaden between
200°C and 300°C, before it starts to decrease again.

The absence of 1’ indicates that a stable amount of clusters is needed to serve as
starting point of . Therefore, the GP(I) zones (can) serve as nucleation site for
the n/. An alternative explanation is that the critical time to form 7’ from the
solid solution at the intermediate temperature is not reached in comparison with
AAT449. Moreover, the splitting of the high ¢ scattering peak is also not observed.

Figure 5.4 shows the evolution of the Guinier radius and volume fraction during
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Figure 5.4: The changes of the Guinier radius (black) and volume fraction (blue)
during heating to the solutionizing temperature are presented for the T4 state (full
symbols) and the as-quenched Q13 state (open symbols).

the reversion heat treatment of the GP(I) zones and AQ clusters. The volume
fraction and size is again larger for the GP(I) zones (8 % and 0.65 nm) compared
the AQ clusters (2.5 % and 0.45 nm). A sharp decrease of the GP(I) zones volume
fraction form 8 to 2% is evidenced between 80 and 150°C. The radius stays rather
constant until 140°C and then decrease to 0.45 nm before it disappears at 200°C.
The volume fraction continues to decrease up to 250°C but less pronounced due
to the 1’ formation as evidenced by the jump of the precipitate radius to around
3 nm at 200°C. With further heating 7’ precipitates grow until 300°C, where it
starts to disappear.
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5.1. Nature of the quench-induced homogeneous phase

The AQ clusters also decrease from 80°C in terms of volume fraction until 250°C
where it tends to zero. The average cluster radius increases between 80 and 150°C
from 0.45 nm to 0.6 nm but decreases again to 0.45 nm until 200°C. At 200°C the
Guinier radius cannot be estimated anymore due to the small intensity and broad
scattering of the AQ clusters and the absence of 7’. The volume fraction evolution
from 150°C to 400°C is very similar for both cases although no 7’ forms when the
AQ clusters are dissolved.

From the dissolution behavior observed in the AA7449 and AA7040 one can
state that the AQ clusters behave thermodynamically in the same way as GP(I)
zones that formed during natural aging for 4 days. The onset of dissolution, the size
and volume fraction evolution is almost identical for the AQ clusters and the GP(I)
zones. Yet, the AQ clusters seem to be stable up to slightly higher temperature.
The small differences can be explained by the difference of the initial state (small
difference in size and volume fraction), the heating rate and the number of excess
vacancies.

Therefore, in the following the AQ clusters will be considered as GP(I) zones and
a thermodynamic description will be derived using the solubility product.

The dissolution of AQ clusters in the AA7040 alloy did not result in the for-
mation of 7’ formation, as it was the case for the AA7449 and the GP(I) zones
in the AA7040. Lendvai argued that in more concentrated alloys (such as the
A7449) GP(I) zones reach faster a critical radius that make them suitable for »’
precipitation [41]. Therefore, the observed difference can be due to a too small
volume fraction and size of the AQ clusters in the temperature range where 7’
forms in AA7040. Also, the critical time for precipitation is higher in AA7040
compared to AA7449.
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Chapter 5. Reversion heat treatments

5.2 Thermodynamic description of GP(I) zones

In Sections 4.2 and 4.6 it was shown that subnanometre clusters form during rapid
coolings and that they are responsible for high residual stresses due to cluster
strengthening. Further, it was pointed out in Section 5.1 that the quench-induced
clusters behave thermodynamically in the same way as GP(I) zones, which form
during natural aging. In order to model the GP(I) zones formation during quench-
ing a thermodynamic description is needed. In the following a thermodynamic
description for the GP(I) zones will be established from dissolution (reversion)

experiments by using the solubility product.

In addition to the fast reversion treatments performed at the ¢cSAXS beamline,
reversion heat treatments have also been performed at laboratory SAXS source
using slower heating rates of 1K/s and 5K/s (Section 3.4.2). The samples were
taken from the surface, quarter and center position of the 75 mm plate, which was
in the T4 state.

The Kratky plot in Figure 5.5a shows the changes of the scattering signal during
heating with 5 K/min. The position of the scattering maxima at 0.2 A1 stays
constant during heating up to 125°C. This indicates a constant precipitate size.
In contrast, the intensity of the peak is decreasing, which relates to a decrease in
volume fraction. With further heating, the peak is observed to shift towards lower
g-values, which corresponds to an increasing precipitate size. Above 225°C the

scattering signal shifts to low g-values, which could not be measured with the setup.

The estimated Guinier radius and volume fraction during heating with the two rates
is shown in Figure 5.5b for a sample taken from the quarter thickness. Due to long
natural aging time of more than 1 year, the precipitation microstructure consists of
GP(I) zones with a volume fraction of 16 % and a size of about 0.9 nm. The volume
fraction of GP(I) zones starts to decrease around 90 and 70°C for a heating rate of
5 and 1 K/min, respectively. In contrast, the Guinier radius increases only slightly
up to 140 and 126°C in the case of 5 and 1 K/min. This behavior is typical for
reversion heat treatments. The smaller precipitates of the size distribution dissolve
whereas the larger ones remain stable as it was also observed in Figure 5.5a. With
the increase of the Guinier radius the decrease of the volume fraction stops at
8.5% and 7.5 % for 5 and 1 K/min, respectively. This is due to the formation of
n'. It is obvious that the reversion is not complete and only the GP(I) zones are

only partially dissolved before 1 forms. The size of 7’ increases as the temperature
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5.2. Thermodynamic description of GP(I) zones

increases in contrast to the volume fraction, which stabilises first before decreasing.
At 225 and 200°C (5 and 1 K/min) the scattering signal starts to shift out of the

measurable g-range.

Comparison of GP(I) zone dissolution for different plate positions
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Figure 5.5: (a) Kratky plot at selected temperatures during heating of the surface
sample at 5 K/min. (b) Evolution of the Guinier radius and volume fraction during
heating with 1K/min (red) and 5K/min (black) of a quarter thickness sample in
the T4 state.

The same heat treatments reported in Figure 5.5 for the quarter position have
also been performed with samples taken from the surface and center position. The
initial microstructure consists in all three cases of GP(I) zones with a Guinier
radius of about 0.9 nm. The volume fraction was found to be slightly lower in
the surface (15 %) and center position (13.5%) compared to the quarter position
(16 %). This can be associated with the macrosegregation that is present in the
plate (see Section 4.1.2). In order to compare the dissolution kinetics of the three

positions the volume fraction was normalized by its initial value.

Figure 5.6a illustrates the changes of the GP(I) zones in terms of Guinier ra-
dius and volume fraction upon heating with 5 K/min. Within the scatter of
the data, the behavior of the three positions is remarkably similar. The partial
reversion finishes when almost half of the GP(I) zones is dissolved at 142°C. Also
the formation of the n' precipitates is very similar for the three cases.

With a heating rate of 1 K/min, the evolution of GP(I) zones is again very similar
for the three positions (Figure 5.6b). The dissolution of the GP(I) zones starts
around 70°C and stops with the appearance of 1’ at 126°C after about half of the
GP(I) zones have dissolved. The dissolution of the GP(I) zones starts earlier and
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Chapter 5. Reversion heat treatments

the temperature of 1’ formation is lower compared to the heating with 5 K/min.
This is a classic influence of heating rate. Further, after partial reversion the
volume fraction stabilises at a higher value. The evolution of the 1’ precipitates is
again similar for all three cases when the temperature increases further.

The comparison of the GP zone dissolution kinetics did not show large dif-
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Figure 5.6: The evolution of the Guinier radius and the volume fraction during

heating with (a) 5 K/min and (b) 1 K/min is compared for the surface (black),
quarter (red) and center (green) position.

ferences for the three positions. This implies that there are no large differences in
the vacancy concentration and also in the dislocation densities between the three

positions.

Comparison of experimental results and the thermodynamic descrip-
tion

Figure 5.7a shows the volume fraction evolution of the different reversion heat
treatments that have been performed on the AA7449 alloy. The volume fraction
was normalised to its initial value in order to better compare the dissolution kinetics.
Only the reversion of the AQ clusters (light blue) was normalised on the value
found after 4 days of natural aging (the green and dark blue points).

The dissolution of the GP(I) zones starts for all heating rates at a similar tempera-
ture. The decrease in volume fraction is very similar for all heating rates, except
for the case of 1 K/min, which drops faster. The end temperature of the partial
reversion shifts to higher values as the heating rate increases. In addition, the
amount of volume fraction present in the sample when 1" appears decreases with

increasing heating rates.
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Figure 5.7: Normalised volume fraction evolution during several reversion heat
treatments for the (a) AA7449 and (b) 7040 alloy. The normalized equilibrium
volume fraction calculated with the solubility product is also shown (black line)
and the influence of the curvature effect of the solvus boundary is emphasized (red
line).

Based on the reversion heat treatments and the dissolution behavior of the
GP(I) zones a thermodynamic description has been established using the solubility
product (Section 3.5.2). It is assumed that the composition of the GP(I) zones
have an AlZnMg (at.) stoichiometry. This assumption agrees reasonably well with
results reported in literature [42, 46, 63] as described in Section 2.3 and Appendix A.
Copper was excluded from the description since it is the slowest diffusing element.
Also it was shown that the activation energy of GP(I) zone nucleation and growth
is close to the Mg activation energy (0.6 eV ~ 58 kJ/mol) in Aluminium [32, 52].
Therefore, the GP(I) zone formation is controlled by the motion of Mg atoms [34]
and not Cu. In addition, the Cu content in GP(I) zones is typically small [42] and
increases with time in the precipitates [58]. The formalism described in Section
3.5.2 was used and adjusted to match the dissolution behavior observed in the

reversion experiments.

Good agreement was found for values of 31 kJ/mol and 11 J/mol K for the energy
and entropy of formation, respectively. These values are in a similar range of what
has been reported for Mg-Cu co-clusters in AA2xxx alloys (AH® = 38 kJ/mol
[108]) and for GP(I) zones in an Al-Zn-Mg alloy (AH? = 48 kJ/mol, AS® = 10
J/mol K [95]). The solvus temperature of the GP(I) zones in the AA7449 is then
184°C (equation 3.30). This solvus temperature agrees reasonably well with results
reported in literature [32].
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The normalised equilibrium volume fraction obtained (black curve) with the ther-
modynamic description is also shown in Figure 5.7a. In addition, the influence of
the curvature effect on the equilibrium volume fraction is emphasized (red curve)
using the measured radius at the end of the reversion heat treatment (0.45 nm)
and a typical value for the interfacial energy (0.01 J/m?) of coherent precipitates.
The thermodynamic description of the GP(I) zones is found to compare well the
dissolution behavior observed for the GP(I) zones in the experiments until the 7’

phase appears.

The same values for the formation enthalpy and entropy were also applied to
the AA7040. The resulting thermodynamic description is shown in comparison
with the experimental results from the reversion heat treatments (Figure 5.7b). For
the AAT7040 only one reversion from the natural aged state (black points) and one
reversion directly after quench (red points, normalised on the value found after 4
days of natural aging) were performed. The thermodynamic description compares
also well with the experimental results. The solvus temperature of the GP(I) zones
in the AA7040 amounts to 161°C.

With the present thermodynamic description, the modelling approach is limited
to the solvus boundary of the GP(I) zones. A second description for the 1’ phase
and a conversion criteria to pass from one phase to the other would be needed to
describe the complete reversion heat treatments. However, during rapid coolings
predominantly GP(I) zones were found to form and increase the yield strength.
Therefore, focus will only lie on the GP(I) zones in the scope of this study.
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5.3 Activation energy of GP(I) zone formation

and dissolution

The influence of quench-induced excess vacancies on the GP(I) zone formation was
studied by DSC on samples taken from the quarter thickness of the plate. The peak
temperature analysis was applied to estimate the activation energies associated

with the formation and dissolution of the GP(I) zones as described in Section 3.3.

DSC heating experiments were performed on samples in the T4 state. The vacancy
concentration can be expected to be in equilibrium due to the long-time of natural
aging, more than 1 year. The endothermic GP zone dissolution peak was observed
to shift to higher temperatures with increasing heating rate. This is expected since
precipitation is thermally activated process. The result of the peak temperature
analysis is shown in Figure 5.8a in a In(h/T2) vs -1/RT, plot together with a linear
fit. The estimated activation energy for the GP zone dissolution is 114 kJ/mol.
This value is close to the activation energy for self-diffusion of Zn in Al-Zn-Mg and
Mg in Aluminium [151].

DSC heating experiments were also performed on samples directly after quench
to evaluate the activation energy of GP zone formation in the vicinity of excess
vacancies. Similarly to the GP(I) zones dissolution, the exothermic GP zone
formation peak shifts to higher temperatures as the heating rate increases. The
result of the peak temperature analysis is shown in Figure 5.8b. The activation
energy of GP(I) zone formation during heating and directly after quench is found
to be 65.6 kJ/mol (0.68 V). In literature activation energies of 0.68 eV and 0.69
eV were reported for the initial GP(I) zone formation after quench in Al-Zn-Mg
and Al-Zn-Mg-Cu, respectively [45],[52]. The value is also close to the migration
energy of Mg in Aluminium, which is 0.6 eV or 57.9 kJ/mol [32].

The activation energy of GP(I) zone formation is much lower than the acti-
vation energy of GP zone dissolution. This clearly shows that the excess vacancies
play an important role in the GP(I) zone formation and need to be considered in
the modelling of precipitation during queching.

115



Chapter 5. Reversion heat treatments

-9.0 ,,,,,l,- -

: .

o~ -10.0 1 |

£ E |

= | : v
£ 105+ y 113;338“24-03 E

(R?=0.987) .
y = 65626 x + 13.62

1104 :

- -95-

115 . . | I l l I

-3.10x10*  -3.05x10*  -3.00x10”  -2.95x10"  -2.90x10™ -3.5x10°* -3.4x10°* -3.3x10™

1/(RT92) 1/(RTp2)

() (b)

Figure 5.8: Peak temperature analysis applied to GP(I) zones (a) dissolution after
natural aging and (b) formation directly after quenching

5.4 Summary

In this Chapter it is shown that the dissolution behavior of the quench-induced
homogeneous clusters is thermodynamically very similar to the one of GP(I) zones.
Therefore, it is assumed that the quench-induced homogeneous phase are GP(I)
zones. In addition, the absence of the 1’ formation during heating from the AQ
state with the AA7040 alloy indicates that stable amount of GP(I) zones is needed
to serve as nucleation site for the 1’ formation.

From the dissolution behavior of GP(I) zones a thermodynamic description is
derived by using the solubility product and assuming a chemcial composition of
AlZnMg (at.). The obtained parameter for the entropy and enthalpy of formation
allow reproducing well the dissolution behaviour of GP(I) zones in the AA7449
and AAT040 alloy.

Further, the peak temperature analysis evidences that excess vacancies decrease
the activation energy for GP(I) zone formation. Therefore, excess vacancies need
to be taken into account for the modelling of GP(I) zones.

Main findings:

1. The AQ clusters behave thermodynamically like GP(I) zones

2. A thermodynamic description using the solubility product allows reproducing
the observed dissolution behavior of GP(I) zones
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3. Excess vacancies decrease the activation energy of GP(I) zone formation
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Precipitation modeling during
rapid cooling

In Chapter 4.1 it was shown that homogeneous clusters form during industrial
quenching of thick plates and have a marked effect on the yield strength and
therefore on residual stress level. Further, it was evidenced that the n phase also
forms during quench but has a negligible influence on the residual stresses. In
Chapter 5 the quench-induced clusters were characterized as GP(I) zones and a
thermodynamic description was established.

This chapter reports on an approach to model the GP(I) zone formation during
rapid cooling. The model parameters were calibrated against the experimental in
situ SAXS of the AA7449 alloy (Section 6.1) presented in the Chapter 4.1. Further,
the calibrated model is applied to rapid coolings of AA7040 alloy (Section 6.2), to
the quenching of an industrial 75 mm AA7449 thick plate (Section 6.3) and to the
surface cooling of different AA7xxx thick plates (Section 6.4).
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Chapter 6. Precipitation modeling during rapid cooling

6.1 GP(I) zones formation during rapid cooling
of AA7449

The formation of GP(I) zones during the coolings Q1, Q3 and Q4 presented in
Section 4.2 will be modelled since they present the fastest, the intermediate and
the slowest cooling condition measured with the AA7449 alloy. This allows finding
appropriate values for the different parameters by directly comparing the exper-
imental and simulation results. The formation of the heterogeneous n phase is
neglected.

The model parameters used to simulate the GP(I) zone formation upon rapid
coolings are presented in Table 6.1. The nucleation parameters of the model
were adjusted in order to have an average size of GP(I) zones that is close to the
experimentally measured size. An interfacial energy of 0.01 J/m? and a nucleation
site density of 1 10 2> m™2 (if every atom is a nucleation site the density would
be 6.02 @ 10 2 m~3) were found to give results in a similar range. The values are

representative of the homogeneous nucleation of coherent precipitates.

The parameter used to estimate the excess vacancies, e.g. Hy, H,, and [, were
adjusted in an iterative way so that the modelling results for Q1, Q3 and Q4 match
the experimental results. The outcome of the modelling depends sensitively on
these three parameters and therefore, on the effective diffusion parameter.

The 68 kJ/mol found for Hy is in between the values proposed in literature (67
and 72.24 kJ/mol) [189, 7]. The migration energy (H,, = 68.7 kJ/mol) is higher

Table 6.1: Model parameters

Parameter ‘ Value

Interfacial energy ~ 0.01 J/m?
Nucleation site density pyg 1e10% 1/m?
Molar volume V, 0.7 ¢ 10 = m?/mol
Formation energy of vacancies Hy 68000 J/mol
Migration energy of vacancies H,, 68700 J/mol
Distance between vacancy sinks [ 0.25 @ 10 ~°m
Number of classes for the particle size distribution 1000

Maximum radius for the particle size distribution 210 ®m

Time step 2010 ?s
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6.1. GP(I) zones formation during rapid cooling of AA7449

compared to 55.86 and 61 kJ/mol reported in the References [189, 7] but at the
upper limit of the migration energy of vacancies in Al-Cu alloys (41-66.9 kJ /-
mol) [190]. The characteristic diffusion length for vacancy annihilation, [ = 0.25
e 10 ~%m, is slightly smaller than when annihilation is considered on subgrain
size (1-2 pum) lsg = 0.5-1 @ 10 ~5m or on Al3Zr dispersoids [p = 0.45 ¢ 10 = m
(assuming spherical dispersoids, 15 nm in radius with a density of 4 10 12 m~3 [26]).

Effective diffusion coefficients

It was shown in the previous Section that excess vacancies have a marked influence
on the activation energy of GP zone formation. Therefore, the influence of excess
vacancies on kinetics is taken into account in the modelling of precipitation during
cooling by using adapted diffusion coefficients. The details of the phenomenological
approach were presented in Section 3.5.4.

Figure 6.1a shows the calculated supersaturation (enhancement factor S) of va-
cancies together with the cooling rates of Q1, Q3 and Q4. In all three cases,
the vacancy concentration is in equilibrium until 250°C. Further cooling to room
temperature shows an increasing supersaturation. At the conclusion of the quench,
the highest supersaturation of vacancies is observed for the fastest cooling Q1. It is
ten times higher than the supersaturation associated with the slowest cooling Q4.

In the following only the Mg diffusion will be considered since it is the slowest
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Figure 6.1: (a) Calculated supersaturation of vacancies S (solid points) together
with the specific cooling rates (solid lines) of Q1, Q3 and Q4. (b) Fitted diffusion
coefficients (dashed lines), calculated effective diffusion coefficients (solid lines) and
the diffusion of Mg (blue line) for the three coolings Q1, Q3 and Q4.

diffuser present in the AlZnMg GP(I) zones and therefore the limiting factor for the
GP(I) zone formation. Similarly to the supersaturation of vacancies, the calculated
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Table 6.2: Fitted effective Mg diffusion parameters of Mg for the coolings Q1, Q3
and Q4

Cooling | Doeys [m?/s] | Qess [kJ/mol]
Q1 404 e 10 12 57.7
Q2 158 e 10 12 60.8
Q3 7.68 @ 10 12 64.4

effective diffusion is highest for Q1, intermediate for Q3 and slowest for Q4 as
shown in Figure 6.1b. The effective diffusion of the three coolings deviate at 250°C
from the self-diffusion of Mg and is three to four orders of magnitude higher at
room temperature. The fitted effective diffusion coefficients are also presented
(dashed lines) for the three coolings. They represent relatively well the effective
diffusion coefficients at lower temperatures (20-200°C). Yet, the quality of the fits
decreases from Q1 to Q4. In the case of Q4, the diffusion is overestimated between
100 and 150°C and underestimated below 50°C. At higher temperatures the fitted
diffusion deviates for the three cases markedly from the effective diffusion.

The fitted Dy err and Q.ss for the three coolings are shown in Table 6.2. For
Q1, the effective activation energy for Mg (57.7 kJ/mol) is in a realistic range
and almost identical to the migration energy of Mg in Aluminium (57.9 kJ/mol) [32].

Modelling the GP(I) zone formation during rapid cooling

The volume fraction evolution of GP(I) zones during cooling Q1, Q3 and Q4
obtained from in situ SAXS results is shown in Figure 6.2a together with the
modelling results. In addition, the equilibrium volume fraction of GP(I) zones is
presented, which is calculated with the established thermodynamic description. In
contrast to the experimental results, no GP(I) zone formation can be seen for the
modelling above 184°C since this is the solvus boundary of the GP(I) zones. The
precipitation observed experimentally at higher temperatures might be due to the
formation of 7 or the influence of vacancies on the nucleation of GP(I) zones.

The GP(I) zones form rapidly below their solvus temperature and feature a volume
fraction close to the experimental values around 150°C. The volume fraction evolu-
tion modelled for Q1 compares very well against the experimental results during
further cooling from 150°C to room temperature. At room temperature the volume
fraction is slightly overestimated, which indicate too high diffusion parameters.
For the coolings Q3 and Q4, the evolution of the volume fraction is very similar
to the experimental evolution between 150 and 80°C. But further cooling leads to
deviations and lower volume fraction for the modelling results. It seems that the
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Figure 6.2: Comparison of the (a) volume fraction and (b) average radius evolution
during the rapid coolings Q1, Q3 and Q4 obtained from in situ SAXS experiment
(points) and precipitation modelling (solid lines). In addition, the equilibrium
volume fraction of the GP(I) zones is shown as dashed black line in (a).

diffusion is too low. This discrepancy can originate from the underestimation of
the diffusion observed in Figure 6.1b.

The evolution of the simulated average radius is presented in Figure 6.2b together
with the measured Guinier radius. For all three coolings the simulated initial radius
of the GP(I) zones is high due to the small undercooling but decreases rapidly due
to a decreasing critical radius. At 150°C the average radius is higher for Q1 than
for Q3 and Q4, both of them showing the same evolution. During further cooling
to room temperature the average radius decreases slightly for Q1 to 0.5 nm. In
contrast the average radius increases slightly for Q3 and Q4 and reaches 0.47 nm
at the end of the cooling.

In general, the modelled average radius is lower compared to the experimental
results. On the one hand, the experiments showed that slower cooling results in a
higher radius. This is not supported by the simulations, which give the highest
radius for the highest cooling rate. Further, the measured increase in average radius
between 200°C and 150°C cannot be reproduced. One reason is the thermodynamic

description of the GP(I) zones with the lower solvus boundary.

Measured and modelled PSD’s after cooling

To allow for a more accurate comparison of the modelled and measured radii, the
simulated PSD is compared with the PSD obtained from the scattering signal.
The scattering signal at the end of the cooling was fitted in the g-range from 0.12
to 0.7 A7 using a lognormal size distribution and the form factor of a sphere
(Section 3.4.1). The fitted PSD parameters are shown in Table 6.3 and the fitted
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Table 6.3: Fitted PSD parameter for Q1,Q3 and Q4 (lognormal distribution with
constant shape parameter p=1)

Cooling number den- | location dispersion pa- | fit quality R
sity ng parameter p rameter s

Q1 3.084 @ 10 26 | 4.02 0.305 0.0341

Q3 4.458 @ 10 %° | 3.30 0.42 0.0211

Q4 3.079 @« 10 %° | 3.50 0.43 0.0327

and measured scattering signals are presented together in Figure 6.3a.

The number density of precipitates is similar for all three cases but slightly higher
for Q3. The dispersion is around 0.42 for Q3 and Q4 and thereby larger compared
to Q1, which shows a dispersion of 0.3. This can be associated with longer time at
higher temperatures, which results in larger precipitates compared to precipitates
that form at lower temperatures. In general, the dispersion of the PSD is much
larger than 0.2. This indicates that the Guinier radius estimated from the SAXS
signal is larger than the average radius of the PSD (Section 3.4.4).

The fitted scattering curves allow reproducing relatively well the scattering

contribution due to the GP(I) zones (Figure 6.3a). The increasing intensity around
q=0.07 A" of the Q3 and Q4 indicates also the presence of 7’ precipitates.
Figures 6.3b-d show the simulated and fitted PSD for Q1, Q3 and Q4 at the
conclusion of the cooling. The PSD’s are normalised to the maximum number
density so that the shape of the size distributions can be compared. Overall, the
agreement between the simulations and the experiments is good at small radii
for the three cases. For Q1 the simulated PSD is shifted slightly to lower radii
compared to the experiment results.
For larger precipitate radii, differences can be observed. The PSD’s obtained from
SAXS extend to larger radii compared to the simulated PSD’s. This can be due to
homogeneous precipitates that form between 300 and 180°C (Section 4.2). In this
temperature range the formation of precipitates cannot be modelled due to the
limitations of the thermodynamic description to the GP(I) zones.

Overall the agreement between the simulated and measured PSD is much better
compared to the measured Guinier radius and the simulated average radius. The
Guinier radius is sensitive to larger radii of the PSD (I oc R2) and therefore
overestimates the average radius of a PSD with a large dispersion. In the case of
quench induced GP(I) zones it is more favourable to compare directly the PSD’s.
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Figure 6.3: Comparison of the (a) the measured and fitted scattering signal for Q1,
Q3 and Q4 at the end of the cooling. The simulated and fitted PSD’s for (b) Q1,
(c) Q3 and (d) Q4.

Modelling of the dissolution of GP(I) zones after cooling Q1
The dissolution of GP(I) was modelled during the heat up after the cooling Q1.
The temperature vs time is shown in Figure 6.4a together with the calculated
supersaturation S of vacancies. During cooling, the supersaturation of vacancies
increases until room temperature. The following heat up increases the vacancy
mobility and leads to a rapid decrease of the supersaturation due to annihilation
on defects. At 80°C the vacancy concentration is almost at equilibrium.

Figure 6.4b shows the volume fraction evolution during the entire heat treat-
ment. The simulation match well the experimental results during cooling, although
the volume fraction evolution at near room temperature is slightly higher compared
to the measured values. This was associated with a slightly overestimated diffusion
at near room temperature. During the subsequent heating, the simulation shows
an accelerated nucleation of GP(I) zones up to 116°C. This is in contrast to the
experimental results, which evidence the dissolution of the GP(I) zones between 80
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and 150°C before 1’ forms.

As discussed in the previous paragraph, the broad PSD leads to an overestimated
measured radius compared to the simulated average radius (Figure 6.4c). During
heating, the simulated radius stays constant until 116°C. When the GP(I) zones
start to dissolve, the average radius increases with increasing temperatures.

The simulated increase of the average radius is similar to the measured one, except
that the increase of the simulated average radius starts at higher temperatures in

the simulations compared to the experiments

Figure 6.4d shows the number density of precipitates during the heat treatment.
The number density was normalised to the maximum density in order to better
compare its evolution in the experiments and simulations (the overestimated radius
from SAXS leads to an underestimated density). The simulated and measured
(calculated) number density is seen to increase during the cooling. During heating
the simulated density continues to increase up to 116°C and then decreases because
of the dissolution of the GP(I) zones. The measured density stays roughly constant
up to 80°C and then decreases until the precipitates dissolve.

The differences between the simulations and the experiments during the heat
up are explained by an overestimated effective diffusion. The high supersaturation
of vacancies present after the rapid cooling decreases fast when the sample is heated
up as shown in Figure 6.4a. The decrease of the effective diffusion cannot be taken
into account since the effective diffusion is accounted for by adapted diffusion
parameters, which are set for the cooling Q1. This is a limitation of the present
model.

The phenomenological approach to calculate the vacancy concentration should
be included in the model to account for the changes of the effective diffusion
during different heat treatments. This would also avoid an under- or overestimated
diffusion due to imperfect fitting as shown in for Figure 6.1.
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Figure 6.4: (a) Temperature vs time for the Q1 cooling and the subsequent heat
up of the sample. In addition the vacancy supersaturation S is shown on the right.
Evolution of (b) volume fraction, (c) average radius and (d) density of GP(I) zones
during the cooling Q1 and the following heat up. The dashed black lines serve as
guide to the eyes for the beginning and end of the cooling.
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6.2 GP(I) zone formation during rapid cooling
of AA7040

In order to test the range of application of the modelling approach and the cali-
brated model parameters, the cSAXS experiments performed with the AA7040 are
simulated. The formation of the heterogeneous 7 phase is neglected and only the
formation of GP(I) zones is simulated for the coolings Q11, Q13, Q15 and Q16.

Effective diffusion coefficients and modelling results
The fitted effective diffusion parameters used to simulate the GP(I) zone formation

during the four cooling conditions performed during SAXS are shown in Table 6.4.

Figure 6.5a shows the simulated volume fraction evolution together with the mea-

Table 6.4: Fitted effective diffusion parameter for the coolings Q11, Q13, Q15 and
Q16

Cooling | Do,y [m?/s] | Qess [kJ/mol]
Q11 5.46 e 10 —12 60.0
Q13 3.46 @ 10 ~12 57.3
Q15 349 e 10 12 59.1
Q16 19510 22 62.7

sured results. The precipitates observed at temperatures higher than 161°C (solvus
boundary) cannot be simulated due to the present thermodynamic description.

The simulated volume fraction for Q11 is overestimated to a large extent. At the
end of the cooling the simulation shows roughly 6% of GP(I) zones compared to
3.5% measured with SAXS. For the other three coolings the agreement between
simulations and experiments is reasonably good. At the conclusion of the coolings,
the simulations show volume fractions around 2.5%, which is very close to the

measured values except for Q16, which is slightly underestimated.

The evolution of the average radius is shown in Figure 6.5b. Generally, the
simulated average size match well the measured Guinier radius for the four cooling
conditions. The evolution of the radius for Q11 agrees well until 100°C. Further cool-
ing leads to a slightly overestimated simulated radius (0.59 vs 0.54 nm ). In contrast,
the simulated radius of Q13 underestimates the Guinier radius below 120°C. For the

two coolings Q15 and Q16 the simulated radius matches very well the measured one.
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6.2. GP(I) zone formation during rapid cooling of AA7040

The model parameters that were calibrated for specific cooling conditions per-
formed with the AA7449 alloy allow reproducing the experimental results obtained
with the AA7040 when similar cooling conditions are applied.

Yet for faster cooling rates at higher temperatures, the simulation overestimates
the volume fraction and to some extent also the precipitate size. This indicates
that the chosen parameters to calculate the vacancy supersaturation and therefore
the effective diffusion are not suitable for very fast cooling conditions. The set of
parameters needs to be adapted to increase the range of applicability to higher
cooling rates.

However, the parameters used work fairly well for intermediate cooling rates at
high temperatures (5-30 K/s) for both alloys.

Measured and modelled PSD’s after cooling
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Figure 6.5: Comparison of the (a) volume fraction and (b) average radius evolution
during the rapid coolings Q11, Q13, Q15 and Q16 obtained from in situ SAXS
experiment (points) and precipitation modelling (solid lines). In addition, the
equilibrium volume fraction of the GP(I) zones is shown as dashed black line in (a).

Similarly to the AA7449 alloy, the scattering signals at the end of the four coolings
were fitted using a lognormal size distribution and the form factor of a sphere
(Section 3.4.1). The obtained PSD parameters, which were fitted in the range of
008 A' < q <0.61 Afl, are presented in Table 6.5.

The fitted number densities and the location parameters are close for all four
coolings and only small differences can be seen. The dispersion parameter shows
the largest differences. Q11 exhibits the highest dispersion of 0.341 and Q13 the
lowest of 0.272.
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The values obtained for the AA7040 are close to the ones fitted for the AA7449.
The largest difference is seen for the dispersion. Q3 and Q4 show much larger
dispersions around 0.42 compared to ~ 0.3 for AA7040. Further, the fit quality is
less good for the AA7040, which can be associated with a smaller scattered intensity.

Figures 6.6a-d show the simulated and experimental PSD’s for Q11, Q13, Q15 and
Q16. Generally, the agreement is good for all four cooling conditions. This is not
surprising since the Guinier radius and the simulated average radius were already
very close.

A good agreement is found for Q13, Q15 and Q16. In the case of Q11 the agreement
is less good. The PSD obtained from the SAXS measurements extends to larger
radii that are not reproduced by the simulations. Also the shape of the PSD
exhibits large differences between 0.2 and 0.7 nm.

The differences in the simulated PSD’s for larger radii are much smaller compared
to the AAT449. In the AAT040 alloy, the homogeneous precipitation starts at lower
temperatures compared to the AA7449. This can explain the narrower distribution
and therefore, a better match of the simulated and fitted PSD’s.

Table 6.5: Fitted PSD parameter for Q11, Q13, Q15 and Q16 (lognormal distribu-
tion with constant shape parameter p=1)

Cooling number den- | location dispersion pa- | fit quality R
sity ng parameter pgo | rameter s

Q11 2.873 ¢ 10 26 | 3.55 0.341 0.0532

Q13 2.850 @ 10 2 | 3.49 0.272 0.1083

Q15 2.974 « 10 %% | 3.32 0.305 0.0529

Q16 2.350 10 % | 3.55 0.325 0.0443
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Figure 6.6: Simulated and fitted PSD’s for (a) Q11 (b) Q13, (c) Q15 and (d) Q16

cooling conditions.
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6.3 Application to quenching of a 75 mm A A7449
thick plate

The calibrated precipitation model is applied to the quenching of an industrial 75
mm AAT7449 thick plate. The formation of GP(I) zones is simulated for selected
positions in the plate and their effect on the yield stress is shown. The formation
of the heterogeneous 7 phase is not considered because (i) the amount of 7 in the
plate is negligible and (ii) the solute depletion is only localised and does not affect
the thermodynamic driving force away from the coarse precipitates as shown in
Section 4.1.2.

Effective diffusion coefficients

The fitted effective diffusion parameter obtained for the cooling conditions found in
the surface, quarter and center of the 75 mm plate are presented in Table 6.6. The
effective activation energies are similar with values around 60 kJ/mol for the three
cases. The quarter and center position feature almost the same effective diffusion
since the cooling rates are very similar as illustrated in Figure 4.11a. The effective
diffusion at the surface position is roughly 4 times higher due to the fast cooling at
high temperature.

Modelling results
Figure 6.7a and b show the simulated evolution of the volume fraction and the
average radius during cooling at the three positions. The solid lines consider the
chemical composition of the quarter position for the three positions, whereas the
dashed lines show the simulation results considering the macrosegregation in the

plate.

At the surface the kinetics is high. This leads to a fast decomposition of 7.9%
volume fraction at room temperature, which corresponds almost the equilibrium

Table 6.6: Fitted effective diffusion parameter of Mg for the cooling conditions at
the surface, quarter and center position of a 75 mm AA7449 plate

Cooling | Do,y [m?/s] | Qess [kJ/mol]
Surface 1.40 ¢ 10 ~1! 58.2
Quarter 3.99 ¢ 10 ~12 60.2
Center 4.00 @ 10 ~12 60.3
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Figure 6.7: Evolution of (a) GP(I) zones volume fraction and (b) average radius as
function of temperature for the surface, quarter and center position of a 75 mm
thick plate of AA7449. The influence of macrosegregation is shown with dashed
lines.

volume fraction. The quarter and center position show 6.4% at the conclusion of
the quench. This is in a similar range compared to Q2 and Q3, which feature close
cooling rates.

When the macrosegregation is considered differences can be distinguished for the
surface and center position. The chemical composition is only decreased in the
surface compared to the quarter position, which is evidenced by a smaller volume
fraction (6.7%) and a smaller solvus boundary of GP(I) zones. The center features a
considerably smaller solute content and shows the largest effect of macrosegregation.
The solvus boundary is shifted to a lower temperature and the volume fraction is
decreased to only 3.6% at the end of the cooling.

The evolution of the average radius is shown in Figure 6.7b. The radius is highest
in the surface region with 0.76 nm compared to 0.54 nm for the quarter and center
position. The macrosegregation has only little influence on the size in the surface
but leads to a decreased radius of 0.44 nm at the center position.

The fact that the highest radius and volume fraction are found at the surface where
the cooling rate is highest seems strange at first but agrees with the trend observed
for the AA7040 alloy (Section 4.2).

The changes of the yield strength due to the GP(I) zone formation are pre-
sented in Figure 6.8. With the appearance of the precipitates, the yield strength
increases rapidly for all positions. At the end of the quench, the yield strength
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Figure 6.8: The calculated yield strength for the surface, quarter and center
position during quench in the 75 mm AA7449 thick plate. The solid lines present
the prediction for a constant chemical composition, whereas the dashed lines take
into account the macrosegregation in the plate.

is highest at the surface position and reaches about 291 MPa. The quarter and
center positions show similar yield strength of 257 MPa. When macrosegregation
is considered, the yield strength is 277 MPa at the surface and 218 MPa at the center.

The residual stresses at the surface of the 75 mm AA7449 thick plate are in
the range of 300-310 MPa [8, 121]. Therefore, the simulated surface yield stress of
277 MPa seems to be a good estimate keeping in mind that plastic deformation and
strain hardening does occurs in the surface region. The yield strength measured
with a Gleeble machine for the cooling conditions of the surface gave 275 MPa and
thus is in very good agreement with the value predicted here [119].

It seems that the values used for H,, H,, and [ are also suitable for the high
cooling rates in the surface region of the AA7449 plate when the correct chemical

composition is used.

Figure 6.9 shows the simulated precipitation characteristics and yield strength at
the end of the quench as function of the distance to the plate surface in the 75 mm
AA7449 thick plate. The macrosegregation in the plate was taken into account.
Figure 6.9a presents the GP(I) zones volume fraction through the half-thickness of
the plate. The highest volume fraction (~ 7.8 %) is found at 1.5 mm below the
surface and the lowest at the center (~ 4%). In general, the volume fraction is
decreasing from the surface to the center, except for the surface position and at 20
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mm below the surface. At the surface, a reduced solute content leads to a lower
volume fraction. In contrast, at 20 mm below surface the increased solute content
results in an increased volume fraction.

The average radius at the end of the quench is shown in Figure 6.9b as function of
the distance to the surface. The average radius shows 0.75 nm at the surface and
decreases towards the center, where the average radius yields 0.44 nm. Similar to
the volume fraction, a slightly increased average radius is found at 20 mm below
the plate surface.

The density of GP(I) zones is shown in Figure 6.9¢c, which shows the opposite trend
compared to the average radius. The density of GP(I) zones is lowest at the surface
and increases towards the plate center. Deviations are again seen for the position
at 20 mm below the surface.

The yield strength is calculated from the simulation results as presented in Figure
6.9d. The highest yield strength of 288 MPa is found at 1.5 mm below the surface
and the center yields the lowest yield strength of 218 MPa. The calculated yield
strength in the plate at the end of the quench seems to be reasonable. textrm-
Chobaut et al. reported compressive residual stresses of -300 MPa in the surface
and balancing tensile residual stresses of 200 MPa in the center (cf. Subsection
2.7.1) [8]. Further, the calculated yield strength of 277 MPa at the surface compares
well with the value of 275 MPa measured in the Gleeble machine [121]. In the
center, the residual stress level yields 200 MPa and plastic deformation is not
reported for the plate center. Therefore, the calculated yield strength of 218 MPa

seems reasonable.

Unfortunately, there are no direct measurements of the precipitation characteristics
in the plate after quench. But the simulated values for the radius and volume
fraction are in a similar range to what have been observed with the in situ SAXS
experiments with the AA7449 alloy (c.f. Section 4.2). The trend of an increased
volume fraction and average radius in the surface region, where the cooling rates
are highest, was also observed for the AA7040 alloy.

135



Chapter 6. Precipitation modeling during rapid cooling

(a) -5 0.08 |/.:.\| T T T T T T
g [ l\. ./
; 0.06 4
5 - S~
S 0.04- \_
1 " 1 " 1 X 1 " 1 " 1 " 1 X | X
(b) & 0.8 T T T T T T T T T T T T 1
|E. .‘.
3 \a
8 06- N\, .
0] ~ —_—
8 ] ] \.\.
: ——
< 04 1 " 1 X 1 " 1 N 1 " 1 " 1 X 1 n
© axto*{ T T T T T T T '/—' T
- n
€ ] \\\\
E; 2x10°° 1 .//,
= ]
5 26 ./
g 1x10®4 )
_ i T ] ] ] ] ] ] ]
@ g 280—. If\ | | I
1 n
§ 260 \\_ — \
S 240- ~.
2 220 S~
= : -

" ] ' | N |

+ T T T v T '
0 10 20 30 40

Distance to plate surface [mm]
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6.4 Application to the surface cooling of differ-
ent thick plates

Chobaut et al. [121] showed that the knowledge of the yield strength at the surface
of a thick plate after the quench is sufficient to simulate well the residual stress
profile in a thick plate. They performed several Gleeble tests to measure the yield
strength at the surface after quench in 20 mm and 75 mm AA7449 thick plates
and 75 mm and 140 mm AA7040 thick plates.

Figure 6.10a shows the cooling condition at the surface of the four plates. The
increasing plate thickness does not affect the cooling rates at high temperatures
but leads to slower cooling rates at low temperatures below 150°C. The formation
of the GP(I) zones is simulated for the four surface coolings and the yield strength
is calculated. The simulated and measured yield strength are presented in Figure
6.10b. Overall, the trend of higher surface stresses for thicker plates ([120, 121]) is
well reproduced by the simulations for both alloys. Very good agreement is found
for the two AAT7449 thick plates. In contrast, the agreement between the simulated
and measured yield strength is less good for the two AA7040 thick plates. The
simulations overestimate the yield strength in both cases by roughly 20 MPa.

The origin of the differences for the AAT040 alloy is not so clear since the
in situ SAXS results could be reproduced reasonably well for the AA7449 alloy
but also for the AA7040 alloy. One reason can be the uncertainty of the exact
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Figure 6.10: The simulated and measured yield strength at the surface of two
AA7T449 plates with 20 and 75 mm thickness and two AA7040 plates with with 75
and 140 mm thickness.
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composition of the AA7040 through the plate thickness. For the 75 mm A A7449
thick plate, the chemical composition through the half-thickness was provided by
Constellium CRV, which was measured by electron micro probe analysis (EMPA).
For the AA7040 the measurements have not been performed.

In addition to the calibrated model parameters, the simulations are also very
sensitive to the Mg but also Zn content since it changes the solvus boundary of the
GP(I) zones as it was also emphasized in the previous section. An overestimated
Mg and/or Zn content of the AA7040 alloy results in a higher solvus temperature
of the GP(I) zones and therefore leads to an overestimated yield strength due to a
higher radius and volume fraction.
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6.5 Summary

In this Chapter it was shown that the formation of GP(I) zones during rapid
cooling of the AA7449 and AA7040 alloy can be simulated by using the derived
thermodynamic description and by taking into account the influence of excess
vacancies on the diffusion kinetics. The experimental findings of Section 4.2 are
reproduced reasonably well in the temperature range where the residual stresses
form during quench.

For intermediate quench rates at high temperatures (5-30 K/s) the agreement
between the experimental and simulation results is good for the AA7449 and
AAT040 alloy with the present set of parameters. When the cooling rates are
higher at high temperature, the simulations seem to overestimated the size and
volume fraction of the GP(I) zones. The parameters to calculate the evolution of
the vacancy supersaturation should be adjusted in order to extent the applicability

to higher cooling rates.

The agreement between the Guinier radius and the simulated average radius
(and also the PSD’s) is better for the AA7040 than for the AA7449 alloy. On the
one hand, the homogeneous precipitation starts at 300°C in the AA7449 compared
to 250°C in the AA7040 alloy. This leads to precipitates with larger radii and
to a broader PSD. Subsequently, the high dispersion of the PSD leads also to a
Guinier radius, which overestimates the average radius of the PSD. Therefore,
model dependant analysis should be applied to estimate more accurately the size
of the precipitates.

On the other hand, the thermodynamic description used here does not allow homo-
geneous precipitation above the solvus boundary of the GP(I) zones. Yet, in the
experiments precipitation was observed above the solvus boundary. This can be
due to the formation of 7' precipitates or the influence of vacancies, which allow
the nucleation of GP(I) zones at higher temperatures. To avoid this problem, a
description for the 7’ phase should be used and a conversion criteria should be
implemented that allows to pass from one phase to the other. This would allow
predicting more accurately the formation of the quench induced precipitates and
also their dissolution during heat treatments.

A thermodynamic description of the ' phase was proposed by ThermoCalc in July
this year, which was too late to be considered in this study. Further, since the
phenomenological approach to estimate the effective diffusion is not included in
the model, the diffusion above 200°C it wrong (c.f. Figure 6.1). Therefore, the
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Chapter 6. Precipitation modeling during rapid cooling

simulation of the 1’ is not practical.

The evolution of the volume fraction of GP(I) zones is simulated reasonably
well for intermediate cooling conditions. Yet, in certain temperature regimes the
volume fraction is under- or overestimated by the model. This is associated with
an inaccurate effective diffusion due to the fitting of the diffusion parameters. The
formalism to calculate the effective diffusion from the supersaturation of vacancies
should be implemented in the model. This would enable a better accuracy of the
effective diffusion and a description of the vacancy annihilation during subsequent

treatments such as reversion or aging heat treatments.

The calibrated precipitation model is finally applied to predict the evolution
of GP(I) zones during quench of an industrial 75 mm AA7449 thick plate. The
simulated volume fraction and average radius are in a similar range to what have
been observed in the cSAXS experiments during cooling. However, for high cooling
rates at high temperature the predictions of the simulations seem to be overesti-
mated in terms of size and volume fraction as it was also observed for the AA7040
alloy. Yet, the calculated yield strength at the end of the quench is very close to
what one measured experimentally. Further, it is shown that macrosegregation
also influences the GP(I) zone formation and has to be taken into account.

Overall, the yield strength after quench is well simulated for a 20 mm and 75 mm
AAT449 thick plate but is overestimated for a 75 mm and 140 mm AA7040 thick
plate. One reason for this discrepancy is that the chemical composition is not
exactly known for the AA7040.

Main findings:
1. A simplified approach of only considering GP(I) zones was proposed to

simulate the quench-induced precipitation in AA7xxx thick plates

2. The GP(I) zone formation is well reproduced for intermediate quench rates

and in the temperature range where the residual stresses form

3. The simulated AQ surface yield strength compares well for two 7449 thick
plates but is slightly overestimated for two AA7040 thick plates
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6.5. Summary

Main limitations of the modelling approach:

1. The simplified approach is not suitable for cooling conditions that lead to
substantial 1 formation

2. The formalism of the generation and annihilation of excess vacancies should
be included in the model in order to (i) avoid fitting problems and (ii) simulate

more complex heat treatments where excess vacancies annihilate

3. A thermodynamic description for 7’ precipitates is needed and conversion
criteria for the transition of GP(I) zones to " and 1’ to n are required

4. The influence of excess vacancies on the nucleation is not considered
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fd Influence of precipitation on

internal stresses formation

This Chapter concerns the question how the type-II strain formation in the alu-
minium matrix is influenced by different precipitation types. The microstructure
dependant lattice strain formation in the aluminium matrix during tensile loading
and the residual lattice strain build-up after deformation was investigated by
performing in situ mechanical load-unload tests using neutron and X-ray diffrac-
tion. For this purpose, the AA7T449 alloy was studied exhibiting three different
microstructures. The precipitate characteristics of the three microstructures are
presented in Section 7.1. The orientation specific lattice strain evolution measured
in the aluminium matrix by neutron diffraction is shown in Section 7.2. Section
7.3 compares the residual lattice strain in the aluminium matrix measured by ND
and XRD measurements and provides the residual lattice strain evolution for the n
precipitates. Section 7.4 outlines the differences of the lattice strain formation in
the aluminium matrix for the three precipitation states and discusses the impact
of the type-II stresses on macroscopic residual stress measurements using the (311)

reflection.

143



Chapter 7. Influence of precipitation on internal stresses formation

7.1 Microstructures

The internal strain formation was investigated for three different precipitation
microstructures of the AA7449 alloy. The microstructural details are summarized
in Table 7.1. The T4 state is characterised by GP(I) zones with a Guinier radius of
0.7 nm and a volume fraction of 7.7 %. The T6x defines a slightly overaged state
that contains 1’ and 7 precipitates with a Guinier radius of 4 nm and a volume
fraction of 8 %. The T7x microstructure is characterises a long-time overaged
aged state, which contains only 1 precipitates with a Guinier radius of 15.5 nm

and a volume fraction of 7.3 %. The heat treatment details were shown in Table 3.2.

Figure 7.1a illustrates XRD pattern of the three microstructures that were

Table 7.1: Precipitate characteristics for the T4, T6x and T7x microstructure

State Guinier Volume frac- | Density [m™3] | Yield strength
radius [nm] tion [MPa]

T4 0.69 0.076 5.41 e 10 % 320

T6x 4.03 0.08 2.18 @ 10 %3 560

T7x 15.54 0.073 4.61 o 10 % 250

obtained at the ID15B beamline (ESRF). The high intensity peaks refer to the
Aluminium reflections. The (111), (200), (220) and (311) peaks were used for single
peak fitting as described in Section 3.7.3. In addition, several low intensity peaks
can be seen. In the case of the T7x sample, the secondary peaks were identified as
n peaks using the FullProf program [191]. The first three n reflections ((100), (002)
and (101)) were subjected to single peak fitting. The T6x sample does not show
clear secondary peaks but rather smeared or overlapping peaks. Therefore, the
secondary peaks could not be identified using FullProf. One reason is the presence
of " and n precipitates, which have a slightly different crystallographic structure.
Additional secondary peaks can be seen for the T4 and T6x sample. These peaks
could also not be identified, but may originates from the coarse intermetallic phases
reported in Section 4.1.

Figure 7.1b shows typical stress strain curves for samples containing the three
microstructures. The near peak aged T6x state shows the highest yield strength
of about 560 MPa but only small strain hardening. The underaged T4 state and
the overaged T7x state have a yield strength of about 320 and 250 MPa respec-
tively and exhibit a higher strain hardening compared to the T6x state. Typically,
load-unload mechanical test were performed to investigate also the formation of
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Figure 7.1: (a) X-ray diffraction pattern of the T4, T6x and T7x microstructure
with the high intensity (111), (200), (220) and (311) aluminium peaks. The intensity
is in log-scale to emphasize to low intensity peaks of the secondary phases such
as the (111), (002) and (101) n peaks. (b) Typical stress-strain curves for the T4,
T6x and T7x samples.

residual lattice strain.
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Chapter 7. Influence of precipitation on internal stresses formation

7.2 Neutron diffraction

T4 microstructure

Figure 7.2 illustrates the lattice strain evolution with applied stress in the axial
and transverse direction of the four investigated Aluminium reflections. When
stress is applied the four directions show a linear response up to the yield strength
of the material of around 320 MPa. Little differences are evidenced between the
four reflections, which indicate a low elastic anisotropy. This is supported by the
estimated diffraction elastic constants that are shown in Table B.1 in Appendix B.
With the onset of plasticity deviations from the linear elastic behavior are observed

for both directions.

In the axial direction, the (111) and (200) reflections deviate towards higher
lattice strain and therefore, take more load. This is supported by residual tensile
strain when the sample is unloaded. The (220) and (311) grain families show only
slight deviations from the linear response and only little residual tensile strain
after unloading. In the transverse direction, the (111) and (220) shift to higher
compressive lattice strain in contrast to the (200) and (311), which tend into the

opposite direction.

Figure 7.3 shows the lattice strain evolution as function of plastic strain. The
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Figure 7.2: Lattice strain evolution as a function of applied stress of the (111),
(200), (220) and (311) reflections of the T4 sample.

elastic part of the macroscopic and microscopic strain response were subtracted
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7.2. Neutron diffraction

from the data, which allows observing better the deviations from linearity.

In the axial direction, the (111) and (200) reflections develop large tensile lattice
strain within the first 0.5 % plastic deformation but increase only slightly with
further deformation (Figure 7.3a). The (220) and (311) grain families are only
little affected and show small tensile lattice strain. In the unloaded state both
directions show almost no residual lattice strain.

In the transverse direction, the lattice strain increase or decrease for all four di-
rections until 2.5 % and stays roughly constant with further deformation (Figure
7.3b). The (111) and (220) reflections show compressive lattice strain in contrast
to (200) and (311) reflections that show tensile strain. In the unloaded state, the
(311) reflections shows again the smallest residual lattice strain.

In the transverse direction, the observed lattice strain evolution does compare
qualitatively well to the EPSC modelling results for commercially pure aluminium
reported in Reference [103] and shown in Section 2.7.2. The agreement is less
good in the axial direction. The EPSC model predicted compressive lattice strain
for the (200) and (220) grain families in contrast to the ND results, which yield
tensile lattice strains for both grain families. The observed differences can originate
from differences in crystallographic texture. EPSC model considers random poly-
crystal, whereas the samples taken from the quarter thickness of the thick plate
feature moderate texture (shear component) from the rolling process [19, 20, 21].
The texture can influences the intergranular strains and explain the observed
differences. Another explanation is that the GP(I) zones influence the intergran-

ular strains in the aluminium, which consist of layers parallel to (100) matrix planes.

T6x microstructure
The lattice strain evolution as a function of applied plastic deformation is illus-
trated in Figure 7.4 for the T6x sample. In addition, the residual lattice strains for

different level of plastic deformation are shown in the unloaded state.

In the axial direction, all four reflections show tensile lattice strain during de-
formation. The (111) and (200) grain families develop high tensile strain during
the initial 0.1 % plastic deformation but decrease slightly when further plastic
deformation is applied. The (220) and (311) reflections show only small tensile
lattice strain that increases slightly with increasing plastic deformation. In the
unloaded state, the (111) and (200) directions show high residual tensile strain
after small plastic deformation, which decrease substantially with further applied
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Figure 7.3: Lattice strain evolution as function of plastic deformation of the (111),
(200), (220) and (311) reflections for the (a) axial and (b) transverse directions of
the T4 sample. The open crossed points represent the residual lattice strain after
unloading.

stress. In contrast, the (220) and (311) reflections show no residual lattice strain
after small plastic deformation but increasing compressive residual strain with
further plastic deformation.

In the transverse direction, the (111) reflection generates compressive lattice strain
in contrast to the (200) reflections, which shows tensile lattice strain. The (220) and
(311) reflection show only small compressive and tensile deviations, respectively.
Similar trends are observed when the sample was unloaded and less variation are
observed compared to the axial direction. The (111) and (220) reflections develop
compressive residual strain and the (200) and (311) residual tensile strain.

The lattice strain evolution of the four investigated reflections of the T4 and T6x
sample show qualitatively the same behaviour during deformation. But the amount
of lattice strain is smaller in the T6x compared to the T4 sample, especially for the
(111) and (200) direction. Further, the difference in terms of lattice strain in the
loaded and unloaded state is higher in the T6x than in the T4 state. This leads to
compressive residual lattice strain for the (220) and (311) directions in the T6x
sample. This indicates that the precipitates have a marked influence on the lattice
strain formation in the matrix.

Further, it can be stated that the (311) reflection (commonly used for macroscopic
residual stress measurements) is well suited to determine the residual stresses when
small shearable precipitates are present in the plate. In the unloaded state only
very small residual strains were observed in the axial and transverse direction

for the T4 sample. However, in the case of larger precipitates (e.g. T6x sample)
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Figure 7.4: Lattice strain evolution as function of plastic deformation of the (111),
(200), (220) and (311) reflections for the (a) axial and (b) transverse reflections of
the T6x sample. The open points refer to the residual lattice strain after unloading.

the situation is more complex and the use of the (311) reflections may not be

appropriate.

For the T7x microstructure in situ neutron diffraction measurements could not be
performed since the approved beamtime at the POLDI beamline was cancelled. But

in situ XRD diffraction experiments were performed as presented in the next Section.
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Chapter 7. Influence of precipitation on internal stresses formation

7.3 X-ray diffraction

For the X-ray diffraction results, only the residual lattice strain evolution is shown
as function of plastic deformation since the evolution during deformation is similar
to the strains after unloading and only some relaxation occurs during unloading.
The lattice strain evolution upon loading for the three microstructures are presented
in Appendix C.

T4 microstructure
The residual lattice strains of the aluminium matrix as function of plastic deforma-
tion obtained by in situ XRD (line and solid points) and also ND (open points)
are shown in Figure 7.5.
In the axial direction, the XRD measurements show qualitatively the same lattice
strain response as evidenced by in situ ND (Figure 7.5a) except for the (220) re-
flection. After 0.5 % plastic deformation and a strong initial response, the residual
lattice strain stays roughly constant when the sample is deformed further up to 6%.
The (111) and (200) reflections develop tensile residual lattice strains, which are
quantitatively lower than the strains measured by in situ ND. The (311) reflection
shows almost the same amount of residual tensile strain. The (220) reflections
exhibits residual compressive strain, which is not observed in the ND results.

In the transverse direction, similar trends can be observed for the XRD compared
to ND measurements as shown in Figure 7.5b. The (111) and (200) grain families
show qualitatively the same behavior but are quantitatively lower. The (311)
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Figure 7.5: Residual lattice strain evolution as function of plastic deformation of
the (111), (200), (220) and (311) reflections for the (a) axial and (b) transverse
direction of the T4 sample. The X-ray diffraction (solid lines and points) and
neutron diffraction (open points) results are shown.
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7.3. X-ray diffraction

reflection show the same behavior for in situ XRD and ND.

T6x microstructure

Figure 7.6 shows the residual lattice strain of the T6 sample in the axial and
transverse direction (line and points) for different level of plastic deformation. In
addition, the ND results are shown as single points.

In the same way as the T4 sample, in the axial direction the residual lattice strain
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Figure 7.6: Residual lattice strain evolution as function of plastic deformation of
the (111), (200), (220) and (311) reflections for the (a) axial and (b) transverse
direction of the T6x sample. The X-ray diffraction (solid lines and points) and
neutron diffraction (open points) results are shown.

evolution obtained from XRD is qualitatively similar to the ND results for up to 2 %
plastic deformation. The (111) and (200) reflections show residual tensile strain,
which decrease with increasing deformation. The (220) and (311) reflections show
residual compressive lattice strain that increase with increasing plastic deformation.
When more than 2% plastic deformation are applied, small differences are seen for
the XRD and ND results. In the ND experiments, the residual tensile lattice strain
increases again for the (111) and (200) reflections and the residual compressive
lattice strain decreases for the (220) and (311) reflections. This is not observed for
the XRD results.

In the transverse direction, the residual lattice strains of the (111) and (200) grain
families obtained from XRD and ND are very similar. The (311) reflection the
residual lattice strain deviates to larger residual tensile strain compared to the ND
measurements. The XRD measurements of the (220) reflection show tensile residual

strain in contrast to the ND measurements, which yield residual compressive strain.
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Chapter 7. Influence of precipitation on internal stresses formation

T'7x microstructure

For the T7x sample in addition to the aluminium peaks the first three reflections
of the secondary 7 phase are fitted. Figure 7.7 shows the lattice strain of the
(111), (200), (220) and (311) aluminium reflections and the (100), (002) and (101)
reflections of the 7 precipitates during tensile testing at room temperature.

In the elastic regime, differences can be seen for the matrix and precipitate reflec-
tions. The measured elastic constants are shown in the Table B.2 in Appendix B.
The aluminium shows only little elastic anisotropy, which is expected and was also
observed in the neutron diffraction experiment. The three investigated n reflections
show 20-40 % higher elastic constants compared to the aluminium matrix and they
are also different for the three investigated directions. This implies that the n
phase features an anisotropic elastic behavior.

When the yield strength is reached opposite behaviour is observed for the matrix
and precipitate reflections. The (200), (220) and (311) aluminium reflections show
decreasing lattice strains while the (111) continues with a linear elastic lattice
strain increase. Around 300 MPa, the (111) shows deviation from the linear elastic
behaviour and decreasing lattice strain while the (220) shows increasing lattice
strain again. Overall, the (111) reflection shows the smallest and the (220) reflection
the highest decrease in lattice strain. In contrast, with the onset of plasticity the
lattice strains increase to a notably large extent for the three n reflections and
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Figure 7.7: Applied stress as a function of the lattice strain of the (111), (200),
(220) and (311) aluminium reflections for the axial direction of the T7x sample. In
addition, the (100), (002) and (101) reflections of the 7 precipitates are shown.
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7.3. X-ray diffraction

increase further when the applied stress is increased. The (002) reflection, which is
elastically the stiffest, shows the smallest increase in lattice strain. The elastically
softest reflection ((101)) shows the largest increase in lattice strain. This indicates
that the 17 phase behaves not only anisotropic in the elastic but also plastic regime.

Figure 7.9 illustrates the residual lattice strain as function of plastic deforma-
tion for the four aluminium and three 7 reflections in the axial and transverse
direction.

In the axial direction, all four aluminium reflections show residual compressive
lattice strains, which are increasing with increasing plastic deformation, except for
the (220) reflection as seen in Figure 7.9a. The (111) and the (220) reflection show
the smallest and the highest residual compressive lattice strain, respectively. In
contrast, the three 7 reflections yield high residual tensile lattice strains that also
increase with increasing plastic deformation. The (101) reflection yields the highest
and the (200) reflection features the lowest residual tensile strain. The magnitude
of the residual lattice strain of the n reflections is 5 to 11 times higher compared
to the aluminium reflections.

In the transverse direction the opposite behaviour is observed. All aluminium
reflections yield residual tensile lattice strain in contrast to the 7 reflections, which
show compressive residual lattice strain.

The observed behaviour of lattice strain of opposite sign for the aluminium matrix
and the 7 precipitates is similar to the case of high carbon and bainitic steels, which
contain reinforcing cementite particles in the ferrite matrix [140, 142, 145]. It was
argued that when the yield point is reached, load is transferred from the plastifying
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Figure 7.8: Residual lattice strain evolution as function of plastic deformation of
the (111), (200), (220) and (311) aluminium and (100), (002) and (101) 7 reflections
for the axial (a) and transverse (b) direction of the T7x sample.
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Chapter 7. Influence of precipitation on internal stresses formation

ferrite matrix to the reinforcing secondary cementite phase. Although the size of
the cementite particles is larger compared to the 7 precipitates, a reinforcing effect
and a load transfer from the aluminium matrix to the n precipitates can explain
the observed behaviour.

The neutron and X-ray diffraction results of the T4 and T6x samples compare
overall qualitatively good but quantitative differences are often observed. Weisser
et al. showed that neutron diffraction allows bulk representative and reproducible
measurements due to the large illuminated gauge volume [145]. In contrast, X-ray
diffraction often suffers from sample-to-sample variations, especially in the case of
a large grain size with respect to the illuminated gauge volume or a heterogeneous
grain microstructure [185]. The investigated aluminium samples feature a hetero-
geneous grain microstructure (c.f. Figure 4.1a), which can explain the quantitative
differences.
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7.4 Comparison of aluminium lattice strain evo-

lution for the three microstructures

Figure 7.9a shows the residual lattice strain for the four aluminium grain families
as a function of plastic deformation for the T4, T6x and T7x states, which were
measured by XRD. The transverse direction is omitted because the trends are
clearer in the axial direction. This is due to the fact that the transverse intergran-
ular strains are strongly influenced by texture and the transverse grain families
comprise a wide range of axial orientations.

When the residual lattice evolution is compared for the aluminium matrix with
the three different precipitation types, a clear change of the residual lattice strain
built-up is evidenced. On the one side, the grain families of the T4 sample show an
initial increase of residual lattice in the early plastic regime and a rather constant
and tensile residual lattice strain with further plastic deformation, except for the
(220) reflection that shows small compressive residual lattice strain. On the other
side, the grain families of the T7x sample shows a compressive residual lattice
strain, which increases with increasing plastic deformation. The grain families of
the T6 samples show a behavior that is in between the other two samples. The
(111) and (200) reflections generate tensile residual lattice strain in the early elastic
regime but show decreasing lattice strain with further plastic deformation, which
leads finally to compressive residual lattice strain. Similar to the T7x sample,
the (220) and (311) reflections show an increasing compressive lattice strain with
applied plastic deformation, but they yield quantitatively lower values.
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Figure 7.9: (a) Residual lattice strain as function of applied strain of the (111),
(200), (220) and (311) aluminium reflection in the T4, T6x and T7x samples
measured by XRD. (b) Residual lattice strains versus the precipitation state after
3.3% plastic deformation.
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Chapter 7. Influence of precipitation on internal stresses formation

The described trends are more easily observed in Figure 7.9b, which shows the
residual lattice strain as function of the precipitation state for the four aluminium
matrix reflections after 3.3 % plastic deformation. When the precipitation state
changes from small coherent shearable GP(I) zones to intermediate semi-coherent
1’ precipitates to large incoherent non-shearable 7 precipitates, the residual lattice
strain in aluminium matrix changes from tensile to compressive. This indicates
that in the T4 sample the type-II strain formation is dominated by intergranular
strains due to the plastic anisotropy of the aluminium matrix. In contrast, the
type-II strain formation in the T7x sample is influenced by interphase strains due
to the significant load transfer to the reinforcing effect of the n phase. In the T6x
sample, the formation of type-II strains seems to be a mixture of intergranular and
interphase strains.

In addition, the type-II strains are increasing with plastic deformation in the T6x
and T7x samples in opposition to the T4 sample, where the type-II strains stay

rather constant after an initial response in the early plastic regime.

Influence of type-II strains on macroscopic residual stresses

The influence of the residual lattice strain in the aluminium matrix for the three
precipitation states on macroscopic residual stress measurements is emphasized
in Table 7.2. The calculated type-II residual stresses are shown for the axial and
transverse direction after 3.3 % plastic deformation. The (311) reflection was used
for this purpose since this reflection is commonly used for macroscopic residual
stress measurements [6]. The residual stress was estimated using equation 3.53 and
a Young’s modulus of 71 GPa and a Poisson’s ratio of 0.3. The transverse strain
(component €9 and €33) is considered to be isotropic and equal for all direction
perpendicular to the principle tensile axis (component €;1). This allows estimating
the residual stress components in the axial and transverse direction assuming no
large texture variation in the directions perpendicular to the principle tensile axis
(Yet, it has to be kept in mind that there is shear texture in the investigated
samples).The residual stresses were calculated from the XRD measurements and
also from the ND measurements using the residual lattice strains presented in Table
C.1 in Appendix C.

Similarly to the residual strains, the type-II residual stresses increase for the
T6x and T7x samples with higher plastic deformation. For the T4 sample, the
residual stresses decrease slightly with increasing plastic deformation. The residual
type-II stresses calculated from the XRD experiments are generally higher than
the ones calculated from the ND measurements. This verifies that ND measure-
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microstructures

ments are better suited for macroscopic residual stress measurements because
of better grain statistics. The Overall, the residual stresses that originate from
the type-II strains are relatively high compare to residual stresses measured after
quench (up to -300 MPa in the surface) [8] or after FSW (up to 210 MPa) [192]
for the AA7449 alloy. This shows that the type-II stresses can have a significant
influence on macroscopic residual stress measurements, especially in the case of a

high amount of larger precipitates and a considerable amount of plastic deformation.

The impact of type-II stresses on the as-quenched residual stress measurements
in thick plates using neutron diffraction that have been performed in the project
is negligible [8, 121]. The plastic deformation in the plate is relatively small (<
1%) and only occurs in the surface region. Further, the GP(I) zones that form
during quench in the plate are similar to the T4 state. They are featuring a similar
quantity but they are lower in radius. The in-situ mechanical tests using ND with
the T4 sample show that the residual stress from the type-II strain amount only
for 10-22 MPa. When XRD is used to estimate the macroscopic residual stresses
the type-1I effects (20-45 MPa) might not be negligible.

In the case of FSW, type-II strains can have a large influence on the macro-
scopic residual stress measurements. On the one hand, the initial precipitation
microstructure before FSW can be the T6 or T7 state [89]. In the case of an initial
T4 state, GP(I) zones are often dissolved and coarse homogeneous precipitates
can form due a considerable long time above 200°C in the thermal cycle. One the
other hand, the rotating tool introduces a high amount of plastic deformation. As
it was pointed out before, in the case of T6 and T7 microstructures the residual
stresses due to type-II strains are relatively high and increase with increasing plastic
deformation. Therefore, the type-II stress impact on the residual stress imposed
by FSW can be considered to be high and may not be neglegible, especially when

Table 7.2: Calculated stress using equation 3.53 and a Young’s modulus of 71 GPa
and a Poisson’s ratio of 0.3 in the axial and transverse direction for an applied
plastic strain €, of 3.3% from the XRD and ND experiments.

Condition Stress axial- | Stress trans- | Stress axial- | Stress trans-
XRD [MPa] XRD [MPa] ND [MPa) ND [MPa|

T4 24 20 10 21

T6x 32 96 5 31

T7x -46 36
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XRD is used (31-96 MPa) as for examples in Reference [192].
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7.5 Summary

In this the Chapter the aluminium lattice strain formation during tensile testing
was investigated by in situ mechanical testing using X-ray and neutron diffraction.
Three different precipitation states were chosen to study to influence of different
precipitation types on the lattice strain evolution in the aluminium matrix. In
addition, the behaviour of the n phase was also investigated.

From the obtained results the impact of the precipitation state on the type-II
strains was outlined. Further, the impact of the formation of type-II strains due
to different precipitate types on macroscopic residual stress measurements was

discussed.

On the microstructural length scale:

The change of the precipitation state from small coherent and shearable GP(I)
zones to larger incoherent and unshearable 1 precipitates leads changes in the
type-II strain formation in the aluminium matrix. The type-II strain formation
in the aluminium matrix comprising GP(I) zones is dominated by intergranular
strains due to the plastic anisotropy of the aluminium matrix. In contrast, the
type-II strain formation in the aluminium matrix comprising 7 precipitates is clearly
dominated by interphase strains due to different elastic (and plastic) properties
of the two phases. The n phase has a reinforcing effect and load is transferred
from the plastifying aluminium matrix to the secondary n phase. The observed
behaviour is similar to the widely studied effect of the reinforcing cementite phase
in the ferrite matrix.

In addition, an elastic and plastic anisotropy is observed for the n phase and their
elastic constants are 20-40 % higher compared to the aluminium matrix.

The agreement between the ND and XRD measurements was qualitatively good,
but quantitatively differences are often observed. The differences are associated
with the heterogeneous grain microstructure of the AA7449 alloy. Similar to what
was observed by Weisser et al. [145], the large illuminated gauge volume obtained
by neutron diffraction gives a better grain statistics and allows observing a bulk
representative behaviour. In contrast, X-ray diffraction feature less good grain
statistics due to a small illuminated gauge volume, but allows measuring the
behaviour of the n phase due to the high photon flux.
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On the macroscopic length scale:

It is shown that type-II stresses can have a significant impact of macroscopic resid-
ual stress measurements when the commonly used (311) reflections is employed. It
is evident that ND is better suited for macroscopic residual stress measurement
than XRD for the rolled plates investigated here due to the larger illuminated
gauge volume.

The (311) reflection is well suited to measure macroscopic RS in as-quenched
plates by ND. The type-II residual stress formation is very low in the case of small
shearable such as GP(I) zones, which form during quench. In the case of larger
precipitates such as 7 and higher degrees of plastic deformation the type-II residual
stress for the (311) reflection can be much higher and need to be considered. These
characteristics are typical for the FSW process. Therefore, the type-II stresses are

expected to have a large impact on macroscopic residual stress formation during
FSW.

Main findings:

1. During tensile deformation intergranular stresses are dominant when the
aluminium matrix contains small GP(I) zones, whereas interphase stresses

are governing in the presence of large n precipitates

2. The n phase shows anisotropic behaviour during deformation in the elastic

and plastic regime

3. The influence of type-II residual stresses on macroscopic residual stresses is
increasing when (i) the size of the precipitates is increasing (such as n'/n

precipitates) and (ii) the plastic deformation is increasing
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8.1 Conclusions

In this thesis the influence of precipitation in the AA7449 alloy on the internal
stresses at different length scales has been investigated.

On the one hand, the impact of quench-induced precipitation in thick AA7xxx
plates was studied and their influence on residual stresses on the macroscopic
length scale is discussed. Further, a simplified modelling approach is proposed to
take into account precipitation effects on macroscopic residual stresses that occur
during quench.

On the other hand, the impact of different precipitation types on the internal
strain formation in the aluminium matrix on the microstructural length scale is

investigated and their effect on macroscopic residual stresses emphasized.

The quench-induced precipitation in thick plates during quenching is investigated
after and during quench. It is shown that quench-induced precipitation cannot be
avoided in the investigated plates and alloys.

Post-mortem studies reveal the presence of heterogeneous 7 precipitates on grain
boundaries and dispersoids. Both, the size and the volume fraction of the n phase
varies through the plate thickness and are influenced by the cooling rate but also
macrosegregation that is present in the plate. Overall, the volume fraction of the n
precipitates is very low through the plate thickness. In addition, GP(I) zones are
found in the as-quenched plates, but they form also during natural aging. The size
of the GP(I) zones do not vary much through the plate thickness in contrast to the
volume fraction, which is influenced by macrosegregation.

Time-resolved in situ SAXS measurements allow investigating the quench-induced
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precipitation during coolings close to industrial practice. Two main precipitation
reactions are observed:

1. The heterogeneous n phase forms at high temperatures. The formation of
heterogeneous n during cooling is strongly linked to the cooling rate, which
is evidenced by increasing size and volume fraction with decreasing cooling

rate.

2. Below 300°C the formation of homogeneous hardening precipitates is ev-
idenced. Reversion heat treatments show that the homogeneous quench-
induced phase refers to GP(I) zones.

Excess vacancies are found to play a vital role in the GP(I) formation during
quench. Higher cooling rates yield the same or an even higher volume fraction
of GP(I) zones in comparison with slower cooling rates. These observations are
associated with the presence of a larger number density of excess vacancies after
fast coolings. The average radius of the clusters is typically smaller than 0.8 nm.
The higher quench sensitivity of the AA7449 compared to the AA7040, which has
a lower solute content, is clearly evidenced.

Both, the heterogeneous 1 and the GP(I) zones that form during similar cooling
conditions show a smaller size and volume fraction in the AA7040 compared to the
AAT449.

Further, it is shown that the two precipitation reactions alter the yield strength
during quench. Whereas the low amount of 1 only decreases slightly the solid
solution strength, the appearance of the GP(I) zones increase significantly the
yield strength by precipitation strengthening. This high yield strength explains
the unexpected high residual stresses in the as-quenched thick plates before the
stress is relieved by stretching.

In order to simulate correctly the residual stress formation in thick plates, precipi-
tation effects during quench need to be simulated as well. Based on the assumption
that the n volume fraction is negligible, a simplified modelling approach is proposed
to account only for the GP(I) zone formation during quenching of thick plates.
An Eulerian multi-class model is applied by using a thermodynamic description for
GP(I) zones that is derived from several dissolution heat treatments. Further, the
influence of vacancies on the diffusion kinetics is taken into account by adapted
diffusion coefficients because peak temperature analysis showed a decreased activa-
tion energy of formation for GP(I) zones in the presence of excess vacancies.

162



8.1. Conclusions

The model parameters are calibrated with the in situ SAXS experiments. The
derived set of parameters allowed reproducing reasonably well the experimental
results in terms of volume fraction and size for the AA7449 and AA7040 alloy
in a temperature range where residual stresses form during quench. But, in the
experiments precipitation is also observed above the estimated solvus boundary of
GP(I) zones, which cannot be simulated with the current approach. This precipita-
tion is associated with either the formation of 7’ precipitates or the influence of
vacancies, which allow the nucleation of GP(I) zones at higher temperatures. The
implementation of a thermodynamic description for the 7" phase and a conversion
criteria to pass from one phase to the other would avoid this problem. Further, it
is shown that it is better to compare the precipitate size in terms of the precipitate
size distribution rather than the average radius. During quench, GP(I) zones
form with a high dispersion of the PSD. This leads to a Guinier radius, which
overestimates the average radius of the PSD. Therefore, model dependant analysis
should be applied to estimate more accurately the size of the precipitates.

This calibrated model is finally applied to simulate the evolution of GP(I) zones
during quench of thick plates by taking into account the macrosegregation in the
plates. In the case of the AA7449 alloys the yield strength calculated at the plate
surface after quench is well predicted for a 20 mm and 75 mm thick plate. In
contrast, the yield strength at the plate surface is overestimated by around 20 MPa
for 75 mm and 140 mm AA7040 thick plates. This discrepancy can be explained
by the unknown chemical composition of the AA7040 alloy.

In situ mechanical testing using X-ray and neutron diffraction evidence that
the precipitation state influences the type-II strain formation in the aluminium
matrix. When small shearable GP(I) zones are present in the aluminium matrix,
their type-II strain formation is dominated by intergranular strains due to the
plastic anisotropy of the aluminium. In contrast, when the aluminium matrix
contains large and non-shearable 7 precipitates the type-II strain formation in the
aluminium matrix is triggered by interphase strains due to different elastic (and
plastic) properties of the two phases. The n phase shows a reinforcing effect by
taking load from the plastifying aluminium matrix similarly to the widely studied
case of reinforcing cementite in a ferrite matrix. Further, the n phase exhibits an
anisotropic behaviour in the elastic and plastic regimes during deformation and
elastic constants are 20-40 % higher compared to the aluminium matrix.

Quantitative differences are observed between the ND and XRD measurements,
which are associated with the heterogeneous grain microstructure of the AA7449
alloy. The large illuminated gauge volume obtained by neutron diffraction gives
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a better grain statistics and allows observing a bulk representative behaviour, in
contrast to X-ray diffraction, which features less good grain statistics but allows
measuring the behaviour of the n phase.

The differences in the type-II strain formation can have a significant impact on
macroscopic residual stress measurements. It is shown for the commonly used
(311) reflection that for larger precipitates such as 1 and higher degrees of plastic
deformation, the type-II residual stresses for the (311) reflection are significantly
high and need to be considered as in the case of friction stir welding.
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8.2 Outlook

Experimental characterisation

In this study, the SAXS technique is extensively used, especially to study in a time
resolved manner the precipitation during rapid coolings. Several aspects of these
experiments could be improved.

From the experimental side, higher cooling rates could be reached by using a
cooling media such as compressed air to cool the sample instead of only using the
thermal gradient that is present in the sample due to the localised heating.

The analysis of the SAXS data can also be improved. In this thesis model inde-
pendent analysis is performed to a large extent. But, it is shown that the high
dispersion of the quench-induced GP(I) zones PSD leads to an overestimated
Guinier radius compared to the average radius of the PSD. Therefore, model
dependant analysis should be applied to estimate more accurately the size of the
precipitates but also their size distribution. Further, the high amount of quench-
induced GP(I) zones may also permit to estimate their Zn and Cu content by
analysing interference effect as proposed in Reference [63]. The knowledge of the
precipitate composition during cooling is especially important for precipitation
modelling, to derive thermodynamic description of metastable phases and also to
estimate correctly the scattering contrast for volume fraction analysis in SAXS.
This information is not accessible by 3D-APT due to the complicated and long
sample preparation.

Modelling of precipitation

The simplified modelling approach proposed in this thesis is limited to cases where
(i) a negligible amount of n forms and (ii) the fitted effective diffusion does not
change as a function of time e.g. due to vacancy annihilation on defects.

The applicability of the model could be easily extended if the phenomenological

approach to estimate the effective diffusion is included in the model:

1. On the one side, this would allow to include the heterogeneous n but also
the homogeneous 7’ and 7 phases in the simulation. At the present, the
diffusion coefficients are adjusted to describe the effective diffusion below
200°C (c.f. Figure 6.1b). This leads to too high diffusion at temperatures
above 200°C, which also change for each cooling condition. This requires
finding appropriate nucleation parameters for each cooling for each phase
that is present above 200°C.
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2. One the other side, the model would be able to treat more complicated heat
treatments, such as (multi-step) aging and reversion heat treatments, where
excess vacancies anneal out with time. This methodology is for example
implemented in the MatCalc software [193, 194, 65].

Further, the option to set an initial microstructure in the model would be of ad-
vantage as it would allow simulating for example reversion heat treatment starting
with GP(I) zones in order to extract physical parameter [99].
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Appendix A. Chemical composition of GP zones, 1’ and 7

Table A.1: Chemical composition of Guinier Preston zones

Alloy [at.%] | Techniques & | Composition | Zn(+Cu) | Radiug Ref.
heat treatment | [at.%] /Mg [nm] j

AL-2.37n- TEM,  APT,|84.5AL9Zn- | 1.2 (-) 25 | [35]
1.4Mg 1.5h@100°C 7.5Mg  (ma-

trix:  0.5Zn,

0.5Mg)
AL217n- TEM,  APT, | 85A18.7Zn- | 1.4 () 1 [59]
1.7Mg 168h@60°C 6.3Mg
Al-2.737Zn- TEM, APT, 0.5- | 42-46Zn-48- 1(1.2) 0.3- [42]
2.59Mg- 24h@121°C 45Mg-12-6Cu 1.4
1.03Cu
Al-2.557n- APT, natural | 35.98Al- 1(1.2) 0.3 [46]
2.89Mg- aged 28.56Zn-
0.61Cu 28.85Mg-

5.75Cu
Al-2.427n- SAXS, natural | 36(Zn+Cu) - (-) 0.9 [63]
2.96Mg- aged
0.74Cu
Al-Zn-Mg First principles | 50A1-25Zn- 1(-) - [56]

(VASP) 25Mg
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Table A.2: Chemical composition of 1’ phase

Alloy [at.%] | Techniques & | Composition | Zn(+Cu) | Radiug Ref.
heat treatment | [at.%] /Mg [nm]
AL-2.6Zn- TEM 10.5AL 1 () - [195]
1.2Mg 68.47Zn-25Mg
Al2ZnoMg- | TEM,  APT, | 52-62A1.20- | 1.3 () 0/15 | [196]
0.2/0.5Cu 48h@120°C 257n-15-
20Mg
AL2.37n- TEM,  APT, | 55-65Al 10 6 [35]
1.4Mg 5h@100°C  +
6h@120°C
AL2.17n- TEM,  ADT,| 85AL13Zn- | 1.2 (1) 2 [59]
1.7Mg 168h@90°C 12Mg
AL2.77Zn- TEM,  ADT, | 54.2AL 1.68 () 25 | [107]
2.6Mg SAXS 28.77n- 45
17.1Mg
AL-2.37n- TEM,  APT,| 55-70AL15- |1 (-) 255 | [108]
1.38Mg 5h@100°C + | 23Zn-15-
6h@150°C 23Mg
Al2.35Zn- | TEM,  APT, | 25A150Zn- |2 () [96]
0.92Mg 6h@100°C + | 25Mg
15h@140°C
AL2773Zn- | TEM, APT, 0.5- | 46-53Zn-45- | 1.2 (1.3) | 0.9- | [199]
2.59Mg- 24h@121°C 41Mg-11-5Cu 2.3
1.03Cu
Al2.35Zn- | TEM,  APT, | 55Zn-25Mg- | 2.2 (1) [164]
0.92Mg 15h@140°C 20A1
AL3.6Zn- TEM,  APT, | 18Al42Zn- | 1.3 (15) |39 |5
2.6Mg-0.8Cu | ASAXS, T6 33Mg-7Cu
Al-Zn-Mg First principles | 6.25Al- 3.27 (-) - [56]
(VASP) 68.75Zn-
21Mg
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Table A.3: Chemical composition of n phase

Alloy [at.%] | Techniques & | Composition | Zn(+Cu) | Radiug Ref.
heat treatment | [at.%] /Mg [nm] j
Al-2.3Zn- TEM, APT, | Cigars:35- 1-1.6 (-) 6 [35]
1.4Mg 5h@100°C +| 65Al
6h@120°C
AL2.77n TEM,  APT, | 30.4AL 177 () 411 | [197]
2.6Mg SAXS 44.57n-
25.1Mg
AL3.6Zn- TEM,  APT, | 12A1-45Zn- | L4 (L7) |5 5]
2.6Mg-0.8Cu | ASAXS, T6 33Mg-10Cu
AL-3.6Zn- CALPHAD 12.81A1 14(1.6) |0 | [173]
2.6Mg-0.8Cu 45.747n-
33.31Mg-
8.15Cu
Table A.4: Chemical composition of heterogeneous 7 phase
Alloy [at.%] | Techniques & | Composition | Zn(+Cu) | Radiug Ref.
heat treatment | [at.%] /Mg [nm] j
AL-3.6Zn- TEM,  APT, | 14.6Al 1.15 ( 1.6) | 20000 | [58]
2.6Mg-0.8Cu | ASAXS, 38.37Zn-
10h@350°C 33.3Mg-
13.8Cu
AL3.6Zn- CALPHAD AL40.18Zn- | 1.2 () o | [173]
2.6Mg-0.8Cu 33.36Mg-Cu
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Diffraction elastic constants

Table B.1: Axial and transverse diffraction elastic constants for the T4 and T6x
state from neutron diffraction

Reflection | axial T4 transverse T4 | axial T6x transverse
To6x

111 67.8 £ 34 213.4 £ 3.0 69.7 £ 1.1 220.2 £ 3.5

200 67.2 + 0.8 201.8 + 9.6 67.5 + 0.9 219.7 + 5.2

220 76.2 + 0.6 225.2 £ 8.9 68.8 + 0.7 218.5 + 4.3

311 68.1 =+ 0.5 205.7 £ 5.9 68.2 +£ 0.7 214.0 £ 2.5
Table B.2: Axial diffraction elastic constants

Reflection ‘ T4 ‘ T6x ‘ T7x ‘ n

111 73.8 £ 1.7 67.8 &+ 2.6 69.8 + 1.3

200 67.0 & 3.2 69.3 & 2.4 705 + 1.2

220 72.5 4+ 4.2 74.4 £+ 3.6 73.3 £ 14

311 69.7 + 3.1 70.7 £ 34 719 4+ 1.2

100 849 £+ 1.5

002 96.5 + 2.4

101 2.7+ 2.6
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Appendix C.
lattice strain

Lattice strain evolution during loading and residual
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Figure C.1: Lattice strain evolution as function of plastic deformation of the (111),
(200), (220) and (311) reflections for the (a) axial and (b) transverse direction of the
T4 sample. The X-ray diffraction (solid lines and points) and neutron diffraction
(open points) results are shown.
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Figure C.2: Lattice strain evolution as function of plastic deformation of the (111),
(200), (220) and (311) reflections for the (a) axial and (b) transverse direction
of the T6x sample. The X-ray diffraction (solid lines and points) and neutron
diffraction (open points) results are shown.
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Figure C.3: Lattice strain evolution as function of plastic deformation of the (111),

(200), (220) and (311) aluminium and (100), (002) and (101) n reflections for the
(a) axial and (b) transverse direction of the T7x sample.

Table C.1: Residual lattice strain (in 107°) after ~ 3.4% plastic deformation for
the T4, T6x and T7x microstructure

Peak T4 (ND) | T4 T6x T6x T7x T7x
(XRD) | (ND) | (XRD) | (XRD) | /(eta)
111 ax | 2126 1166 208 -260 -502 7077
200 ax || 1643 727 79 68 1046 | 6279
220 ax | 134 145 216 ~766 1784 | 8486
311 ax | -29 171 -188 ~363 ~963
111 tr  ||-818 -309 -396 573 454 -5363
200 tr | 1288 381 967 1171 819 -3677
220 tr | -291 ~499 43 7347 | 870 ~5882
311 tr | 160 98 284 8117 | 552
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