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ABSTRACT

We consider Poisson regression with the canonical link func-
tion. This regression model is widely used in regression anal-
ysis involving count data; one important application in elec-
trical engineering is transmission tomography. In this paper,
we establish the variable selection consistency and estimation
consistency of the ¢;-regularized maximum-likelihood esti-
mator in this regression model, and characterize the asymp-
totic sample complexity that ensures consistency even under
the compressive sensing setting (or the n < p setting in high-
dimensional statistics).

Index Terms— Poisson regression, maximum likelihood,
{1 -regularization, consistency, variable selection, sample
complexity, transmission tomography

1. INTRODUCTION

The Poisson regression model with the canonical link func-
tion is pervasive in regression analysis for count data [5, 16].
Transmission tomography is one famous application of this
model in electrical engineering [10], and this is the main
motivation of this work. In this paper, we discuss the vari-
able selection consistency and estimation consistency of /;-
regularized maximum-likelihood (ML) estimators in this
regression model. We expect that our work will validate, in a
theoretically sound fashion, the use of the ¢;-regularized ML
estimator in the Poisson regression model.
Below is a summary of our main contributions.

1. We provide non-asymptotic performance guarantees
for the ¢;-regularized ML estimator in the Poisson re-
gression model; that is, we not only prove the variable
selection consistency and estimation consistency when
the sample size increases to infinity, but also provide
explicit bounds on estimation error and probability of
correct variable selection for any finite value of the
sample size.

2. We characterize the scaling of (n,p,s) that ensures
variable selection consistency and estimation consis-
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tency, where n denotes the sample size, p denotes the
parameter dimension, and s denotes the number of
non-zero entries in the parameter. Our result shows
that the ¢;-regularized ML estimator is consistent even
when the parameter dimension increases exponentially
with the sample size (cf. Corollary 4.1).

3. We derive novel inequalities for self-concordant like
functions. Our framework enables a structured deriva-
tion of the consistency results, in the sense that most
parts of our proof can be directly extended to statistical
models involving a self-concordant like function, such
as the logistic regression model [2]. We also develop
computationally efficient algorithms to approximate
the ¢;-regularized ML estimator for transmission to-
mography with the theory of self-concordant like func-
tions; due to the page limit, we are not able to show the
optimization theoretic results in this paper.

Notations

We only point out some notations that might cause confu-
sions without explicit definitions; other notations should be
standard. For a vector v € R?, we define the support function
supp(v) := {i : v; # 0}. Let S be asubset of {1,...,p}. We
denote by vs and vse the sub-vector of v with entries indexed
by Sand {1,...,p}\ S, respectively. Similarly, for a matrix
A € RP*P| we define the sub-matrices As s, Ase s, etc. We
write R for the |S|-dimensional subspace of R? indexed by
S. We shall consider £,-norms [|v||, := (3°}_, |v;[P)"/*, and
|| A[|,, denotes the operator norm of A induced by the ¢,,-norm.

2. RELATED WORKS

The proof of our main theorem starts with a generalization
of Wainwright’s primal-dual witness approach [28] for the
Gaussian linear regression model. However, due to the non-
linearity of the Poisson regression model under considera-
tion, we have to bound a residual term which will be defined
clearly in Section 5, as other generalizations of Wainwright’s
work did [23, 24]. Unlike [23, 24], where specific techniques
are developed for different statistical models, our proof is



structured, in the sense that it applies not only to the Pois-
son model, but can be easily adapted for any statistical model
with a self-concordant like negative log-likelihood function.

The notion of self-concordant like functions was first pro-
posed by Bach in [2], but the inequalities for self-concordant
like functions presented in Section 6 are new. Our definition
is slightly more general than the one in [2], as our definition is
valid for any norm on RP? (cf. Definition 6.1), while the defi-
nition in [2] considers only the Euclidean norm. This allows
us to obtain an estimation error bound in the ¢,,-norm, while
the error bound in [2] is in the ¢5-norm. Note that a self-
concordant like function is not necessarily self-concordant
(cf. [19, 20] for the definition of self-concordant functions).

There are some general theoretical frameworks for prov-
ing the consistency of ¢;-regularized ML estimators, but they
are not directly applicable for our purpose. The framework in
[18] relies on the notion of restricted strong convexity (RSC)
condition. However, the RSC condition alone does not guar-
antee variable selection consistency. A general framework for
verifying variable selection consistency in generalized linear
models is provided in [8]. The assumptions therein, however,
are difficult to check for specific statistical models. We note
that the only seemingly intractable assumptions in our paper
are the irrepresentabillity condition and Assumption 1. The ir-
representability condition [28, 30], which has been proved to
be almost necessary for the Gaussian linear regression model
[28], and is also present in [8]. We shall discuss the validity
of Assumption 1 in Section 4.

There are some other papers about regularized Poisson
regression [13, 17, 22], but the regression model they con-
sidered is different from the one in this paper. Specifically,
the negative log-likelihood functions in [13, 17, 22] are self-
concordant but not self-concordant like; thus our analysis
does not directly apply to their setting, and vice versa. More-
over, the variable selection consistency is not considered in
[13,17,22].

We note that the optimal choice of the regularization co-
efficient based on given samples is in general an open prob-
lem [4]. Though in this paper we provide an explicit value
of the regularization coefficient that ensures consistency, it
is impractical since it requires at least the information of the
true sparsity level (cf. (1)). In practice, one may apply the
covariance penalty approach or cross validation procedures
to estimate the optimal value of the regularization coefficient
[1,7].

3. PROBLEM FORMULATION

We formulate the Poisson regression model and the associ-
ated ¢;-regularized ML estimator in this section. Since the
Poisson regression model finds applications in a variety of
research areas, we deliberately keep the formulation general
and ignore some physical constraints such as the positivity of
the parameters in transmission tomography problems [10].

Let #* € RP be the parameter to be estimated. Let
ai,...,a, be given vectors in RP. The measurement out-
comes are samples yi,...,y, of independent real-valued
Poisson random variables Y7, ..., Y, with probability distri-
bution given by

X))\
P{Y; =y} = eXp(y') forall y € NU {0},

where \; := exp (— <ai, 9h>). Our aim is to estimate 6% given
a1y 0 and y1, ..., Yn. R

The ¢;-regularized ML estimator, denoted by 6,,, is de-
fined as

0, € arg min {£,(0) + png(0)}

for some positive regularization coefficient p,,, where f;, is
the normalized negative log-likelihood (up to some constant
shift),

1 n
ful0) = — > [yi (i, 0) + exp (= (ai,0))]
i=1
and g is the ¢;-norm, g(#) := ||6]|,. The estimator 0,, exists

because f, + p,g is coercive; it might not be unique, so we
define it via an inclusion relation.

4. MAIN RESULT

In this section we discuss the assumptions, and then show the
main theorem.

Assumption 1. The restricted Hessian [V?f,,(6%)] ¢ ¢ satis-
fies

(v, [V2ha ()] 5,50) = vl 0]
with some p > 0, for any v € R?.

Remark. Note this assumption also implies the positive defi-
niteness of the restricted Hessian. By (3), f restricted on RS
is strictly convex.

Assumption 1 is similar to the restricted eigenvalue condi-
tion [3], the compatibility condition [27], and the RIP-1 con-
dition [12]. While Assumption 1 cannot be implied by any of
them, numerical experiments strongly suggest that Assump-
tion 1 might hold with high probability when a4, ..., a, are
independent vectors of i.i.d. standard Gaussian random vari-
ables and n ~ slog(p/s). We leave the verification of As-
sumption 1 as a future work.

The second assumption is known as the irrepresentability
condition [28, 30]. This condition has been proved to be “al-
most necessary” for the Gaussian linear regression model in
[28].

Assumption 2. The Hessian satisfies

1920006 5. 5 [V2a09)] s

for some constant « € (0, 1).

<l—-«

HOO



The final assumption is standard [2, 8, 28].

Assumption 3. Let A € R™*P be the matrix whose i-th row
is given by a;. We assume that each column of A has ¢5-norm
less than /n.

Theorem 4.1. Suppose Assumptions 1-3 are satisfied. If p is
chosen such that

apu? 24 }
2>‘maX(4+a)25”ASHoo, (4+a) ||AS||oo .
(D

pn < min {

then with probability at least 1 — 2p exp [— av/np } , 0 satisfies

161
fsc =0, and

et s = (50
oo 2/,1,

In addition, if Oy := min;ecg {‘95 ‘} > &, then én recovers

the sign pattern of 6°.

Consider the high-dimensional setting, where s and p can
scale with n [8, 9, 28, 30].

Definition 4.1. A sequence of estimators {0}, cy is consis-
tent in variable selection if there exists {py, } nen such that

nler;oP {Supp (§n> = supp (0“)} =0.

Definition 4.2. A sequence of estimators {0}y is consis-
tent in estimation if there exists {p, }nen such that for any

Tim P{‘

n—oo

b~ 0% > ¢} =0,
where ||-|| is some norm on RP.

Choose p,, such that
n~Y2logp < pp < 571 HASH;O1 )
We obtain the following lemma.

Corollary 4.1. If ||As|| slogp < /n and Onin > ep,
then {é}nGN is consistent in variable selection. If in addi-

tion, p, — 0asn — oo, then {0},en is also consistent in
estimation.

Note that ;2 and « are assumed to be constants.

5. SKETCH OF THE PROOF

Due to the page limit, we do not show the complete proof
but briefly summarize the logical structure here. We omit the
subscripts n in this section, and define S := supp(ﬂ“), to
simplify the notation.

It is desirable to have 6 behave like the oracle estimator é,
defined as

f:=arg min
6€eRP:05c=0

{£(0) + pg(0)} .
Since f 4 pg restricted to RS is still coercive, § exists. It can
be verified that f is self-concordant like (cf. Definition 6.1).
By Assumption 1 and (3), f + pg is strictly convex on RS and
thus 6 is uniquely defined.

The following result is obtained by the primal-dual wit-
ness approach and can be proved as in [28], so we omit the
proof here.

Lemma 5.1. We have § = 0 if || [Vf(é)]sp

Oo<p.

By a Taylor series expansion on the first-order optimality
condition of @, and the triangle inequality, the condition in
Lemma 5.1 is satisfied if the irrepresentability condition (As-
sumption 2) holds, and [14]

s {76 Il } < S,
where the residual term r satisfies [29],

Irloe <110 =%l sup {IIV*7(00) = VA7) }
telo,

where 6, := 0% +t(6— 6"). For the Gaussian linear regression
model considered in [28], » = 0, while the rest of our proof
is mainly devoted to evaluating the non-zero residual term.

The norm of the residual term 7 is small if @ is close to 6",
This intuition is quantified by the following lemma.

Lemma 5.2. We have ||| < (a/4)p if

) 1
il <mi { ap , } . @
|| HOO = mn 83)\max ||AS||00 HASHOO ( )

where Amax := max {A1,..., A\, }, and As denotes the sub-
matrix of A whose columns are indexed by S.

To verify (2) is equivalent to evaluating the estimation er-
ror of the oracle estimator . In fact ||9 — 0" ||OO corresponds
to the estimation error of the ¢; -regularized ML estimator un-
der the classical n > p setting, taking 959 as the parameter to
be estimated.

Theorem 5.3. We have
= 2
101l < 5 (1970l + ).

given that

W

h on
IVFE]sllo +r <3 Asll.



A short sketch of the proof of Theorem 5.3 is given in
Section 6, where we make use of the fact that f := E[f] is
self-concordant like.

Bounding || [Vf(@h)]snoo by HVf(Qh)HOO, we conclude

that § = 0 if the irrepresentability condition (Assumption 2)

holds, ||V f(6%)]| . < (a/4)p, and
< ' { Oz'uQ 2” }
min , .
P= Dhmax (4 + )25 [As] . (4 + @) [[As]|

By applying Bernstein’s inequality [15] to each element
of Vf(6%) and the union bound, we show that HVf(Gh)HOO
indeed concentrates around zero.

Lemma 5.4. Foranyt > 0 and any n > t=2,

B[V A 0% > 1} < 2pexp [_i’ﬂ .

where X = max {1, /\fnax}.

Remark. Note that the concentration behavior is not sub-
Gaussian like, which is assumed in [8].

Theorem 4.1 and Corollary 4.1 follow by combining the
intermediate results above.

6. TECHNICAL SUPPLEMENTS

6.1. Self-concordant like functions

Definition 6.1. A function f : dom (f) C R? — R is self-
concordant like with parameter M > 0 with respect to a norm
|||l on RP if dom (f) is open, f € C3(dom (f)), and

| D? f(2)[u, v,v]| < M ||ul| D? f(x)[v, 0]
for any z € dom (f) and u,v € RP.

Remark. The special case where ||-|| is the 2-norm is consid-
ered in [2, 26].

Theorem 6.1. Let f : dom(f) C RP — R be a self-
concordant like function with parameter M > 0 with re-
spect to a norm ||-|| on RP, and z,y € dom (f). Define
r:= M ||y — z|| and the local norm

ly — ||, == (D*f(2)ly — z,y — x])*/>.
1. Bounds on the Hessian:
exp(—r)V? f(y) < V2f(z) <exp(r) V2 f(y). (3)
2. Bounds on the function value:
we(r) [ly — 2 < f(y) — f(x) = (Vf(x),y — )
<w(r) ly — |, “

where wy (1) := [exp(—r) +r — 1] /r? and w(r) :=
[exp(r) —r — 1] /r2.

Proof. Consider the function 1, (t) := D? f(y;)[u, u] for any
u € RP, where y; := x + t(y — x). Then we have

oo, ()] = | D f (o) ly — @, u, u]| < M [ly — | Yu(t),
and thus
|(Ingu(t)'| < My —z| .

We obtain (3) by integrating (In 1, (¢))" over [0, 1]. We obtain
(4) following the proof of Theorem 4.1.7 in [19].
O

6.2. Sketch of the Proof of Theorem 5.3

Define f(0) := E[f(0)]. Then we have f(0) — f(0) =
(V£(6%),0), and 6% minimizes f(0).
By definition

£(0) + pg(B) < f(67) + pg(6%),

which implies, by the triangle inequality,

76 =709 < (I[vr@)] sl +o) [0 -] - ©

It can be verified that for any z,u,v € RP satisfying
Tge = uge = vge =0,

|D? f (), v,v]| < max {|(a;)s,ul} D*f(z)[v,v]
< Asllo lullo D f(2)[v, 0],
and thus 7, being restricted on RS, is self-concordant like

with parameter || As||, with respect to the {,-norm. By (4)
and Assumption 1,

70 - 70y = 2 10 =7l

Z e W lexp(—r) +7—1], (6)

where r := M Hé - HhHOO and M := ||As|| -
Combining (5) and (6), we obtain

exp (—M

M .
< Sl +o)arlo-,. @

10— 6%l) + M|

i,

Solving (7) directly, we obtain

. 1 1
MHH—O'JHOO < Wy [—1aexp (_la)]’

where W denotes the principal branch of the Lambert W
function [6], and

ai= = (|96l + ).

We simplify the solution by Theorem 3.2 in [25], and the the-
orem follows.



A. NUMERICAL EVIDENCE OF ASSUMPTION 1

Recall the definition of the matrix A in Assumption 3. By a
direct calculation, we obtain

V2, (0%) = lATDA,
n

where D € R™*"™ is a diagonal matrix with D; ; = varY;
for all . We assume that D; ; > v for some constant v > 0.
Then

<v, [V2fn(9u)]3’8 v> >v <v, ATAU> ,

and we only need to verify whether there exists some f > 0
such that

<v,n71A£A5U> > fillofly (vl -

We would like to compare two values:

b <U,n’1A£A5U> }

py = Iggg{

.
1 oo ggg{

The value of ug is the smallest restricted eigenvalue of
n~tAT A, which will be close to 1 with high probability
when n is large enough [11]; if ,uim is bounded away from
0, Assumption 1 holds.

We now describe the setup of the numerical experiment.
Fix s, p, and n. First, we generate a random matrix A € R™"*P
of independent and identically distributed standard Gaussian
random variables. We generate 1000 independent samples
V1,...,V1000 € RP of a random vector v. Each entry of v
follows the uniform distribution on the interval [—1, 1], and is
statistically independent of other entries. Define

<’Ui, n_lAgAgvi> }
EE ’
<vi, n_lAgASvi> }

[illy [lvill

2
o]l

[olly f[ollo

<v, n‘1A£A5v> }

Lo = min
1<4<1000

100 i= Imin
H1,00 1§¢§1000{

We approximate the values of ug and ,ui,oo by o and p1 o,
respectively.

Figure 1 shows the values of 12 and p o, with respect
to varying s, the sparsity level, where we set p = 10s and
n = 2slog(p/s). We observe that yi1 o is larger than 0.4
for all s (and thus the corresponding p and n) and follows
the trend of po. This provides a numerical evidence for the
validity of Assumption 1.

B. PROOF OF MAIN RESULTS

Notation

Let A € RP*P and S be a subset of {1,...,p}. We denote
by As the matrix in R"*|S whose columns are those in A in-

0.6 b
0.5F 4

—— P
——Hy

L
102 10° 10
sparsity level

Fig. 1. Values of o and o with respect to s, where we set
p=10s and n = 2slog(p/s)

dexed by S. We omit the subscripts n for convenience; there-
fore, f := fy, .= én, etc.

It is desirable to have  behave like the oracle estimator é,
defined as

0 :=arg min

0ERP:0gc=0

{£(0) +pg(0)} .

Since f + pg restricted to RS is still coercive, 0 exists.

Lemma B.1. The estimator 0 is uniquely defined and equals
0 if )
1[VI0)] sl <p ®)
Proof. Tt can be verified that f, being restricted on R, is self-
concordant like (cf. Definition 6.1). By Assumption 1 and (3),
f+ pg is strictly convex on RS and thus 6 is uniquely defined.
Since f being restricted on RS is strictly convex, 0 is the
only vector that satisfies

[V£(0)] g+ pzs =0 ©)

with some Zs such that ||Zs]|,, < 1. Suppose that (8) is
satisfied. Then there exists Zs- such that ||Zs¢||, < 1 and

Vf(O) +pz =0,

where 2 := (Zs, Zs< ). Therefore 0 is a minimizer of f + pg.
Now we address the uniqueness of 0. By Lemma 1 (b) of
[28] or Lemma 1 in [23], any minimizer 6 of f + pg also sat-
isfies ésc = 0. However, f is the only vector v that minimizes
f(v) + pg(v) given the constraint vse = 0. Therefore § = @
uniquely. O

By a Taylor series expansion on the first-order optimality
condition of #,, and the triangle inequality, inequality (8) is
satisfied if the irrepresentability condition (2) holds, and [14]

mas {[[VF(8) .. Il } < G



where the remainder term r satisfies [21]
< V2F(0,)] o — [V2f(6°
Il < s {192 00]s - (9270}
16— 6" . (10)

where 6, := 0% + (6 — 6).

Remark. For the Gaussian linear regression model considered
in [28], » = 0, so the remaining derivation in [28] becomes
much simpler.

By direct calculation we obtain
1
V2f(0) = EATD(G)A,

where A € R"*P denotes the matrix whose ¢-th row is a;, and

D(9) := diag(exp(— (a1,0)), ..., exp(— (an, 8)) € R,
Then
H[VQf(et)] SAEICOINN
~ HAT [D(8:) = D(6%)] As||.
<= AT 4| i {{p@or. - [pe),[}-

Let ¢; denote the i-th column of A. By definition and As-
sumption 3,

1 1
LA A = mad S o
JES
< 1
< —max $ 316l 1651,
jES
1
< — max Z Vnvn y = s.
n (2
JjES
Proposition B.2. Suppose that
16— 65| < IAsl - (an
Then
eglaxn} {’[D(et)]“ - [‘D(eh)]i,i }
te(0,1]
S 2)\max HASHOO He - ehHoo )
where Amax denotes the maximum among A1, . .., An.
Proof. By definition,
maxn} {’[D(et)]“ - [D(Hh)]“. }

ie{l,...,
telo

(ai,01)) — exp(— (a;,07))|}

(ai, 0, — 0%))|}.

max ex
ie{l,..., n} {| p
te[0,1]

= max i |1 —ex
ie{l,...,n} { | F
te[0,1]

Note that |1 — exp(—
1. Suppose

x)| < 2 || for any z such that |z| <

[(ai, 0. —0°)| <1 (12)

Then we have
—0")| < 2[(ai, 6%~ 6,)]
< 2|(ay)sll, [|6* - 6| .

|1 - GXp(* <ai7 ot

Note that in the last inequality we write (a;)s instead of a;
because both 6, and 6% are in RS. The condition (12) can be
guaranteed by (11) by Holder’s inequality. Taking maximum
with respect to ¢ and ¢, the proposition follows. O

Then we have (cf. (10))

I7lle < 285Amax | As]l 16— 6%,

|

given that (11) is satisfied. This implies ||7|| < («/4)pif

6— 06" < mi T Ts }
[ Hoo—mm{ 85Ama |4l TAsll

Now we evaluate Hé — 0" Hoo This quantity is in fact the
estimation error of the /;-regularized ML estimator in the
conventional n > p setting, taking 92 as the parameter to
be estimated.

By properties of self-concordant like functions, we obtain
the following theorem. The proof is given in Section C.

Theorem B.3. We have
. 2
007 < (1V 50N )

given that

"

b
NG 2TAsTL

Therefore, |7, < (a/4)pif

S (NGINNE)

< min{\/a—p ! }
- 85Amax [[As |l 1Asllo '

and "
\% + —
956+ < 5t
Under the assumption that HV 169 H < (a/4)p and by the
fact that || [V f(6%)] 4[| < ||V £(67) HOO it suffices to require

2
w09
I 4

< min{\/a—p ! }
- 83>\maxHAS||oo’ HA$||oo 7




and

p< <4ia) (2||Ai|oo>'

To summarize, we have § = 6 if the irrepresentability
< (a/4)p, and

apu? 2u }
2Amax(4 + @)?s [|As] " (4 + ) [ As]l

The concentration behavior of V f(#?) is characterized by
the following lemma, the proof of which is given in Section
D.

Lemma B.4. Foranyt > 0 and anyn > t~2,

)

pgmin{

]P’{Han(Hh || >t} <2pexp

where X" := max {1, /\ﬁ]ax}.

The intermediate results above can be summarized as the
following theorem.

Theorem B.5. Suppose Assumptions 1-3 are satisfied. If p is
chosen such that

ap? 24 }
2 max (4 + @)?s ||AS||oo’ (4+a) || Asllo

av/np } 0 satisfies

pgmin{

then with probability at least 2pexp [— o

ésc =0, and
. 2
HG—OhH <en ::f(1+g>p.

In addition, if O, := mincs {’95 ’} > gy, then 0 recovers
the sign pattern of 6.

Consider the high-dimensional setting, where s and p can
scale with n [8, 9, 28, 30].

Definition B.1. The estimator én is consistent in variable se-
lection if there exists p,, such that

nlLrI;OP {Supp ( ) = supp (9“)} =0. (13)

Definition B.2. The estimator  is consistent in estimation if
there exists p,, such that for any € > 0,

tim P{]|d, - %] > ¢} =0,
n—oo
where ||-|| is some norm on RP.

Corollary B.1. If |As| . slogp < /n and Oin > e,
then 0 is consistent in variable selection. If in addition,
s||As|,, — oo asn — oo, then @ is also consistent in
estimation.

Proof. Choose p such that
n"Y2logp < p < 57 HASH;O1 .

O

C. PROOF OF THEOREM 5.3

n

> i {ai, 0) + exp (— {ai, 0))].

=1

1
n

For any v € R?® define the zero-padding function Z(v) := 0,
where v vg = v and vgec = 0. Define functions fs := fo Z
and fg:= fo Z.

Then we have, for any 6 € RP satisfying s = 0,

n

£0) = F0) = [~ A {(a)s . 65)]

= <[€f<0“>]5,05>. (14)
By definition,
[£(0) + pg(0)] —
which implies, by (14),
FO) =T <~ ([VF(6)] 505 — 6%)
plg(6) —g(6%)] .

By Holder’s inequality and the triangle inequality,

)< (Iwr@sll. + ) I -

Since #% minimizes ? the left-had side is non-negative, and
the inequality is not trivial. This is equivalent to saying

Fs(fs) < (IO sl +0) 16 - 671
(15)

[£(6%) + pg(6%)] <0,

FO) —f(o

— Fs(0%)

Lemma C.1. Define M := ||As||
Ts(0s) — Ts(0%)

w116 —oll,

T M09,

oo- Then we have

[exp(—r) +r—1],

where r == M ||é — 9“”00 as in (4).

Proof. By direct calculation, for all 8, u,v € RIS,

= LIS (@), ) {(as, v exp (— {(a)s, )
< T3 el (s, v exp (~ {(a)s. )

IA

(max l{(ai)s, w)l ) D25 (O)[w, v]
< |45l llull . D*F5 (O, o],



where the last equality is by Holder’s inequality. Therefore,
[ s is self-concordant like with parameter M = ||As||  with

respect to the £,-norm. Note that V?S(GES) = 0. The lemma
follows by (4) and Assumption 1. O

Combining(15) and Lemma C.1, we obtain

)

< (Mv gl + o) Ml =01

exp (—
(16)

Solving (16) directly, we obtain

1 . 1
<o [ —
—P\T1od) )

where Wj denotes the principal branch of the Lambert W
function [6], and

MG - 6] < W |-

M
a:=— (9l +r).
By Theorem 3.2 in [25], we can simplify the error bound to
M6 -6,

<(l-a)y'-2<(1-a) -1

Note that (1 — 2)~! — 1 < 2z for z € [0, 1/2]. We obtain

. 2M
N (NI N
given a < 1/2; that is,
, 2
007 < (197N +0)

given
i
\Y + T
N
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By direct calculation,

n

[V Fa(09)], =+ D (¥ — i) (a);

3

je{lv"wp}a

I
Mz

(<1 Jj [CZJ]) s

1

-
Il

where (; ; := n~1(a;);Y;. Bach entry of V f,,(6%) is a sum of
independent zero-mean random variables.
We shall make use of the Bernstein inequality [15].

Theorem D.1 (Bernstein’s Inequality). Let X1,..., X, be
independent real random variables. Suppose that there exist
v>0andc>0suchthaty ;. | E [Xf] < v, and

ZEIXI

ucq 2

for all integers q > 3. Then

Xi]) zt} < 2exp [—%fict)}

We now verify the moment conditions for random vari-
ables (q,j,...,(p,j forall j.

Define \; := exp (— {a;,0")), and ¢; as the j-th column
of A. By definition E [¢7;] = (a;)3(A? + A\;)/n®. Then, by
Assumption 3,

YRR = 5 D@02+ )
=1 i=1

i=1

1
< ﬁ ()‘Enax + )‘max) H¢3H2
1
S ()\Iznax )\max) )
where Apmax = max;eq,..n) {Ai}. Thus it suffices to
choose
_J ! , Amax < 1
v QnilA?nax 5Alnax > 1

in Theorem D.1. Also by definition, we have

[Ai " q
= SE N

k=1

E[|¢,j

where {f} denotes the Stirling number of the second kind.
Then we have, for all ¢ > 3,

Y E[lGi;17 = - > 147D )‘?{k}
=1 =1 k=1
1 1 q
)4 .19
< Il {1
1 1 q
q
el S
1 1 q
q §
S nq/2>\max {k}

k=1

IN

Proposition D.2. Let q be a positive integer. Then

R

k=1

Proof. We prove by induction.
By definition we have, for positive integers ¢q and k,

S R H AN

It is easy to verify that the proposition holds for ¢ = 1. Sup-
pose that the proposition holds for ¢ = r > 1. Then for



For the case where A\ ax < 1, we have

n

1 I (q q!
E . q § 4 (¢—2)/2
E[|<Z>]| } S nq/Q)‘max P {k} S 2”” 9

i=1

and thus it suffices to choose ¢ = n~1/2. For the case where
Amax > 1, we have

n q
S]] € s M S {Z} < %!mgnginwm/z,
=1 7 " k=1

and thus it suffices to choose ¢ = A\paxn ™ 1/2.

By the union bound and Bernstein’s inequality, we obtain,
for any ¢ > 0,

2
P W09 >l <2 o~ :
{va ( )Hoo = t} S apexp [ 2\ (n—l +n—1/2t)]

max

where X := max {1, A2 . }.
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