Signal Recovery and System Calibration from Multiple Compressive Poisson Measurements
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Abstract. The measurement matrix employed in compressive sensing typically cannot be known precisely a priori, and must be estimated via calibration. One may take multiple compressive measurements, from which the measurement matrix and underlying signals may be estimated jointly. This is of interest as well when the measurement matrix may change as a function of the details of what is measured. This problem has been considered recently for Gaussian measurement noise, and here we develop this idea with application to Poisson systems. A collaborative maximum likelihood algorithm and alternating proximal gradient algorithm are proposed, and associated theoretical performance guarantees are established based on newly derived concentration-of-measure results. A Bayesian model is then introduced, to improve flexibility and generality. Connections between the maximum likelihood methods and the Bayesian model are developed, and example results are presented for a real compressive X-ray imaging system.
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1. Introduction and Related Work. There is increasing interest in realizing the potential of compressive sensing (CS) in actual physical systems, with the goal of efficiently (compressively) measuring the information characteristic of an entity under test. Examples include a single-pixel camera [6], hyperspectral imaging [14], and compressive video [12, 19, 34]. The Gaussian measurement model is assumed in each of these examples, and is widely employed in existing theory and applications.

A Gaussian measurement model is not appropriate for many important applications, including X-ray [9, 20] and chemical imaging [29, 30, 31]. The observed data in these applications are characterized by counts, typically under Poisson statistics. The properties of the Poisson measurement model have been studied from various perspectives. Algorithms for recovering the (sparse) Poisson rate function (i.e., the associated parameter of the Poisson distribution) have been studied in [10], and performance bounds for inversion algorithms have been developed in [22, 24]. However, these algorithms assume perfect knowledge of the sensing matrix. In real physical systems that motivate this paper, it is usually impossible to build a device that perfectly matches the desired sensing matrix, and a calibration step is required to learn the
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sensing matrix. There are other situations for which the target to be sensed may perturb the sensing matrix [2], and hence perturbations to this matrix must be inferred when performing CS inversion. The problem of fluctuating sensing matrices has been studied for the Gaussian measurement model in [11, 33, 37].

To the authors’ knowledge, almost all previous work focuses on establishing various theoretical properties of both Gaussian and Poisson measurement models with a single compressive measurement. CS with multiple measurements has only been addressed in [8, 21], and there for the Gaussian measurement model. Furthermore, randomly constituted sensing matrices employed in the aforementioned work violate the nonnegativity constraint of the Poisson measurement model. Our focus is on the use of multiple measurements to estimate the sensing matrix and recover the signal, which is often practical as a calibration step or in multi-view compressive measurements. Further, we focus on the Poisson measurement model, for which there are no previous results on estimating the sensing matrix. The new theory developed
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**Figure 1:** Illustration of the motivating compressive X-ray system. a) Schematic, b) Photograph of the system, and c) X-ray transmission image of the coded aperture [9].

here is motivated by the practical problem of compressive X-ray scatter (not transmission) measurements, and therefore we begin with a brief introduction to this motivating system.
1.1. Hardware Review. The basic structure of the coded aperture coherent scatter spectral imaging (CACSSI) [9] system considered in this paper is illustrated in Figure 1. The object is illuminated with an X-ray pencil beam (transmitted beam along a single linear direction, or “pencil”), and a coded aperture is placed in front of a linear array of energy-sensitive detectors; the system measures coherently scattered (energy-dependent) X-rays. The angle with which a scattered X-ray impinges on a particular detector element is a function of the detector distance from the scattering source. Multiple angle (depth) dependent X-rays are measured by each detector element, and each ray is distinguished by interacting with (being encoded by) a different portion of the coded aperture. Hence, the coded aperture manifests angle- and hence depth-dependent coding, and we model this with the sensing matrix. The measurements are compressive in that one may recover a depth-energy image of the entity under test (energy-position two-dimensional image along the length of the pencil beam), based on a linear array of energy-dependent measurements (one-dimensional measurements). The overall entity under test is characterized by sequentially scanning the position of the pencil beam across the full volume of the object, yielding ultimately an energy-dependent characterization over the volume of the object under test. However, one typically cannot manufacture or situate the coded aperture precisely, and these imperfections manifest mismatches between the designed and actual measurement matrix. The detailed measurement model is introduced in Section 2.

1.2. Contributions. The specified contributions of this paper are:

a) We propose a regularized maximum-likelihood (ML) algorithm to jointly estimate the signal and the imperfectly-known sensing matrix.

b) A new concentration-of-measure result is derived for a Rademacher-type random sensing matrix, suitable for both Gaussian and Poisson multiple-measurement models. Several theoretical applications based on the derived concentration-of-measure result are presented.

c) Performance bounds are derived for the regularized ML method, assuming Rademacher-type randomly constituted sensing matrices.

d) A new Bayesian method is proposed to improve the inversion performance, eliminating the need for cross-validation, and dropping some assumptions in the ML algorithm.

e) The proposed algorithms and theoretical results are demonstrated on both synthetic data and real data captured by the X-ray imaging system summarized in Figure 1.

The remainder of the paper is organized as follows. Section 2 introduces the Poisson measurement model. In Section 3 the reconstruction algorithm is developed, considering a regularized maximum likelihood estimator. We derive a new concentration-of-measure result, under the assumption of multiple measurements, and several theoretical applications are developed. Using these results, performance bounds are presented. In Section 4 we develop the Bayesian inversion algorithm, to improve inversion performance and robustness. Experimental results are summarized in Section 5, and Section 6 concludes the paper.

1.3. Notation. Bold upper and lower case letters are used to denote matrices and vectors, respectively, e.g., $\Phi$ is a matrix and $\mathbf{f}$ is a vector. $\mathbf{I}_m$ denotes the $m \times m$ identity matrix, and $\mathbf{1}_m$ denotes an $m$-dimensional vector with all entries being 1. An element in a matrix/vector is represented by non-bold lower case letter with its indices as the subscript, e.g., $\Phi_{i,j}$ is the
2. Model and Problem Statement. Assume $K$ compressive measurements are performed, with the $k$-th measurement $y_k \in \mathbb{Z}_+^m$ a Poisson-distributed vector of counts:

$$\mathbf{y}_k \sim \text{Pois}(\Phi \mathbf{f}_k + \mathbf{u}) \overset{\text{def}}{=} \prod_{i=1}^m \text{Pois}((\Phi \mathbf{f}_k + \mathbf{u})_i), \quad \forall k = 1, \ldots, K,$$

where $\mathbb{Z}_+$ denotes the collection of nonnegative integers, $\mathbf{f}_k \in \mathbb{R}_+^n$ is the $k$-th input signal to be estimated (Poisson rate vector) and $\Phi \in \mathbb{R}_{+}^{m \times n}$, with $m \ll n$, is the sensing matrix (imperfectly known a priori). The first Pois($\cdot$) in (2.1) has a vector argument for the rate, and corresponds to a Poisson distribution implemented independently on each component of the rate vector; the second Pois($\cdot$) in (2.1) denotes the common scalar Poisson distribution with a rate parameter. The $\mathbf{u} \in \mathbb{R}^n$ accounts for background noise, which may exist even when $\mathbf{f}_k = 0$, and $\mathbf{u}$ is often termed as the “dark-current”. We further model

$$\mathbf{\Phi} = \mathbf{\Phi}_0 + \mathbf{\Phi}_E,$$

where $\mathbf{\Phi}_0$ is known a priori as the designed sensing matrix, and $\mathbf{\Phi}_E$ is the unknown perturbation. We wish to jointly recover $\{\mathbf{f}_k\}_{k=1}^K$, $\mathbf{\Phi}_E$ and $\mathbf{u}$ from the multiple measurements $\{\mathbf{y}_k\}_{k=1}^K$.

It is instructive to place the model in the context of the system discussed in Section 1.1. For a material with effective lattice spacing $d$, excited by X-rays at energy $E$, the angle $\theta$ at which the fields are scattered satisfies $\frac{1}{2d} = \frac{E}{hc} \sin(\theta/2)$, where $h$ is Plank’s constant and $c$ is the speed of light in vacuum. If the X-ray beam is characterized by a range of energies $E$ over a finite bandwidth, then each energy within that bandwidth scatters at an angle $\theta(E, d)$ defined by material properties $d$ and energy $E$. The gray-scale gradient of scattered waves in Figure 1(a) reflects variation in $\theta(E, d)$ as a function of $E$ over the bandwidth, for fixed $d$; the $d$ is fixed by the properties of the local material, and $E$ represents the energy, which varies across the bandwidth of the source. The reader is referred to [9] for further details.

Each gray scale in Figure 1(a) denotes one energy over the bandwidth, with each energy scattering at a specific angle. In Figure 1(a), note that the gray-scale gradient of energies is emitted from a point along the pencil beam, with the properties of that gray-scale gradient defined by the material properties around that emission point. Each emission point along the pencil beam is characterized in general by a unique gray-scale gradient, with energies scattered at angles defined by the properties of the local material. The signal $\mathbf{f}_k$ may be
viewed as a 3D entity, with position along the pencil beam representing one axis ($\zeta_1$), energy level representing the second axis ($\zeta_2$), and angle of scatter representing the third axis ($\zeta_3$); $f_k$ represents the scatter strength from each position along the beam, as a function of energy and angle of scatter. For any fixed point along $\zeta_1$, the two-dimensional image in the ($\zeta_2, \zeta_3$) plane characterizes the strength of scatter, as a function of angle and energy; by integrating across the $\zeta_3$ dimension, we obtain an energy-dependent signature for the material at the selected position in $\zeta_1$, used for material characterization.

The detectors are energy-dependent. The measured signal $y_k$ may be viewed as two-dimensional, defined by an energy-dependent photon count as a function of detector location. The $f_k$ and $y_k$ are “unwrapped” to constitute vectors. Matrix $\Phi$ characterizes the linear process through which $f_k$ is mapped to the overall energy-dependent Poisson rate as observed at each detector, and it accounts for modulation induced by the coded aperture. The coded aperture modulates the scattered photons in a manner that depends on the position of emission and on the angle of scatter, helping to disambiguate the source of observed photons when seeking to recover $f_k$ from $y_k$. Further details on the X-ray system may be found in [9, 20].

One may take multiple “off-line” measurements with all inputs $f_k$ set to 0 (i.e., in the absence of any material in the measurement system), from which one may yield an estimate of $u$. Hence, for simplicity, we assume that $u$ is known a priori when developing theory, and the theory focuses on the maximum-likelihood-based estimation of $\{f_k\}$ and $\Phi_E$. However, for the Bayesian inversion we develop in Section 4, $u$ is estimated along with $\{f_k\}_{k=1}^K$ and $\Phi_E$. This latter flexibility is important, as the dark current is characteristic of spurious scatter within the measurement system, which may change with the item under test.

3. Collaborative Reconstruction via Regularized MLE.

3.1. Collaborative MLE. The model for multiple Poisson measurements (2.1) can be rewritten concisely as

$$y \sim \text{Pois}(Af + \lambda),$$

where

$$y \overset{\text{def}}{=} \left[ y_1^\top, \ldots, y_K^\top \right]^\top, \quad f \overset{\text{def}}{=} \left[ f_1^\top, \ldots, f_K^\top \right]^\top, \quad \lambda \overset{\text{def}}{=} 1_K \otimes u,$$

where $\otimes$ represents the Kronecker (tensor) product, $A$ is constituted via block-diagonalization, $A \overset{\text{def}}{=} I_K \otimes \Phi$. We define $A_0 \overset{\text{def}}{=} I_K \otimes \Phi_0$ and $A_E \overset{\text{def}}{=} I_K \otimes \Phi_E$, and $A = A_0 + A_E$.

When developing the theory, we make the following assumptions:

A1) The intensity of each signal $f_k$ is known and fixed, i.e., $\|f_k\|_1 = I$ for $k = 1, \ldots, K$; a similar assumption was made in [24], and is necessary to make $\{f_k\}$ and $\Phi$ identifiable.

A2) $Af \succeq cI_{1Km}$, where constant $c > 0$ and $\succeq$ denotes the entry-wise inequality. This is used to exclude the singular case, where some Poisson rates asymptotically approach zero.

A3) The system perturbation is bounded as $\frac{\|\Phi_E\|_2}{\|\Phi_0\|_2} \leq \epsilon_1$, where $\|\cdot\|_2$ denotes the operator norm (spectral norm) of the argument matrix.

A4) The energy of the dark-current is assumed to be bounded as $\|u\|_1 \leq U$. 

We propose to estimate \( \mathbf{f} \) and \( \mathbf{A}_E \) simultaneously via the following collaborative maximum-likelihood estimator (CMLE):

\[
(3.2) \quad (\hat{\mathbf{f}}, \hat{\mathbf{A}}_E) = \arg \min_{(\mathbf{f}, \mathbf{A}_E) \in \Gamma} \left\{ -\log \text{Pois}[y; (\mathbf{A}_0 + \mathbf{A}_E)\mathbf{f} + \lambda] + 2\text{pen}(\mathbf{f}) + 2\frac{\|\mathbf{A}_E\|_F}{K} \right\},
\]

where \( \Gamma \) is a collection of all candidate estimators and should satisfy the following constraint

\[
(3.3) \quad \Gamma \subset T \overset{\text{def}}{=} \left\{ (\mathbf{f}, \mathbf{A}_E) \bigg| \begin{array}{l}
\mathbf{f} \succeq 0, \|\mathbf{f}_k\|_1 = I, \forall k = 1, \ldots, K; \\
\|\mathbf{A}_0 + \mathbf{A}_E\|_1 \geq 0, \quad (\mathbf{A}_0 + \mathbf{A}_E)\mathbf{f} \succeq cI1_{Km}.
\end{array} \right\}
\]

We further assume the technical condition that \( \Gamma \) is a countable or finite set. In order to remedy the mismatch between this technical assumption and the fact that \( T \) is a continuous domain, we require \( \Gamma \) to be selected as a quantized version of \( T \). Note that we may always utilize uniform quantization on \( T \) to obtain such a \( \Gamma \). In particular, we define the quantization step \( QS(\Gamma) \) as

\[
(3.4) \quad QS(\Gamma) = \inf_{(\mathbf{f}', \mathbf{A}_E') \neq (\mathbf{f}, \mathbf{A}_E)} \left\{ \min(\|\mathbf{f}'_1 - \mathbf{f}_1\|_1, \ldots, \|\mathbf{f}'_K - \mathbf{f}_K\|_1, \|\Phi' - \Phi\|_F) \right\}.
\]

Therefore, \( QS(\Gamma) \) characterizes the minimal quantization level occurring within \( \Gamma \). Throughout the paper, we assume that \( QS(\Gamma) \geq \frac{d}{\sqrt{\beta K}} \), where \( d \) is a constant independent of \( K \). In other words, the discrete set \( \Gamma \) is assumed to be asymptotically dense with the increase of the number of measurements \( K \).

The penalty term \( \text{pen}(\mathbf{f}) \) is required to satisfy the Kraft inequality \( \sum_{\mathbf{f} \in \Gamma_1} e^{-\text{pen}(\mathbf{f})} \leq 1 \), where \( \Gamma_1 = \{ \mathbf{f} | (\mathbf{f}, \mathbf{A}_E) \in \Gamma \} \), and \( \| \cdot \|_F \) denotes the Frobenius norm. We also denote \( \Gamma_2 = \{ \mathbf{A}_E | (\mathbf{f}, \mathbf{A}_E) \in \Gamma \} \). The \( \text{pen}(\cdot) \) acts as a logarithmic prior on the signal and can be designated as many popular penalty functions, when a proper scaling is applied in order to satisfy the Kraft inequality. Typical choices for the \( \text{pen}(\cdot) \) include the \( l_1 \) norm, of interest for sparse signals \([4]\), and the total-variation norm for smooth signals \([26]\). In fact, the Kraft-compliant penalty is related to the prefix codes for estimators, and more concrete examples of this penalty functions are presented in \([32]\). As elaborated in the proof of Theorem 3.1, we utilize a main result from \([15]\), which requires the countability assumption as reflected in \( \Gamma \).

In practice, the signal energy level \( I \) and the perturbation bound \( \epsilon_1 \) may not be known precisely. In order to increase the flexibility of regularizers in (3.2), one may relax the CMLE in (3.2) to the following form

\[
(3.5) \quad (\hat{\mathbf{f}}, \hat{\mathbf{A}}_E) = \arg \min_{(\mathbf{f}, \mathbf{A}_E) \in \Gamma} \left\{ -\log \text{Pois}[y; (\mathbf{A}_0 + \mathbf{A}_E)\mathbf{f} + \lambda] + \tau_1 \text{pen}(\mathbf{f}) + \tau_2\|\mathbf{A}_E\|_F \right\},
\]

where \( \tau_1 > 0 \) and \( \tau_2 > 0 \) are preset constants. We refer to the above estimator as the relaxed-CMLE.

The CMLE and the above associated assumptions make theoretical analysis tractable. As we will see subsequently, some of these assumptions can be relaxed further within our practical Bayesian approach (developed in Section 4). For example, rather than the strong assumption
The work presented here is inspired by previous research that assumed Gaussian sensor noise \[4\] and a randomized sensing matrix. We consider Poisson noise and also consider randomized design of the sensing matrix. However, the nonnegativity constraint on \(A\) and its block-diagonal structure prevent direct application of many results for the Gaussian model \[4, 21, 6\]. We develop a new concentration-of-measure inequality for a randomized sensing matrix \(A\) satisfying the positivity and block-diagonal constraints. Several theoretical applications of the concentration inequality are presented as well, and in particular we establish performance bounds for the proposed CMLE estimator.

### 3.2. Performance Analysis for the CMLE

The work presented here is inspired by previous research that assumed Gaussian sensor noise \[4\] and a randomized sensing matrix. We consider Poisson noise and also consider randomized design of the sensing matrix. However, the nonnegativity constraint on \(A\) and its block-diagonal structure prevent direct application of many results for the Gaussian model \[4, 21, 6\]. We develop a new concentration-of-measure inequality for a randomized sensing matrix \(A\) satisfying the positivity and block-diagonal constraints. Several theoretical applications of the concentration inequality are presented as well, and in particular we establish performance bounds for the proposed CMLE estimator.

#### 3.2.1. Construction of the Sensing Matrix

To constitute the matrix \(\Phi_0\), we first generate \(Z \in \{1, -1\}^{m \times n}\), with each entry drawn i.i.d. from the Rademacher distribution \((i.e., \text{random variables take values 1 or } -1 \text{ with equal probability})\). Let \(\Psi = \frac{Z}{\sqrt{m}}\) and \(\Phi_0 \defeq \Psi + \frac{1}{\sqrt{m}} I_{m \times n}\); the sensing matrix is \(A_0 = I_K \otimes \Phi_0\) and, for use below, we define \(\tilde{A}_0 = I_K \otimes \Psi\). Note that \(\Phi_0\) is a matrix with entries being either 0 or \(-\frac{2}{\sqrt{m}}\). In other words, the sensing matrix \(A_0\) consists of a scaled-Rademacher matrix \(\Psi\) and a DC offset \(-\frac{1}{\sqrt{m}} I_{m \times n}\) keeping the sensing matrix nonnegative.

#### 3.2.2. Concentration-of-measure Inequalities

Concentration of measure is a phenomenon describing the tendency of certain functions of a high-dimensional random process to concentrate sharply around their means \[16\]. Our first result is a concentration-of-measure inequality for the block-diagonal Rademacher-distributed matrix \(\tilde{A}_0\), which serves as a key ingredient in the proof of the performance bounds.

**Theorem 3.1.** Let \(A_0\) be generated as described in Section 3.2.1, and let \(\Delta \subset \{f : f \geq 0\}\) be a countable or finite set. Then the matrix \(\tilde{A}_0\) satisfies the following concentration-of-measure inequality

\[
\mathbb{P}\left(\|\tilde{A}_0 f\|_2^2 - \|f\|_2^2 \geq \epsilon \|f\|_2^2\right) \leq e \cdot \exp\left(-\frac{c_1 \epsilon^2 \|f\|_2^2}{mn}\right) \forall f \in \Delta, \epsilon \in (0, 1),
\]

where \(c_1 > 0\) is a constant.

**Proof.** The proof is presented in Appendix A. \(\blacksquare\)

In contrast to many previous concentration-of-measure results for matrices populated with i.i.d. sub-Gaussian entries \[23\], the decay rate indicated by Theorem 3.1 depends on the signal being measured. In particular, for the estimator candidates set \(\Gamma\) introduced in Section 3.1, we have the following corollary which will be used later in the proof, serving an analogy of the restricted isometry property (RIP) for sparse signals \[4\].

**Corollary 3.2.** Let \(A_0\) be generated as described in Section 3.2.1. We have

\[
(1 - \epsilon)\|f - g\|_2^2 \leq \|\tilde{A}_0 (f - g)\|_2^2 \leq (1 + \epsilon)\|f - g\|_2^2, \quad \forall f, g \in \Gamma_1, \epsilon \in (0, 1)
\]

with probability at least \(1 - e \cdot \exp\left(-\frac{c_1 \epsilon^2 K}{mn}\right)\), where \(c_1 > 0\) is a constant.
Proof. The proof is presented in Appendix B.

In previous work, for both Gaussian and Poisson measurement models, a sparseness assumption has been placed on the source signal $f_k$ [4] and RIP conditions suitable for the sparsity assumption have been utilized accordingly. Our RIP results as in Corollary 3.2 are valid even when the signal is not sparse, but rather a general Kraft relationship $\sum_{f \in \Gamma_1} e^{-pen(f)} \leq 1$ is satisfied (a special case of which includes a sparsity constraint). We note that it is possible to derive tighter bounds via a more accurate RIP condition by leveraging further assumptions, such as sparsity of the source signal (or sparsity in a particular basis).

Compressive sensing with multiple measurements has only been addressed in [8, 21], and there for the Gaussian measurement model. The case of a Poisson single-measurement model (without perturbation on the sensing matrix) has been considered in [22, 24]. However, it is worth noting that even though the multiple-measurement case can be formulated concisely as $y \sim \text{Pois}(Af + \lambda)$, akin to the single-measurement situation [22, 24], a fundamental difference is that the sensing matrix $A$ in this case is limited to a block-diagonal structure, rather than being arbitrary, as in the single-measurement case. The block-diagonal measurement matrix poses a more challenging (and practical) problem. Hence, the proof techniques from [22, 24] cannot be applied to the multiple-measurements case, and the nonnegativity constraint on the sensing matrix also invalidates adaptation of the results in [8, 21].

Our concentration-of-measure results provide a new strategy, by constituting $\Phi_0$ via the Rademacher distribution. More importantly, as we elaborate on later, such a Rademacher configuration facilitates an easy construction of a nonnegative sensing matrix necessary for Poisson sensing, by simply adding a DC offset. The Gaussian configuration proposed in [8, 21] cannot be easily adapted to guarantee such a nonnegativity constraint. Nevertheless, in addition to their value for Poisson sensing, our concentration-of-measure results also shed light on CS for multiple linear measurements; in the next section, we present some applications of our concentration-of-measure results in that case.

3.2.3. Applications of the concentration-of-measure inequalities. The concentration-of-measure inequality is a powerful characterization for the behavior of a random operator, which possesses a number of implications in various areas [23]. In the previous section, a new concentration-of-measure inequality for a block-diagonal Rademacher-distributed random matrix has been derived, and we now present several theoretical applications of this result. Specifically, we formulate a modified version of the Johnson-Lindenstrauss (JL) Lemma [13] for block-diagonal matrices. Recall the definition of the stable embedding [5].

Definition 3.3. For $U, V \subset \mathbb{R}^n$, a map $\Phi : \mathbb{R}^n \to \mathbb{R}^m$ is called an $\epsilon$-stable embedding of $(U, V)$ if

$$(1 - \epsilon)\|x - y\|^2_2 \leq \|\Phi(x - y)\|^2_2 \leq (1 + \epsilon)\|x - y\|^2_2, \quad \forall x \in U, y \in V.$$  

(3.8)

In other words, a map is a stable embedding of $(U, V)$ if it almost preserves all pairwise distances between $U$ and $V$. The classical JL Lemma [13] assures the existence of such an $\epsilon$-stable embedding of $(U, V)$ if $m \sim \Theta(\frac{\log |U|}{\epsilon^2})$.

Via Theorem 3.1, a modified version of the JL Lemma can be stated as follows.

Theorem 3.4. Let $U, V \subset \mathbb{R}^{Kn}$ be two finite sets and $A_0 \in \mathbb{R}^{Km \times Kn}$ be generated as described in Section 3.2.1. For $0 < \rho < 1$ being fixed, $A_0$ is an $\epsilon$-stable embedding of $(U, V)$
which holds with probability at least $1 - \rho$, where $c_1 > 0$ is a constant.

Proof. The proof is presented in Appendix C.

In the above theorem, we note that the performance of the stable-embedding depends on the pairwise distance between two classes $U$ and $V$ and the total number of measurement $K$ is not directly revealed there. Theorem 3.4 is of particular interests when the minimal energy of signal difference between two classes $U$ and $V$ scales to the number of measurements $K$, i.e.,

$$\min_{x \in U, y \in V} \|x - y\|_2^2 \sim \Theta(K).$$

Whenever such an assumption is valid, it is straightforward to see that embedding performance will keep improving with increase of $K$.

As a matter of fact, this assumption can be satisfied for many common classes of signals, akin to the notion of “favorable signal class” proposed in [21]. Specifically, for video signals and frequency-sparse signals satisfying additional assumptions, it has been justified numerically and theoretically in [21] that the energy of the signal difference $\|x_i - y_i\|_2^2, i = 1, \ldots, K$ tends to be uniformly distributed. In other words, we have $\|x - y\|_2^2 = \sum_{i=1}^{K} \|x_i - y_i\|_2^2 \sim \Theta(K)$. We refer the readers to [21] for details and more examples. The following corollary summarizes the previous discussion, which explicitly reveals the effect of $K$ towards the embedding performance.

Corollary 3.5. Let $U, V \subset \mathbb{R}^K$ be two finite sets and $\tilde{A}_0 \in \mathbb{R}^{K \times K}$ be generated as described in Section 3.2.1. Assume that $\min_{x \in U, y \in V} \|x - y\|_2^2 \sim \Theta(K)$. For $0 < \rho < 1$ being fixed, $\tilde{A}_0$ is an $\epsilon$-stable embedding of $(U, V)$ with

$$\epsilon = \sqrt{\frac{mn^2(\log \rho + 1 + \log |U| + \log |V|)}{c_2 K^2}},$$

which holds with probability at least $1 - \rho$, where $c_2 > 0$ is a constant.

Indeed, an analogy of the classical JL Lemma can be derived from Corollary 3.5 by considering a finite set $U$ satisfying the assumptions. Setting $m = 1$, Corollary 3.5 essentially claims the existence of an $\epsilon$-stable embedding for $(U, U)$ which maps $U$ to $\mathbb{R}^K$, provided $K \sim \Theta(\frac{\log |U|}{\epsilon^2})$. Note that this result can be regarded as a JL-Lemma-type result for sequential embedding of a sequence of signals. Furthermore, rather than being a pure existence result, as in the classical JL Lemma, this result provides a randomized method to realize such a stable embedding.

It is possible to apply them to various applications for signal processing in the compressed domain, where the stable embedding result plays a pivotal role [5]. For example, one may use the above theorems to generalize results in [5], for performing classification directly based on compressive measurements.

3.2.4. Performance Bounds for CMLE. We consider a performance analysis for the proposed CMLE in (3.2), with estimate $(\hat{A}_E, \hat{f})$ for true $(A^*_E, f^*)$ evaluated via the risk function
Assume the perturbation level \( \epsilon_1 < \sqrt{2} - 1 \) and let \( \epsilon' \overset{\text{def}}{=} (1 + \epsilon)(1 + \epsilon_1)^2 - 1 \), where \( \epsilon \) is an arbitrary constant in \((0, \frac{2}{(1+\epsilon_1)^2} - 1)\). With assumptions A1–A3 and the designed sensing matrix \( A_0 \) generated as described in Section 3.2.1, the expected risk function between the true signal \( \{A^*_E, f^*\} \) and the estimate \( \{\hat{A}_E, \hat{f}\} \) output by the CMLE in (3.2) is bounded by

\[
(3.12) \quad \mathbb{E}[R(\{\hat{A}_E, \hat{f}\}, \{A^*_E, f^*\})] \\
\leq C_1 \min_{\{A_E, f\} \in \Gamma} \left\{ \left( \frac{2mK}{cI} \left( (1 + \epsilon') \|f - f^*\|^2_2 + K^2 I^2 \|A_E - A^*_E\|^2_F \right) + 2 \text{pen}(f) + 2 \frac{\|A_E\|_F}{K} \right) \right\} + C_2 \epsilon_1 \frac{1}{\|A^*_E\|_2},
\]

with probability at least \( 1 - \frac{m}{2^m} - \epsilon \cdot \exp \left( -\frac{\epsilon_1^2 K}{mn} \right) \), where \( P = \max_{f \in \Gamma} \text{pen}(f) \), \( C_1 = \left( \frac{mK (1 + \epsilon_1)^2}{K^2 I^2 (1 - \epsilon')} + \frac{dI}{K^2 (1 - \epsilon')} \right) \), \( C_2 = \frac{4 \sqrt{mn}}{K} \), and \( \epsilon_1 > 0 \) is a constant. The expectation is taken with respect to an arbitrary joint distribution of \( \{A^*_E, f^*\} \) whose support satisfies assumptions A1–A3.

**Proof.** The proof of the theorem is presented in Appendix D. \( \blacksquare \)

Similarly, we also establish a performance bound for the relaxed-CMLE in (3.5).

**Theorem 3.7.** Assume the perturbation level \( \epsilon_1 < \sqrt{2} - 1 \) and let \( \epsilon' \overset{\text{def}}{=} (1 + \epsilon)(1 + \epsilon_1)^2 - 1 \), where \( \epsilon \) is an arbitrary constant in \((0, \frac{2}{(1+\epsilon_1)^2} - 1)\). Fix \( \tau_1 \geq 2 \) and \( \tau_2 > 0 \). With assumptions A1–A4 and the designed sensing matrix \( A_0 \) generated as described in Section 3.2.1 the expected risk function between the true signal \( \{A^*_E, f^*\} \) and the estimate \( \{A_E, f\} \) output by the relaxed-
CMLE in (3.5) is bounded by

\begin{equation}
\mathbb{E}[R(\{\hat{A}_E, \hat{f}\}, \{A^*_E, f^*\})]
\leq \mathbb{E}
\left[
\sqrt{C_1 \min_{(A_E, f) \in \Gamma} \left\{ \left( \frac{2mK}{c} \right) \left( (1 + \epsilon') \|f - f^*\|_2^2 + R^2T^2 \|A_E - A^*_E\|_F^2 \right) + \tau_1 \text{pen}(f) + \tau_2 \|A_E\|_F \right\} \right]
+ \sqrt{C_1 \left( \tau_1 P + \min_{A_E \in \Gamma_2} \left\{ \frac{2K^3mI}{c} \|A_E - A^*_E\|_F + \tau_2 \|A_E\|_F \right\} \right) + C_2 \frac{\epsilon_1}{\|A^*_E\|_2}},
\end{equation}

with probability at least \(1 - \frac{m}{2^n} - e \cdot \exp\left( -\frac{\epsilon_1^2K}{mn} \right)\), where \(P = \max_{f \in \Gamma_1} \text{pen}(f)\), \(C_1 = \left( \frac{n\sqrt{mn}(1+\epsilon_1)}{(1-\epsilon')(1+\epsilon')} \right) I_K \sqrt{\frac{K}{K^2T^2(1-\epsilon')}}\), \(C_2 = \frac{A_{mn}K}{K}\) and \(c_1 > 0\) is a constant. The expectation is taken with respect to an arbitrary joint distribution of \(\{A^*_E, f^*\}\) whose support satisfies assumptions A1–A3.

Proof. The proof of the theorem is presented in Appendix E.

Theorems 3.6 and 3.7 provide quantitative performance characterizations for the CMLE algorithm with respect to the number of measurements \(K\). According to both theorems, when the assumptions are valid and \(m, n, K\) are fixed, the performance of the proposed CMLE is governed by two factors. The first is the perturbation level \(\epsilon_1\), and CMLE has been shown robust in expectation to a perturbation on the sensing matrix. Namely, a perturbation \(\epsilon_1\) on the sensing matrix can only result at most in a proportional perturbation \(C_2 \mathbb{E}[\frac{\epsilon_1}{\|A^*_E\|_2}]\) on the accuracy of the estimates. The other factor is the two minimization terms in (3.12), which represent the minimal error one could ever achieve over all the candidate estimators in \(\Gamma\). As we discussed in Section 3.1, the set \(\Gamma\) is designated as a quantized version of the continuous domain and the quantization step \(QS(\Gamma)\) asymptotically approaches to zero with the increase of \(K\). Therefore, we may always practically assume that the true signal \(\{A^*_E, f^*\}\) is contained in the candidate set \(\Gamma\), when large enough \(K\) is considered. In particular, we summarize this scenario for Theorem 3.6 as the following corollary (similar argument applies for Theorem 3.7), where the two minimization terms are replaced by bounded terms.

Corollary 3.8. Assume the perturbation level \(\epsilon_1 < \sqrt{2} - 1\) and let \(\epsilon' \overset{\text{def}}{=} (1 + \epsilon)(1 + \epsilon_1)^2 - 1\), where \(\epsilon\) is an arbitrary constant in \((0, \frac{2}{(1+\epsilon_1)^2} - 1)\). If the true signal \(\{A^*_E, f^*\}\) is contained in \(\Gamma\), together with assumptions A1–A3 and the designed sensing matrix \(A_0\) generated as described in Section 3.2.1, the expected risk function between the true signal \(\{A^*_E, f^*\}\) and the estimate \(\{\hat{A}_E, \hat{f}\}\) output by the CMLE in (3.2) is bounded by

\begin{equation}
\mathbb{E}[R(\{\hat{A}_E, \hat{f}\}, \{A^*_E, f^*\})]
\leq \mathbb{E}
\left[
\sqrt{C_1 \left( 2 \text{pen}(f^*) + 2 \left\|\frac{A^*_E}{K}\right\|_F \right) + \sqrt{C_1 \left( 2P + \left\{ \frac{2 \left\|\frac{A^*_E}{K}\right\|_F} \right\} \right) + C_2 \frac{\epsilon_1}{\|A^*_E\|_2}},
\end{equation}

with probability at least \(1 - \frac{m}{2^n} - e \cdot \exp\left( -\frac{\epsilon_1^2K}{mn} \right)\), where \(P = \max_{f \in \Gamma_1} \text{pen}(f)\), \(C_1 = \left( \frac{n\sqrt{mn}(1+\epsilon_1)}{(1-\epsilon')(1+\epsilon')} \right) I_K \sqrt{\frac{K}{K^2T^2(1-\epsilon')}}\), \(C_2 = \frac{A_{mn}K}{K}\) and \(c_1 > 0\) is a constant. The expectation is taken
with respect to an arbitrary joint distribution of \{A_E^*, f^*\} whose support satisfies assumptions A1–A3.

When large enough \(K\) is considered, the set \(\Gamma\) essentially represents a dense quantization of the underlying continuous domain, and the performance bounds derived are asymptotically valid for the case that CMLE is performed over some continuous domain \(\Gamma\).

The coefficients \(C_1\) and \(C_2\) are clearly decreasing functions of \(K\), via which it has been suggested that the performance of CMLE can be potentially improved by increasing the number of measurements \(K\). This result has rigorously justified the intuition that reconstruction quality enhances when more measurements are available; a similar phenomenon under the Gaussian measurement model has been observed and justified in [21]. By unifying the estimation of the true sensing matrix and signals, the accuracy of the estimated sensing matrix improves with increasing measurements, thus enhancing the signal-recovery quality. Furthermore, more-accurately estimated signals simultaneously lead to a better learning of the true underlying sensing matrix, and these complementary relationships advance to promising overall performance.

Via Corollary 3.8, it also suggest a convergence rate when one is seeking the unique ground truth \{\(A_E^*, f^*\)\} via CMLE or relaxed-CMLE. Since that \(C_1\) and \(C_2\) are multiplied with bounded terms, it is straightforward to observe that the convergence rate is of \(\Theta(\frac{1}{K^3/4})\), provided that \(m, n, \epsilon\) are fixed. This convergence rate also applies to the case when the support of \{\(A_E^*, f^*\)\} is discrete and is contained in \(\Gamma\).

Moreover, we note that it is undesirable to derive a performance bound by repeatedly applying the single measurement result in [24] for each individual measurement, which claims a performance bound valid with probability \(p\) for recovering a single measurement. This simple strategy would yield a bound for recovering multiple measurements valid with probability \(p^K\), and this probability decays to 0 with increasing number of measurements \(K\), thereby eventually invalidating the derived performance bound.

### 3.3. CMLE Algorithm

In practice, it is easier to conduct a continuous-domain optimization than searching over a discrete set. Hence, we extend the proposed CMLE with a continuous version

\[
(\hat{A}_E, \hat{f}) = \arg \min_{A_E, f} \{- \log \text{Pois}[y; (A_0 + A_E)f + \lambda] + \tau_1 \text{pen}(f) + \tau_2 \|A_E\|_F\}
\]

s.t. \(A_E = I_K \otimes \Phi_E, \quad \Phi_0 + \Phi_E \succeq 0, \quad f \succeq 0\)

where the two regularization parameters \(\tau_1\) and \(\tau_2\) on \(\text{pen}(f)\) and \(\|A_E\|_F\) are incorporated to accommodate any inaccuracies on the signal energy level \(I\) and the perturbation bound \(\epsilon_1\). Practical \(\text{pen}(\cdot)\) choices include \(l_p\) norm \(\|\cdot\|_p\) for \(p \geq 1\) and the total-variation norm [26] \(\|\cdot\|_{TV}\). In these cases, \(\tau_1\) can also act as a scaling factor, to ensure Kraft-inequality compliance, as assumed in the previous theorems. Suitable parameters \(\tau_1\) and \(\tau_2\) can be empirically determined via cross-validation. It is straightforward to see that (3.15) is a continuous version of CMLE and previous performance bounds in Theorem 3.6 and 3.7 may still apply when the candidate set \(\Gamma\) is chosen as a countable set of the continuous searching domain.

We express the objective of (3.15) in terms of \(\Phi\) in the following equivalent manner. We define \(F \overset{\text{def}}{=} [f_1, \ldots, f_K], \quad \hat{F} \overset{\text{def}}{=} [\hat{f}_1, \ldots, \hat{f}_K], \quad Y \overset{\text{def}}{=} [y_1, \ldots, y_K], \quad \Lambda \overset{\text{def}}{=} 1_K^T \otimes u\). Then (3.15) is
equivalent to

\[ (\hat{\Phi}, \hat{F}) = \arg \min_{\Phi \succeq 0, F \succeq 0} \{ -\log \text{Pois}[Y; \Phi F + \Lambda] + \tau_1 \text{pen}(F) + \tau_2 \| \Phi - \Phi_0 \|_F \}, \]

which can be solved efficiently via an alternating proximal-gradient method. Specifically, we define the data-fitting term as

\[ \ell(F, \Phi) \overset{\text{def}}{=} -\log \text{Pois}[Y; \Phi F + \Lambda]. \]

In the \((t + 1)\)-th iteration, we solve the following two subproblems sequentially:

1) updating \(\hat{F}^t\):

\[ \hat{F}^{t+1} = \arg \min_{F \succeq 0} \left\{ \nabla_F \ell(\hat{F}^t, \hat{\Phi}^t), F - \hat{F}^t \right\} + \tau_1 \text{pen}(F) + \frac{L_F^t}{2} \| F - \hat{F}^t \|_F^2, \]

2) updating \(\hat{\Phi}^t\):

\[ \hat{\Phi}^{t+1} = \arg \min_{\Phi \succeq 0} \left\{ \nabla_\Phi \ell(\hat{F}^{t+1}, \hat{\Phi}^t), \Phi - \hat{\Phi}^t \right\} + \tau_2 \| \Phi - \Phi_0 \|_F + \frac{L_\Phi^t}{2} \| \Phi - \hat{\Phi}^t \|_F^2, \]

where \(L_F^t\) and \(L_\Phi^t\) are local Lipschitz constants. Notice that by fixing either \(F\) or \(\Phi\), \(\ell(F, \Phi)\) is a self-concordant function \cite{27} of the other variable, for which an optimal step-size \cite{27} is available. Details of the alternating minimization steps are summarized in Algorithm 1.

4. Bayesian Model for Real Systems: Poisson-Gamma Model. The performance of the proposed CMLE is guaranteed by the previously derived performance bounds. However, the proposed CMLE algorithm relies significantly on tuning the parameters \(\tau_1\) and \(\tau_2\), and an inconvenient cross-validation procedure is required to adjust these parameters. Further, extra effort is demanded for a separate learning of the dark-current, \(u\), whose estimation (in)accuracy may also affect final results. Towards this end, we also propose a Bayesian model, in which \(u\) is inferred jointly with \(\{f_k\}\) and \(\Phi\), and the procedure of tuning parameters becomes unnecessary (we do have to set model hyperparameters, but the results are stable to a wide range of “reasonable” settings). If an estimate of the mean of \(u\) is available, it may be used in the prior, but such prior knowledge of \(u\) has been found unnecessary in practice.

We propose a Poisson-Gamma (PG) \cite{36} Bayesian model:

\[ y_k \sim \text{Pois}(\Phi f_k + u), \]

\[ f_k \sim \prod_{j=1}^m \text{Gamma}(f_{k,j}; \alpha_f, \beta_f), \]

\[ \Phi_{i,j} \sim \text{Gamma}(\Phi_{i,j}; \beta_{\Phi} \Phi_{0,i,j}, \beta_{\Phi}), \]

\[ u \sim \prod_{i=1}^m \text{Gamma}(u_i; \alpha_{u,i}, \beta_{u,i}), \]

where \(\{\alpha_f, \beta_f, \beta_{\Phi}, \alpha_{u,i}, \beta_{u,i}\}\) are hyper-parameters and \(f_{k,j}\) denotes the \(j\)-th entry of vector \(f_k\). Note that the gamma priors are now playing triple roles:

(a) Shrinkage priors are imparted on \(f_k\) to impose sparsity (the signals are indeed sparse in our problem; refer to the top row of Figure 4) by setting \(\{\alpha_f, \beta_f\}\) in the way that the gamma distribution concentrates at zero, with heavy tails. Specifically, we set \(\alpha_f = 1\) and \(\beta_f = 10^{-6}\).

(b) The mean of the gamma prior on the sensing matrix is set equal to our initial estimation \(\Phi_0\) (used in its original design).
Algorithm 1 Collaborative MLE (CMLE)

**Input:** \( \Phi_0, u, Y \), initial signal estimators \( \hat{F}_0, \tau_1, \tau_2 \)

**Output:** Sensing matrix estimator \( \hat{\Phi} \), signal estimator \( \hat{F} \)

1. Initialize sensing matrix estimator \( \hat{\Phi} \leftarrow \Phi_0 \)
2. \( t \leftarrow 0 \)
3. while stopping criteria not met do
4.   // Update \( \hat{F} \)
5.   Compute search direction \( d \leftarrow P_{\tau_1/L_f} (\hat{F}_t - \nabla_{\hat{F}} \ell(\hat{F}_t, \hat{\Phi}_t)/L_f) - \hat{F}_t \), where \( P_{\tau_1/L_f} \) is proximal projection operator depending on the specific pen(\( \cdot \)).
6.   Compute optimal step-size \( \alpha \leftarrow \frac{\|d\|_F^2}{\|d\|_F^2 + L_f \|\hat{d}\|_F^2} \), where \( \|d\|_F^2 = d^T \nabla_{\hat{F}}^2 \ell(\hat{F}_t, \hat{\Phi}_t) d \).
7.   \( \hat{F}_{t+1} \leftarrow \hat{F}_t + \alpha d \).
8.   // Update \( \hat{\Phi} \)
9.   Compute search direction \( g \leftarrow Q_{\tau_2/L_f} (\hat{\Phi}_t - \nabla_{\hat{\Phi}} \ell(\hat{F}_{t+1}, \hat{\Phi}_t)/L_f) - \hat{\Phi}_t \), where
   \[
   Q_{\tau_2/L_f} (\hat{\Phi}) = \left[ \Phi_0 + \frac{\hat{\Phi} - \Phi_0}{\|\hat{\Phi} - \Phi_0\|_F} \cdot S_\alpha (\|\hat{\Phi} - \Phi_0\|_F) \right]^+. 
   \]
   And \( S_a(x) = \begin{cases} 
   x - a & x > a \\
   0 & \text{otherwise}
   \end{cases} \)
10. Compute optimal step-size \( \beta \) in the same way as computing \( \alpha \).
11. \( \hat{\Phi}_{t+1} \leftarrow \hat{\Phi}_t + \beta g \).
12. \( t \leftarrow t + 1 \).
13. end while

(c) A diffuse prior is imposed on \( u \), i.e., \( \{\alpha_{u,i} = \beta_{u,i} = 10^{-6}\} \). As discussed earlier, it is possible to estimate the dark-current by taking measurements for which it is known \( f_k = 0 \), i.e., for these “off line” measurements \( y_k \sim \text{Pois}(u) \). From such measurements one may estimate \( u \), with the estimate denoted \( u_0 \). In this case it is appropriate to set \( \alpha_{u,i} = 1 \) and \( \beta_{u,i} = 1/u_{0,i} \), where \( u_{0,i} \) is the \( i \)-th element of the dark current \( u_0 \) estimated (i.e., \( \mathbb{E}(u) = u_0 \)).

Inference for the PG model involves an augmentation scheme [7], introducing latent variable \( \xi \in \mathbb{R}^{K \times m \times (n+1)} \), with

\[
\xi_{k,i,j} = \frac{\Phi_{i,j} f_{k,j} y_{k,i}}{\sum_{j=1}^{n} \Phi_{i,j} f_{k,j} + u_i y_{k,i}}, \quad j = 1, \ldots, n; \\
\xi_{k,i,n+1} = \frac{u_i y_{k,i}}{\sum_{j=1}^{n} \Phi_{i,j} f_{k,j} + u_i}.
\]

We have developed both Markov Chain Monte Carlo (MCMC) sampling and Expectation Maximization (EM) inference methods, with details provided in Appendix F. The update
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The equations of \( \{ \tilde{f}_k \}_{k=1}^K \), \( \tilde{\Phi} \) and \( \tilde{u} \) in the EM inference are

\[
\begin{align*}
\tilde{f}_{k,j} &= \left[ \frac{\alpha_f + \sum_{m=1}^{m} \xi_{k,i,j} - 1}{\beta_f + \sum_{m=1}^{m} \xi_{k,i,j}} \right]^+ , \quad \forall k = 1, \ldots, K; \ i = 1, \ldots, m; \ j = 1, \ldots, n; \\
\tilde{\Phi}_{i,j} &= \left[ \frac{\beta_{\Phi} \Phi_{0,i,j} + \sum_{k=1}^{K} \xi_{k,i,j} - 1}{\beta_{\Phi} + \sum_{k=1}^{K} \tilde{f}_{k,j}} \right]^+ , \\
\tilde{u}_i &= \left[ \frac{\alpha_{u,i} + \sum_{k=1}^{K} \xi_{k,i,n+1} - 1}{\beta_{u,i} + K} \right]^+ ,
\end{align*}
\]

and we refer to the proposed Bayesian model with EM inference as the EMPG algorithm.

4.1. Connections to Other Methods. The Bayesian and optimization-based methods are closely related, especially when a point estimate (e.g., EM) is used. Let \( \Theta = \{ \Phi, \{ \tilde{f}_k \}_{k=1}^K , u \} \) denote all the variables to be inferred. The log-posterior of the PG model may be expressed as:

\[
(4.3) \quad \log p(\Theta | \{ y_k \}_{k=1}^K) = \sum_{\ell} \log (\text{Pois}(\Phi f + u)) - \beta_f \sum_k \| f_k \|_1 + \beta_{\Phi} \sum_{i,j} \Phi_{i,j} + (\beta_{\Phi} \Phi_{0,i,j} - 1) \sum_{i,j} \log \Phi_{i,j} - \sum_i \beta_{u,i} u_i + \sum_i (\alpha_{u,i} - 1) \log u_i + \text{const.}
\]

Note in (4.3) that the \( \ell_1 \) penalty is inherently imposed on \( \tilde{f}_k \), and the third term accounts for the over-dispersion effect of count data in a variety of real applications. Interestingly, when \( \alpha_f = 1 \), (4.3) provides the same formulation as CMLE with the \( \ell_1 \) penalty, and \( \beta_f \) plays the role of \( \tau_1 \) in (3.15). However, in CMLE, a tuning of the parameter \( \tau_1 \) is needed, while for the PG model we can readily infer \( \beta_f \) via a conjugate prior (gamma distribution) if desired.

Beyond the Poisson measurement model considered in this paper, the PG model also connects to other existing algorithms. Recall the update equation of \( \tilde{f}_{i,j} \) in (4.2), and notice that if we fix \( u = 0 \), \( \alpha_f = 1 \), and \( \beta_f = 0 \), it is equivalent to

\[
(4.4) \quad \tilde{f}_{k,j}^t := \tilde{f}_{k,j}^{t-1} \cdot \frac{\sum_{i=1}^{m} \Phi_{i,j} y_k,i}{\sum_{i=1}^{m} \Phi_{i,j} f_k,i},
\]

where the superscript \( t \) indexes the iteration of the inference. Equation (4.4) is the same multiplicative update as in the Richardson–Lucy algorithm [25], a classical image-deblurring method. It has also been noticed in [36] that (4.4) is closely connected to nonnegative matrix factorization guided by a KL-divergence-minimization criterion, i.e., \( \min_{\Phi, f} \text{KL}(y || \Phi f) \) [17]. In addition to these methods, the PG model is able to accommodate a sparsity assumption on \( \{ \tilde{f}_k \}_{k=1}^K \) as previously explained, thereby exhibiting more flexibility. Compared with a recently proposed gradient-descent based methods, Spiral-TAP [10], multiplicative updating is exempt from step-size searching, which is costly yet irreplaceable in balancing the algorithm convergence and speed. In the experiments, we have noticed that each iteration of EMPG is much faster than that of CMLE, due to the omitted step-size searching.
5. Experiments. We present results on both synthetic and real data. As a baseline, we compare the proposed algorithms with an estimator that assumes \( \Phi_0 \) is the sensing matrix, ignoring perturbation \( \Phi_E \). We refer to this as a “degraded” estimator, allowing assessment of how uncertainty in the sensing matrix affects performance, if it is not accounted. For the “degraded” estimator, we consider an MLE solution, denoted dMLE, in which we skip the update \( \hat{\Phi} \) step in Algorithm 1; the dMLE algorithm provides a fair comparison with CMLE, connecting theory and experiments. For the synthetic data, since ground truth is available, we also compare with the oracle estimator, which knows exactly the ground-truth sensing matrix \( \Phi^* \). The simulated perturbation matrix \( \Phi_E \) is generated by uniformly drawing entries from a small interval \((0, \delta]\) around zero, with \( \delta = \frac{\|\Phi_E\|_F}{\|\Phi_0\|_F} \) set within a given experiment. The normalized Mean Square Error (R) of \( \hat{\Phi} \) and \( \hat{f}_k \) are performance metrics consistent with the risk metric in (3.11). The code was written in MATLAB and executed on a 2.6GHz CPU with 4GB RAM.

5.1. Synthetic Data: Consideration of the CMLE Theory. We first verify the theoretical properties of the CMLE algorithm, considering the special randomized sensing matrix \( \Phi_0 \) developed in the theory of Section 3.2. The \( \Phi_0 \in \mathbb{R}^{1000 \times 1000} \) is drawn from the shifted Rademacher distribution, as described in Section 3.1, and we consider here \( \delta = 0.3 \) and 0.5. Each signal \( f_k \in \mathbb{R}^{1000} \) is sparse (with 1% nonzero entries) and has a fixed intensity \( \|f_k\|_1 = 10^4 \). For each \( f_k \), the corresponding measurement \( y_k \) is generated by \( y_k \sim \text{Pois}(\Phi f_k) \) (assuming no dark-current in this experiment). To verify the effect of multiple sets of measurements, we vary \( K \) from 10 to 370. The calculated risk function \( R, R_{\Phi} \) and \( R_f \) are averaged over 100 trials. The \( \ell_1 \) penalty is selected to capture the sparsity of \( f_k \). The regularizers \( \tau_1 \) and \( \tau_2 \) are cross-validated, i.e., they are chosen such that the \( R_f \) is minimized on a smaller training set. We compare \( R_f \) for CMLE, dMLE and an oracle estimator. Both dMLE and the oracle estimator fix their knowledge of the sensing matrix, and recover each signal separately; for the oracle estimator the sensing matrix \( \Phi = \Phi_0 + \Phi_E \) is assumed known exactly, where for dMLE \( \Phi_E \) is ignored. By contrast, CMLE jointly estimates \( \Phi_E \) and the underlying signals \( \{f_k\} \). Figure 2 demonstrates that \( R, R_{\Phi} \) and \( R_f \) associated with CMLE constantly decrease as \( K \) grows, consistent with the performance guarantees in Theorem 3.6 and 3.7. Moreover, it can be observed from Figure 2(a) that \( \log R \) asymptotically exhibits a decay rate of \( \Theta\left(\frac{1}{K^{3/4}}\right) \) with respect to \( \log K \), and this coincides with the \( \Theta\left(\frac{1}{K^{3/4}}\right) \) convergence rate suggested by Theorems 3.6 and 3.7. Figure 2(c) compares the \( R_f \) from all three estimators. CMLE consistently yields smaller \( R_f \) than dMLE, and approaches the oracle estimator for large \( K \).

5.2. Synthetic Data: A Realistic Scenario. We next consider a more realistic scenario to verify the efficacy of the PG model. In real applications, the sensing matrix \( \Phi_0 \) may not be designed as described in Section 3.1, and a significant amount of dark-current may be present. We generate \( \Phi_0 \in \mathbb{R}^{50 \times 100} \) by randomly setting half the entries to nonzero, with non-zero values distributed uniformly over \([0, 1]\), and generate \( \Phi_E \) via \( \delta = 0.3 \). Each \( \{f_k\}_{k=1}^{30} \) is generated by concatenating several bell-shaped curves of different bandwidths (examples
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Figure 2: CMLE performance with varying number of measurements, $K$. (a) Logarithm of risk $R$ decreases roughly linearly w.r.t. log $K$, and the two dashed lines (labeled “linear fit”) are of slope $-3/4$. (b) $R_\Phi$ for CMLE. (c) $R_f$, with comparison between CMLE and dMLE.

Figure 3: Comparison of EMPG, MCMC-PG and CMLE on synthetic data: (a) Example groundtruth signals. (b) Reconstruction of one example signal by MCMC-PG and EMPG. For MCMC-PG, we obtain the mean values of the collected samples as well as the confidence region defined by the standard deviation (std) of these samples. (c) Reconstruction of one example signal by EMPG and CMLE. Via CMLE, a small deviation of $\tau_1$ (e.g., $5 \times 10^{-2}$) from the optimal $\tau_1^* = 10^{-2}$ gives inferior reconstruction.

shown in Figure 3(a)). This introduces variation in the signal smoothness and results in nontrivial tuning of $\tau_1$ in CMLE. We simulate the noisy measurements by $y_k \sim \text{Pois}(\Phi f_k + u)$, where $u = 100 \times 1_{50}$ is unknown to the algorithms. Both CMLE and the Bayesian inversion methods have access to an MLE of $u$ from 30 measurements of the empty system (no input source), i.e., $\hat{u} = \frac{1}{30} \sum_{k=1}^{30} u_{0,k}$ where $u_{0,k} \sim \text{Pois}(u)$.

Both MCMC and EM inference of the PG model provide effective reconstruction results (Figure 3(b)). In MCMC, we collected 1000 samples after discarding the first 5000 samples as burn-in. Via these collected samples, we obtain not only the mean estimated signal but also the confidence of the estimation, where here the measure of confidence is quantified via the standard deviation shown in Figure 3(b). The EM-based solution only requires 500 iterations to achieve comparable results, but it does not provide a measure of confidence in the point estimate. Each iteration of the EM and MCMC inference methods takes about the same CPU time ($\sim 8.1 \times 10^{-3}$ seconds); we use EM-based inference for the PG model in the rest of the paper.
We have found that the PG results are insensitive to initialization of the dark current and do not require its offline estimate (via the measurements of the empty system), while this estimate was found to be crucial for CMLE. A TV (total variation) [26] regularization is adopted in CMLE, imposing smoothness of the signal and \( \{ \tau_1 = 10^{-2}, \tau_2 = 10^4 \} \) are chosen such that the smallest \( R_f \) (defined in (5.1)) is achieved. Parameters \( \beta_\Phi = 1000, \alpha_{u,i} = 1 \) and \( \beta_{u,i} = 1/u_{0,i} \) are utilized in the PG model. We observed that the values of \( \tau_1 \) and \( \tau_2 \) significantly impacted the CMLE performance (Figure 3(c)). Tuning these two parameters is challenging, particularly when the signal smoothness varies. Therefore, the Bayesian model is a better choice than CMLE in these realistic cases. We emphasize again that the PG model does not need to tune parameters (with appropriate hyperparameter settings, to which the results were found relatively insensitive), and thus PG saves much computation time. Each iteration of EMPG and CMLE takes \( 8 \times 10^{-3} \) and \( 2.3 \times 10^{-1} \) seconds, respectively. The \( R_f \) achieved by CMLE and EMPG are 0.3007 and 0.2343, respectively. One example signal and its estimates by these two methods are shown in Figure 3(c), providing a representative demonstration that EMPG outperforms CMLE in this realistic CS scenario. Based on these simulated experiments, for the real data considered next we perform inversion with the PG model, based on EM inference.

5.3. Real Data: X-ray Scatter Imaging. Recalling Figure 1, the X-ray system considered recovers both spatial (depth along z-axis) and spectral (manifested by the momentum-transfer spectrum) information of the material. Therefore, the input signal has two degrees of freedom, and can be considered as a two-dimensional image \( G_k \in \mathbb{R}^{d_l \times d_s} \), where \( d_l = 27 \) and \( d_s = 101 \) are the number of quantized grids in space and spectrum \( (n = 2727) \), respectively. The measurements are expressed mathematically as in (2.1), where \( f_k \) is defined as \( G_k \).
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Figure 4: Top: Reconstructed two-dimensional input signal (a cropped region of interest) by EMPG. Bottom: extracted spectrums (corresponding to the strongest row in the two-dimensional image). The dMLE is CMLE-based but ignores the perturbation of the sensing matrix and performs \( K \) inversions independently.

In each compressive measurement, a small piece of material (i.e., a point object) is placed in the system, occupying approximately a single spatial grid point. This results (ideally) in a
single nonzero row in the two-dimensional image of $G_k$, for which example reconstructions are presented in the top row of Figure 4. In each of these images, we see that the signal intensity is indeed concentrated near one point.

These most intense rows are extracted and considered as the reconstructed spectrums for the materials. The spectrum obtained in this manner is denoted as $\hat{s}_k \in \mathbb{R}_+^d$, and it ideally resembles the reference spectrum $s_k$ from a spectrum library (this reference library is measured separately for each material, using a conventional X-ray diffraction sensor). The correlation $\text{corr}_k = \frac{\hat{s}_k^\top s_k}{\|\hat{s}_k\| \cdot \|s_k\|}$ between $\hat{s}_k$ and $s_k$ is employed as a performance metric.

We collect $K = 25$ measurements, and for each we place different materials in the system, or the same material at different depths; for each the measurement dimension is $m = 2679$. The mean of the dark-current $u$ is obtained from measurements with an empty system (no material placed in the machine). Note that while here $m$ is only slightly smaller than $n$, and hence the system is only slightly compressive from that standpoint, the significant advantage is that the sensor does not have to sequentially scan the spatial dimension, markedly speeding sensing. We make comparisons to dMLE, CMLE and EMPG. The dMLE assumes perfect knowledge of the designed sensing matrix, the $\Phi_0$ for which the system was designed, ignoring the perturbation $\Phi_E$. Since the sensing matrix is not estimated in this case, each of the $K$ inversions are performed independently. The poor quality of these results were the motivation for the work reported in this paper.

A two-dimensional-TV regularizer [26] is used within CMLE to impose smoothness in both spectrum and depth; setting $\tau_1 = 0.02$ and $\tau_2 = 10^4$ yields the best results. For the PG model, shrinkage priors ($\alpha_f = 1, \beta_f = 10^{-6}$) are imposed on $f$, and $\beta_\Phi = 1, \alpha_{u,i} = 1, \beta_{u,i} = 1/u_{0,i}$. In fact, we observed that PG is not sensitive to these parameters. Figure 4 shows the reconstructed $\hat{G}_k$ (5 representative examples selected out of 25) by EMPG and compares the estimated spectrums $\hat{s}_k$ with other methods. Since the material only occupies one spatial grid, we can locate it by finding the strongest row in the two-dimensional image $\hat{G}_k$ (thus estimating the depth); normalizing this row gives us $\hat{s}_k$ (the bottom row of Figure 4).

Table 1 summarizes the correlation between the reference spectrum and the estimates by each approach. From the spectrum plots and correlations, we see that both CMLE and EMPG achieve marked improvements over the degraded estimator, and EMPG consistently performs the best. Furthermore, from the second row of Figure 4, we see that EMPG is more capable of capturing the peaks of the spectrum.

Considering Figure 4, results are plotted as a function of momentum transfer, which we wish to relate back to the experimental system and model, as discussed in Sec. 2. Recall that the relationship between the lattice spacing $d$, excitation energy $E$ and scatter angle $\theta$ is given by Bragg’s Law: $q = \frac{1}{2d} = \frac{E}{hc}\sin(\theta/2)$. The expression $q = 1/2d$ is called the momentum

<table>
<thead>
<tr>
<th></th>
<th>Methanol</th>
<th>Al</th>
<th>H_2O_2</th>
<th>HDPE</th>
<th>Teflon</th>
</tr>
</thead>
<tbody>
<tr>
<td>dMLE</td>
<td>0.9436</td>
<td>0.4190</td>
<td>0.9549</td>
<td>0.6906</td>
<td>0.7256</td>
</tr>
<tr>
<td>CMLE</td>
<td>0.9572</td>
<td>0.4299</td>
<td>0.9661</td>
<td>0.7100</td>
<td>0.6991</td>
</tr>
<tr>
<td>EMPG</td>
<td>0.9796</td>
<td>0.4356</td>
<td>0.9713</td>
<td>0.7321</td>
<td>0.7312</td>
</tr>
</tbody>
</table>
For each value of $q$, the variation in $E$ across the source bandwidth yields a curve in the $(E, \theta)$ space. The intensity of each of these curves is inferred as a function of $q$, and these $q$-dependent intensity curves are plotted in the second row of Figure 4. The intensity of the signal as a function of momentum transfer $q$ is used as a signature of the material (a given material is characterized by the intensity with which each momentum transfer is manifested).

6. Conclusion. We have developed collaborative reconstruction algorithms for multiple compressive Poisson measurements, to address the physical perturbations of sensing matrix in real systems. The signals and measurement matrix are jointly estimated. The CMLE algorithm has first been proposed. A new concentration-of-measure result has been established and its theoretical applications on the linear multiple-measurement model have been presented. Theoretical performance guarantees for the proposed algorithm have been established. In order to improve the flexibility and robustness, we have also developed a Bayesian model to jointly estimate signals, dark-current and the sensing matrix, where tuning of parameters via cross-validation is unnecessary. We have demonstrated in our experiments that both the CMLE and EMPG algorithms achieve promising results, while a superior performance of the Bayesian model is suggested in realistic scenarios, such as the actual X-ray scatter imaging system we considered.
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Appendix. Proof of Theorem 3.1.

Proof. Let $y \overset{d}{=} A_0 f$. Define $L \overset{d}{=} XX^\top$ where $X \overset{d}{=} [f_1, f_2, \ldots, f_K]$. We have $\|y\|_2^2 = \sum_{i=1}^m \psi_i^\top L \psi_i$, where $\psi_i^\top$ is the $i$-th row of $\Psi$. Consider the eigen-decomposition of $L = V^\top D V$ with $V$ being orthonormal, where $D = \text{diag}\{\lambda_1, \ldots, \lambda_n\}$ and let $w_i = V \psi_i$, we have

\begin{equation}
\|y\|_2^2 = \sum_{i=1}^m \psi_i^\top L \psi_i = \sum_{i=1}^m \psi_i^\top V^\top D V \psi_i = \sum_{i=1}^m w_i^\top D w_i = \sum_{j=1}^n \sum_{i=1}^m \lambda_j w_{ij}^2,
\end{equation}

where $w_{ij}$ denotes the $j$-th component of $w_i$. The expectation of $\|y\|_2^2$ can be calculated as

\begin{equation}
\mathbb{E}[\|y\|_2^2] = \sum_{j=1}^n \sum_{i=1}^m \lambda_j \mathbb{E}[w_{ij}^2] = \sum_{j=1}^n \lambda_j \text{tr}(XX^\top) = \|f\|_2^2,
\end{equation}

where $\mathbb{E}$ denotes the expectation and $\text{tr}$ denotes the trace.
where we use the fact that \( \mathbb{E}[w_{ij}^2] = \mathbb{E}[(\sum_{k=1}^n V_{jk} \psi_{ik})^2] = \frac{1}{m} \sum_{k=1}^n V_{jk}^2 = \frac{1}{m} \). Hence, we can derive the following expressions

(A.3) \[ \mathbb{P} \left( \|y\|_2^2 - \|f\|_2^2 > \epsilon \|f\|_2^2 \right) = \mathbb{P} \left( \|y\|_2^2 - \mathbb{E}[\|y\|_2^2] > \epsilon \|f\|_2^2 \right) \]

(A.4) \[ = \mathbb{P} \left( \sum_{i=1}^m \left( \sum_{j=1}^n \lambda_j w_{ij}^2 - \mathbb{E} \left[ \sum_{j=1}^n \lambda_j w_{ij}^2 \right] \right) > \epsilon \|f\|_2^2 \right) \]

(A.5) \[ = \mathbb{P} \left( \sum_{i=1}^m \left( s_i - \mathbb{E}[s_i] \right) > \epsilon \|f\|_2^2 \right), \]

where \( s_i \overset{\text{def}}{=} \sum_{j=1}^n \lambda_j w_{ij}^2 \) and the probability measure is associated with \( \Psi \). Note that \( L, \lambda_i \) and \( V \) are deterministic and \( \psi_i, i = 1, \ldots, m \) are random vectors.

Consider

\[ \mathcal{W} = \{ w \mid w = V \psi_i, i = 1, \ldots, m \text{ and } V \text{ is associated with all } f \in \Delta \} \]

and define a map \( \phi : \mathcal{W} \to \mathbb{R} \) by \( \phi(w_i) \mapsto \sum_{j=1}^n \lambda_j w_{ij}^2 \) where \( \lambda_i, i = 1, \ldots, n \) are the eigenvalues corresponding to the eigen-matrix \( V \) that is associated with \( w_i \). Equip respectively \( \mathcal{W} \) and \( \mathbb{R} \) with the Hamming distance and Euclidean distance, where the Hamming distance between \( u \in \mathcal{W} \) and \( z \in \mathcal{W} \) is defined as \( |u - z|_H = \sum_{i=1}^n (1 - \delta_{u_i, z_i}) \), where \( \delta \) is the Kronecker delta function. By our assumption that \( \Delta \) is at most countable, we can generate at most countably many \( V \) from \( \Delta \). Thus \( \mathcal{W} \) is countable at most. We first show that the map \( \phi \) is a Lipschitz map. For all \( u, z \in \mathcal{W} \), we have

(A.6) \[ |\phi(u) - \phi(z)| = \left| \sum_{j=1}^n \lambda_j (u_j - z_j) \right| \leq \sum_{j=1}^n \lambda_j |(u_j - z_j)| \leq L_n \sum_{j=1}^n (1 - \delta_{u_j - z_j}) = L_n |u - z|_H, \]

where \( L_n \) is a constant depending only on \( n \) and (A.6) follows from the fact that \( \mathcal{W} \) is a bounded space as \( \Psi \) and \( V \) are bounded. Hence \( \phi \) is an \( L_n \)-Lipschitz map. Together with the fact that \( \mathcal{W} \) is at most countable, by the main theorem in [15], we have the following concentration inequality on \( \phi \),

(A.7) \[ \mathbb{P}(|\phi(w_i) - \mathbb{E}[\phi(w_i)]| \geq t) \leq 2e^{-\frac{t^2}{2C}}, \forall t > 0, \]

where \( C \) is a constant. The result is remarkable since that one does not require \( w_i \in \mathbb{R}^n \) to have independent entries and this result may serve as a generalization of the well-known McDiarmid’s inequality.
By the concentration inequality (A.7), we may conclude that \( s_i = \phi(w_i) \) is a sub-Gaussian random variable by its definition. Moreover, \( s_i, i = 1, \ldots, m \) are independent sub-Gaussian random variables. Via the Hoeffding inequality for sub-Gaussian random variables \[28\], we have
\[
\Pr \left( \left| \sum_{i=1}^{m} (s_i - \mathbb{E}[s_i]) \right| > \epsilon \|f\|_2^2 \right) \leq e \cdot \exp \left( - \frac{c_3 \epsilon^2 \|f\|_2^4}{B^2 m} \right),
\]
where \( c_3 > 0 \) is a constant. \( B \overset{\text{def}}{=} \max_i \|s_i\|_\varnothing \) and \( \| \cdot \|_\varnothing \) is the Orlicz norm \[28\].

By the property of Orlicz norm \[28\], we have the following bound for all \( \|s_i\|_\varnothing, i = 1, \ldots, m \)
\[\|s_i\|_\varnothing \leq c_2 n,\]
where \( c_2 > 0 \) is a constant.

Combining this bound with (A.8), we have
\[\Pr \left( \left| \sum_{i=1}^{m} (s_i - \mathbb{E}[s_i]) \right| > \epsilon \|f\|_2^2 \right) \leq e \cdot \exp \left( - \frac{c_1 \epsilon^2 \|f\|_2^4}{mn^4} \right),\]
Note that above result is equivalent to the statement of the theorem.

**Appendix. Proof of Corollary 3.2.**

**Proof.** Apply Theorem 3.1 to the vector \( f - g \), we obtain
\[
\Pr \left( \|A_0(A - B)\|_2^2 - \|f - g\|_2^2 \geq \epsilon \|f - g\|_2^2 \right) \leq e \cdot \exp \left( - \frac{c_1 \epsilon^2 \|f - g\|_2^2}{mn^4} \right),
\]
where (B.1) follows from the fact \( \|f - g\|_2 \geq \frac{\|f - g\|_1}{\sqrt{Kn}} \) and the assumption \( QS(\Gamma) \geq \frac{d_1}{\sqrt{K}} \). Notice that we have \( \|f - g\|_1 \geq d_1 K^2 \). Above inequality is equivalent to the statement that
\[ (1 - \epsilon) \|f - g\|_2^2 \leq \|A_0(f - g)\|_2^2 \leq (1 + \epsilon) \|f - g\|_2^2, \forall f \in \Gamma_1, \]
with probability at least
\[ 1 - e \cdot \exp \left( - \frac{c_1 \epsilon^2 K}{mn^4} \right). \]

**Appendix. Proof of Theorem 3.4.**

**Proof.** For \( x \in U \) and \( y \in V \), apply Theorem 3.1 to vector \( f = x - y \). By the product rule, we have that the demanded \( \epsilon \)-stable embedding holds for all \( x - y \) with probability at
least

\[(C.1) \prod_{x \in U, y \in V \atop x \neq y} \left[ 1 - e \cdot \exp \left( - \frac{c_1 \epsilon^2 \|x - y\|_2^2}{mn^2} \right) \right] \geq 1 - \sum_{x \in U, y \in V \atop x \neq y} e \cdot \exp \left( - \frac{c_1 \epsilon^2 \|x - y\|_2^2}{mn^2} \right)\]

\[(C.2) \geq 1 - |U||V| \left[ e \cdot \exp \left( - \frac{c_1 \epsilon^2 \min_{x \neq y \in V} \|x - y\|_2^2}{mn^2} \right) \right].\]

Equate the right hand side of above inequality to \(1 - \rho\) and solve for \(\epsilon\). We have

\[(C.3) \epsilon = \sqrt{\frac{mn^2(\log \rho + 1 + \log |U| + \log |V|)}{c_1 \min_{x \in U, y \in V \atop x \neq y} \|x - y\|_2^2}}.\]

Hence, we have proved the claim. 

**Appendix. Proof of Theorem 3.6.**

In order to prove Theorem 3.6, we also need to establish the following lemmas which will be useful later.

**Lemma D.1.** Consider \(G \in \mathbb{R}^{m \times n}\) and \(\tilde{G} \overset{\text{def}}{=} I_K \otimes G\). Then \(\|G\|_2 = \|\tilde{G}\|_2\), where \(\|\cdot\|_2\)

\[
\text{denotes the operator norm.}
\]

**Proof.** [Proof of Lemma D.1] By definition, we have

\[(D.1) \|\tilde{G}\|_2^2 = \sup_{\|x\|_2 = 1} \|\tilde{G}x\|_2^2\]

\[(D.2) = \sup_{\|x\|_2 = 1} \sum_{i=1}^K \|Gx_i\|_2^2\]

where \(x = (x_1^T, \ldots, x_K^T)^T \in \mathbb{R}^{Kn}\). Since \(\|Gx_i\|_2^2 \leq \|G\|_2^2 \|x_i\|_2^2\), we have

\[(D.3) \|\tilde{G}\|_2^2 \leq \|G\|_2^2 \sup_{\|x\|_2 = 1} \sum_{i=1}^K \|x_i\|_2^2 = \|G\|_2^2 \sup_{\|x\|_2 = 1} \|x\|_2^2 = \|G\|_2^2.\]

Conversely, consider \(y^*\) with \(\|y^*\|_2 = 1\) being a vector such that \(\|G\|_2 = \|Gy^*\|_2\). By letting \(x_1 = y^*\) and \(x_i = 0\) for \(i = 2, \ldots, K\), we have \(\|\tilde{G}\|_2 \geq \|G\|_2\). Hence \(\|\tilde{G}\|_2 = \|G\|_2\).

**Lemma D.2.**

\[2E_{\hat{f}^*, \theta^*} \left[ \log \frac{1}{\sqrt{\int p(y|A^*f^* + \lambda)p(y|\hat{A}f + \lambda)dv(y)}} \right] \leq E_{\hat{f}^*, \theta^*} \left[ \min_{\{A_E, f\}\in \Gamma} \left\{ KL(p(\cdot|(A_0 + A_E^*)f^* + \lambda)|p(\cdot|(A_0 + A_E)f + \lambda)) + 2 \text{pen}(f) + \frac{2\|A_E\|_F}{K} \right\} \right].\]
where \( \nu \) is the counting measure on \( \mathbb{Z}_+^K \), \( \lambda = 1_K \otimes u \) is the known dark-current and \( \text{KL}(\cdot || \cdot) \) denotes the Kullback-Leibler distance. The expectation is taken with respect to an arbitrary joint distribution on \( \{A, f\} \).

**Proof.** [Proof of Lemma D.2] The proof is based on the techniques as in [18]. Denote \( p_{A^*f^*} \overset{\text{def}}{=} p(y|(A_0 + A^*_E)f^* + \lambda) \) and \( p_{Af} \overset{\text{def}}{=} p(y|(A_0 + A_E)f + \lambda) \). Define \( \mathcal{H}(A^*f^*, Af) \overset{\text{def}}{=} \int \sqrt{p_{A^*f^*}p_{Af}^*} \nu \) as the Hellinger affinity. We have

\[
2 \log \frac{1}{\mathcal{H}(A^*f^*, Af)} = 2 \log \left[ \frac{\sqrt{p_{Af}/p_{A^*f^*}} e^{-\text{pen}(f) - \frac{\|A_E\|_F}{K}}}{\mathcal{H}(A^*f^*, Af)} \right] + \log \frac{p_{A^*f^*}}{p_{Af}} + 2 \text{pen}(f) + 2 \frac{\|A_E\|_F}{K}
\]

The right hand side of above equation can be bounded above as

\[
2 \log \left[ \frac{\sqrt{p_{Af}/p_{A^*f^*}} e^{-\text{pen}(f) - \frac{\|A_E\|_F}{K}}}{\mathcal{H}(A^*f^*, Af)} \right] + \log \frac{p_{A^*f^*}}{p_{Af}} + 2 \text{pen}(f) + 2 \frac{\|A_E\|_F}{K}
\]

\[
\leq 2 \log \sum_{\{A_E,f\} \in \Gamma} \left[ \frac{\sqrt{p_{Af}/p_{A^*f^*}} e^{-\text{pen}(f) - \frac{\|A_E\|_F}{K}}}{\mathcal{H}(A^*f^*, Af)} \right] + \log \frac{p_{A^*f^*}}{p_{Af}} + 2 \text{pen}(f) + 2 \frac{\|A_E\|_F}{K}
\]

Notice that the argument of the expectation in the left hand side of the claimed inequality is only a function of \( A^*_E \) and \( f^* \). Hence, we have \( \mathbb{E}_{A^*, f^*}[\cdot] = \mathbb{E}_{A^*, f^*}[\mathbb{E}_Y|A^*, f^*][\cdot] \), where \( p_{Y = y|A^*, f^*} = p(y|A^*f^* + \lambda) \overset{\text{def}}{=} p_{A^*f^*} \) and \( p_{Y = y|A, f} = p(y|Af + \lambda) = p_{Af} \). Via the Jensen’s inequality, we have the following bound for the right side of above inequality

\[
\mathbb{E}_Y|A^*, f^* \left[ \log \sum_{\{A_E,f\} \in \Gamma} \left[ \frac{\sqrt{p_{Af}/p_{A^*f^*}} e^{-\text{pen}(f) - \frac{\|A_E\|_F}{K}}}{\mathcal{H}(A^*f^*, Af)} \right] \right]
\]

\[
\leq \log \sum_{\{A_E,f\} \in \Gamma} \left[ e^{-\text{pen}(f) - \frac{\|A_E\|_F}{K}} \mathbb{E}_Y|A^*, f^* \left[ \sqrt{p_{Af}/p_{A^*f^*}} \right] \right]
\]

\[
\leq \log \sum_{\{A_E,f\} \in \Gamma} \left[ e^{-\text{pen}(f) - \frac{\|A_E\|_F}{K}} \mathbb{E}_Y|A^*, f^* \left[ \sqrt{p_{Af}/p_{A^*f^*}} \right] \right]
\]

\[
= \log \sum_{\{A_E,f\} \in \Gamma} \left[ e^{-\text{pen}(f) - \frac{\|A_E\|_F}{K}} \right]
\]

\[
\leq \log \sum_{f \in \Gamma} \left[ e^{-\text{pen}(f)} \right] \leq 0.
\]
By the definition of \( \{ \hat{A}_E, \hat{f} \} \), we have
\[
\mathbb{E}_{Y | A^*, f^*} \left[ \log \frac{pA^* \hat{f}}{pA} + 2 \text{pen}(\hat{f}) + \frac{2\| \hat{A}_E \|_F}{K} \right] \\
\leq \mathbb{E}_{Y | A^*, f^*} \left\{ \min_{(A_E, f) \in \Gamma} \left[ \log \frac{pA^* \hat{f}}{pA} + 2 \text{pen}(f) + \frac{2\| A_E \|_F}{K} \right] \right\} \\
\leq \min_{(A_E, f) \in \Gamma} \left[ \text{KL}(p(\cdot | A^* f^*)) | p(\cdot | Af)) + 2 \text{pen}(f) + \frac{2\| A_E \|_F}{K} \right].
\]
(D.6)

By taking expectation on both sides of (D.4) and using the fact that \( \mathbb{E}_{A^*, f^*}[\cdot] = \mathbb{E}_{A^*, f^*}[\mathbb{E}_{Y | A^*, f^*}[\cdot]] \) and (D.6), we have proved the claim. □

**Proof.** [Proof of Theorem 3.6] Recall the definition \( A^* = A_0 + A_E^* \) and \( \hat{A} = A_0 + \hat{A}_E \).

In the proof, we use the following well-known relationships among matrix norms. For \( D \in \mathbb{R}^{m \times n} \), we have \( \| D \|_2 \leq \| D \|_F \leq \sqrt{mn} \| D \|_2 \) and \( \| D \|_2 \leq \sqrt{mn} \| D \|_{\max} \), where \( \| D \|_{\max} \) is defined as \( \max_{1 \leq i \leq m, 1 \leq j \leq n} | D_{ij} | \). We first establish the following inequality via the triangle inequalities.

\[
\| A^* f^* - \hat{A} \hat{f} \|_2 = \|(A_0 + A_E^*)(f^* - \hat{f}) + (A_E^* - \hat{A}_E)\hat{f} \|_2 \\
\geq \| A(f^* - \hat{f}) \|_2 - \| (A_E^* - \hat{A}_E)\hat{f} \|_2.
\]
(D.7)

Hence,

\[
\| A^* (f^* - \hat{f}) \|_2 \leq \| A^* f^* - \hat{A} \hat{f} \|_2 + \| (A_E^* - \hat{A}_E)\hat{f} \|_2 \\
\leq \| A^* f^* - \hat{A} \hat{f} \|_1 + \| (A^* - \hat{A})\hat{f} \|_1,
\]
(D.8)

where (D.8) follows from properties of \( L_p \) norm. On the other hand, by Corollary 3.2, \( \hat{A}_0 \) satisfies the RIP condition
\[
(1 - \epsilon)\| \tilde{f} - \hat{f} \|_2^2 \leq \| \tilde{A}_0 (\tilde{f} - \hat{f}) \|_2^2 \leq (1 + \epsilon)\| \tilde{f} - \hat{f} \|_2^2,
\]
with probability at least \( 1 - \epsilon \cdot \exp \left( -\frac{c_0 \epsilon^2 K}{mn} \right) \). As \( \| f_i \|_1 = \| \tilde{f}_i \|_1 = I, i = 1, \ldots, k \), we have that \( A_0 = \hat{A}_0 + \text{diag}\{ \frac{1}{\sqrt{m}} 1_{m \times n}, \ldots, \frac{1}{\sqrt{m}} 1_{m \times n} \} \) also satisfies
\[
(1 - \epsilon)\| f - \hat{f} \|_2^2 \leq \| A_0 (f - \hat{f}) \|_2^2 \leq (1 + \epsilon)\| f - \hat{f} \|_2^2,
\]
(D.10)

with probability at least \( 1 - \epsilon \cdot \exp \left( -\frac{c_0 \epsilon^2 K}{mn} \right) \). Via the result for perturbed sensing matrix in [11], we can derive the following expression
\[
(1 - \epsilon')\| f - \hat{f} \|_2^2 \leq \| A(f - \hat{f}) \|_2^2 \leq (1 + \epsilon')\| f - \hat{f} \|_2^2,
\]
(D.11)

with probability at least \( 1 - \epsilon \cdot \exp \left( -\frac{c_0 \epsilon^2 K}{mn} \right) \) and \( \epsilon' \) is defined as \( (1 + \epsilon)(1 + \epsilon)^2 - 1 \). Note that by our assumption on the choice of \( \epsilon \) in the statement of the theorem, we always have \( 1 - \epsilon' > 0 \). Combining (D.8) and (D.11), we have the following inequality on the risk between the true
underlying signal $\{A_E^*, f^*\}$ and the estimate $\{\hat{A}_E, \hat{f}\}$ output by CMLE, with probability at least $1 - e \cdot \exp\left(-\frac{c^2 K m}{mn}\right)$

$$
R(\{\hat{A}_E, \hat{f}\}, \{A_E^*, f^*\}) = \frac{\|\hat{f} - f^*\|_2}{K\|f^*\|_2} + \frac{\|\hat{A}_E - A_E^*\|_F}{K\|A_E^*\|_F} \\
\leq \frac{\sqrt{m}\|\hat{f} - f^*\|_2}{\sqrt{K}\|f^*\|_1} + \frac{\|\hat{A}_E - A_E^*\|_F}{K\|A_E^*\|_2} \\
= \frac{\sqrt{m}\|\hat{f} - f^*\|_2}{K\sqrt{K}T} + \frac{\|\hat{A}_E - A_E^*\|_F}{K\|A_E^*\|_2} \\
\leq \frac{\sqrt{m}\|A^* f^* - \hat{A} \hat{f}\|_1}{K\sqrt{K}T\sqrt{1 - \epsilon}'} + \frac{\sqrt{m}\|\hat{A}^* f^* - A^* \hat{f}\|_1}{K\sqrt{K}T\sqrt{1 - \epsilon}'} + \frac{\|\hat{A}_E\|_F + \|A_E^*\|_F}{K\|A_E^*\|_2} \\
\leq \frac{\sqrt{m}\|A^* f^* - \hat{A} \hat{f}\|_1}{K\sqrt{K}T\sqrt{1 - \epsilon}'} + \frac{\sqrt{m}\|\hat{A}^* f^* - A^* \hat{f}\|_1}{K\sqrt{K}T\sqrt{1 - \epsilon}'} + \frac{2\sqrt{m\epsilon_1}}{K\|A_E^*\|_2}\|\Phi_0\|_2,
$$
(D.12)

where the inequalities directly follow from triangle inequality, the properties of matrix norm and Lemma D.1, respectively.

We first work on the bound for the term $\|A^* f^* - \hat{A} \hat{f}\|_1$. We establish the following inequalities

$$
\|A^* f^*\|_1 \leq \sqrt{Km}\|A^* f^*\|_2 \\
\leq \sqrt{Km}\|A^*\|_2\|f^*\|_2 \\
\leq \sqrt{Km}\|A^*\|_2\|f^*\|_1 \\
\leq K\sqrt{Km}\|A^*\|_2 \\
\leq K\sqrt{Km}\|\Phi^*\|_2 \\
\leq K\sqrt{Km}(\|\Phi_0\|_2 + \|\Phi_E^*\|_2) \\
\leq K\sqrt{Km}(1 + \epsilon_1)\|\Phi_0\|_2,
$$
(D.13)

where various inequalities follow from the properties of matrix norm and Lemma D.1. Similarly, we can show

$$
\|\hat{A} \hat{f}\|_1 \leq K\sqrt{Km}(1 + \epsilon_1)\|\Phi_0\|_2.
$$
(D.14)
We have

\[ \| A^* f^* - \hat{A}f \|_1^2 = \left( \sum_{i=1}^{Km} \left| \sqrt{(A^* f^* + \lambda)_i} - \sqrt{(\hat{A}f + \lambda)_i} \right| \cdot \sqrt{(A^* f^* + \lambda)_i} + \sqrt{(\hat{A}f + \lambda)_i} \right)^2 \]

(D.15)

\[ \leq \sum_{i,j=1}^{Km} \left| \sqrt{(A^* f^* + \lambda)_i} - \sqrt{(\hat{A}f + \lambda)_i} \right|^2 \cdot \left| (A^* f^* + \lambda)_j + (\hat{A}f + \lambda)_j \right| \]

(D.16)

\[ \leq (K I \sqrt{Km(1 + \epsilon_1)} \| \Phi_0 \|_2 + 4KU) \sum_{i=1}^{km} \left| \sqrt{(A^* f^* + \lambda)_i} - \sqrt{(\hat{A}f + \lambda)_i} \right|^2 , \]

(D.17)

where (D.15) and (D.16) follow from the Cauchy-Schwartz inequality for the vectors and arithmetic-mean inequality [3]. (D.17) follows from (D.13) and (D.14).

Followed by the Bhattacharyya identity [1] and similar steps in [24], we can show that

\[ \sum_{i=1}^{Km} \left| \sqrt{(A^* f^* + \lambda)_i} - \sqrt{(\hat{A}f + \lambda)_i} \right|^2 = -2 \log \prod_{i=1}^{Km} \exp \left( -\frac{1}{2} \left[ \sqrt{(A^* f^* + \lambda)_i} - \sqrt{(\hat{A}f + \lambda)_i} \right]^2 \right) \]

(D.18)

\[ = 2 \log \frac{1}{\int \sqrt{p(y|A^* f^* + \lambda)p(y|\hat{A}f + \lambda)} d\nu(y)} , \]

where \( \nu \) is the counting measure on \( \mathbb{Z}_+^{Km} \). By Lemma D.2, we have

\[ 2\mathbb{E}_{A^*, f^*} \left[ \log \frac{1}{\int \sqrt{p(y|A^* f^* + \lambda)p(y|\hat{A}f + \lambda)} d\nu(y)} \right] \]

(D.19)

\[ \leq \mathbb{E}_{A^*, f^*} \left\{ \min_{\{A_E, f\} \in \Gamma} \left[ \text{KL}(p(\cdot|A^* f^* + \lambda)||p(\cdot|A f + \lambda)) + 2\text{pen}(f) + 2\frac{\|A_E\|_F^2}{K} \right] \right\} , \]
and the KL divergence can be bounded as

\[
\text{KL}(p(\cdot | A^* f^* + \lambda) \| p(\cdot | Af + \lambda))
\]

\[
\begin{align*}
&= \sum_{i=1}^{Km} \left[ (A^* f^* + \lambda)_i \log \frac{(A^* f^* + \lambda)_i}{(Af + \lambda)_i} - (A^* f^* + \lambda)_i + (Af + \lambda)_i \right] \\
&\leq \sum_{i=1}^{Km} \left[ (A^* f^* + \lambda)_i \left( \frac{(A^* f^* + \lambda)_i}{(Af + \lambda)_i} - 1 \right) - (A^* f^* + \lambda)_i + (Af + \lambda)_i \right] \\
&= \sum_{i=1}^{Km} \left[ \frac{1}{(Af + \lambda)_i} [(Af + \lambda)_i^2 - 2(Af + \lambda)_i(A^* f^* + \lambda)_i + (A^* f^* + \lambda)_i^2] \right] \\
&\leq \frac{Km}{c_I} \| Af - A^* f^* \|_2^2 \\
&= \frac{Km}{c_I} \| A^*(f^* - f) - (A_E^* - A_E) f^* \|_2^2 \\
&\leq \frac{2Km}{c_I} \| A(f^* - f) \|_2^2 + \| (A_E^* - A_E) f^* \|_2^2 \\
&\leq \frac{2Km}{c_I} [(1 + \epsilon')(f^* - f) \|_2^2 + K^2 f^2 \| A_E^* - A_E \|_F^2]
\end{align*}
\]

where (D.21) follows from the fact that \( \log t \leq t - 1, \forall t > 0 \) and (D.26) follows the properties of matrix norm.

Now we try to bound \( \| (A^* - \hat{A})\hat{f} \|_1 \). Followed by similar steps from (D.15) to (D.17), we have

\[
\| (A^* - \hat{A})\hat{f} \|_1^2 \leq (KI\sqrt{Km}(1 + \epsilon_1))\| \Phi_0 \|_2 + 4KU \sum_{i,j=1}^{Km} \left| \sqrt{(A^* f + \lambda)_i} - \sqrt{(\hat{A} f + \lambda)_i} \right|^2 .
\]

Via the Bhattacharyya identity, we derive

\[
\sum_{i,j=1}^{Km} \left| \sqrt{(A^* f + \lambda)_i} - \sqrt{(\hat{A} f + \lambda)_i} \right|^2 = -2 \log \prod_{i=1}^{Km} \exp \left( -\frac{1}{2} \left[ \sqrt{(A^* f + \lambda)_i} - \sqrt{(\hat{A} f + \lambda)_i} \right]^2 \right) = 2 \log \frac{1}{\int p(y | A^* f + \lambda)p(y | \hat{A} f + \lambda) d\nu(y)} .
\]

Followed by similar steps in the proof of Lemma D.2, we can establish

\[
2E_{A^* f^*} \left[ \log \frac{1}{\int p(y | A^* f + \lambda)p(y | \hat{A} f + \lambda) d\nu(y)} \right] \leq E_{A^* f^*} \left\{ \min_{\{A_E, f\} \in \Gamma} \left[ \text{KL}(p(\cdot | A^* f + \lambda) \| p(\cdot | Af + \lambda)) + 2\text{pen}(f) + 2\|A_E\|_F \] \right\} ,
\]

\[
\text{pen}(f) = \frac{1}{2} \| A^* f - A^* f^* \|_2^2 + \frac{1}{2} \| A_E f - A_E f^* \|_2^2 + \frac{1}{2} \| A_E f - A_E f^* \|_2^2.
\]
and the KL divergence can be bounded as

\[
\text{KL}(p(\cdot | A^*\hat{f} + \lambda)\| p(\cdot | Af + \lambda)) \\
= \sum_{i=1}^{Km} \left[ (A^*\hat{f} + \lambda)_i \log \frac{(A^*\hat{f} + \lambda)_i}{(Af + \lambda)_i} - (A^*\hat{f} + \lambda)_i + (Af + \lambda)_i \right] \\
\leq \sum_{i=1}^{Km} \left[ (A^*\hat{f} + \lambda)_i \left( \frac{(A^*\hat{f} + \lambda)_i}{(Af + \lambda)_i} - 1 \right) - (A^*\hat{f} + \lambda)_i + (Af + \lambda)_i \right] \\
= \sum_{i=1}^{Km} \left[ \frac{1}{(Af + \lambda)_i} \left( (Af + \lambda)_i^2 - 2(Af + \lambda)_i(A^*\hat{f} + \lambda)_i + (A^*\hat{f} + \lambda)_i^2 \right) \right] \\
\leq \frac{Km}{cl} \| Af - A^*\hat{f} \|_2^2 \\
= \frac{Km}{cl} \| A^*(\hat{f} - f) + (A^* - A)f \|_2^2 \\
\leq \frac{2Km}{cl} \| A^*(\hat{f} - f) \|_2^2 + \| (A^*_E - A_E)f \|_2^2 \\
\leq \frac{2Km}{cl} \left[ (1 + \epsilon') \| (\hat{f} - f) \|_2^2 + K^2 I^2 \| A^*_E - A_E \|_2^2 \right].
\] (D.27)

Combining above derived inequalities, we have

\[
\min_{\{A_E, f\} \in \Gamma} \left[ \text{KL}(p(\cdot | A^*\hat{f} + \lambda)\| p(\cdot | Af + \lambda)) + 2 \text{pen}(f) + \frac{2\| A_E \|_F}{K} \right] \\
\leq \min_{\{A_E, f\} \in \Gamma} \left[ \frac{2Km}{cl} \| (1 + \epsilon') \| (\hat{f} - f) \|_2^2 + K^2 I^2 \| A^*_E - A_E \|_2^2 + 2 \text{pen}(f) + \frac{2\| A_E \|_F}{K} \right] \\
\leq \min_{A_E \in V_2} \left[ \frac{2K^3 m I}{c} \| A^*_E - A_E \|_F^2 + 2 \text{pen}(f) + \frac{2\| A_E \|_F}{K} \right] \\
\leq 2P + \min_{A_E \in V_2} \left[ \frac{2K^3 m I}{c} \| A^*_E - A_E \|_F^2 + 2 \frac{\| A_E \|_F}{K} \right],
\] (D.30)

where (D.31) follows from the fact that the variables of the minimization argument are sep-
rable. Therefore, we derive
\[ E_{A^*_f} \left[ R(\{\hat{A}_E, \hat{f}\}, \{A^*_E, f^*\}) \right] \]
\[ \leq E_{A^*_f} \left[ \frac{\sqrt{n}||A^*_f - \hat{A}^*_f||_1}{\sqrt{K/\sqrt{(1-\epsilon)}}} + \frac{\sqrt{n}(\hat{A}^* - \hat{A})\hat{f}}{\sqrt{K/\sqrt{(1-\epsilon)}}} + \frac{2\sqrt{m\epsilon_1}}{K||A^*_E||_2} ||\Phi_0||_2 \right] \]
\[ = E_{A^*_f} \left[ \sqrt{n} \frac{\frac{1}{\sqrt{m}}(1+\epsilon_1)||\Phi_0||_2}{(1-\epsilon')} + \frac{4Un}{K^2I^2(1-\epsilon')} \cdot \min_{(A_E, f) \in \Gamma} \left\{ \frac{2Km}{cI} ((1+\epsilon')||f^* - f||_2^2 + K^2I^2||A^*_E - A_E||_F^2) + 2\text{pen}(f) + 2\frac{||A_E||_F}{K} \right\} \right. \]
\[ \left. + \frac{2\sqrt{m\epsilon_1}}{K||A^*_E||_2} ||\Phi_0||_2 \right] \cdot \sqrt{2P + \min_{(A_E) \subset \Gamma} \left\{ \frac{2K^3mI}{c} ||A^*_E - A_E||_F^2 + 2\frac{||A_E||_F}{K} \right\}} \]
\[ + \frac{2\sqrt{m\epsilon_1}}{K||A^*_E||_2} ||\Phi_0||_2 \].

We may further bound \( ||\Phi_0||_2 \) as \( ||\Phi_0||_2 \leq \sqrt{mn} ||\Phi_0||_{max} = 2\sqrt{n} \). Finally, we have
\[ E_{A^*_f} \left[ R(\{\hat{A}_E, \hat{f}\}, \{A^*_E, f^*\}) \right] \]
\[ \leq E_{A^*_f} \left[ \sqrt{n} \frac{\frac{1}{\sqrt{m}}(1+\epsilon_1)||\Phi_0||_2}{(1-\epsilon')} + \frac{4Un}{K^2I^2(1-\epsilon')} \cdot \min_{(A_E, f) \in \Gamma} \left\{ \frac{2Km}{cI} ((1+\epsilon')||f^* - f||_2^2 + K^2I^2||A^*_E - A_E||_F^2) + 2\text{pen}(f) + 2\frac{||A_E||_F}{K} \right\} \right. \]
\[ \left. + \frac{2\sqrt{m\epsilon_1}}{K||A^*_E||_2} ||\Phi_0||_2 \right] \cdot \sqrt{2P + \min_{(A_E) \subset \Gamma} \left\{ \frac{2K^3mI}{c} ||A^*_E - A_E||_F^2 + 2\frac{||A_E||_F}{K} \right\}} \]
\[ + \frac{2\sqrt{m\epsilon_1}}{K||A^*_E||_2} ||\Phi_0||_2 \cdot \left( 1 - \frac{m(\frac{1}{2})^n}{2} - \epsilon \cdot \exp(-\frac{\epsilon_1^2K}{mn}) \right). \]

Further, we need to guarantee that each row of \( A_0 \) has at least one non-zero entry and
this is valid with probability at least \( 1 - m(\frac{1}{2})^n \). Together with the probability guaranteeing
the RIP condition as in Corollary 3.2, we have that above inequality holds with probability
at least \( 1 - m(\frac{1}{2})^n - \epsilon \cdot \exp(-\frac{\epsilon_1^2K}{mn}) \).

**Appendix. Proof of Theorem 3.7.**

**Proof.** We first prove the following lemma.

**Lemma E.1.** If \( \tau_1 \geq 2 \) and \( \tau_2 > 0 \), then
\[ 2E_{A^*_f} \left[ \log \frac{1}{\int \sqrt{p(y|A^*_f + \lambda)p(y|\hat{A}^* + \lambda)d\nu(y)}} \right] \]
\[ \leq E_{A^*_f} \left[ \min_{(A_E, f) \in \Gamma} \left\{ \text{KL}(p(\cdot|A_0 + A^*_E)f^* + \lambda)|p(\cdot|A_0 + A_E)f + \lambda)| + \tau_1 \text{pen}(f) + \tau_2 ||A_E||_F \right\} \right], \]
where \( \nu \) is the counting measure on \( \mathbb{Z}^K_+ \), \( \lambda = 1_K \otimes u \) is the known dark-current and \( \text{KL}(\cdot||\cdot) \)
denotes the Kullback-Leibler distance. The expectation is taken with respect to an arbitrary
joint distribution on \{A, f\}.
Proof. [Proof of Lemma E.1] The proof of Lemma E.1 is very similar to Lemma D.2 and the following inequality is used here.

\[
E_{|A^*, f^*} \left[ \log \sum_{\{A, f\} \in \Gamma} \left( \frac{\sqrt{pA^*f^*/\|A^*f^*\|^2} e^{-\frac{\gamma_1 \text{pen}(f)}{2}}}{H(A^*, f^*)} \right) \right]
\leq \log \sum_{\{A, f\} \in \Gamma} \left[ e^{-\frac{\gamma_1 \text{pen}(f)}{2}} \right]
= \log \sum_{\{A, f\} \in \Gamma} \left[ e^{-\text{pen}(f)} \right] \leq 0.
\]

The proof of the main theorem now follows similar steps in the proof of Theorem 3.6 and this lemma.

Appendix. MCMC and EM Inference for PG Model. The model is expressed as

(F.1) \( y_k \sim \text{Pois}(\Phi f_k + u) \), \( f_k \sim \prod_{j=1}^{n} \text{Gamma}(f_{k,j}; \alpha_f, \beta_f) \), \( u \sim \prod_{i=1}^{m} \text{Gamma}(u_i; \alpha_{u,i}, \beta_{u,i}) \).

1. MCMC inference

The augmented Poisson model [36] introduces auxiliary variables \( g_{k,i,j} \) where

(F.2) \( g_{k,i,j} \sim \text{Pois}(\Phi_{i,j} f_{k,j}) \), \( j = 1, \ldots, n \) and \( g_{k,i,n+1} \sim \text{Poiss}(u_i) \) with \( \sum_{j=1}^{n+1} g_{k,i,j} = y_{k,i} \),

and it states

(F.3) \( (g_{k,i,1}, \ldots, g_{k,i,n}, g_{k,i,n+1})|y_{k,i} \sim \text{mult} \left( \frac{\Phi_{i,1} f_{k,1} + u_i}{\sum_{j=1}^{n} \Phi_{i,j} f_{k,j} + u_i}, \ldots, \frac{\Phi_{i,n} f_{k,n} + u_i}{\sum_{j=1}^{n} \Phi_{i,j} f_{k,j} + u_i}, \sum_{j=1}^{n+1} \Phi_{i,j} f_{k,j} + u_i \right) \)

Thus we first sample the auxiliary variables from the above multinomial distribution. Then by the conjugacy between Gamma and Poisson distribution, we can show that the posteriors are

(F.4) \( f_{k,j} \sim \text{Gamma}(\alpha_f + \sum_i g_{k,i,j}, \beta_f + \sum_i \Phi_{i,j}) \)
\( u_i \sim \text{Gamma}(\alpha_{u,i} + \sum_k g_{k,i,n+1}, \beta_{u,i} + K) \)
\( \Phi_{i,j} \sim \text{Gamma}(\beta_f \Phi_{0,i,j} + \sum_k g_{k,i,j}, \beta_f + \sum_k \Phi_{i,j}) \)
2. EM Inference

The EM inference is readily available once the posteriors are derived. Based on the multinomial distribution \(F.3\), the expectation of \(g_{\ell,i,j}\) is

\[
\xi_{k,i,n+1} = \frac{\hat{u}_i}{\sum_{j=1}^n \Phi_{i,j} \hat{f}_{k,j} + \hat{u}_i} y_{k,i},
\]

where we add \(\hat{\cdot}\) to all variables to denote their current estimates during iteration. The M-step then assigns to the variables the modes of their posteriors in equation \(F.4\).

\[
\hat{f}_{k,j} = \left[ \alpha_f + \sum_{i=1}^m \xi_{k,i,j} - 1 \right]^{+}, \quad \forall k = 1, \ldots, K; \ i = 1, \ldots, m; \ j = 1, \ldots, n;
\]

\[
\hat{u}_i = \left[ \frac{\alpha_u + \sum_{k=1}^K \xi_{k,i,n+1} - 1}{\beta_u + k} \right]^{+},
\]

\[
\Phi_{i,j} = \left[ \frac{\beta_f \Phi_{0,i,j} + \sum_{k=1}^K \xi_{k,i,j} - 1}{\beta_f + \sum_{k=1}^K \hat{f}_{k,j}} \right]^{+},
\]

where \([a]^{+}\) is understood as

\[
[a]^{+} = \begin{cases} 
  a, & a \geq 0 \\
  0, & a < 0
\end{cases}
\]
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