An elastic–plastic constitutive model for ceramic composite laminates
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ABSTRACT

Existing phenomenological constitutive models are unable to capture the full range of behaviors of ceramic composite laminates. To ameliorate this deficiency, we propose a new model based on the deformation theory of plasticity. The predictive capabilities of the model are assessed through comparisons of computed and measured strain and displacement fields in open-hole tension tests. The agreements in the magnitude of strains and in the size and shape of shear bands that develop around a hole are very good over most of the loading history. Some discrepancies are obtained at high stresses. These are tentatively attributed to non-proportional stressing of some material elements: a feature not captured by the present model.

1. Introduction

Ceramic matrix composites (CMCs) of engineering interest exhibit some capacity for inelastic straining prior to fracture. The inelasticity can play an important role in the distributions of stresses and strains in coupons or components containing holes or notches (much like plasticity in metals). One consequence is a reduced degree of notch–sensitivity of tensile strength (relative to truly brittle materials) [1–9]. A robust capability for modeling inelasticity in CMCs would enable the design of complex engineering components and could lead to designs that are less conservative than those that would emerge from purely elastic analyses. The present article focuses on the modeling of the deformation of CMCs under multiaxial (2-D) loadings.

The primary mechanism for inelasticity in CMCs at low stresses is matrix microcracking. In notched panels of CMCs with stiff matrices (e.g. SiC/SiC, SiC/CAS), microcracking occurs first directly ahead of the notch tip and then spreads across the net section in a spatially distributed manner [10,1,5]. In contrast, microcracking in CMCs with compliant matrices (e.g. SiC/C, C/C) is manifested in shear damage bands that initiate at the notch tip and extend parallel to the axis of applied load [10,3]. The former type of composite has been termed ‘Class II’ and the latter type ‘Class III’ [11]. For both classes, fiber fracture becomes important at higher stresses, providing an additional mechanism of inelastic deformation and ultimately leading to macroscopic rupture.

Micromechanical models developed over the past three decades have provided great insights into the mechanics of matrix cracking. The onset of matrix cracking in unidirectionally-reinforced materials loaded in uniaxial tension along the fiber direction is particularly well-understood [12,13]. But such models are difficult to extend in a generic manner to laminates with other architectures and to the macro-scale. There are two reasons for this. First, principal stresses are generally oriented at an arbitrary angle with respect to the fiber axes; existing micromechanical models of even unidirectional CMCs have yet to be extended to general multiaxial in-plane loadings. Second, the mechanisms of cracking in multidirectional laminates and the associated mechanics are significantly more complex than those of the constituent unidirectional plies. Several additional damage mechanisms can arise, including crack tunneling in transverse plies, growth of partially unbridged cracks into axial plies, and delamination between plies [14,15]. It would appear that deriving macro-scale constitutive models (at scales >1 mm) directly from micromechanical models (at scales of 1 μm to 100 μm) is not currently feasible.

Unsurprisingly, existing constitutive models for CMC laminates under general multiaxial loading are largely phenomenological (not micromechanical) in nature [16]. By ‘phenomenological’, we mean that the models take as inputs macroscopic quantities such as stress–strain curves into a framework that relates stresses to strains. Two classes of models exist.

The first relies on concepts from continuum damage mechanics [17–19]. Here the state of the composite is described by internal damage variables that can be scalars, vectors, or tensors. As these damage variables evolve with applied loads, the stiffness of the composite is degraded. The damage evolution laws are calibrated
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using experimental data. In some models, such as that of Talreja [17], the damage variables are, in principle, measurable quantities, e.g. crack density; in others, such as that of Camus [18], they are not, and must instead be inferred from macroscopic stress–strain data. The fundamental tradeoff in all such models is between the complexity of the representation of damage and the amount of experimental data needed for calibration. For instance, the model of Talreja [17] requires evolution laws for four different damage tensors that represent crack densities, debond lengths, etc. A very extensive experimental program is thus required to calibrate the model for general multiaxial loading. Despite their complexity, it remains unclear whether the predictive capability of such models is actually enhanced by the large number of internal variables.

The second modeling approach dispenses with internal damage variables and instead assumes that the degradation of the composite stiffness can be related to macroscopic stress– strain functions from standard mechanical tests that elicit the important damage mechanisms. In principle, this approach should yield mathematically simpler models that can be calibrated with far fewer experimental data, since there are far fewer ‘fitting constants.’ Models of this type have been developed mainly for use with polymer matrix composites [20–22]. An attempt to extend the approach to CMC laminates was made by Genin and Hutchinson [2] and later expanded by Rajan and Zok [23]. For reasons elaborated upon in Section 3, however, these models are limited in applicability: that is, they presuppose a particular form of the yield/cracking surface that may be consistent with the behavior of some material systems but not others. Here we address these deficiencies and propose an alternative model that is less restrictive yet equally straightforward to implement.

The principal objective of the present study is to develop a plane-stress, phenomenological elastic–plastic model for CMC laminates that satisfies the following criteria:

1. It can be calibrated using experimental data from standard mechanical tests (e.g. tension, shear).
2. It is applicable to common CMC fiber architectures, notably cross-ply ([0°/90°]s) and quasi-isotropic ([0°/±45°/90°]s) laminates.
3. It can capture the behavior of a range of CMCs, including those with stiff or compliant matrices.

The outline of the article is as follows. First, the results of mechanical tests (uniaxial tension at 0°, tension at 45°, and Iosipescu shear) for a commercial SiC/SiCN woven CMC are presented. Second, these data are combined with previously reported results for other material systems and used to assess two existing phenomenological models for CMC laminates: notably, that of Genin and Hutchinson [2] and an adaptation of the model of Hahn [20]. The two models are distinguished by their respective predictions of the relationship between the mechanical responses in shear and in 45° tension. Notably, the shear/tensile cracking stress ratios from the GH model and the Hahn model are 1 and 1/2, respectively. The actual behavior, from both the experimental data and from theoretical considerations, is roughly bounded by these two extremes. Third, a new phenomenological elastic–plastic model is proposed. It is based on the deformation theory of plasticity and it combines features of both the GH and Hahn-type models. Importantly, it allows for arbitrary values of the shear/tensile cracking stress ratio. The predictive capabilities of the model are assessed in two ways: (i) by comparisons with measured inelastic responses in 45° tensile stress–strain curves, and (ii) comparisons of computed and measured displacement and strain fields in open-hole tension tests. The errors in the predicted open-hole tensile results are computed and rationalized in terms of the degree of non-proportional stressing that occurs during inelastic straining in the test geometry of interest.

2. Materials and experiments

2.1. Material

The material investigated in the present study comprises 8 plies of Hi-Nicalon (SiC) fibers in an 8-harness satin weave, a BN interface coating, and a SiCN matrix made through a combination of slurry infiltration and precursor impregnation and pyrolysis (S-200H, COI Ceramics, Inc., San Diego, CA). The finished composite panel was 2.25 mm thick. Optical micrographs (Fig. 1) reveal some remnant porosity and extensive microcracking in the matrix. These defects play a significant role in the average matrix modulus and strength, as manifested in the mechanical test results presented below.

2.2. Experimental procedures

Three sets of mechanical tests were performed: uniaxial tension at 0° and at 45°, and shear parallel to the two fiber directions. Either two or three specimens were used for each set. The test specimens were designed to accommodate the limited quantity of available material.

For both sets of uniaxial tension tests, a dog-bone geometry was employed. For the test at 0°, the gauge width was 12.4 mm and the gauge length was 25.4 mm; for the test at 45°, the gauge width was 7 mm and the gauge length was 14 mm. Fiberglass tabs were adhered using a commercial epoxy to the ends of the tensile specimens to promote even load transfer. The specimens were loaded using hydraulic wedge grips.

Shear properties were measured using the Iosipescu test. Specimen design was broadly in accordance with the pertinent ASTM standard (ASTM D5379), with one notable exception: the V-notch angle was selected to be 105°, instead of 90° (Fig. 2). A notch angle larger than 90° is desirable for testing orthotropic materials, since it produces somewhat smaller transverse stresses in the central ligament [24]. The specimen was loaded using a standard Iosipescu test fixture (Wyoming Test Fixtures, Inc.).

All specimens were instrumented using strain gauges on one surface and 3-D DIC (VIC-3D, Correlated Solutions, Inc.) on the other. For the Iosipescu shear test, a [0°/90°]s stacked strain gauge rosette (Vishay Micro Measurements, CEA-13-062WT-120), oriented at ±45° to the specimen axes, was used; a single (axial) strain gauge was used for the tension tests. To enable use of digital image correlation, an artificial speckle pattern was created on the sample surface. This was accomplished by first painting the specimen surface uniformly white and then spraying fine black speckles onto the surface using an airbrush. The speckle size, measured using an autocorrelation technique, was approximately 50 μm. Two digital cameras (Point Grey Research Grasshopper), each with

![Fig. 1. Optical micrograph of a polished cross-section through the composite.](image-url)
a CCD resolution of 2448 pixels × 2048 pixels and a 70–180 mm lens (Nikon ED AF Micro Nikkor), were used to acquire images for DIC. The focal length of the lenses was 70 mm, the aperture setting was F-11, and the angle between cameras ranged between 19° and 35°. Images were taken with a scale factor of 8 μm/pixel to 12 μm/pixel. To maximize the spatial resolution of the displacement measurement, the smallest possible subset size that ensured full correlation was chosen. This subset size (h_{in}) was 30 pixels to 45 pixels, or 270–370 μm. With this choice, the spatial resolution of displacements is well below the in-plane tow dimension (roughly 1 mm). The step size was selected to be h_{in}/10, rounded to the nearest pixel.

2.3. Calculation of strains

Some subtleties are involved in the calculation of strains from the full-field displacement data generated by DIC, particularly for the losipescu test. For the tensile tests, the desired quantities are the axial and transverse strains; for the shear test, the desired quantity is the shear strain. These strains must be computed by averaging over a suitably-chosen area, A. The straightforward approach is to compute the area-averaged strain, \( \bar{\varepsilon} \), by differentiating displacements to find local strains and subsequently averaging these quantities over A. The average is equivalent to an integral, which is evaluated numerically as follows:

\[ \bar{\varepsilon}_{ij} = \frac{1}{A} \int_A \varepsilon_{ij}(x,y) \, dA = \frac{1}{N} \sum_{k=1}^{N} \varepsilon_{ij}(x_k,y_k) \Delta A_k \]  

(1)

where \((x_k, y_k)\) are the coordinates of the kth node within A, \(\Delta A_k\) is its associated area, and N is the number of nodes within A. An alternative approach is to utilize the insight of Grédiac et al. [25]: notably, that the integral in Eq. (1) can be transformed using Green’s theorem. For instance, for shear strains,

\[ \bar{\gamma} = \frac{1}{A} \int_A \gamma(x,y) \, dA = \frac{1}{A} \int_{\partial A} \tau(x,y) \, dy - u(x,y) \, dx \]  

(2)

where the path integral is taken counterclockwise over the boundary of A, denoted \(\partial A\). Once again, the integral is evaluated by discretizing over \(\partial A\); specifically, the nodal displacement data obtained from DIC is interpolated in 2D and the integral of interest is evaluated by sampling the interpolation function over \(\partial A\). The advantages of the latter approach are twofold. First, it does not require the extra step of computing strains from displacements. Second, it avoids using local strains, which tend to be somewhat ‘noisy’ (since numerical differentiation is an inherently noisy process [25]). Therefore, the present work utilizes the path integral method for computing area-averaged strains.¹

A second issue involves the selection of A. In uniaxial tension tests, the strain is nominally uniform and therefore A is chosen to be the entire area of the sample that lies within the field of view. For the losipescu shear test, however, there are competing considerations. Ideally, the experimental data would yield a function that relates the average shear stress to the average shear strain. The average stress is taken over the ligament, which is a rectangle lying within the yz-plane. However, the average strain is taken over A, which lies within the xy-plane. The width L_x (in the x-direction) of A must be large enough to ensure that a sufficient number of data points is used to compute the average, but small enough to ensure that the strain distribution within the averaging area is uniform. Computations (not shown) indicate that a reasonable compromise is afforded by selecting L_x to be 0.8 mm, which is roughly equal to the notch radius, r.

A further issue that arises in the losipescu test is a discrepancy (on the order of tens of percent) between front-face and back-face strains. These differences arise for two reasons [26,27]. First, the specimen may undergo twisting (torsion) about the x-axis [26]. (In the present experiments, DIC measurements of the out-of-plane displacement do indeed reveal some amount of twisting.) Second, Saint–Venant effects arise from the loading because the distance between the central ligament and the inner loading points is small. Either effect is sufficient to create a non-uniform distribution of shear strain in the through-thickness direction, z. Moreover, while the former effect can be suppressed by appropriately modifying the losipescu test fixture, the latter cannot [27]. However, both effects can be eliminated simply by averaging the front and back-face strains [27]. As a check on the fidelity of the resulting shear strain measurements, the measured shear modulus was compared with that predicted from elasticity using the elastic properties measured in the tension tests: the two agreed to within 5%.

2.4. Results of mechanical testing

Axial and transverse strain measurements (from DIC) for the tension tests at 0° and 45° are shown in Fig. 3(a) and (b). Shear stress–strain curves from the losipescu test are shown in Fig. 3(c).² The latter strains were computed by averaging the DIC and strain gauge data on the two surfaces. The stress–strain curves exhibit little variation between specimens. For the purpose of calibrating the constitutive models (Sections 3 and 4), average stress–strain curves were calculated using a smoothing spline through the experimental data. The averages were computed only in the hardening regime (i.e. post-peak strain-softening was neglected). These curves are also depicted in Fig. 3.

Five elastic constants can be calculated from the five stress–strain curves: the Young’s moduli E₀ and E₄₅ in the 0° and 45° directions, the corresponding Poisson’s ratios \(v_{00}\) and \(v_{45}\), and the shear modulus G. Their average values are summarized in Table 1. From the theory of elasticity, only three of the constants are independent. Treating \(E₀\), \(v_{00}\), and G as independent, the values of the other two quantities, \(E₄₅\) and \(v_{45}\), can be expressed as:

\[ E_{45} = \frac{4E_0G}{E_0 + 2G(1 - v_{00})} \]

\[ v_{45} = \frac{2E_0}{E_0 + 2G(1 - v_{00}) - 1} \]

(3)

The predicted values of \(E₄₅\) and \(v_{45}\) are also shown in Table 1. The error between the elasticity prediction and the measurement for \(E₄₅\) is 3%; the corresponding error for \(v_{45}\) is 12%, indicating that the experimental data is reasonably self-consistent.

¹ In practice, however, we find that the two methods give very similar results (differences of less than roughly 2%) provided that full correlation is maintained.

² All shear strains referred to herein are engineering shear strains.
The elastic properties of each ply are calculated using a well-accepted micromechanical model: the generalized self-consistent scheme (GSCS) [30,31]. The GSCS model requires the constituent properties. The Young’s modulus of the (isotropic) fiber ($E_f$) is taken from manufacturer data. The porous, cracked matrix is homogenized and represented by an isotropic effective medium with properties ($E_m$ and $v_m$) that are unknown _a priori_. Using the elastic constants of the plies, the elastic constants of the laminate are readily computed using standard relations from laminate theory. The remaining constituent properties ($E_m$, $v_m$, and $v_f$) are subsequently solved for by minimizing the error between the predicted and experimentally measured elastic constants of the laminate. The resulting property values are: $E_m = 43$ GPa, $v_m = 0.15$, and $v_f = 0.18$. Using these values, the agreement between the predicted and measured elastic constants is excellent: the errors being less than 1%.

Taken together, these results imply that, although the matrix in fully-dense form would be very stiff, its effective modulus is significantly less than that of the fibers ($E_m/E_f \approx 0.16$). Similar results have been reported for a 3-D woven C/SiC composite [32], in which the SiC matrix was processed using similar methods (precursor impregnation and pyrolysis (PIP) and slurry infiltration). In this material, the effective matrix modulus was roughly 15 GPa: an order of magnitude less than the modulus of dense SiC. The PIP process tends to produce matrices that are highly porous and microcracked, as evidenced by Fig. 1. The principal reason is that the pre-ceramic polymer undergoes a large volume change upon pyrolysis, which gives rise to void formation and shrinkage cracking. Such pores and cracks may be impossible to re-infiltrate during subsequent PIP cycles because infiltration pathways may be closed off during the initial cycle. Thermal expansion mismatch between the fibers and the matrix (as in the composite studied in Yang et al. [32]) may lead to further microcracking. Moreover, small interstices (e.g. between fibers within a tow) may be difficult to infiltrate even in the initial cycle if a high-viscosity, particle-loaded slurry is used. All of these factors cause PIP-derived matrices to exhibit high levels of matrix damage (pores, cracks). Therefore, as noted by Flores et al. [33], the effective modulus of such matrices cannot be estimated _a priori_, as in polymer matrix composites. Instead, the modulus must be calibrated using experimental results.

Because the matrix is very compliant relative to the fibers, the composite behavior is therefore expected to most closely resemble that of ‘Class III’ composites. For instance, shear banding should be

---

**Table 1**

<table>
<thead>
<tr>
<th></th>
<th>$E_m$ (GPa)</th>
<th>$v_m$</th>
<th>$G$ (GPa)</th>
<th>$E_{16}$ (GPa)</th>
<th>$v_{16}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measured</td>
<td>125</td>
<td>0.12</td>
<td>38</td>
<td>102</td>
<td>0.27</td>
</tr>
<tr>
<td>Predicted</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>99</td>
<td>0.30</td>
</tr>
</tbody>
</table>

The $0^\circ$ tensile curve exhibits a nearly-bilinear response, with the change in tangent modulus occurring over the range of 100–200 MPa. The change in tangent modulus is relatively small: only about a factor of two. This behavior is reminiscent of that observed in both C/C and oxide-oxide composites with porous and/or microcracked matrices. In contrast, the curves in 45$^\circ$ tension and in shear exhibit nearly elastic–perfectly plastic behavior. In the latter cases, the tangent modulus in the post-cracking regimes are about an order of magnitude smaller than the corresponding elastic moduli. Additionally, the magnitude of the inelastic transverse strains for 45$^\circ$ loading are comparable to the inelastic axial strains, which is characteristic of a fiber ‘scissoring’ mechanism [2]. Similar macroscopic stress–strain behavior for off-axis loading has been observed in glass- and carbon-matrix composites [28,29].
the primary near-notch damage mechanism. (That this is indeed the case is demonstrated in Section 5.)

3. Assessment of existing constitutive models

3.1. Preliminaries

Based on the phenomenological constitutive models described in the introduction, the five stress–strain curves presented above are not all independent. For instance, the 45° tensile response is predicted to be dependent on the 0° tensile and shear responses. Here we assess the internal consistency of the in-plane stress–strain curves stemming from both the GH model for CMC laminates [22,23] and a model adapted from the work of Hahn [20] on PMC laminates. The assessment is made using the test data for SiC/SiC described above as well as comparable data previously reported for two other CMCs: (i) a cross-ply SiC/CAS laminate [28], and (ii) a 2-D woven SiC/SiC composite [34,18]. The results presented below demonstrate that neither model is able to accurately predict the 45° tensile stress–strain curve from the 0° tensile and shear stress–strain curves for all material systems. But, the measured 45° tensile stress–strain curves are roughly bounded by the predictions of the two models.

In the following analysis, the axial and transverse strains for 0° tensile loading are represented by the functions $\varepsilon_0 = f_s(\sigma)$ and $\varepsilon_\sigma = f_\sigma(\sigma)$, respectively. Similarly, the axial and transverse strains for 45° tensile loading are $\varepsilon_45 = f_{s45}(\sigma)$ and $\varepsilon_{45} = f_{\sigma45}(\sigma)$, respectively. Finally, the shear stress–strain curve is $\gamma = f_{\gamma}(\sigma)$.

3.2. GH model

The GH model is couched in terms of a tangent compliance matrix relating principal strains to principal stresses. In the inelastic regime, for principal strains oriented at 45° to the fibers, the constitutive equation takes the form:

$$
\begin{bmatrix}
\varepsilon_1 \\
\varepsilon_2 \\
\varepsilon_6 \\
\end{bmatrix} =
\begin{bmatrix}
f_{s1}(\sigma_1) & f_{s2}(\sigma_2) & D_{45s} + f_{s45}(\sigma_1)(1 - D_{45}) \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
\sigma_1 \\
\sigma_2 \\
\end{bmatrix}
$$

where the primes denote differentiation with respect to stress; the subscripts $I$, $II$ denote the first and second principal strains/stresses, respectively; and the parameter $D_{45}$ characterizes the tendency of the laminate to ‘scissor’ when loaded in tension in the 45° direction. For cross-ply laminates, a reasonable estimate for $D_{45}$ is unity [23]. Eq. (4) can be used to relate the 45° tensile response to the shear response of the CMC. The result is [23]:

$$
f_{\gamma}(\sigma) = (1 + D_{45})(f_{45s}(\sigma) - f_{45\sigma}(\sigma))
$$

Eq. (5) implies that if the stress, $\sigma$, is sufficient to cause significant inelasticity for 45° loading (i.e. to cause $f_{45s}(\sigma)$ and $f_{45\sigma}(\sigma)$ to become large in magnitude), it is sufficient to cause significant inelasticity in shear loading, and vice versa. In other words, the stress–strain curves for 45° tension and shear loading are expected to exhibit significant nonlinearity at the same stress level.

3.3. Hahn model

The Hahn model was originally developed for PMC laminates. It uses the contracted notation for stresses and strains; e.g. $\sigma_1 = \sigma_{11}$, $\sigma_2 = \sigma_{12}$, $\varepsilon_1 = \varepsilon_{11}$, etc., where the 1- and 2-directions are aligned with the fiber axes. The governing equations for cross-ply laminates in the original formulation of the model are [20]:

$$
\begin{bmatrix}
\varepsilon_1 \\
\varepsilon_2 \\
\varepsilon_6 \\
\end{bmatrix} =
\begin{bmatrix}
a_{11} & a_{12} & 0 \\
a_{12} & a_{22} & 0 \\
0 & 0 & a_6 + 3a_{66}a_s^2 \\
\end{bmatrix}
\begin{bmatrix}
\sigma_1 \\
\sigma_2 \\
\sigma_6 \\
\end{bmatrix}
$$

Here nonlinearity is incorporated only in the shear response (through the quadratic term) and not in the 0° tensile response [20]. However, the model can be generalized to include nonlinearity in tension by using a tangent compliance formulation:

$$
\begin{bmatrix}
\varepsilon_2 \\
\varepsilon_6 \\
\end{bmatrix} =
\begin{bmatrix}
f_{s1}(\sigma_1) & f_{s2}(\sigma_2) & 0 \\
0 & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
\sigma_1 \\
\sigma_2 \\
\sigma_6 \\
\end{bmatrix}
$$

(If $f_s(\sigma) = a_{11} = a_{22}, f_{s45}(\sigma) = a_{12},$ and $f_\gamma(\sigma) = a_6 + 3a_{66}a_s^2$, Eq. (7) reduces to Eq. (6).)

Here, again, the constitutive model can be used to relate the shear and 45° tensile responses. Doing so yields the relationships:

$$
f_{45s}(\sigma) + f_{45\sigma}(\sigma) = f_{45}(\sigma) + f_{45}(\sigma)$$

$$
f_{45\sigma}(\sigma) - f_{45\sigma}(\sigma) = f_{\gamma}(\sigma)$$

The latter is similar in form to Eq. (5) in the GH model. However, in contrast to the GH model, the Hahn model predicts that if the 45° response exhibits nonlinearity at $\sigma$, then the shear response should exhibit nonlinearity at $\sigma/2$. That is, the predicted cracking stresses for 45° tension from the GH and the Hahn models differ by a factor of two.

3.4. Interpretation of experimental data

The predicted 45° tensile stress–strain curves from the two models are shown in Fig. 4 for the three CMCs of interest: SiC/SiC (present work), SiC/CAS [28], and SiC/SiC [18]. For the composites with relatively stiff matrices (Fig. 4(b) and (c)), the GH model yields reasonably accurate predictions of the cracking stresses and the inelastic hardening rates in 45° tension. The Hahn model, unsurprisingly, performs poorly in these cases, since its prediction of the plateau stress is approximately twice that of the GH model. In contrast, for the composite with a relatively compliant matrix (SiC/SiC, Fig. 4(a)), the Hahn model performs better than the GH model, though it overestimates the measured stresses by about 25%. Closer examination of the functional forms of the two models reveals the origin of these differences: the GH model tacitly assumes that inelasticity is governed by the largest principal stress [23] whereas the Hahn model assumes that it is governed by the larger of the tensile and shear stresses oriented with respect to fiber axes. Experimental data compiled by Cady et al. [28] for several CMCs are broadly consistent with the trends reported here. That is, the ratio of the cracking stress in 45° tension and shear loading ranges from about 0.6 for stiff matrices (characterized by $E_\text{mod}/E_\text{f} \geq 1$) to roughly 2 for compliant matrices ($E_\text{mod}/E_\text{f} < 1$). Furthermore, a theoretical model for steady state matrix cracking in unidirectional CMCs under off-axis loading yields similar results [35]. Specifically, in the absence of residual stress, the predicted ratio of cracking stresses for 45° tension and shear loading ranges from 1 for a rigid matrix to 2 for an infinitely compliant matrix. The key conclusion is that an alternative (more generalized) formulation is required to accurately capture the in-plane ‘yield’ surfaces of CMCs.

4. Formulation of new model

4.1. Preliminaries

The proposed model is based on the deformation theory of plasticity. Here strains are related to stresses via an effective compliance matrix that is a function of an ‘effective stress’, $\bar{\sigma}$. The effective stress, in turn, is a function of the components of the stress tensor. (In the deformation theory of plasticity for isotropic
The cubic in-plane symmetry of the material implies that the 1- and 2-axes are equivalent. Imposing this condition yields the relations:
\[ S_{11}(\boldsymbol{\sigma}) = S_{22}(\boldsymbol{\sigma}) \]
\[ S_{12}(\boldsymbol{\sigma}) = S_{11}(\boldsymbol{\sigma}) \]
\[ S_{16}(\boldsymbol{\sigma}) = S_{26}(\boldsymbol{\sigma}) \]
\[ S_{66}(\boldsymbol{\sigma}) = S_{22}(\boldsymbol{\sigma}) \]
\[ \boldsymbol{\sigma}(\sigma_1, \sigma_2, \sigma_6) = \mathbf{C}(\sigma_2, \sigma_1, \sigma_6) \]

The functions \( S_{ij}(\boldsymbol{\sigma}) \) are calibrated using the results of only two mechanical tests: notably, \( 0^\circ \) tension and shear aligned with the two fiber axes (the 1- and 2-axes).

4.2. Mechanical tests for calibration

4.2.1. Uniaxial tension at \( 0^\circ \)
For \( 0^\circ \) tension, the effective stress becomes
\[ \boldsymbol{\sigma} = \mathbf{C}(\sigma_1, 0, 0) = C_{00} \sigma_1 \]
using the scale-invariance of \( \boldsymbol{\sigma} \) (where \( C_{00} = \mathbf{C}(1, 0, 0) \)). Eq. (9) then reduces to:
\[ \epsilon_1 = S_{11}(C_{00}) \sigma_1 \]
\[ \epsilon_2 = S_{12}(C_{00}) \sigma_1 \]
\[ \epsilon_6 = S_{66}(C_{00}) \sigma_1 = 0 \]

The normal strains are given simply by the functions \( f_0 \) and \( f_{00} \), which characterize the \( 0^\circ \) tensile stress-strain curves. After some algebra, we obtain:
\[ S_{11}(\boldsymbol{\sigma}) = S_{22}(\boldsymbol{\sigma}) = \frac{f_0(\sigma/C_{00})}{\sigma/C_{00}} \]
\[ S_{12}(\boldsymbol{\sigma}) = S_{12}(\boldsymbol{\sigma}) = \frac{f_{00}(\sigma/C_{00})}{\sigma/C_{00}} \]
\[ S_{66}(\boldsymbol{\sigma}) = S_{66}(\boldsymbol{\sigma}) = 0 \]

4.2.2. Shear
In pure shear, the effective stress becomes
\[ \boldsymbol{\sigma} = \mathbf{C}(0, 0, \sigma) = C_{11} \sigma \]
where \( C_{11} = \mathbf{C}(0, 0, 1) \). Using a procedure analogous to that utilized above, we obtain:
\[ S_{66}(\boldsymbol{\sigma}) = \frac{f_1(\sigma/C_{11})}{\sigma/C_{11}} \]
\[ S_{16}(\boldsymbol{\sigma}) = S_{26}(\boldsymbol{\sigma}) = \frac{f_{01}(\sigma/C_{11})}{\sigma/C_{11}} \]
\[ S_{16}(\boldsymbol{\sigma}) = S_{66}(\boldsymbol{\sigma}) = 0 \]
where \( f_{01}(\sigma) \) characterizes the normal strain induced by shear stressing. This function is difficult to measure in practice, largely because the strains are exceedingly small in CMCs. Here we assume that \( f_{01} = 0 \), implying that the shear-extension coupling is negligible.

4.3. Tangent compliance
As demonstrated in Section 4.2, the tension and shear tests enable calibration of all of the unknown functions \( S_{ij}(\boldsymbol{\sigma}) \) in the constitutive equation. The final result is:
\[
\begin{bmatrix}
\epsilon_1 \\
\epsilon_2 \\
\epsilon_6
\end{bmatrix} =
\begin{bmatrix}
\frac{f_0(\sigma/C_{00})}{\sigma/C_{00}} & 0 & 0 \\
\frac{f_{00}(\sigma/C_{00})}{\sigma/C_{00}} & \frac{f_1(\sigma/C_{11})}{\sigma/C_{11}} & 0 \\
0 & 0 & \frac{f_{01}(\sigma/C_{11})}{\sigma/C_{11}}
\end{bmatrix}
\begin{bmatrix}
\sigma_1 \\
\sigma_2 \\
\sigma_6
\end{bmatrix}
\]

For ease of numerical implementation, the preceding results are re-expressed in terms of the tangent compliance tensor, \( \frac{\partial \epsilon_i}{\partial \sigma_j} \).
Assuming that the stresses are imposed proportionally, i.e. \( \sigma_i = \Lambda_i \sigma \), and differentiating Eq. (17), we obtain:
where the prime denotes differentiation with respect to stress. Eqs. (17) and (18) are mathematically equivalent for proportional stressing; the magnitude of the differences that arise when the stressing is non-proportional is presently unknown.

It is often useful to understand the conditions under which the constitutive model predicts the development of material instabilities, such as tensile or shear localizations [23]. (Ideally, the model should capture the existence of physically realistic instabilities.) These conditions are readily obtained from the tangent compliance matrix (Eq. (18)): material instability arises if the eigenvalues of this matrix are negative. By inspection, we see that the conditions for instability are \( f_1(\sigma_i / C_i) < 0 \) or \( f_2(\sigma_i / C_0) + f_3(\sigma_i / C_0) < 0 \). These quantities on the left-hand-sides of these inequalities are physically equivalent to the shear and biaxial compliances, respectively.

### 4.4. Predicted response for 45° tension

For 45° tension, the effective stress becomes

\[
\sigma = \sum_{i=45}^{C_{55}} \frac{\sigma_{i0}}{C_{i0}} \sigma_{i45} = C_{45} \sigma_{45}
\]

where \( C_{45} = \sigma_i / (1.2, 1.2, 1.2) \). Employing the constitutive equation (Eq. (18)), we obtain:

\[
d\epsilon_1 = d\epsilon_2 = \frac{1}{2} \left[ f_0(\frac{C_{45}}{C_0}, \sigma_{45}) + f_0(\frac{C_{45}}{C_0}, \sigma_{45}) \right] d\sigma_{45}
\]

\[
d\epsilon_6 = \frac{1}{2} f_i(\frac{C_{45}}{C_i}, \sigma_{45}) d\sigma_{45}
\]

Rewriting these equations in terms of \( f_{45} \) and \( f_{45T} \) yields:

\[
f_{45}(\sigma_{45}) + f_{45T}(\sigma_{45}) = f_0(\frac{C_{45}}{C_0}, \sigma_{45}) + f_0(\frac{C_{45}}{C_0}, \sigma_{45})
\]

and

\[
f_{45}(\sigma_{45}) - f_{45T}(\sigma_{45}) = \frac{1}{2} f_i(\frac{C_{45}}{C_i}, \sigma_{45})
\]

Eqs. (21) and (22) imply that the difference between axial and transverse strains at 45° is related to the shear response, whereas their sum is related to the 0° tensile response. It is instructive to compare Eq. (22) with the corresponding equations for the GH and Hahn models (Eqs. (5) and (8), respectively). When \( C_i = C_{45} \), the GH model result is recovered (with \( D_{45} = 1 \)). When \( C_i = 2C_{45} \), the Hahn model result is recovered. In general, the model can capture an arbitrary ratio of cracking stresses in 45° tension and shear.

### 4.5. Effective stress

Heretofore we have derived general results using an arbitrary function \( \sigma = \pi(\sigma_1, \sigma_2, \sigma_6) \). For numerical implementation of the constitutive model, a specific function for the effective stress is required. To this end, we use a Hill-type effective stress (which straightforwardly extends the von Mises effective stress to anisotropic materials):

\[
\sigma = \sqrt{A_j \sigma_j}
\]

After using material symmetry, this reduces to

\[
\sigma = \sqrt{A_{11}(\sigma_1^2 + \sigma_2^2) + 2A_{12}\sigma_1 \sigma_2 + A_{66} \sigma_6^2}
\]

One limitation of the effective stress in its current form is that it yields equivalent results in compression and in tension. To prevent spurious inelasticity in compression, we replace \( \sigma_1 \) and \( \sigma_2 \) with \( R(\sigma_1) \) and \( R(\sigma_2) \), where \( R \) is the ramp function \( R(x) = (|x| + x) / 2 \).

Finally, the constitutive model requires the constants \( C_0, C_{45} \), and \( C_i \). Using the definition of the effective stress, we find:

\[
C_0 = \sqrt{A_{11}}
\]

\[
C_i = \sqrt{A_{66}}
\]

\[
C_{45} = \frac{1}{2} \sqrt{2A_{11} + 2A_{12} + A_{66}}
\]

Since the Hill-type effective stress essentially defines a yield surface, the constants \( A \) (or, equivalently, the constants \( C \)) must be related to the stresses at which the various stress–strain curves exhibit significant non-linearity. Taking these stresses to be \( \sigma_0, \tau_0 \), and \( \sigma_{45} \), for the three respective tests, we find that

\[
C_0 \sigma_0 = C_1 \tau_0 = C_{45} \sigma_{45}
\]

Using this equation, the constants \( A \) in the effective stress function can be evaluated (up to an arbitrary scale factor).

### 4.6. Comparison to experimental results

The present model predicts the 45° tensile response from the 0° tension and shear responses. (The prediction is not completely independent, since \( \sigma_{45} \) must be specified in order to solve for the unknown constants in the effective stress function. The plastic strains beyond cracking, however, are predicted independently of the experimental measurements.) Results are shown in Fig. 5 for the three material systems examined in Fig. 4. The stresses at which the stress–strain curves start to exhibit significant non-linearity are found by inspection. For the SiC/SiCN composite, \( \sigma_0 = 170 \) MPa, \( \tau_0 = 82.5 \) MPa, and \( \sigma_{45} = 135 \) MPa; for the SiC/CAS composite [28], \( \sigma_0 = 60 \) MPa, \( \tau_0 = 75 \) MPa, and \( \sigma_{45} = 70 \) MPa; and for the SiC/Si composite [18], \( \sigma_0 = \sigma_{45} = 145 \) MPa and \( \tau_0 = 170 \) MPa.

The comparisons show that the agreement between measured and predicted stress–strain curves is excellent. The agreement supports the relationships presented in Eq. (22): notably, that the strain-hardening rates in the shear and 45° tensile stress–strain curves are related by the scaling factor \( C_i / C_{45} \). The GH model assumes this factor to be 1, while the Hahn-type model assumes it to be 2. The experimental data indicates that this ratio varies across materials: increasing with decreasing matrix stiffness. The present constitutive model appears to have enough generality to adequately capture this behavior.

---

**Fig. 5.** Comparisons of predicted and measured 45° axial stress–strain curves for the three composites in Fig. 4. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
5. Case study: open hole tension

The constitutive model developed in Section 4 is assessed through comparisons of predicted and measured displacements and strains in open-hole tension tests. Since all calibration data for the model were obtained entirely from (unnotched) tension and shear tests, the comparisons provide a true assessment of the predictive capability of the model.

5.1. Experiments

Rectangular specimens of length 114.3 mm and width 25.4 mm were used. Holes of 9.525 mm diameter (37.5% of the total width) were machined using a diamond core drill. Two specimens were tested: one to failure, and the other to roughly 90% of the failure stress. As in the unnotched tension tests, fiberglass tabs were adhered to the specimen ends and the specimens were loaded using hydraulic wedge grips.

Digital image correlation was again used to track specimen deformation. To maximize spatial resolution, only about one half of the full specimen width in the vicinity of the hole was imaged.

Fig. 6. Comparisons of measured and predicted stress–strain curves for the open-hole tension test. The strain is that of a virtual extensometer that spans the hole and is offset from the hole edge, as shown in the inset. Strains were computed for two offsets: 1 mm and 3 mm. The hole radius is 4.76 mm. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 7. Comparisons of measured and predicted shear strain fields for the open-hole tension test. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Parameters for DIC were similar to the tension and shear tests, with the exception of the scale factor, which was slightly smaller (5.5–6 μm/pixel).

5.2. Finite element simulations

The constitutive model (Eq. (18)) was implemented in a user-material subroutine (UMAT) for use in ABAQUS. The equations were integrated explicitly using the modified Euler scheme described by [36]. The scheme utilizes automatic sub-stepping to limit the error arising from the integration procedure to within a prescribed error tolerance for each time step.

The subroutine utilizes the measured functions \( f_0, f_{0T}, \) and \( f_s \) and the constants \( C \). The smoothed, averaged stress–strain functions depicted in Fig. 3 are used for this purpose. (Note that these curves neglect material softening.) The constants \( C \) are identical to those used previously (found by substituting \( \sigma_0 = 170 \) MPa, \( \tau_0 = 82.5 \) MPa, and \( \sigma_{45} = 135 \) MPa into Eq. (26)).

The finite element (FE) simulation was performed in ABAQUS Standard (Version 6.12-1, Dassault Systèmes). A quarter-symmetry FE model was employed, with four-noded, quadrilateral, plane-stress elements. The hole diameter was 0.375 of the plate width, as in the experiments. Displacement was monotonically applied at the top boundary in the \( y \)-direction. A study was performed to ensure that the quantities of interest (nodal displacements) converged with respect to mesh density. For comparison with the experimental data, the displacements \( (u, v) \) of every node within the model were extracted at 100 evenly spaced time increments, where the final time increment corresponds to an applied stress which exceeds the failure stress in the experiments.

5.3. Metrics for comparison

Several metrics were employed for comparison of experimental results with the FE simulations. To assess the agreement in global response, the nodal displacement data from experiments and simulation were used to compute macroscopic stress–strain curves. In this case, the net-section stress was plotted against the 'hole strain,' measured using a virtual longitudinal extensometer that spans the hole and is offset from the hole edge (see inset of Fig. 6). To assess the correlations in the local fields, contour plots of the displacement in the direction of loading \( (v) \) and of the axial strain are shown in Fig. 8.

![Fig. 8. Comparisons of measured and predicted tensile strain fields for the open-hole tension test. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)](image-url)
and shear strains ($\epsilon_{xy}$ and $\gamma_{xy}$, respectively) were constructed. The (scattered) data from DIC and from FEA were interpolated in $x,y$ using Delaunay triangulation and subsequently evaluated on a common grid in $x-y$ space. Strains were computed from displacements using an identical procedure for both sets of data. Specifically, the gridded data were differentiated with respect to the spatial coordinate using forward differences. The resulting strains were averaged using a Gaussian filter. The filter length, $h_f$, is physically equivalent to the gauge length for strain computation. It was selected to be equal to the tow width (1 mm), since the strains used to calibrate the constitutive model are macroscopic, tow-averaged strains. The standard deviation of the filter was $0.25h_f$.

5.4. Results

Macroscopic stress–strain curves from the FE simulation and from the two test specimens are shown in Fig. 6. Two values of the offset, 1 mm and 3 mm, were selected. (The latter corresponds to the largest offset that lies within the field of view of the cameras.) At low stresses ($< 50$ MPa), the macroscopic stress–strain behavior is linear and the moduli from the simulation and the measurements are in excellent agreement. At higher stresses ($50–300$ MPa), the specimens exhibit significant macroscopic nonlinearity. The discrepancies between predicted and measured strains remain small, and less than the sample-to-sample variation. At yet higher stress levels ($> 300$ MPa), the agreement deteriorates somewhat: the simulated strains being slightly larger than the measured values (by roughly 10–30%). (The fracture stress cannot be predicted since the constitutive law lacks an appropriate failure criterion.)

The shear strain distributions are depicted in Fig. 7. With increasing stress, bands of large shear strain (in excess of 1%) develop near the edge of the hole and expand parallel to loading direction. The shear bands are a consequence of the low shear cracking stress. The FE simulations appear to predict the size and shape of these bands with good accuracy. At yet higher stress levels ($> 400$ MPa), discrepancies between experiment and simulation become progressively more pronounced. However, as discussed later, these stresses fall outside the regime of proportional stressing. Some differences are also obtained between test specimens and between the two shear bands within an individual specimen. (The FE simulation assumes these bands to be identical, since the deformation is symmetric.) We attribute these effects to variations in fiber placement, matrix porosity, and other microstructural characteristics.

Predicted and experimental tensile strain fields are shown in Fig. 8; corresponding line scans of tensile strain along the net-section are plotted in Fig. 9(a). Here the measured strains do not vary smoothly in space. We surmise that there are multiple effects at play. First, there is measurement error associated with digital image correlation. For typical values of displacement noise and the filter length employed in the strain calculation ($h_f = 1$ mm), the strain error in regions of relatively uniform strain should be on the order of a few hundred microstrain [37]. This value is evidently insufficient to explain all of the strain inhomogeneity. Second, there are stochastic variations in microstructural characteristics, as mentioned previously. Finally, there are also non-stochastic effects associated with the woven fiber architecture. [37] observed that, in 2-D woven composites, local strain enhancement occurs at tow ‘crossovers’—locations where undulating warp tows dive beneath flat weft tows. Similar effects may be responsible for the strain ‘hotspots’ observed in Fig. 8. Despite some noisiness of the measured strain fields, however, the magnitude of the peak strains and their spatial decay away from the hole are similar to those seen in the simulated strain fields. The differences become more pronounced at stresses exceeding about 350 MPa. In this domain, the tensile strains exceed the (unnotched) tensile failure strain over a length scale comparable to the tow width (1 mm). We expect, therefore, that significant fiber failure has occurred at this point in the experiment. At even higher stresses, a crack initiates at the hole edge and propagates across the ligament, leading to ultimate failure. Tensile softening due to fiber fracture and concomitant localization of deformation into a crack cannot be captured with the current modeling approach. Approaches based on cohesive zone concepts would be more suitable for this task (see, for instance, He et al. [38], Suo et al. [39]).

The agreement between the measured and simulated axial displacements, $\nu$, shown in Fig. 10, is similarly good, particularly for smaller values of applied stress. (The correlation is unsurprising, since both $\gamma_{xy}$ and $\epsilon_{xy}$ are related to $\nu$.) The accuracy of these predictions is assessed on the basis of the difference between predicted and experimental displacements, each normalized by the ‘hole displacement’—the displacement (from the FE simulation) of a longitudinal extensometer that spans the hole diameter. The results are also plotted in Fig. 10 for one of the test specimens. At stresses below about 200 MPa, the errors are very low (< 5% everywhere). The errors increase at higher stresses, especially within the shear bands and (to a lesser extent) in the hole ‘wake’ (the regions above and below the hole, to the right of the shear bands).

Finally, we utilize the simulation results to investigate near-notch stresses. (These quantities cannot be measured experimentally.) Fig. 9(b) depicts local tensile stresses along the net-section, normalized by the applied net-section stress. In contrast to the local strain fields, no gauge averaging is performed to compute the stresses. As seen, inelasticity does not reduce the stress concentration factor directly at the hole edge, but it does reduce stresses over distances of 1–2 mm from the hole edge. Interestingly, these results are broadly consistent with the ‘point stress’ fracture
criterion [40], which is based on the attainment of a critical stress over a characteristic length. It has previously been used to rationalize the notch sensitivity of PMCs [41] and CMCs [7]. In those studies, it had been found that, regardless of the matrix material, the characteristic length is on the order of 1 mm. The data presented herein is broadly consistent with these results; indeed, taking the critical stress to be the unnotched tensile strength, the inferred characteristic length is 1.3 mm.

5.5. Discussion

The agreement between predicted and experimental local displacement and strain fields mirrors the agreement between predicted and experimental global extensometer strains. Specifically, the agreement is excellent for smaller values of net-section stress (less than roughly 300 MPa), and noticeable discrepancies arise only at higher stresses. We speculate that these discrepancies arise because, at higher stresses, the stress state within some material elements follows a non-proportional trajectory. The constitutive model, on the other hand, being based on deformation theory, assumes proportional stressing within every material element.

Deviations from proportional stressing can be assessed by computing ratios using the effective stress:

\[
\begin{align*}
\lambda_{xx} &= \frac{\sigma(x, 0, 0)}{\sigma(x, x, y, y)} = \frac{\sigma_{xx} \sqrt{A_{11}}}{\sigma} \\
\lambda_{yy} &= \frac{\sigma(0, y, y)}{\sigma(x, x, y, y)} = \frac{\sigma_{yy} \sqrt{A_{11}}}{\sigma} \\
\lambda_{xy} &= \frac{\sigma(x, 0, y)}{\sigma(x, x, y, y)} = \frac{\sigma_{xy} \sqrt{A_{16}}}{\sigma}
\end{align*}
\]

These ratios are of order unity. For instance, if the state of stress within the element is pure tension in the y-direction, then \(\lambda_{yy} = 1\). If, instead, it is pure shear, \(\lambda_{yy} = 0\). Therefore, changes in \(\lambda\) on the order of a few tenths over the loading history indicate significant non-proportional stressing. (Note, however, that only two of the ratios are independent.) Changes in \(\lambda\) are of consequence only if they are in regions of significant plastic strains. (In the elastic regime, non-proportional stressing does not induce errors.)

The absolute values of changes in \(\lambda_{xy}\) and \(\lambda_{yy}\) (with respect to their values in the regime of macroscopic elasticity) are depicted in Fig. 11 for two values of net-section stress. There are two locations where significant changes in \(\lambda\) occur: 1) in the hole wake and 2) at the shear bands. In the former locations, the stresses are small and the plastic strains are negligible. However, in the latter location, plastic strains are obviously substantial. We speculate

![Fig. 10. Comparisons of measured and predicted axial displacement fields (\(v\)) for the open-hole tension test as well as the error between them. (The error is the difference in displacements divided by the ‘open hole displacement’; that is, the predicted displacement experienced by an extensometer that spans the hole diameter.) (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)](image)
that non-proportional stressing within the shear bands is related to the errors in displacement fields observed in Fig. 10. If this hypothesis is correct, then tracking the ratios $\lambda$ over the course of a simulation would provide some insight (albeit qualitative) into the regimes in which the constitutive model is expected to yield accurate results.

It should also be noted that the stress–strain curves used to calibrate the constitutive model omit any description of material softening. Errors arise from this assumption when the tensile and shear strains exceed the values corresponding to the peak tensile and shear stresses (roughly 0.63% and 1.0%, respectively). In the simulation, the condition for shear softening ($\gamma > \gamma_{\text{peak}}$) is first met at a net-section stress of approximately 220 MPa. Softening is expected to occur over a significant length scale (the tow width, 1 mm) at approximately 270 MPa. The corresponding values for tensile softening are 260 MPa and 290 MPa, respectively. These results imply that the effects of softening may become relevant when net-section stresses exceed roughly 250–300 MPa. Note, however, that material softening does not explain the discrepancies between measured and simulated displacement/strain fields: incorporation of softening would increase the compliance of the simulated specimen, causing the correlation between prediction and experiment to worsen.

6. Summary and concluding remarks

Existing elastic–plastic constitutive models for CMC laminates are insufficiently general; each presupposes a specific form of the yield/cracking surface that is unable to predict the responses of CMCs with both stiff and compliant matrices. In particular, the GH model assumes the ratio of cracking stresses in shear and 45° tension to be 1; the Hahn-type model assumes it to be 1/2. Through a careful examination of experimental data (from mechanical tests reported in the present work and from the literature), we have demonstrated that, in general, CMCs exhibit behaviors that lie roughly between these two extremes. Armed with this insight, a new elastic–plastic model, based on the deformation theory of plasticity, has been developed. It permits an arbitrary ratio of cracking stresses in shear and 45° tension to be captured. The model is calibrated using the results of standard mechanical tests: 0° tension, 45° tension, and shear.

The predictive utility of the model has been demonstrated through comparisons of numerical simulation results with full-field displacement and strain measurements in open-hole tension tests. The correlations are remarkably good. In particular, the model accurately predicts the size and shape of the shear bands that develop at the hole edge. Quantitative assessment of errors in model predictions have been made through comparisons of the displacement fields. The comparisons suggest that the progressively increasing errors at high stresses are attributable to non-proportional stressing within some material elements (notably, in the shear bands). The principal utility of the present model is expected to be in capturing CMC deformation in the intermediate stress regime: after elasticity ceases to apply but before effects of non-proportional stressing become important. Future work will focus on the effects of material softening and the onset of fracture in notched CMC panels.
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The engineering constants, in turn, are found using the generalized self-consistent scheme (GSCS) [30,31]. It is a micromechanical model that estimates the macroscopic elastic constants of the fiber composite using the elastic constants of the constituents. The GSCS model yields the same result as the cylindrical composites assemblage (CCA) model [42–44] for four of the five composite elastic constants:

\[
S_0 = \begin{bmatrix}
1/E_t & -V_f/E_f & 0 \\
-v_{d}/E_{d} & 1/E_t & 0 \\
0 & 0 & 1/G_{0}
\end{bmatrix}
\]  

(A.1)

The compliance matrix of a unidirectional ply (assumed to be in a state of plane stress) can be written in terms of the engineering constants as:

\[
E_a = E_m V_m + E_f V_f + \frac{4(V_f - V_m)^2 V_m V_f}{V_m/k_m + V_f/k_f + 1/G_m}
\]

\[
v_a = V_m V_m + V_f V_f + \frac{(V_f - V_m)(1/k_m - 1/k_f)V_m V_f}{V_m/k_f + V_f/k_m + 1/G_m}
\]

\[
G_a = G_m(G_m V_m + G_f(V_f + 1))
\]

\[
k = \frac{k_m(k_m + G_m)k_f + k_f(k_f + G_m)V_f}{(k_f + G_m)V_m + (k_m + G_m)V_f}
\]

where the subscripts \( f \) and \( m \) denote the fiber and effective medium, respectively. The shear modulus, \( G \), and the transverse bulk modulus, \( k \), are given by the expressions (for isotropic materials):

\[
G = \frac{E}{2(1 + \nu)}
\]

\[
k = \frac{G}{1 - 2\nu}
\]

The remaining constant, the transverse shear modulus, \( G_c \), is only bounded by the CCA model. An exact solution, however, can be found by using the GSCS formulae given in [30] (the expression is quite lengthy and is thus not reproduced here). With these five constants, the transverse Young's modulus, \( E_t \), and the transverse Poisson's ratio, \( \nu_t \), can be computed using the formulae [43]:

\[
\nu_t = \frac{k - mG_t}{k + mG_t}
\]

\[
E_t = 2(1 + \nu_t)G_t
\]

where

\[
m = 1 + \frac{4
\nu_t^2}{E_t}
\]

(A.4)

The compliance matrix for the 90° ply is obviously

\[
S_0 = \begin{bmatrix}
1/E_f & -V_f/E_f & 0 \\
-v_{d}/E_{d} & 1/E_f & 0 \\
0 & 0 & 1/G_{0}
\end{bmatrix}
\]  

(A.6)

Then, using elasticity theory, the compliance matrix for the overall (cross) composite is:

\[
S = 2(S_0)^{-1} + (S_0)^{-1}
\]  

(A.7)
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