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Abstract

Visual tracking has become a very important component in computer vision, but achieving a robust, reliable and real time tracking remains a real challenge.

In order to improve the actual state-of-the-art, we choose to study and improve one of the most performing adaptive tracker by detection. We selected Struck [27] for this quality performance and his low computational cost that makes it real time.

Inspired by the great successes of binary keypoint descriptors, we choose to apply binary description to a patch. We propose to use Multi-Block Local Binary Pattern (MB-LBP), based on its great success in face detection and description. In this work we present a technique for selecting the best features for tracking. In combination with the feature selection we propose a technique to take into account contextual information in order to increase the robustness of the tracker.

We propose a solution to add scale adaptation to the algorithm, and suggest to transpose this technique to add rotation adaptation.

Experimentally we validate these techniques showing that we outperform the state-of-art tracking algorithms. To do that we use a benchmarking tool using 51 videos and compare our algorithm to 29 algorithms.
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Introduction

Due to the low cost and the increasing quality of the visual sensors, they have become a good choice for the motion estimation of objects. The noninvasive aspect makes video cameras very versatile, but the drawback is the poor reliability. Having a robust and reliable visual tracking using cameras can have great applications and at the same time hard to achieve, and this makes the subject very interesting.

This task is indeed a real challenge, and the reason is that even if tracking a semantic object is relatively obvious for a human, the problem is not easy to define in term of images. The recent evolution in computing power and computer vision has made possible to tackle this challenge only in recent years. The importance of having a really reliable, robust and precise tracking has stimulated the current research in the area [83]. The scope of the domain of applications is wide and we can cite surveillance [28, 13, 31], human computer interaction [63, 75, 33], medical imaging [22] and robotics [32, 78].

In this document we only focus on online (i.e. realtime) tracking. That is, given the initialized state (e.g. rectangle position and size) of an object in a frame of a video, the goal of online tracking is to estimate the position of the target in the next frames. There is no need of having the entire video stream, but only the frames between the initial frame with the positioned target and the frame where we want to know the position of the target.

The algorithm need to deal with illumination variation, partial or total occlusions and change in object appearance. An algorithm can be really robust to one kind of change but not to another, so it is crucial to have both a good dataset and a good evaluation method to take this variability in consideration.
Introduction
Part I
Theoretical Foundations
1 Visual tracking

1.1 Purpose
The challenge is to design an algorithm that is reliable and robust to a wide variety of conditions, particularly if the camera is mobile. The algorithm need to deal with illumination variations, occlusions, and appearance changes. The motions of the object and camera are obviously unknown so it is impossible to deal with all the parameters without assumptions. The goal is thus not to make too strong assumptions.

1.2 Techniques
In this section we present some tracking techniques, focusing on the current state-of-the-art, i.e tracking by detection with an adaptive appearance model. There are however many other techniques and we quickly present a subset in the following.

1.2.1 Snakes models [38]
A snake is an energy-minimizing spline guided by external constraint forces and influenced by image forces that pull it toward features such as lines and edges. Snakes are active contour models: they lock onto nearby edges, localizing them accurately. They are really powerful for lane tracking [72] and for autonomous car or driver assistance. They are however not not very efficient for tracking arbitrary objects (without prior model) and deal poorly with occlusions.

1.2.2 Condensation [34]
The Condensation algorithm uses "factored sampling", previously applied to the interpretation of static images, in which the probability distribution of possible interpretations is represented by a randomly generated set. Condensation uses learned dynamical models, together with visual observations, to propagate the random set over time.

1.2.3 Mean shift [15, 16]
Mean shift is based on the mean shift iterations and finds the most probable target position in the current frame. The dissimilarity between the target model (its color distribution) and the target candidates is expressed by a metric derived from the Bhattacharyya coefficient.

1.3 Tracking by detection [6]
Recently, the techniques called “tracking by detection” have been shown to give promising results at realtime speeds. These methods train a discriminative classifier in an online manner to separate the object from the background. The classifier bootstraps itself by using the current tracker state to extract positive and negative examples from the current frame. This technique is organized around three main components: representation scheme, search mechanism and model update.

1.3.1 Representation Scheme
Object representation is one of the major components in any visual tracker and is really crucial for the efficiency of the algorithm. Various techniques have been proposed [44, 74],
and one of the first method is simply based on holistic templates (i.e. raw intensity values) [2, 26, 50]. This simple representation does not take appearance changes into account, so more sophisticated models have been proposed, such as subspace-based tracking approaches [10, 4]. In addition sparse representations have been proposed to handle corrupted appearances in [51] whose method has recently been further improved in [8, 52, 76, 82, 71, 53].

In addition to templates, many other visual features have been adopted in tracking algorithms, such as color histograms [16], Histograms of Oriented Gradients (HOG) [18, 65], covariance region descriptors [67, 73, 57] and Haar-like features [70, 23]. Discriminative models give very good results and they are widely adopted in tracking [4, 14]. In short, a binary classifier is learned online to discriminate the target from the background. The majority of learning techniques are not usually online, but for obvious performance matter, it is really important to find online implementations, that give the same results or a good approximation of the original offline implementations. Numerous learning methods have been adapted to the tracking problem, such as Support Vector Machines (SVM) [3, 29], structured output SVM [27, 66], ranking SVM [7], boosting [4, 23], semi-boosting [24] and multi-instance boosting [5].

To better cope with appearance variations, some approaches regarding integration of multiple representation schemes have recently been proposed [45, 64, 39].

1.3.2 Search Mechanism

To estimate the position of the target objects, deterministic or stochastic methods have been used. When the tracking problem is posed within an optimization framework, assuming the objective function is differentiable with respect to the motion parameters, gradient descent methods can be used to locate the target efficiently [48, 16, 20, 41].

However, the problem is usually non-linear and contain many local minima. To alleviate this problem, dense sampling methods have been adopted [27, 23, 5] at the expense of high computational load. In practice, it really depends on the cost of a sample evaluation, but it can quickly become computationally expensive.

On the other hand, stochastic search algorithms such as particle filters [34, 56] have been widely used since they are relatively insensitive to local minima and computationally efficient [36, 58, 51]. The advantage of these methods is to reduce the cost of a dense sampling method (when it is necessary) without missing the optimal solution.

1.3.3 Model Update

It is crucial to update the target representation or model to account for appearance variations. It is a really difficult task, because we need to adapt the model without introducing drifts, or falsely adapt the model during an occlusion. Effective update algorithms have also been proposed via online mixture model [35], online boosting [23] or incremental subspace update [58]. For discriminative models, the main issue has been to improve the sample collection part to make the online-trained classifier more robust [27, 5, 37, 24]. While a lot of progress has been made, it is still difficult to get an adaptive appearance model that avoids drifts, especially if the video is long. Indeed most of sequences used for benchmarking are pretty short (a few seconds), so drifts are not necessary noticeable for all algorithms, although it remains a really challenging task.
1.3.4 Context and Fusion of Trackers

Contextual information is also very important for tracking. It is important to avoid drifts and handle full occlusions correctly. Recently some approaches have been proposed by mining auxiliary objects or local visual information surrounding the target to assist the tracking [77, 25, 19]. The context information is especially helpful when the target is fully occluded or leaves the image region [25]. To improve the tracking performance, fusion methods have been proposed. This approach combines static, moderately adaptive and highly adaptive trackers to account for appearance changes [62]. Even multiple trackers [40] or multiple feature sets [79] are maintained and selected in a Bayesian framework to better account for appearance changes. We will see in this work how the extension of the target size (i.e. accounting for contextual information) around the object can improve the tracking.
1 Visual tracking
2 Patch description

2.1 Purpose
The first technique and also the simplest is a holistic template (i.e. raw intensity values) [2, 26, 50]. It has however some weaknesses, such as:

- Very high dimensionality
- Very sensitive to illumination variations
- Very sensitive to all geometric transformations
- Very sensitive to occlusions

An alternative is the patch description whose purpose is to find a way to describe a patch by avoiding most of the above drawbacks, but with a relatively low computational cost.

There are two families of patch descriptors: feature-point descriptors (or keypoints descriptors) and patch descriptors. The former describes a point and its neighborhood and the latter describes a patch as a whole rectangle.

2.2 Feature-point description
In the keypoint description framework, two families of descriptors can be distinguished: the floating point descriptors and the binary descriptors.

The floating point descriptor is older and a little bit more descriptive but come with a very high computational cost. Scale Invariant Features Transform (SIFT) [47] and then Speeded-Up Robust Features (SURF) [9] are the most famous ones. Their computational cost make them not very attractive for tracking.

Binary descriptors are more recent and very promising, as they have a low computational cost and can still be very descriptive. The first one is Binary Robust Independant Elementary Features (BRIEF) [12] and afterwards Oriented FAST and Rotated BRIEF (ORB) [59] and Binary Robust Invariant Scalable Keypoints (BRISK) [43] were proposed to make the descriptor invariant to rotation. Fast retina keypoint (FREAK) [1] is one of the most recently proposed method and seem to have a better descriptive power with the same computational cost as the other methods.

2.2.1 SIFT
The SIFT descriptor is a 128-dimensional real valued vector, composed of 8 float normalized histogram of gradients over a cell, with 16 cells in total. There is a mechanism to choose the best scale and the normalized orientation to be invariant over rotation and scale.

2.2.2 SURF
The SURF descriptor is a 64-dimensional real valued vector, composed of 4 float which is four sums of orientations over a cell, computed on a grid of 16 cells. The orientation is computed using a Haar wavelet filter response. It is supposed to provide invariance to illumination, viewpoint and contrast variations.

2.2.3 BRISK
BRISK is a vector of 512 bits, each bit is the short-distance binary intensity comparisons of pairs of weighted Gaussian, the position of the pair is computed using Gaussian sampling.
2.2.4 FREAK

FREAK uses the same principle as BRISK, the difference being the choice of the pairs, and the fact that the Gaussians are overlapping.

2.3 Feature Patch description

2.3.1 Haar-like

The Haar-like feature [69] is a real-valued vector, where each coordinate (float) is the result of a weighted sum over a square. There exists some extension with more features in order to account for the tilted (45°) Haar-like features [46]. The sampling is random or in a grid at a different scale.

![Figure 1: A standard set of Haar-like feature](image)

2.3.2 Local Binary Patterns

The LBP feature [54] is a 8-bit value, where each bit represent the sign of a the difference between a pixel and its neighborhood. The feature extracts information from a 3x3 square. The sampling is one feature per pixel.

![Figure 2: Creation of a LBP](image)

2.3.3 Multi-Block LBP

The MB-LBP feature [81] is a 8-bit value. It is an extension of LBP, and the difference is that the comparison is not simply between two pixels, but between the sum of two rectangles. The feature size is over a \((3n) \times (3m)\) rectangle. The sampling cannot be exhaustive, because the number of features quickly becomes huge (166464 features for a sub-window of size 50 × 50). There are three ways of sampling: over a grid, at random or with feature selection.
Figure 3: Example of MB-LBP
3 Machine Learning

A very common way, in recent tracking by detection approaches, is to use a variant of online boosting-based classifiers [5, 23, 60]. This yields decent result especially for particular tasks like face detection [70].

In recent object detection researches a new technique gives very promising result. It uses SVM due to its good generalization ability, robustness to label noise, and flexibility in object representation through the use of kernels [11, 21, 68].

3.1 Purpose

In tracking by detection we need to determine which sample has the biggest probability to be the object. To do that we want to use a classifier to distinguish the target object from its surrounding background. In online tracking we have only the data from the past and to save computational cost and to be as fast as possible, we want the classifier to be trained online.

3.2 Support Vector Machine

Support Vector Machines (SVM) have become very standard algorithms for classification and regression problems. They belong to the class of sparse kernel machines and are maximum margin classifiers, meaning that they minimize the classification error and maximize the geometric margin at the same time.

the SVM was initially [17] a binary decision machine. The method was first proposed as a linear classifier between two classes and cannot provide posterior probabilities, but was then extended to handle non-linearly separable problems by Kernelization.

As other so-called kernel methods, SVM handle non-linearly separable problems, by projecting points in a higher dimensional space using a mapping. The goal is to find a projecting function to have a linearly separable problem in the new space.

Finding this function can be very difficult. To solve this issue, kernel methods rely on a principle called the kernel trick. It uses the observation that the only operation that we want to perform in the high-dimensional space is computing inner-products. So we only need to find a function allowing to compute inner-products in this space without defining the mapping explicitly. This function $k(x, x')$ is called the kernel function and must respect a few properties.

A kernel need to respect Mercer’s condition. That is,

$$\int \int k(x, y)g(x)g(y) \, dx \, dy \geq 0.$$  \hspace{1cm} (1)

for all square integrable functions $g(x)$.

The most used kernel is:

- Gaussian Radial Basis Function kernels : $k(x_1, x_2) = e^{-(\gamma \|x_1 - x_2\|^2)}$, with $\gamma > 0$.

3.3 Structured output SVM

The structured Support Vector Machine [66] is a generalization of the SVM classifier. The structured SVM allows to train of a classifier for general structured output labels.

Training the classifier consists of showing pairs of correct sample and output label pairs. After training, the structured SVM model allows one to predict for new sample instances the corresponding output label.
Training

For a set of $\ell$ training instances $(x_n, y_n) \in \mathcal{X} \times \mathcal{Y}$ from a sample space $\mathcal{X}$ and label space $\mathcal{Y}$, the structured SVM minimizes the following regularized function.

$$
\min_{w} \|w\|^2 + C \sum_{y \in \mathcal{Y}} \max_{y_n \in \mathcal{Y}} \left( \Delta(y_n, y) + \langle w, \Psi(x_n, y) - \Psi(x_n, y_n) \rangle \right)
$$

(2)

The function $\Delta : \mathcal{Y} \times \mathcal{Y} \to \mathbb{R}^+$ measures a distance in label space. The function $\Psi : \mathcal{X} \times \mathcal{Y} \to \mathbb{R}^d$ is a feature function, extracting some feature vector from a given sample and label.

Because the regularized risk function above is non-differentiable. We reformulate in terms of a quadratic program by introducing one slack variable $\xi_n$ for each sample, each representing the value of the maximum. The standard structured SVM primal formulation is given as follows.

$$
\min_{w, \xi} \|w\|^2 + C \sum_{n} \xi_n \\
\text{s.t.} \quad \langle w, \Psi(x_n, y_n) - \Psi(x_n, y) \rangle + \xi_n \geq \Delta(y_n, y), \quad \forall y \in \mathcal{Y}
$$

(3)

Inference

At test time, only a sample $x \in \mathcal{X}$ is known, and a prediction function $f : \mathcal{X} \to \mathcal{Y}$ maps it to a predicted label from the label space $\mathcal{Y}$. For structured SVMs, given the vector $w$ obtained from training, the prediction function is the following.

$$
f(x) = \arg\max_{y \in \mathcal{Y}} \langle w, \Psi(x, y) \rangle
$$

(4)

Therefore, the maximum $y$ over the label space is the predicted label. Solving for the maximizer can become a hard problem depending on the structure of the function $\Psi$. 

4 Benchmarking

Benchmarking in tracking can seem easy, because it is easy to find a metric for evaluation. Indeed we can build a video dataset and ask someone to locate a bounding box around the object for all frames. If we are careful we can ask different people to label the dataset and compare their performance to the algorithm. We just need a metric such as the Euclidean distance between the center of the box.

This technique is used by the majority of researchers to test their algorithms, and when you read the actual research the state-of-the-art seem to achieve very good results. In fact, we really need a standard framework for evaluating algorithm to compare the results between different papers.

We do not presume of the honesty of the researchers concerned, but we noticed that in general the datasets used for evaluation are really small (i.e. between three and ten videos). As often in computer vision, most of the algorithms have many parameters, which are generally invisible and hard coded. And all these parameters are optimized to provide very good results over the specific dataset used for evaluation. This is a kind of overfitting performed by the people optimizing the parameters during the implementation of the algorithm. To avoid this problem, it is important to use a sufficiently big (and diverse) dataset, with the same parameters for all the video sequences and a good evaluation method. That is why we choose to use the benchmarking method of Wu and al.[74].

4.1 Dataset

As we said it is important to use many videos comprising different kind of challenges. To understand the strengths and the weaknesses of an algorithm it is essential to organise videos in different categories according to the kind of difficulty.

Wu and al.[74] have built a dataset of 51 videos that come from different datasets. These 51 videos are categorized into 11 categories. The dataset is probably still not big enough for a completely objective evaluation, but it is a good start, and it has the advantage of allowing a comparison with the results of many state-of-the-art algorithms.

<table>
<thead>
<tr>
<th>Attr</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>IV</td>
<td>Illumination Variation - the illumination in the target region is significantly changed.</td>
</tr>
<tr>
<td>SV</td>
<td>Scale Variation - the ratio of the bounding boxes of the first frame and the current frame is out of the range $[1/2, 2]$.</td>
</tr>
<tr>
<td>OCC</td>
<td>Occlusion - the target is partially or fully occluded.</td>
</tr>
<tr>
<td>DEF</td>
<td>Deformation - non-rigid object deformation.</td>
</tr>
<tr>
<td>MB</td>
<td>Motion Blur - the target region is blurred due to the motion of target or camera.</td>
</tr>
<tr>
<td>FM</td>
<td>Fast Motion - the motion of the ground truth is larger than 20 pixels</td>
</tr>
<tr>
<td>IPR</td>
<td>In-Plane Rotation - the target rotates in the image plane.</td>
</tr>
<tr>
<td>OPR</td>
<td>Out-of-Plane Rotation - the target rotates out of the image plane.</td>
</tr>
<tr>
<td>OV</td>
<td>Out-of-View - some portion of the target leaves the view.</td>
</tr>
<tr>
<td>BC</td>
<td>Background Clutters - the background near the target has the similar color or texture as the target.</td>
</tr>
<tr>
<td>LR</td>
<td>Low Resolution - the number of pixels inside the groundtruth bounding box is less than 400 pixels.</td>
</tr>
</tbody>
</table>

Figure 4: The categories used by Wu and al.
4.2 Evaluation Methodology

A classical way to have a quantitative evaluation is to compute the average Euclidean distance between the center of the ground truths and the center of the tracked box. The main issue is that when the tracker looses the target then this distance becomes totally random. They do not propose a real solution to avoid this problem. The proposed solution is to run the tracker several times with different starting frames or different starting bounding boxes.

4.2.1 Precision plot

The precision plot was proposed recently in [6, 30]. It shows the percentage of frames for which the distance between the tracked target and the ground truth is below a threshold. The precision plot is the precision rate in function of the threshold.

4.2.2 Success plot

Another evaluation metric is the bounding box overlap. The overlap is simply defined as the intersection area divided by the union area of the tracked box and the ground truth box. We use the same technique as the precision plot to build the success plot.

4.2.3 Ranking

In order to establish a ranking between different algorithms we can use the Area Under the Curve (AUC) of the success or precision plot. There is no clear evidence that this metric is the most objective one, but this is a good insight of the real performance.

4.2.4 Robustness Evaluation

To avoid the problem of the sensitivity at the initialization we use two techniques.

1. For each video we evaluate the algorithm several times with different starting frames.
2. For each video we evaluate the algorithm several times with different starting bounding boxes.
Part II
Contributions and Applications
5 Motivation

The motivation to start this master thesis was to study and try to improve the state-of-the-art of visual tracking, and the obvious first step is to evaluate it. To do that we use the study of Wu and al. [74], as they compare many different algorithms using more video sequences for the tests than usual. They also provide a good benchmarking method, which is really important for visual tracking as explained before.

One algorithm stands out: Struck [27] which has a great performance and is realtime (25 fps in average). It is a very interesting work because the mathematical formulation is clean and elegant.

The main innovation comes from the machine learning side. On the other hand, the description of the features is very classical, and our first contribution is to improve this part. We will present the machine learning part of Struck because it is very informative, but we do not improve it.

5.1 State of the art

The standard technique used for traditional tracking by detection algorithms is to learn a classifier in order to separate the target from the background.

The classifier is trained with example pairs \((x, z)\) where \(x\) is the feature vector of a patch and \(z = \pm 1\) its corresponding binary label. The function \(f : X \to \mathbb{R}\) being the classification confidence function, the prediction corresponds to \(\hat{z} = \text{sign}(f(x))\).

To estimate the new position, we search the maximum of \(f(x)\) around the initial estimated position (in general we use the position of the previous frame). Let \(p_{t-1}\) be the estimated bounding box (position and size) at time \(t - 1\). The goal of the tracker is to estimate a transformation \(y_t \in \mathcal{Y}\) such that the new position (or the new state) of the bounding box is estimated by the composition \(p_t = p_{t-1} \circ y_t\). Here, \(\mathcal{Y}\) denotes the search space and its form depends on the type of motion to be tracked (generally a translation, but in this work we extend the search space of Struck to integrate scale transformations.

Finally we obtain:

\[
\begin{align*}
    p_t &= p_{t-1} \circ y_t \\
    y_t &= \arg\max_{y \in \mathcal{Y}} f(x_{p_{t-1} \circ y})
\end{align*}
\]

where \(x_{p_{t-1} \circ y}\) are the feature vectors extracted from the frame at time \(t\) with the bounding box \(p_{t-1} \circ y\). When we have the new estimate for the bounding box, we can build a set of training data from the current frame. It is divided into two components: the sampler and the labeller.

The sampler generates a set of transformations \(\{y_1, ..., y_n\}\) with a corresponding set of feature vectors \(\{x_{p_{t-1} \circ y_1}, ..., x_{p_{t-1} \circ y_n}\}\) and the labeller chosen for these training set \(\{z_1, ..., z_n\}\). Finally, using this information, we can update the classifier.

In the work of Hare and al. [27] the authors raise some problems that can arise with this technique (and Struck try to avoid these problems).

- The assumption made in (6) that the classification confidence function provides an accurate estimate of the object position is not explicitly incorporated into the learning algorithm. Why hiding the information about the transformation to the classifier?

---

\[\text{Generally a translation, but it can be a rotation or zoom}\]
5 Motivation

- The examples used to train the classifier are all equally weighted, meaning that a negative example which overlaps significantly with the tracker bounding box is treated the same as one which overlaps very little. We thus lose a very important part of the information.

- The labeller is usually chosen based on intuitions and heuristics, rather than having a tight coupling with the classifier. Mistakes made by the labeller manifest themselves as label noise.

Many current state-of-the-art approaches try to overcome these problems by using robust loss functions [42, 49], semi-supervised learning [24, 61], or multiple-instance learning [5, 80].

All these methods are essentially workarounds for the real problem which stems from the fundamental issue of separating the labeller from the learner. Struck does not depend on a labeller, and tries to overcome all these problems by using a structured SVM to learn the transformation function.

5.2 Struck

A transformation function 

\[ f : \mathcal{X} \rightarrow \mathcal{Y} \]  

(7)

is used to estimate the object transformation between frames, where \( \mathcal{X} \) is the space of the feature vector and \( \mathcal{Y} \) is the space of all transformations. Note that it avoids the use of binary labels \( z = \pm 1 \). A labelled example becomes a pair \((x, y)\). The function \( f \) is learned using a structured-output SVM framework [11, 66], which introduces a discriminant function

\[ F : \mathcal{X} \times \mathcal{Y} \rightarrow \mathbb{R} \]  

(8)

that we use for prediction according to

\[ y_t = \arg \max_{y \in \mathcal{Y}} F(x_{t-1}^p, y) = f(x_{t-1}^p) \]  

(9)

The difference with equation (6) is that now \( F \) is a function of \( y \) so it can be incorporated in the learning algorithm. \( F \) measures the compatibility between \((x, y)\) pairs by restricting this to be of the form

\[ F(x, y) = \langle w; \Psi(x, y) \rangle \]  

(10)

where \( \Psi(x, y) \) is a joint kernel map. And now we can use the structured SVM to learn from a set of example pairs \( \{(x_1, y_1), ..., (x_n, y_n)\} \) by minimizing the convex objective function:

\[
\min_{w, \xi} \|w\|^2 + C \sum_{i=0}^{n} \xi_i \\
\text{s.t.} \quad \langle w; \Psi(x_i, y_i) - \Psi(x_i, y) \rangle + \xi_i \geq \Delta(y_i, y), \quad \forall y \in \mathcal{Y}
\]  

(11)

This optimization ensures that the value of \( F(x_i, y_i) \) is greater than \( F(x_i, y) \) for \( y \neq y_i \), by a margin which depends on a loss function \( \Delta \). This loss function should satisfy the following properties:

- \( \Delta(y, y_i) = 0 \iff y = y_i \)

- \( \Delta \) decreases towards 0 as the similarity between \( y \) and \( y_i \) increases
The loss function plays an important role in this method, as it allows us to address the issue raised previously of all samples being treated equally. In the original Struck, they propose to use the bounding box overlap:

\[
\Delta(y, y_i) = 1 - a(y, y_i)
\]  

(12)

Where \( a \) is the overlap ratio. In order to improve Struck we tried several other functions\(^2\) but the overlap function (12) achieved the best results.

\(^2\text{We tried to build a function based on the distance of the two bounding boxes with or without normalization.}\)
6 Feature Choice

6.1 Motivation

To build a good algorithm for visual tracking, we need a fast and smart technique to describe a patch. Here we try to define what is a good description.

The description is obviously dependent of the algorithm, and so we do not aim at preserving the same properties for all algorithms.

We want to approximate the distance given by a human, with the constraint of the visual tracking. To approximate this we need to care about some properties.

6.1.1 Realtime constraint

It may seem strange to mention this property first, but if the algorithm cannot be run in realtime, why bother using an online algorithm as we could use the information from all the frames from the sequence instead. It is interesting to explore different ways, but for a usable algorithm, we need to restrict ourselves only to the class of realtime algorithms.

If we feed Struck with raw values only, using the appropriate scale, we see that the performance (i.e. measured by the quality of the tracking) remains acceptable. The speed constraint is really important and limits the fields of usable descriptors.

6.1.2 Illumination invariance

It is often one of the first property that we require for a good descriptor. Haar-like features, LBP, and most of keypoint descriptors are resistant to illumination variations. Generally if the descriptor is not illumination invariant, it is so by design (e.g. histograms).

6.1.3 Scale invariance

Scale invariance is a nice-to-have but not necessary property since it can be de-localised to other components. For example in our method we added scale adaptation without having this property built in the feature descriptor. In general this is not really important because the scale changes slowly.

6.1.4 Rotation invariance

Rotation invariance is nice to have but not necessary for the same reason as the scale, i.e. the rotation varies slowly so it can be incorporated in the model adaptation. Most feature points are rotation invariant, but it is harder to make a patch descriptor resistant in the same way. The tricks used for the scale is unusable or inefficient due to use of an integral image to compute the descriptor.

6.2 Binary keypoint descriptor

Due to the recent success of binary descriptors such as FREAK [1]. We tried to use it for the tracking, with a naive approach. We simply put one or several keypoints in the patch. The result is good given the quantity of information (64 bytes for one FREAK descriptor), but the performance is significantly worse than the Haar-like features from the original Struck paper.

The possible explanation is that the time saved during the comparison is largely lost during the extraction of the keypoint. This is not the use for which keypoint
descriptors have been designed. Normally the number of comparisons between descriptors is significantly bigger than the number of descriptors to extract.

In the end we want to keep the principle of the binary representation, but with faster extraction and with a better descriptive power for a patch. The LBP appears like an evidence for the sought properties.

### 6.3 MB-LBP

We propose to use the MB-LBP features, due to their excellent results in the field of face recognition and this is exactly the generalization for a patch of the technique of FREAK, BRISK and BRIEF. The main problem of a keypoint descriptor is that it is centered around a point, whereas in a patch nothing say that the interesting information lies only at the center. Since MB-LBP features can be positioned anywhere in the patch, then the extracted information is not related to one central point.

The problem is the number of possible MB-LBP. A patch of 50x50 pixels in 8 bits gray level is 2500 bytes. In the same patch, it is possible to extract 166464 different MB-LBP features, where one MB-LBP is one byte. We thus have 65 times more data with all the MB-LBP than using the pixel information.

Taking all the MB-LBP is impossible (due to the computational cost) and if we look at the work of Paratte [55], this seems like a bad idea.\(^3\)

\[^3\text{for FREAK taking all the pairs is worse than a well chosen subset of pairs}^\]

![Figure 6: Representation of an MB-LBP with (x, y, w, h).](image-url)
6.3.1 Fully random sampling

To start we choose the MB-LBP randomly, without using any heuristics. First, we choose the size randomly and then we choose the position also at random. The probability is uniform over the size, but obviously not over the MB-LBP, since there are more small MB-LBP than big ones. We show an histogram of 1600 MB-LBP generated with this technique (the number 1600 is chosen in order to have approximately the same number of bytes than the Haar-like representation chosen in Struck).

![Histogram of random MB-LBP with uniformly sampled size.](image1)

Figure 7: Histogram of random MB-LBP with uniformly sampled size.

![Success plots of OPE](image2)

Figure 8: Struck is with Haar-like feature. StruckFR is with MB-LBP uniformly random on the size.

In figure 8 we can see the success plot corresponding to the proposed method using randomly chosen MB-LBP, sadly the result as not as good as expected. This shows that if we choose the set of features too naively, the result is very poor.
6.3.2 Feature selection

Introduction

We want to find a good subset of features. The best subset of features for this algorithm is the set that achieves the best performance. We can define a score that we want to maximize, e.g. the AUC in the overlap plot defined by Wu and al. We also need a dataset, so we could try to use a relatively small data set, but if we want not to overfit the data, we really need to choose a data set sufficiently big. The problem of feature selection is NP-Hard so we need to find heuristics to help us.

The goal is to separate the object from the background. Thus we want to have a small distance when we compare patches of the object over time, and have a big distance when we compare patches of the object and patches coming from the background.

Idea

First we use the ground truth to extract patches from the object and from the background. Then we compute the distance of a feature from the object on the frame \( t \) and frame \( t - l \) with \( l \) small. This distance is called distance of true match, and the distance between the object and the background is called distance of false match. A good feature is a feature with small mean over time of the distance of true match and a big mean over the time of the distance of false match.

Sampling

We start by fixing the size of the patch (in our case we choose \( 50 \times 50 \) pixels and we will show that it is sufficient), for all other patch sizes we use a projection. It is an idea for the future work to generate several different patch sizes with different ratios, and finally matching with the closest patch size (in the sense of the ratio).

Now, we use an heuristic to reduce the number of features. For each size we build a grid for the sampling, with an horizontal and vertical spacing equal to the width and the height respectively. This means that two MB-LBP with same size that are side by side overlap for two third. We keep only the MB-LBP inside the patch and we center the grid.

With this heuristic, the number of feature is reduced from 166464 to 17424.

Selection algorithm

For the selection part we use an algorithm developed by Paratte during his master thesis [55]. Based on his work, we conclude that selecting good features (as defined above) is not enough, we need to select features with low correlation. His work on selection of FREAK pairs is really similar to this feature selection.

1. For each frame we extract one patch from the object, and 8 patches from the background around the object, to find the object we use the ground truth.
2. We extract the set of 17424 features for each patch.
3. For each feature we compute the mean distance between the object at frame \( t \) up to \( t - l \) (\( l = 2 \) yields good result), this gives the true matching score.
4. For each feature we compute the mean distance between the object at frame \( t \) with the background at the same frame. We subtract this mean at 8 (it is the maximum distance between two features \(^4\)) to obtain the false matching score.

\(^4\) this the Hamming distance between two bytes
5. We compute a total score for each feature, with a linear combination between the true and the false matching scores.

6. We rank all the features according to their matching score, they form the rank set.

7. We create an empty set (the selected set).

8. We take the feature with highest matching score from the rank set, we compute the maximum correlation between this feature and all the ones from the selected set, if it is below the maximum correlation threshold then we transfer the feature from the rank set to the selected set, otherwise we delete this feature.

9. If we have the desired number of features in the selected set we stop and keep the selected set. If the rank set is empty but the number of selected feature is not reached we increase the maximum correlation threshold and restart to 6. Otherwise we continue with 8.

Figure 9: Histogram of selected MB-LBP.

In figure 9 we see which features are selected.
In figure 10 we see that with the same amount of data for the description, we outperform the original Struck.
7 Extension of Search Space

7.1 Size adaptation

The implementation of Struck proposed by Hare and al. cannot adapt to variation in tracked object size. We propose a simple technique to tackle this problem.

The description has to adapt to different sizes and ratio, these are the only properties that we need to have.

The MB-LBP based technique proposed works perfectly, because we project a patch of size $50 \times 50$ on the desired patch, if the desired patch change of size during the tracking, the features remains comparable.

We simply extend the search space to add the change of size of the bounding box. This works because the change of size is smooth and relatively slow (small size change).

For a bounding box at frame $t$ $(x_t, y_t, w_t, h_t)$ the search space of Struck is:

$$(x_{t+1}, y_{t+1}, w_{t+1}, h_{t+1}) = (x_t + i, y_t + j, w_t, h_t)$$

$$i, j = \{-30, ..., 30\}$$ (13)

The new search space proposed is simply:

$$(x_{t+1}, y_{t+1}, w_{t+1}, h_{t+1}) = (x_t + i, y_t + j, w_t + k, h_t + l)$$

$$i, j = \{-30, ..., 30\}$$

$$k, l = \{-1, 0, 1\}$$

All the benchmarks are built with this modification and the performance improvement is noticeable but not so big. This is probably due the fact that when the tracker loses the object position, the change of size becomes very random.

7.2 Rotation adaptation

We can use the same approach, to add some resistance to orientation variations. The hypothesis of small change is still valid. The problem comes from the actual implementation of the algorithm. Indeed, in order to save a lot of computational power we use integral images. The proposed solution is to compute a rotated image with an angle $(+10^\circ$ and $-10^\circ$), and then to compute the integral image of these two images.

We sample as described above on the three images $(+10^\circ, 0, -10^\circ)$.

Due to the limited time this implementation has not been tested.
8  Context-awareness (tracking)

We propose a new way to take the context into account, based on the feature selection.

8.1  Idea

We use the feature selection technique to choose some features in the context to improve the tracking process, the technique is simple but the results validate the approach.

![Figure 11: In green the tracked bounding box, in blue the up scaled bounding box.](image)

8.2  Algorithm

For the feature selection step we up-scale the ground truth of a scale factor (generally between 1.2 – 1.5). We select the features with the same technique as describe.

We then track the object with a bounding box and extract the features with a up scaled bounding box.

We assume that the selection algorithm chooses the good features. The method is thus strengthened, as shown by the results. Without the selection part of the feature, if we use Haar-like features as the classical Struck, the best result is achieved with a scale factor of 1.0, so without any scaling.

But with the selection process the best result is with a scale between 1.2 and 1.5.
In figure 12 the result is a little bit strange because the result in function of the scale does not look convex. We do not have enough time to investigate deeper.
9 Benchmarking

To evaluate the performance, we use the technique proposed by Wu and al. We do not modify the framework to keep the neutrality as explained above. We show plots, one by category and one for the overall performance. We display the two evaluation metrics (overlap and distance).

We use the temporal robustness evaluation, this means that for each video we run 20 times the algorithm with different starting positions.

To achieve this performance we use all the ameliorations presented in this document, i.e. feature selection, size adjustment and context awareness. The parameters are set one time for all the video, so there is no specific parameter fitting for each video. We name the algorithm StruckLS.

In the following Figures are displayed the nine best state-of-the-art algorithms plus StruckLS, so that we can compare the overall performance.

Note that the color depends of the AUC score in each plot. And the number in the title of the graph is the number of videos in the category.

9.1 Success plot

In the Figures we show first the success plots (based on the overlap ratio). It the most interesting, because the precision plot is a little bit artificial\(^5\).

\(^5\)Indeed the distance (in pixel) is highly dependent on the image resolution and on the bounding box size.
Benchmarking

Success plots of TRE – illumination variation (25)

Success plots of TRE – scale variation (28)

Success plots of TRE – occlusion (29)
Success plots of TRE – deformation (19)

Success plots of TRE – motion blur (12)

Success plots of TRE – fast motion (17)
Success plots of TRE – in–plane rotation (31)

Success plots of TRE – out–of–plane rotation (39)

Success plots of TRE – out of view (6)
9.2 Precision plot
Benchmarking

Precision plots of TRE – illumination variation (25)

Precision plots of TRE – scale variation (28)

Precision plots of TRE – occlusion (29)
Precision plots of TRE – deformation (19)

- StruckLS [0.629]
- Struck [0.610]
- SCM [0.603]
- CPF [0.596]
- VTD [0.586]
- VTS [0.570]
- DFT [0.566]
- ASLA [0.547]
- MIL [0.539]
- CSK [0.539]

Precision plots of TRE – motion blur (12)

- Struck [0.577]
- StruckLS [0.542]
- CXT [0.490]
- TLD [0.459]
- DFT [0.435]
- OAB [0.427]
- TM−V [0.417]
- KMS [0.409]
- VTD [0.404]
- MIL [0.403]

Precision plots of TRE – fast motion (17)

- Struck [0.546]
- StruckLS [0.525]
- CXT [0.471]
- CPF [0.464]
- LOT [0.417]
- Frag [0.413]
- LFT [0.411]
- RS−V [0.402]
- KMS [0.401]
Benchmarks

Precision plots of TRE – in-plane rotation (31)

Precision plots of TRE – out-of-plane rotation (39)

Precision plots of TRE – out of view (6)
Considering all these plots, we can see that in the general case StruckLS outperforms the state-of-the-art. For us, it is an empirical validation of the presented concept.
9 Benchmarking
Part III
Conclusion
Conclusion

To conclude let us review the proposed evaluations and contributions. We started this project with the goal of studying the feature description in the tracking and try to improve a state-of-the-art technique.

We first try usual keypoint descriptors to describe a patch. But due to the computational cost, we decide to abandon the keypoint descriptor. We do not say that keypoints are not suitable for the tracking, but that they are not so good for patch description.

To keep the advantage of binary description, and address the problem of the number of features, we propose a method to select an efficient subset. The results validate this approach. We absolutely do not say that the selection is optimal, but there is already a significant improvement. With this technique the number of features can be chosen in function of the computational power available, which is a great advantage.

To validate the technique, we integrated it in a complete algorithm, but the technique can be integrated in any tracker by detection.

The other improvements (scale invariance, context awareness) are very specific to the problem of visual tracking, but the feature selection as proposed by Paratte [55] and which is applied in this work is very promising and could be applied to other problems.

The last thing we want to highlight, is that it is really difficult to compare and evaluate the different tracking techniques. The work of Wu and al. [74] is a really good start, but we really need a bigger dataset, with a standard framework for the evaluation (one set of parameters for all the video and a standard scoring technique). Now there are too many publications that test their algorithm on five or ten videos, with very tuned parameters.

Future work

Many aspects of this work can lead to extensions, but here are some interesting aspects that would benefit of more research and we want to explore certain areas soon.

Feature selection

Selection technique

This work present one way to select the features, which already provide good results, but there are several other techniques (based on other hypotheses) which deserve to be studied.

Different feature

We explain why binary features work well, but most of desktop computer we have today come with very impressive optimizations to deal with floating point operations, so it would be interesting to apply the same method to the Haar-like feature.

The application domain

It would be interesting to use feature selection on a patch for other application. With the supervised technique it is relatively easy to specialize the feature selection to a particular task.

Rotation invariance

We propose a technique to add some robustness to the rotation, it would be interesting to test if it really works.
Conclusion

ARM architecture
Due to the massive use of binary feature it would be interesting to evaluate the performance on an ARM architecture.
Technical remarks

The different methods proposed in this work have been implemented using Open Source libraries and Software, and the code can be made available upon request, all the code based on Struck is available on GPLv3, all my contribution is in GPLv3 too. The implementation was done in C++. The OpenCV library\textsuperscript{6} was used for almost all vision part and Eigen\textsuperscript{7} for the linear algebra.

\textsuperscript{5}http://www.gnu.org/licenses/gpl.html
\textsuperscript{6}http://opencv.org/
\textsuperscript{7}http://eigen.tuxfamily.org
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Equipment and software

Hardware
In this project the following development platforms were used:

**Laptop Computer Asus N76VZ**
- CPU: Intel Core i7 3630QM, 4 cores (8 threads) @ 2.4 GHz
- Memory: 16GB RAM @ 1600 MHz
- GPU: nVidia GeForce GT 650M mit 4GB
- Base system: Archlinux 64bit

**Desktop Computer Xeon E5-2687W**
- CPU: Intel Xeon E5-2687W v2, 16 cores (32 threads) @ 4.5 GHz
- Memory: 128GB RAM @ 1600 MHz
- GPU: Asus GeForce GTX 780
- Base system: Ubuntu 13.10 64bit
- Virtual machine: VirtualBox Windows 7 professional

Software
The following software and libraries were used:

- GCC 4.8.2 with glibc 2.18
- QtCreator 3.0.0
- OpenCV library 2.4 and 3.0
- Eigen 3.2
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