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Forecast

� This research studies the performance of 
memory ordering mechanisms on Chip Multi-
Processors (CMPs) for modern workloads.

� Results using both aggressive cores and simple 
cores will be presented.

� Results for server workloads and cloud 
workloads will be presented.

� Reflections on ARM’s memory model will be 
addressed.
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Motivation & problem statement

� Memory ordering was considered a significant 
performance bottleneck for Distributed-Shared 
Memory (DSM) server systems.

� Chip Multi-Processors (CMPs) and energy-efficient 
computing are emerging and making disruptive 
impacts.

� Is memory ordering still a serious problem for 
CMPs and future energy-efficient processors (e.g. 
ARM Cortex-A15)?



Background & related work
� Memory ordering 

� Should ordering of load/store instructions be 
preserved? 

� Can we or should we relax this restriction to 
improve performance?

� SC: preserve orders sequentially

� TSO: relax ordering of loads, but keep ordering of stores

� RMO: relax all, only keep ordering if specified

� Memory ordering research in the past

� Is SC + ILP = RC? (Chris Gniady et al., 1999)

� Mechanisms for Store-wait–free Multiprocessors 
(Thomas F. Wenisch et al., 2007)
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Methodology (1/2)
� Full-system Chip Multi-Processors (CMPs) simulation 
platform (PARSA, EPFL)
� Flexus 4.0: current version of CMPs simulator – simulate both 
system and user behavior for un-modified commercial software

� Statistical sampling: sample system states with flexpoints to 
reduce simulation time with sufficient confidence interval

� Support SC, TSO, RMO memory ordering mechanisms

� Modern workloads
� Server workloads – databases, web servers, and decision 
systems

� OLTP: DB2 TPCC, Oracle

� Web: Apache, Zeus

� DSS: Qry2, Qry17

� Cloud workloads – emerging cloud workloads for data centers
� Web09_bank, cloud9, nutch, word_count, cassandra_test

� Modern processors -- Aggressive cores and simple cores



Methodology (2/2)
� Architecture parameters

� Aggressive cores
� Processing nodes: 16 cores, SUN SPARC III V9 ISA, 3GHz, 8-stage 
pipeline, 4-issue, 96-entry ROB, 32-entry SB

� L1 split I/D caches: 64KB, 2-way

� L2 caches: 8MB, 16-way

� Micro-architecture parameters: 
� memory consistency models (SC, TSO, RMO)

� L2:data latency = 10, 50, 100 cycles

� Interconnect: tiled mesh

� Simple cores
� Processing nodes: 16 cores, ARM Cortex-A15, 2GHz, 60-entry ROB, 
16-entry SB

� L1 split I/D caches: 32KB, 2-way

� L2 caches: 4MB, 16-way

� Micro-architecture parameters:
� memory consistency models (SC, TSO, RMO)

� L2: data latency = 4 cycles

� Interconnect: tiled mesh



Results (1/5)
� Server workloads on aggressive cores

� 7% ~ 13% speedup from SC to TSO

� 1% ~ 3% speedup from TSO to RMO

� Store latencies significant (18% ~ 22%) for SC 

� 20% busy time on average

Excution time breakdown (L2: data lat = 10)
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Results (2/5)
� Server workloads on aggressive cores

� 3% ~ 12% speedup from SC to TSO

� 1% ~ 2% speedup from TSO to RMO

� Other latencies (EmptyROB, L2:Load) begin to dominate

� 15% busy time on average

Execution time breakdown (L2: data lat = 50)
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Results (3/5)
� Server workloads on aggressive cores

� 1% ~ 11% speedup from SC to TSO

� 1% ~ 2% speedup from TSO to RMO

� Other latencies (EmptyROB, L2:Load) dominate

� 10% busy time on average

Execution time breakdown (L2: data lat = 100)
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Results (4/5)
� Server workloads on simple cores

� 10% ~ 19% speedup from SC to TSO

� 3% ~ 6% speedup from TSO to RMO

� Store latencies significant (25% ~ 35%) for SC

� 25% busy time on average

Execution time breakdown
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Results (5/5)
� Cloud workloads on simple cores

� 11% ~ 28% speedup from SC to TSO

� 3% ~ 6% speedup from TSO to RMO

� Store latencies significant (19% ~ 39%) for SC

� 42% busy time on average

Execution time breakdown
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Reflections on ARM
� ARM’s weakly consistent memory model

� Model description
� Similar to RMO – relax ordering constraints unless specified with 
barrier instructions.

� Barrier instructions
� DMB (Data Memory Barrier)

� Instructions before the barrier are observed by all processors before the 
instructions after the barrier.

� DSB (Data Synchronization Barrier)
� Instructions before the barrier complete before the instructions after the 
barrier (global synchronization w/ acknowledgement).

� ARM cores for cloud & server workloads?
� Evaluation on memory ordering

� RMO is sufficient to provide performance guarantee for CMPs w/ 
aggressive cores or simple cores.

� If performance suffering of 3% ~ 6% is acceptable, TSO could be 
considered as an alternative for its simpler programming model.



Summary
� Memory ordering penalties for CMPs 

� are not as severe as DSM server systems.

� TSO and RMO 
� almost provide the same performance with aggressive 
cores 

� slightly larger gap with simple cores

� Cloud workloads 
� are more computation-intensive than server workloads 
(high busy time), 

� but some of them suffer from more memory ordering 
stalls

� ARM’s weak memory model 
� could provide good performance. 

� But TSO could provide simpler programming model with 
3% ~ 6% performance penalties. 



Future work
� Speculation

� For simple cores, there is a performance gap 
between TSO and RMO, it would be interesting to 
see how to bridge this gap with speculation.

� The energy efficiency and area overheads of using 
speculation for simple cores could be another 
interesting topic.

� Cloud workloads on aggressive cores

� It would be interesting to see the memory ordering 
behavior of cloud workloads on aggressive cores 
(compared to the behavior of server workloads).



Thank you for your attention

Merry X’mas

Questions?



Appendix
� Mechanisms for Store-wait–free Multiprocessors 
(Thomas F. Wenisch et al., 2007)



The following slides are from Prof. 
Falsafi’s course slides
















