Quantum fluctuations and isotope effects in ab initio descriptions of water
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Isotope substitution is extensively used to investigate the microscopic behavior of hydrogen bonded systems such as liquid water. The changes in structure and stability of these systems upon isotope substitution arise entirely from the quantum mechanical nature of the nuclei. Here we provide a fully *ab initio* determination of the isotope exchange free energy and fractionation ratio of hydrogen and deuterium in water treating exactly nuclear quantum effects and explicitly modeling the quantum nature of the electrons. This allows us to assess how quantum effects in water manifest as isotope effects, and unravel how the interplay between electronic exchange and correlation and nuclear quantum fluctuations determine the structure of the hydrogen bond in water.

I. INTRODUCTION

Nuclear quantum effects play a crucial role in determining the structure and dynamics of water’s hydrogen bond network.[1–12] For example, the zero point energy in a typical oxygen–hydrogen (O–H) covalent bond is equivalent to a 2000 Kelvin raise in temperature along that coordinate, and is strongly modulated by changes in the chemical environment. However, the vast majority of molecular dynamics simulations are performed treating the nuclei as classical particles, thereby neglecting these effects.

Recent development of efficient algorithms and ever increasing computational power now allow simulations of liquid water that treat both the nuclei and electrons quantum mechanically.[5, 7, 12] These studies have uncovered a series of interesting observations. For instance, simulations using density functional theory (DFT) observed that the inclusion of nuclear quantum effects shortens the hydrogen bonds and leads to a more structured liquid.[5] However, another study using the same functional observed the opposite trend.[7] More recent work has also suggested that, upon including nuclear quantum effects, protons in liquids water undergo transient events in which they hop onto nearby oxygen atoms, in stark contrast to what is observed with classical nuclei.[12] The degree of this hydrogen delocalization between molecules depends on the DFT functional chosen and hence it is not clear how pronounced this effect would be with an exact description of the electronic structure of liquid water - something that is still far beyond reach of computational investigation.

Evaluating the role of nuclear quantum fluctuations in water and other hydrogen bonded systems is complicated due to the existence of competing quantum effects.[4, 5, 13]. Quantum effects lead to an extension of the O–H covalent bond allowing the hydrogen to be shared (delocalized) between the oxygen atoms of hydrogen bonded pairs of water molecules. This acts to strengthen the hydrogen bond causing a structuring of the liquid and slower dynamics. In contrast, quantum fluctuations also allow the hydrogen to spread in other directions, distorting and weakening the hydrogen bond. Which of these effects dominates is determined by the strength of the hydrogen bond. “Strong” hydrogen bonds are made stronger upon the inclusion of nuclear quantum effects while “weak” ones are made weaker.[14] Liquid water sits at a point where the strength of its hydrogen bonds is such that a significant amount of the quantum effects cancel.[5, 13–16] Indeed it has recently been shown that raising the temperature leads to inversion from quantum fluctuations acting to strengthen water’s hydrogen bonds to weakening them [15]. The ability to treat competing quantum effects is thus a sensitive probe on whether an electronic structure method is able to correctly describe the behavior of hydrogen bonded systems - particularly at large covalent bond distances that would be extremely rarely observed in a classical simulation.

In order to assess the accuracy of different electronic structure methods in describing the effect of nuclear quantum fluctuations in water, one needs an experimental reference that selectively depends on the quantum nature of the nuclei. While many properties of water, such as its structure or density, have both classical and quantum contributions, some properties are zero in the absence of nuclear quantum effects. Equilibrium isotope fractionation of hydrogen and deuterium between liquid water and its vapor is one such metric that is directly related to the quantum kinetic energy differences between the isotopes.[15, 17] In addition, recent deep inelastic neutron scattering experiments have enabled the acquisition of absolute quantum kinetic energies of H and D atoms in different phases.[18–22] Both of these properties can be obtained exactly for a given description of the electronic structure of water using the path integral formalism.

Here, we perform simulations incorporating the quantum nature of the nuclei and electrons to assess the ability of electronic structure methods to correctly describe
the interplay between electronic and nuclear fluctuations in hydrogen bond networks. By combining recently developed techniques we extract the isotope fractionation ratios and quantum kinetic energies in liquid water and show how the local hydrogen bonded geometries engender changes in the quantum kinetic energy. This allows us to assess the influence of dispersion and electronic exchange interactions on the balance between hydrogen bond structuring and distortion in liquid water.

II. MATERIALS AND METHODS

*Ab initio* path integral molecular dynamics (AI-PIMD) simulations of water in the liquid and gas phase were performed with the i-PI wrapper[23] for path integral evolution and the Quickstep module in the CP2K package[24] for the electronic structure calculations. Each atom was represented with 6 beads using the path integral generalized Langevin equation (PIGLET) algorithm.[25, 26] Simulations were performed in the canonical (NVT) ensemble at the experimental density for each temperature studied with a time step of 0.5 fs. Liquid simulations were performed for 50 ps and gas phase simulations for 250 ps for each functional. Electronic structure calculations were carried out using four exchange-correlation functionals: BLYP[27, 28] PBE,[29, 30] B3LYP[31] and PBE0[32] using the Goedecker-Teter-Hutter pseudopotentials.[33] In addition, simulations including the D3 dispersion correction[34] were also performed with the BLYP and B3LYP functionals, denoted as BLYP-D3 and B3LYP-D3 in the following. The double-zeta split-valence basis set was utilized with a cut-off of 300 Rydberg for the representation of the charge density. Simulations using the PBE functional showed no statistically significant difference in the reported properties upon using a larger triple-zeta split-valence basis or a 500 Rydberg cutoff. Liquid water simulations were performed in a supercell with periodic boundary conditions, containing 64 water molecules when using GGA functionals, and 32 water molecules when using the more expensive hybrid functionals. Simulations using the BLYP functional showed no statistically significant difference in the reported properties when performed with 32 molecules, reflecting the local nature of the quantum kinetic energy.[17] For the gas phase simulations, the Martyna-Tuckerman Poisson solver was used with a cubic box of length 10 Å.[35] Simulations of the Partridge-Schwenke monomer potential energy surface[36] were performed with the i-PI wrapper using the same simulation procedure as the AI-PIMD simulations but with 3 ns of sampling.

To calculate the fractionation ratios we used the thermodynamic free energy perturbation (TD-FEP) path integral estimator.[17] Combined with an appropriate choice of the integration variable to smooth the free energy derivatives[17] this allowed us to evaluate the isotope effects in the liquid phase using only a single PIMD trajectory of pure H$_2$O. Simulations using BLYP and PBE gave differences within the reported error bars when a second point at HOD was included, confirming that TD-FEP can extrapolate from H to D using a single simulation in the liquid. We note that since PIGLET does not enforce the imaginary time correlations needed to guarantee accelerated convergence for the TD-FEP estimators this check is essential to ensure the reliability of the results. [17] In the gas phase we found it necessary to perform separate simulations for isolated H$_2$O and HOD to obtain the required accuracy.[17]

III. RESULTS AND DISCUSSIONS

A. Hydrogen bond fluctuations in liquid water

Fig. 1 shows the probabilities of hydrogen bonded geometries obtained from our AI-PIMD simulations at 300 K using DFT descriptions of the electronic structure with classical and quantum treatment of the nuclei. The hydrogen bond is formed between a donor oxygen, O, that the proton is covalently bound to, and an acceptor oxygen, O’. To characterize the hydrogen bond geometries we define two coordinates $\nu$ and $\theta$ which are shown schematically in Fig. 1. The proton transfer coordinate is defined as $\nu = d_{OH} - d_{O'H}$ where $d_{OH}$ and $d_{O'H}$ are distances of the proton from O and O’ respectively. This measures the degree of proton sharing between water molecules with the value $\nu = 0$ corresponding to a highly shared proton that is equally close to the donor and acceptor oxygen atom. The $\theta$ coordinate is the OHO’ angle of the hydrogen bond between the donor and acceptor which is a measure of hydrogen bond distortion from perfect linearity ($\theta = 180^\circ$). The probability distributions in $\nu$ and $\theta$ in Fig. 1 allow us to probe the influence of nuclear quantum fluctuations on the competition between proton sharing and hydrogen bond distortion in water.

Including nuclear quantum effects leads to a large increase in the fluctuations of both $\nu$ and $\theta$ (Fig. 1) compared to classical simulations. This increase in both proton sharing and hydrogen bond distortion, with the former acting to strengthen hydrogen bonds and the latter weakening them, is a manifestation of competing quantum effects.[4, 5, 13] We note that the changes upon including nuclear quantum effects are much greater than those from changing the density functional or including dispersion corrections since the zero-point energy in each O-H stretch is $\sim 5$ kcal/mol of energy ($\sim 10k_B T$ at 300 K) - a much larger energy scale than the differences in hydrogen bond strengths obtained from commonly used density functionals. This highlights the importance of including nuclear quantum effects when assessing the behavior of protons in hydrogen bonded systems, particularly those with short hydrogen bonds.

Consistent with another recent study, our classical simulations exhibit no probability ($< 10^{-7}$) of obtaining con-
The quantum kinetic energy difference between H and D in a given system or phase, $\nu$, is related to the free energy change upon exchanging H for D exactly by [17, 41]

$$\Delta A_\nu = -\int_{m_H}^{m_D} d\mu \frac{\langle K_i(\mu) \rangle}{\mu},$$

where $K_i(\mu)$ is the kinetic energy of a hydrogen isotope of mass $\mu$ in the system $i$ and can be computed within the path integral formalism using the centroid virial estimator [42, 43]. In particular the H/D liquid-vapor fractionation ratio, $\alpha$, serves as a sensitive experimental probe of the change in the quantum kinetic energy of a particle upon moving from the vapor to liquid phase [15, 17] This ratio is related to the free energy change of the reaction,

$$H_2O(l) + HOD(v) \rightleftharpoons H_2O(v) + HOD(l),$$

by,

$$\alpha = e^{-(\Delta A_{\nu})/k_BT}.$$

B. Competing quantum effects on hydrogen fractionation

The quantum kinetic energy difference between H and D in a given system or phase, $\nu$, is related to the free energy change upon exchanging H for D exactly by [17, 41]

$$\Delta A_\nu = -\int_{m_H}^{m_D} d\mu \frac{\langle K_i(\mu) \rangle}{\mu},$$

where $K_i(\mu)$ is the kinetic energy of a hydrogen isotope of mass $\mu$ in the system $i$ and can be computed within the path integral formalism using the centroid virial estimator [42, 43]. In particular the H/D liquid-vapor fractionation ratio, $\alpha$, serves as a sensitive experimental probe of the change in the quantum kinetic energy of a particle upon moving from the vapor to liquid phase [15, 17] This ratio is related to the free energy change of the reaction,

$$H_2O(l) + HOD(v) \rightleftharpoons H_2O(v) + HOD(l),$$

by,

$$\alpha = e^{-(\Delta A_{\nu})/k_BT}.$$
Here $\Delta A_1$ and $\Delta A_e$ correspond to the free energy of converting H to D in the liquid and vapor phases, respectively, given by Eq. 1. The fractionation ratio is typically expressed as $10^3 \ln \alpha$ and hence we will refer to this as the fractionation ratio in what follows. Using this definition, a positive value ($10^3 \ln \alpha > 0$) corresponds to a preference for H to reside in the gas phase compared to D and a negative value for it to reside in the liquid phase. In the classical limit the average kinetic energy of the isotope will be $3k_B T/2$ regardless of phase (classical equipartition) and hence $\Delta A_1 = \Delta A_e$; giving rise to zero fractionation ($10^3 \ln \alpha = 0$). Isotope fractionation thus depends purely on the quantum nature of the nuclei and probes the change in the quantum kinetic energy between the liquid, where water participates in hydrogen bonds, and the vapor, where it does not. Due to the vital importance of fractionation ratios as inputs to current climatic models, a number of detailed experiments have been performed to obtain accurate values of $\alpha$ over a wide range of temperatures.[40]

Table I shows the fractionation ratio obtained from our AI-PIMD simulations at 300 K. Since these simulations exactly include nuclear quantum fluctuations the only approximation is the DFT functional employed. The fractionation ratio is observed to fall as the number of proton excursions increases. This correlation occurs since proton excursions lead to a strengthening of hydrogen bonds in the quantum liquid resulting in a preference for the more quantum liquid resulting in a preference for the more quantum D isotope to the vapor, thus reducing the quantum liquid to D and a negative value for it to reside in the liquid phase. Due to the vital importance of fractionation ratios as inputs to current climatic models, a number of detailed experiments have been performed to obtain accurate values of $\alpha$ over a wide range of temperatures.[40]

Table I shows the fractionation ratio obtained from our AI-PIMD simulations at 300 K. Since these simulations exactly include nuclear quantum fluctuations the only approximation is the DFT functional employed. The fractionation ratio is observed to fall as the number of proton excursions increases. This correlation occurs since proton excursions lead to a strengthening of hydrogen bonds in the quantum liquid resulting in a preference for the more quantum D isotope to the vapor, thus reducing the quantum liquid to D and a negative value for it to reside in the liquid phase. Due to the vital importance of fractionation ratios as inputs to current climatic models, a number of detailed experiments have been performed to obtain accurate values of $\alpha$ over a wide range of temperatures.[40]

<table>
<thead>
<tr>
<th>Proton excursion (%)</th>
<th>PBE</th>
<th>BLYP</th>
<th>BLYP-D3</th>
<th>PBE0</th>
<th>B3LYP</th>
<th>B3LYP-D3</th>
<th>Exp</th>
</tr>
</thead>
<tbody>
<tr>
<td>O-H</td>
<td>0.442</td>
<td>0.098</td>
<td>0.073</td>
<td>0.054</td>
<td>0.038</td>
<td>0.040</td>
<td>-</td>
</tr>
<tr>
<td>Plane</td>
<td>-409</td>
<td>-292</td>
<td>-272</td>
<td>-241</td>
<td>-199</td>
<td>-205</td>
<td>-</td>
</tr>
<tr>
<td>Orthogonal</td>
<td>114</td>
<td>104</td>
<td>90</td>
<td>99</td>
<td>88</td>
<td>87</td>
<td>-</td>
</tr>
<tr>
<td>$10^3 \ln \alpha$</td>
<td>-17</td>
<td>62</td>
<td>48</td>
<td>90</td>
<td>102</td>
<td>95</td>
<td>73</td>
</tr>
</tbody>
</table>

The cancellation ranges from 80% for B3LYP to 98% for PBE demonstrating that water exhibits an extremely large competition between quantum hydrogen bond delocalization and distortion.

Table I shows that, with the exception of PBE, all the functionals tested are qualitatively correct in predicting the fractionation ratio in what follows. Using this definition, a positive value ($10^3 \ln \alpha > 0$) reflects the dominance of the hydrogen bond weakening effect (due to distortion of hydrogen bonds) over the strengthening effect (due to proton sharing) upon including nuclear quantum effects in water at 300 K. However, the functionals differ in their quantitative agreement with experiment. Among the functionals investigated, BLYP gives closest agreement with experiment. Including a fraction of exact exchange (the B3LYP functional) leads to a rise in the fractionation ratio. This highlights the tendency of BLYP and other GGA functionals to excessively delocalize electron density allowing protons to be shared more easily between water molecules. The propensity to delocalize electrons is decreased upon including exact exchange, resulting in a reduction of the excursions of protons along the hydrogen bond. This leads to an increase of the O-H component of fractionation and an overall positive fractionation ratio, i.e., a preference for H to reside in the gas phase. The effect on the overall fractionation is partially compensated by the fact that the weakened hydrogen bond formed when...
exact exchange is included leads to broader fluctuations in the other directions, reducing the magnitude of the in-plane and orthogonal components which favor H residing in the gas phase. The effect of including exact exchange in the PBE functional (PBE0) is much larger than that for BLYP, which is consistent with the fact that PBE0 contains a larger fraction of exact exchange relative to B3LYP (25% vs 20%). The effect of including dispersion corrections is smaller, and results in a decrease in fractionation for both BLYP and B3LYP. The opposite effects of exact exchange and dispersion corrections suggest that the good quantitative agreement of BLYP with experiments is probably fortuitous, arising from a cancellation of errors. A quantitative description of quantum effects requires an electronic structure method that includes both terms, such as B3LYP-D3. For systems where the large computational cost of hybrid functionals is prohibitive BLYP can qualitatively and semi-quantitatively capture the influence of nuclear quantum effects on hydrogen bonds, and does not overestimate proton excursions as much as PBE. Overall, the strong correlation between fractionation and proton excursion events suggests that about 0.1% of all protons in water at any given time are undergoing an excursion at 300 K.

C. Temperature dependence

Given BLYP’s success in capturing qualitatively the interplay between nuclear quantum effects and hydrogen bonding at 300 K, it is important to assess if it can describe this subtle cancellation over a range of temperatures. Fig. 2 compares the fractionation ratio predictions of BLYP to experiment along the liquid-vapor coexistence line from 300 K to 573 K, which is near the critical point of water. BLYP is observed to correctly capture the experimental inversion around 500 K which is seen in H/D liquid-vapor fractionation of water but not in most other substances or for other isotopes.[40] However, the inversion is overestimated with the entire fractionation curve shifted down by $10^5 \ln \alpha \sim 20$ over the entire temperature range studied. The temperature where inversion occurs is about 100 K lower than experiment, which is consistent with previous BLYP simulations using classical nuclei that found the liquid-vapor critical point to be about 100 K too low [44]. The inversion arises from the different effect of changing temperature on the three contributions to the fractionation shown in Table I.[15] The O-H contribution corresponds to a high frequency stretching mode and is thus highly quantum mechanical even at the highest temperatures shown. In contrast the in-plane and orthogonal components, which oppose the O-H contribution to fractionation, correspond to lower frequency rotational/librational type modes. These modes become classical much faster and hence temperature acts to tune the different contributions: for example from our BLYP simulations, upon going from 300 K to 573 K these contributions drop by 91% and 86% respectively whereas the O-H contribution drops by only 79%. This coincides with a drop in the percentage of protons undergoing excursions by an order of magnitude between 300 K and 573 K highlighting the quantum, rather than thermal, origin of this effect.

D. Absolute quantum kinetic energy of protons in water

While using fractionation allows one to assess the change in quantum kinetic energy upon going between the vapor and liquid phase, it is also instructive to consider the absolute quantum kinetic energy in each phase. This allows us to examine whether any of the functionals obtain the correct overall fractionation ratio from a fortuitous cancellation of errors between the phases.

To obtain exact values of the kinetic energy (K) and free energy change ($\Delta A$) upon converting H2O to HOD in the vapor, we performed PIMD simulations on the Partridge-Schwenke (PS) water monomer potential energy surface.[36] This surface was fit to high-level ab initio calculations and has been shown to reproduce therovibrational line positions of water and its isotopomers up to 30,000 cm$^{-1}$ in energy to accuracies of 0.1 cm$^{-1}$ or better.[36] Path integral simulations on this potential therefore allow us to obtain values for the kinetic energy of H and D in gaseous water that are exact to the number of decimal places needed to distinguish between the DFT functional descriptions (Table II). From this it is clear that the functionals incorporating exact exchange (PBE0 and B3LYP) improve on both the absolute pre-
diction of the proton quantum kinetic energy ($K_v$) and the free energy difference between H and D ($\Delta A_v$) in the gas phase. By combining the value of $\Delta A_v$ obtained from the spectroscopically accurate PS potential with the experimental fractionation ratio we can obtain a benchmark for the H/D isotope free energy change in the liquid, $\Delta A_l$, shown in Table II. The poor performance of the PBE functional is again apparent as is the accuracy of the values yielded by PBE0 and B3LYP. The improved performance of PBE0 over PBE is consistent with previous comparisons of monomer deformation energies to high level electronic structure theory.[45]

Finally we can compare the absolute proton kinetic energy in the liquid obtained from DFT with the value obtained from recent deep inelastic neutron scattering (DINS) experiments ($143 \pm 3$ meV).[19, 20] This value is lower than predicted by any of the functionals and is closest to the PBE functional, which we have shown to incorrectly give inverted fractionation and also gives poor values for the H/D liquid and gas free energy change. B3LYP and PBE0 show the largest disagreement with the DINS result despite obtaining excellent agreement with all other properties. Unfortunately, the combination of experimental fractionation data and exact gas phase calculations does not currently allow us to quote an absolute reference for the quantum kinetic energy in the liquid to resolve this discrepancy. One possible solution is to use DINS experiments to measure the kinetic energy of D in mixtures of H$_2$O and D$_2$O and hence obtain a value for the quantum kinetic energy of D in the dilute limit. One could then use this to compute a value of $\Delta A_l$ that could be compared with our reference value, making it possible to assess the consistency of DINS and thermodynamic (fractionation) data.

### IV. CONCLUSIONS

We have shown how nuclear quantum effects give rise to large qualitative and quantitative changes in the local hydrogen bonded structure of water, such as the appearance of transient proton excursions to nearby oxygen nuclei. Accompanying these hydrogen bond rearrangements are changes in the underlying electronic structure, which in turn modulate the nuclear motion and the quantum kinetic energy of the nuclei. These effects manifest as isotope effects and can be understood and validated by experimental probes of the quantum kinetic energy. Our simulations, incorporating both nuclear and electronic quantum effects, have shown that the transient proton excursions are overestimated in GGA DFT functionals, where their tendency to delocalize electron density leads to excess delocalization of the nuclei, a problem that is exacerbated upon including nuclear quantum effects. While BLYP manages to qualitatively capture the cancellation between competing quantum effects, PBE over-estimates dramatically the extent of quantum fluctuations of the proton and incorrectly predicts inverse fractionation at room temperature.

Including exact exchange and adding dispersion corrections lead to much improved agreement both for the H/D isotope free energy changes within a given phase, and the fractionation ratios when isotopes are moved between phases. In particular functionals which incorporate both exact exchange and dispersion contributions, such as B3LYP-D3, provide an excellent choice for studying quantitatively isotope free energy changes in hydrogen bonded systems. This understanding will facilitate the tackling of problems where highly distorted hydrogen bonded structures occur, such as in the solvation of charge dense ions, proton and hydroxide defects and at aqueous interfaces, for which accurate empirical force fields are not typically available. Such an *ab initio* approach will thus enable enhanced elucidation and computational modeling of problems ranging from fractionation in atmospheric and biological systems, to isotope effects on reaction free energy barriers.
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