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Understanding the effect of side groups in ionic
liquids on carbon-capture properties: a combined
experimental and theoretical effort†

Fangyong Yan,ab Michael Lartey,c Krishnan Damodaran,cd Erik Albenze,ce

Robert L. Thompson,ce Jihan Kim,b Maciej Haranczyk,g Hunaid B. Nulwala,*cf

David R. Luebke*c and Berend Smit*ab

Ionic liquids are an emerging class of materials with applications in a variety of fields. Steady progress has

been made in the creation of ionic liquids tailored to specific applications. However, the understanding of

the underlying structure–property relationships has been slower to develop. As a step in the effort to

alleviate this deficiency, the influence of side groups on ionic liquid properties has been studied through an

integrated approach utilizing synthesis, experimental determination of properties, and simulation

techniques. To achieve this goal, a classical force field in the framework of OPLS/Amber force fields has

been developed to predict ionic liquid properties accurately. Cu(I)-catalyzed click chemistry was employed to

synthesize triazolium-based ionic liquids with diverse side groups. Values of densities were predicted within

3% of experimental values, whereas self-diffusion coefficients were underestimated by about an order of

magnitude though the trends were in excellent agreement, the activation energy calculated in simulation

correlates well with experimental values. The predicted Henry coefficient for CO2 solubility reproduced the

experimentally observed trends. This study highlights the importance of integrating experimental and

computational approaches in property prediction and materials development, which is not only useful in

the development of ionic liquids for CO2 capture but has application in many technological fields.

1. Introduction

An important field of research is finding novel materials to
efficiently capture carbon. Different materials and processes
have been proposed to increase the efficiency of the separation

of CO2.1,2 A promising class of materials are supported ionic
liquid membranes.3–5 A unique property of these ionic liquids
is that a very large number of possible materials6 can be
synthesized, which gives us a route to tailor make an ionic
liquid with exactly the right material properties.7–10 Molecular
simulation can be a useful tool to obtain better insights into the
relation between the molecular structure and properties of
these ionic liquids.11–17

Few systematic studies have been carried out examining
whether computational studies can accurately predict the
properties of ionic materials. Most theoretical studies rely on
experimental data, which are seldom available for exactly the
system of theoretical interest. Similarly, theoretical predictions
can only be tested experimentally if the materials can be
synthesized. Synthetic chemistry and theoretical modeling need
to be conducted in tandem to accurately predict properties and
develop structure–property relationships.

Imidazolium-based ionic liquids have been the focus of much
research with major emphasis on aliphatic side groups.12,13,18–20

In this work, we take advantage of a related class of ionic liquids
that were prepared using click chemistry, as shown in Fig. 1.
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The Cu(I) catalyzed azide–alkyne cycloaddition allows a series of
ionic liquids to be quickly synthesized with absolute control over
chemical structure.21 The main advantages of the click reaction
are regio-specificity and the ability to construct molecules with
many possible side-groups.

Herein, click chemistry and molecular simulation have been
used in tandem to enable a systematic approach for developing
structure–property relationships. Additionally, this tandem approach
has high confidence as it alleviates the problems associated with
finding the data from the literature to verify the results.

The new force fields are based on the triazolium core.
A number of functional groups were evaluated and verified
with experimental data. To the best of our knowledge, this is
the first experimentally verified molecular simulation study on
1,2,3-triazolium-based ionic liquids with different polar and
non-polar side groups. These groups include aliphatic, aromatic,
ethereal and silane-based side groups. The insight gained from this
study on the effects of side groups is valuable and transposable
onto other families of ionic liquids.

2. Experimental details

IL synthesis and characterization methods: All chemicals were
purchased with the highest purity from commercial sources
and used as received. 1H (300 to 700 MHz), 13C (75 to 176 MHz)
and 19F (471 to 565 MHz) NMR spectra were recorded in CDCl3

or DMSO-d6 on a Bruker Avance III 500 or 700 spectrometer.
The density of the ionic liquids was determined using an
automatic density meter (Model DDM 2911 from Rudolph
Research Analytical) or a gas pycnometer (AccuPyc II 1390 from
Micromeritics) at room temperature. For detailed chemical
characterization see ref. 21 and Section S2 (ESI†).

All solubility measurements were performed using a PCT-Pro
2000 apparatus from Setaram Inc. The PCT-Pro 2000 is a Sievert’s
apparatus, which determines gas solubility in a sample by char-
ging a leak-tight sample chamber of known volume with a known
quantity of CO2. The CO2-charged sample chamber is isolated
from the rest of the system and the pressure drop in the chamber
is measured. The drop in pressure due to CO2 absorption into the
liquid is then measured, and the quantity of CO2 absorbed into
the liquid is easily determined from an equation of state, in this

case, the NIST Standard Reference Database 23.22,23 For all tests,
between 0.9 g and 1.5 g of the sample was loaded into the sample
chamber. The sample was held under a dynamic vacuum for 4
hours prior to starting a test. During this evacuation, the sample
was heated to 30 1C and was stirred at 300 rpm. After evacuation,
testing was initiated by dosing the sample chamber with a known
amount of CO2, and the sample was allowed to equilibrate for at
least 4 hours. Dosing was repeated to obtain an isotherm over a
pressure range of 0–10 bar. Throughout all tests, the sample was
held at 30 1C and was stirred at 300 rpm.

Self-diffusion coefficient measurements were performed using
a Bruker Avance III 600 MHz spectrometer with a BBFO probe with
the Z-axis gradient. Temperatures were controlled to�1 K accuracy
using a Bruker BVT3000 temperature control system. The samples
were thermally equilibrated at each temperature for 30 min before
the measurements. All the experiments were performed on neat
samples without any deuterated solvents. Extensive shimming was
done on each sample prior to acquisition to observe JHH splitting.
The measurements of the self-diffusion coefficients for the cation
and the anion in each ionic liquid were made by using 1H and 19F
nuclei, respectively. Self-diffusion coefficients were determined
using a Stimulated Echo Pulsed Field Gradient (STE-PFG) pulse
sequence with bipolar gradients.24,25 To obtain the self-diffusion
coefficient, the peak intensity vs. gradient strength data were fit to
the Stejskal–Tanner equation.26,27
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¼ exp �g2g2d2 D� d

3
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where I and I0 are the signal intensities with and without gradients,
respectively, g is the gyromagnetic ratio, g is the gradient strength,
d is the length of the gradient pulses, D is the diffusion time
between the gradient pulses, and Ds is the self-diffusion coeffi-
cient. The gradient strength was varied between 0 and 50 G cm�1,
while the duration of the gradient d was held constant throughout
the experiment. d was set between 2 and 5 ms while the diffusion
time D was kept constant at 300 ms depending on the diffusion
rate of different samples and at different temperatures.

3. Computation details

Fig. 2 shows the class of ionic liquids we study in this work. To
describe the interactions between the atoms, we constructed a
force field following the methodology of Lopes et al.28,29 This
force field takes the form:
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where Kr,ij, ky,ijk, and Vm,ijkl are force constants for bond
stretching, bond angle bending, and dihedral angle motion,
respectively; rij, yijk, and y0,ijk are instantaneous bond length,
bond angle and dihedral angle, respectively; r0,ij and y0,ijk are

Fig. 1 The modular nature of ionic liquids allows us to synthesize a large
number of structures utilizing click chemistry.
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equilibrium bond length, bond angle, respectively; and m is the
multiplicity for the dihedral angle. The nonbonded energy
terms are represented by Coulomb and Lennard-Jones (LJ)
potentials, where eij and sij are LJ parameters, and qi is the
point partial charge.

All ab initio calculations used the Gaussian 09 package.30

We obtained the equilibrium geometry (r0,ij,y0,ijk) using
optimization at the level of RHF/6-31 G(d). We obtained the
partial charges qi using the CHelpG31 method at the level of
MP2/cc-pVTZ(-f)//RHF/6-31G(d) for obtaining the electron
densities. All charges are shown in Fig. S3-1 (ESI†). We obtained
the bond force constant Kr,ij and bond angle force constant
ky,ijk, from AMBER32 and OPLS33 force fields. Unknown force
constants were calculated based on empirical formulas from
the general Amber force field (Gaff).34 We obtained the dihedral
angle force constant Vm,ijkl by fitting the molecular mechanics
simulation to the ab initio calculations. We first ran the
dihedral angle potential scan at the level of HF/6-31G(d). The
scan spans from 0.0 to 180.0, with 100 for each step. After we
obtained the geometries for each step, we used MP2/cc-PVTZ(-f)
to calculate the single-point potential energy. An example of the
dihedral angle potential scan for the dihedral angle between
the phenyl group and the core of ionic liquid 2, and the
dihedral angle potential fitting, which shows a perfect match,
is shown in Fig. S3-2 (ESI†). All force constants can be found in
Tables S3-1–S3-5 (ESI†).

The density and self-diffusion coefficients were determined
using molecular dynamics (MD) simulations. All MD simulations

are conducted using a parallel version of Gromacs 4.5.4.35 During
the simulation a fully relaxed model and a time step of 1.5 fs were
used. The long range electrostatic interactions were treated with the
smooth particle mesh Ewald (SPME)36 method with a PME of 4th
order and an Ewald convergence of 10� 10�6. A cut-off distance of
1.2 nm was used for both short-range van der Waals interactions
and real-space electrostatic interactions. All simulations were con-
ducted in the isothermal–isobaric ensemble (NPT) at 1 atmosphere
using a Nose–Hoover37,38 thermostat and an isotropic Parrinello–
Rahman barostat39 with relaxation times of 1 and 5 ps, respectively.

Simulation employed system sizes of 500 pairs for all ionic
liquids. This size is among the largest atomistic simulations of
ionic liquids, and it is used to minimize the finite-size effects.
All simulations started in cubic boxes with densities as low as
0.001 g cm�3. The systems were subsequently compressed to a
high pressure (10 000 bar at 50 K) until the systems reached a
density close to 1.0 g cm�3. The systems were then heated up to
600 K over 2–3 ns at 1 atm confirming that the systems were
isotropic and at equilibrium. Following this treatment, all
systems were cooled to the target temperatures using a simu-
lated annealing procedure. All simulation systems run at a time
scale of 30–50 ns.

4. Results and discussion

The simulation and experimental densities of all ionic liquids are
shown in Fig. 3. The predicted density is close to the experimental
density (difference is less that 3%), but systematically over predicts
the density. More importantly, Fig. 3a shows that for the same
substitution group R1, the density increases as the order of

Fig. 2 Chemical structures of ionic liquids evaluated in this study. All triazolium-
based ionic liquids contain the same anion, bis[(trifluoromethyl)-sulfonyl]imide
(Tf2N), and the triazolium ring bears three substituent groups, R1, R2, and R3. R3

has been kept constant as a methyl group in this study. The ionic liquids are in
two groups, when R1 is a phenyl group, the ionic liquid is named as n, such as
hexyl (1), (trimethylsilyl)methylene (TMS) (2), and tri-(ethylene glycol) methyl
ether, CH3(OCH2CH2)3 (3). When R1 is a propyl group, the ionic liquid is named as
np, where n follows the same terminology. The only exception in this naming is
1-oct.

Fig. 3 (a) Density of ionic liquids 1-oct, 1p, 2p, 1, 2, 3p, 3 in both simulation and
experiment at 298 K, all data are listed in Table S1-1 (ESI†). (b) Linear correlation
for experiment and simulated density of 1-oct, 1, 2, and 3, and 1p, 2p and 3p.
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substitution oxyl group > silane group > aliphatic group. For the
same substitution group at R2, n > np, the phenyl group leads to
higher density than the propyl group. Fig. 3b shows these two
trends more clearly by using the density correlation plot
between experiment and simulation. A linear but different
correlation is found for n and np, where the slope of n is
higher than np, indicating that the phenyl group has a higher
density trend than the propyl group. This linear correlation also
shows that our force field correctly captures the microscopic
individual cations structure changes underlying the macro-
scopic behaviour of these ionic liquids.

To characterize the structure of the ionic liquids the radial
distribution function (RDF) was calculated (illustrated in
Fig. 4a at 373 K), where four different types are characterized:
center of mass of triazolium core–anion, center of mass of
cation–anion, center of mass of cation–cation, and center of
mass of anion–anion.

The cation–anion RDF shows a peak, which indicates that
the cation and the anion form coordinated regions due to the
strong coulombic interaction. The anion–anion and cation–
cation show no peak suggesting that the cations are distributed
randomly relative to cations, and that the anions are also
distributed randomly relative to others anions, due to the
coulomb repulsion. The RDF for the triazolium core and anions
shows that the core–anion interaction has a higher intensity
than cation–anion, which is due to the fact that +1 charge is
located mainly around the triazolium core (see Fig. S3-1, ESI†).
We also compared the center of mass of cation–anion radial
distribution functions for different ionic liquids in Fig. 4b. We
found that ionic liquid n has higher intensity than the corres-
ponding np, which shows that the cation and the anion in n
pack together more closely than np, causing the higher density
in n than in np. When the set (3p, 3) is compared to (1, 1p,
1-oct) and (2, 2p) it is observed that it has more liquid-like
structure. This property may be due to the fact that the oxyl
group in 3 and 3p is polar and can interact with the anion and
weaken the interactions between the triazolium-core and the
anion. For 1 (1p) and 2 (2p), the cation–anion distribution is
more structured in 2 than in 1. This result follows the density
trend. The most structured cation–anion RDF is for 1-oct
despite the lowest density among all ionic liquids. In order to
understand this phenomenon, tail–atom RDFs were calculated
for 1 and 1-oct as illustrated in Fig. 4c, where tail–atom is the end
of the carbon atom of hexyl or octyl, respectively. It was found
that in the case of 1-oct tail–tail interaction is stronger in the
case of octyl than the hexyl group. This indicates that octyl
species pack strongly together and form non-polar domains.
This microphase domain separation creates more free volume,
and results in a lower density. This non-polar domain formed by
aliphatic chains has also been found in imidazolium-based ionic
liquids as reported by Wang and Voth,40 who noted that when
the substitution groups are aliphatic chains and the carbon
number exceeds 4, the aliphatic chains tend to aggregate
together to form domains and also result in lower densities.

We have also examined the self-diffusion coefficients of the
cations and anions. The self-diffusion coefficient is an important

dynamic property of ionic liquids. The self-diffusion coefficient
DS was calculated based on the Einstein relationship,

DS ¼ lim
t!1

rðtÞ

!
� rð0Þ


!��� ���2� 


(3)

where t is the time, and rðtÞ

!
� rð0Þ


!��� ���2 is the mean square

displacement (MSD).
Fig. 5a shows the mean-squared displacement (MSD) of the

cation and the anion of ionic liquid 1p at 480 K. Due to the slow
dynamics of ionic liquids,41 it is necessary to check whether the
cation–anion system has reached the true diffusive regime.
To check this, ln(MSD/t) versus ln(t) was calculated. The
true diffusive regime has been reached when the curve reaches
a plateau as illustrated in Fig. 5b for 1p at 480 K. At low

Fig. 4 (a) Radial distribution function of ionic liquid 1 at 373 K. (b) Radial
distribution function of cation–anion of 1-oct, 1, 2, 3, 1p, 2p, and 3p at 373 K.
(c) Radial distribution function of tail–tail carbon atom of 1, 1-oct, and 3. The
tail atom is defined as the end carbon atom (*) of the functional group of 1,
1-oct and 3.
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temperature, the time needed for reaching the diffusive region
can exceed the computational limit of 100 ns. In order to
calculate the self-diffusion coefficient at low temperature the
simple Arrhenius relationship was used:

ln DSð Þ ¼ � Ea

R� T
þ ln D0ð Þ (4)

where Ea is the activation energy, R is the gas constant, T is the
temperature, D0 is the frequency factor. Fig. 5c shows an
example of the Arrhenius relationship of 1p in experiment
and simulation. The linear relationship in both experiment
and simulation demonstrates the validity of using this method.

Self-diffusion coefficients of the cations and anions of all
ionic liquids at 333 K were calculated using the Arrhenius
equation. These results were compared to the experimental
data and it was found that experimental diffusion coefficients
were about 10 times greater than the simulated results, as
shown in Fig. 6a. However, both experiment and simulation
show that ionic liquid n has a lower diffusion coefficient than
the corresponding liquid np. For different ionic liquids, the
simulation predicts the correct order, 3 > 1 > 1-oct > 2. Ionic
liquid 2 has the lowest DS, perhaps due to its bulky non-polar

(trimethylsilyl)methylene (TMS) group. Ionic liquid 3 has the
weakest cation–anion interaction, and the radial distribution
function of the tail atom of 3 (Fig. 4c) shows that the oxyl group
does not aggregate. This result shows that 3 is the most liquid-like
compared to 1 and 1-oct and should have the highest diffusion
coefficient. For 1-oct and 1, because of the tail aggregation effect
(Fig. 4c), 1-oct has the lower diffusion coefficient. For the case of
np, the experiment shows that the order is 1p > 2p > 3p; however,
the simulation predicts the order 3p > 1p > 2p. This inconsistency
may be caused by the under-estimation of the density of 3p (error
0.9%) compared to other ionic liquids (error B2–3%), as shown in
Fig. 2a. In Fig. 6b, both simulation and experiment show that the
cation and anion DS are linearly correlated. The anion has a
greater diffusion coefficient, which reflects its smaller size. A
similar correlation slope also shows the accuracy of our force
field to distinguish different cations.

Fig. 7a shows the activation energy of cations and anions of
different ionic liquids in both experiment and simulation. It
shows that the activation energy of np is lower than that of n
giving insight into the higher diffusion coefficient of n. Fig. 7b
also shows that the experimental and simulated anion (and
cation) activation energy is linearly correlated, and interestingly,
two types of correlations are found, one for 1, 1-oct, 1p, 2 and 2p,
and another for 3 and 3p. This phenomenon can be attributed to
the fact that 3 and 3p have polar substituent groups, while the
other ionic liquids have non-polar substituent groups.

After validation of the force field by density quantitatively
and self-diffusivity qualitatively, it was used to study CO2

solubility using the EPM2 force field.42 The Widom test particle
insertion method43,44 was used to calculate the Henry’s Law
coefficient, KH of CO2 in ionic liquids,

KH = rRTexp (bmex) (5)

where r is the number density, which is defined as the number
of ionic liquid pairs divided by the ionic liquid volume, b is the

Fig. 5 (a) MSD (mean-square-displacement) of cation and anion of ionic liquid
1p. (b) Logarithm of the diffusion coefficient of cation (1p) changing with time.
(c) Arrhenius relationship of ionic liquid 1p of cation and anion activation energy
versus temperature in both experiment and simulation. Throughout this figure
and caption, the designation ‘1p’ is used to refer to the cation only while
throughout the rest of the paper, ‘1p’ is used to identify the whole IL.

Fig. 6 (a) Experiment and simulation self-diffusion coefficient of cations and
anions of all ionic liquids at 333 K. All data are listed in Tables S1-2 and S1-3
(ESI†). (b) Self-diffusion coefficient correlation of experimental cations and
anions, and simulation cation and anions.
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inverse temperature, mex is the excess chemical potential of CO2

and defined as

mex ¼ �kT � ln
hV � exp �bUinsð ÞiNPT

hViNPT

� 	
(6)

where h iNPT represents the ensemble average, V is the volume
of ionic liquid, Uins is the insertion potential energy of CO2,
which is defined as the interaction energy between CO2 and
ionic liquid.

An example of Widom test particle insertion is shown in
Fig. 8a, where 1 million insertions per configuration are used
for a total simulation time of 42 ns, and each configuration is
stored every 1.5 ps. Runs of 6 ns were done for equilibrium, and
36 ns for production. Overall there were 24 billion insertions
were performed. The efficiency of Widom particle insertion of
CO2 in the ionic liquid depends on the temperature. At low
temperatures ionic liquids are vitrified and longer simulation
times are required. For example, ionic liquid 1 at 298 K has the
self-diffusion coefficient value of 3.1 � 10�13 m2 s�1 and 2.4 �
10�13 m2 s�1, for anion and cation, respectively. Based on
eqn (3), the mean displacements of cation and anion,

rðtÞ

!
� rð0Þ


!��� ���, for the simulation time of 100 ns, are less than

0.6 Å, which indicates that the ionic liquids are almost
‘‘frozen’’. In order to solve the problem caused by slow
dynamics at low temperatures, higher temperatures are needed
so that the KH will converge. Thus, the Arrhenius equation,

DH ¼ R
@ln KHð Þ
@ð1=TÞ

� 	
P

(7)

where DH is the CO2 heat of adsorption in the ionic liquid and
the subscript ‘‘P’’ indicates constant pressure, is used to solve
the Henry’s Law coefficient at elevated temperatures. Fig. 8a
shows such an example, where the temperature is 400 K.

Fig. 8b shows the Henry coefficient of CO2 in all the ionic
liquids at different temperatures as low as 383 K. The order of

the Henry’s Law coefficients is: 2 > 1 > 3 > 2p > 1p > 3p > 1-oct.
Based on the Henry’s law relationship,

P = KH � xCO2
(8)

where P is the reservoir pressure for measuring the CO2

solubility, xCO2
is the mole fraction of CO2 at this pressure.

The solubility is inversely related to the Henry coefficient. Thus,
the solubility order is 1-oct > 3p > 1p > 2p > 3 > 1 > 2.

Henry coefficients at low temperatures were determined
using the Arrhenius relationship. Fig. 9a shows the correlation
of the Henry coefficient between simulation and experiment at
303 K for the np and n series ionic liquids. It was found that the
solubility order remains the same except that 1p and 1 are
higher than 3p and 3, respectively. Interestingly, it was found
that the correlation of the Henry coefficient is similar to the
density correlation in Fig. 3b, where n and np show two
different types of correlations. The smaller slope of the np
series indicates lower Henry coefficients than the n series, thus,
the higher solubility. The simulated Henry’s Law coefficients
are approximately twice the experimental Henry’s Law coeffi-
cients; however, the trends are in good agreement with the
exception of 1-oct. In the simulation, 1-oct has the lowest KH

value (28.4 bar), but in experiments, 1p has the lowest KH (23.4
bar) followed by 3p (27.2 bar) and finally 1-oct. The reason for
this discrepancy is the combination of the effect of the heat of
adsorption of CO2 in the ionic liquid and the molar volume of
the ionic liquid, which is difficult to rationalize since these two
terms are not well correlated. However, the correlation in
Fig. 9a clearly shows that 1-oct is the lowest in the simulation
because the n series has a higher negative slope than np series.

Fig. 7 (a) Experimental and simulated self-diffusion activation energy of all ionic
liquids, all data are listed in Table S1-4 (ESI†). (b) Activation energy correlation of
simulated and experimental anions and cations. Different correlations are
observed for the polar (3, 3p) and nonpolar (1, 1-oct, 1p, 2 and 2p) substitution
groups.

Fig. 8 (a) Henry’s Law coefficient KH calculation for ionic liquid 2p at 400 K by
Widom particle insertion. (b) Logarithm of KH of different ionic liquids as a
function of temperature at 1 bar. The lines represent linear fits and are intended
as a guide to the eye.

Paper PCCP



3270 Phys. Chem. Chem. Phys., 2013, 15, 3264--3272 This journal is c the Owner Societies 2013

Fig. 9b and c show the CO2 heat of adsorption in the
ionic liquids, and the molar volume of these ionic liquids at
303 K. The CO2 heat of adsorption shows the strength of
CO2 interacting with the ionic liquids: the higher the heat
of adsorption, the higher the CO2 solubility. The molar
volume is another factor that influences CO2 solubility. It is
observed that the higher the molar volume, the more CO2 is
adsorbed. Fig. 9b shows that np type ionic liquids have
higher absolute heats of adsorption than n type ionic liquids.
Despite the fact that the molar volume of np is smaller than
n, it has higher CO2 solubility. For 1-oct and 1, 1 has a
higher heat of adsorption than 1-oct; however, the lower
molar volume of 1-oct contributes more resulting in higher
solubility for 1-oct. For different functional groups, in the
np series, the solubility order is 1p > 3p > 2p and is observed
in both simulation and experiment. For the n series, the
solubility order is 1-oct > 1 > 3 > 2 in both simulation and
experiment.

To study the CO2 interaction with ionic liquids in microscopic
detail, CO2 was mixed with all ionic liquids at 303 K and 5 bar.

Numbers of CO2 molecules based on eqn (8) were calculated.
The densities after the CO2 addition decreased less than 0.5%.
Fig. 10a compares the cation–anion RDFs in ionic liquid 1 and
a mixture of 1 and CO2. The similarities between the RDFs
suggest that CO2 does not disturb the ionic liquid structure,
which is due to the strong coulombic interactions between the
cation and the anion, just as observed in mixtures of CO2 and
imidazolium-based ionic liquids.13,14 In order to understand
how CO2 orients itself in the network the center of mass of
CO2–cation and center of mass of CO2–anion RDFs in a mixture
of 1 and CO2 were calculated. Fig. 10b shows that CO2 interacts
more strongly with the anion than with the cation. In addition,
the intensity of the CO2–cation RDF approaches unity, which
implies that the CO2 molecules distribute randomly with
respect to the cation. Fig. 10c shows how CO2 interacts with
parts of the anion, CO2 interacts most strongly with the side
CF3 groups, then the central N atom, and the SO2 group.
Fig. 10d also shows how CO2 interacts with parts of the cation.
CO2 interacts strongly with the methyl (R3) side group.
However, CO2 does not form a structural RDF with the triazo-
lium core nor the acidic proton at the HA-position on the ring,
which may be because HA lies between the bulky R1 and R2 side
groups, and the interaction of CO2 with HA is sterically
hindered. As a contrast, the CH3 side group is most exposed,
so CO2 molecules can orient between R3 and the anion to
maximize their interaction with anions. The RDFs of CO2 with
other ionic liquids exhibit similar properties as ionic liquid 1,
as shown in Fig. S4-1–S4-3 (ESI†).

Fig. 9 (a) Correlation between experiment and simulation KH at temperature
303 K, all data are listed in Table S1-6 (ESI†). (b) Simulated heat adsorption of CO2

in ionic liquids, and (c) simulated molar volume of these ionic liquids, all data are
listed in Table S1-7 (ESI†).

Fig. 10 (a) RDFs of cation–anion of ionic liquid 1 and ionic liquid 1 mixture with
CO2 at 303 K and 5 bar. (b) RDFs of CO2–anion and CO2–cation of ionic liquid 1
mixture with CO2. (c) RDFs of CO2 with CF3, N and SO2 of anion TF2N. (d) RDFs of
CO2 with CH3, HA, and core of cation 1.
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5. Conclusions

In this work we have developed new force fields and validated
our results with experimental data. We have used the metho-
dology developed by Lopes28,29 to build a force field for a class
of ionic liquids. The important advantage of this approach is
that the resulting force field is compatible with the OPLS33 and
the Amber force field.32 This has an important practical advan-
tage as one can use our force field to, for example, study the
properties of these ionic liquids in a polymer matrix. For the
polymer and the polymer–ionic liquid interactions the OPLS33

or Amber force fields32 can be used. As these force fields have
tested for many systems one can expect a reasonable descrip-
tion of the system. This transferability was our main motivation
to use the Lopes approach.28,29

This transferability clearly has its limitation. We observe
that the densities of the ILs are systematically overestimated. If
the densities are off by only 3%, we can expect much large
deviations on those properties that rely on an accurate descrip-
tion of the density. Indeed, we see much larger deviation for our
predictions of the CO2 diffusion coefficient and the solubility.
As the deviations in the densities are systematic, so are the
deviations in the CO2 diffusion coefficient and the solubility, we
can ‘‘correct’’ for these deviations using a few experimental
data points. As a consequence this model allows us to make
reasonable predictions if we apply these corrections.

It would be interesting to see whether extensions of the
present force field would allow us to improve the predictions.
We feel that a key aspect is to improve the predictions of the
densities. Possible directions would be to include polariza-
tion45 or different methods for the charge distribution.46

Overall, the trends predicted by simulation agree with
experimental data giving excellent insight into the effect of
side groups and how they influence the self-diffusion coeffi-
cient and CO2 solubility. The insights gained here due to the
influence of side groups are important in the development of
ionic liquid materials and can be used for quick screening of a
diverse set of ionic liquids.
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